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Tadeusz Szelangiewicz, Katarzyna Żelazny, Andrzej Antosik and Maciej Szelangiewicz

Application of Measurement Sensors and Navigation Devices in Experimental Research of the
Computer System for the Control of an Unmanned Ship Model
Reprinted from: Sensors 2021, 21, 1312, doi:10.3390/s21041312 . . . . . . . . . . . . . . . . . . . . 281

Mariusz Giernalczyk and Piotr Kaminski

Assessment of the Propulsion System Operation of the Ships Equipped with the Air
Lubrication System
Reprinted from: Sensors 2021, 21, 1357, doi:10.3390/s21041357 . . . . . . . . . . . . . . . . . . . . 299

vi



About the Editors

Leszek Chybowski is a professor at the Maritime University of Szczecin. He is editor-in-chef

and director of the Maritime University of Szczecin Press and director of the Doctoral School of

the Maritime University of Szczecin. He is a researcher and inventor, marine engineer, certified

reliability professional, certified TRIZ specialist, graduate of the Polish Ministry of Science and

Higher Education programme, and one of the Top 500 Innovators at Stanford University. He is an

author/co-author of over 200 papers, chapters and monographs. The scope of his research includes

reductions in the machinery–environment interference, improvements in machinery effectiveness,

reliability and safety, and inventics and innovation management.

Arkadiusz Tomczak is a professor at the Maritime University of Szczecin with over 10 years

of industrial experience including research and lecturing in the field of offshore–hydrographic

surveillance, subsea mining, subsea and surface positioning systems, and ship and ROV navigation.

The time he devoted to offshore industry led him to a Master’s in Mariner and Hydrographer cat.

A diploma. In 2013–2015, he was an editor-in-chief of the European Journal of Navigation, a joint

journal of European navigation institutes. At present, he is involved in the national submarine search

program and manages their first expedition, which is due to be held in June 2021 in the North Sea.

Maciej Kozak graduated from Szczecin University of Technology, Faculty of Electrical

Engineering, where he received a Master of Science degree in Electrical Engineering in 1999. In

1999, he started work at Szczecin Maritime University, where he has been working intermittently

to date. At that time, he obtained an international diploma of ship’s electro-technical officer ETO. In

2011, he received a PhD degree in technical sciences at the Faculty of Electrical Engineering of Poznan

University of Technology. From 2008, he was Deputy Director of the Institute of Electrical Engineering

and Ship Automation of the Maritime University of Szczecin, and from 2015 to 2019, he was Head

of the Institute. From 01.10.2019, he has held the position of Dean of the newly established Faculty

of Mechatronics and Electrical Engineering at the Maritime Academy in Szczecin. He is a long-time

member of the Association of Polish Electrical Engineers SEP; in 2010–2014, he was a member of the

Board of the Szczecin Branch of the SEP; he has been a long-term and active member of IEEE. He is

the author of over 20 publications in recognized scientific journals, administrator of the Green Energy

Laboratory, and a manager of research and development projects. Lastly, he is involved in a project

covering a ship’s DC power grid using Energy Storage Sources.

vii





sensors

Editorial

Measurement Methods in the Operation of Ships and
Offshore Facilities

Leszek Chybowski 1,*, Arkadiusz Tomczak 2 and Maciej Kozak 3

��������	
�������

Citation: Chybowski, L.; Tomczak,

A.; Kozak, M. Measurement Methods

in the Operation of Ships and

Offshore Facilities. Sensors 2021, 21,

2159. https://doi.org/10.3390/

s21062159

Received: 11 March 2021

Accepted: 18 March 2021

Published: 19 March 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Faculty of Marine Engineering, Maritime University of Szczecin, ul. Willowa 2, 71-656 Szczecin, Poland
2 Faculty of Navigation, Maritime University of Szczecin, ul. Wały Chrobrego 1-2, 70-500 Szczecin, Poland;

a.tomczak@am.szczecin.pl
3 Faculty of Mechatronics and Electrical Engineering, Maritime University of Szczecin, ul. Willowa 2,

71-656 Szczecin, Poland; m.kozak@am.szczecin.pl
* Correspondence: l.chybowski@am.szczecin.pl; Tel.: +48-91-4809-412

1. Introduction

The development of modern measurement methods for ship systems has occurred
due to economic changes and increasingly stringent environmental requirements. At the
same time, the specificity of ship systems and the conditions in which they work produce
very strict requirements for the reliability and accuracy of the measuring systems on ships
and offshore facilities. The digitization of many of the processes carried out on ships, oil
rigs, platforms, etc., increases their complexity and security requirements. This book is
dedicated to research concerning the measurement methods and condition monitoring of
marine systems.

This collection presents the results of research related to the development of modern
systems on ships and offshore facilities, with particular emphasis on measuring and as-
sessing processes occurring in ship propulsion systems, ship navigation systems, maritime
communications, maritime safety and alarm systems, marine cargo handling equipment,
offshore technological systems, etc.

This book addresses all types of sensors and measurement systems designed for ships
and offshore facilities. It provides an advanced forum for the science and technology of
sensors and measuring systems. Regarding marine systems such as ships and offshore
facilities, the scope of the book includes mostly topics associated with physical sensors,
remote sensors, smart/intelligent sensors, sensor devices, sensor technologies and appli-
cations, signal processing, data fusion, sensor interfaces, human-computer interactions,
sensing systems, and localization and object tracking.

2. Special Issue Papers

The above-mentioned topics have been included in the following thematic sections.
The research undertaken by the authors of the following sections can be grouped ac-
cording to the type of equipment being analyzed, particularly including articles on ship
machinery and navigational equipment. Specific topics are related to broadly-understood
measurement issues, as well as condition monitoring and predicting.

2.1. Supporting the Ship Navigation

In this section, we present articles on the subject of aiding navigation, maneuvering,
and operating ships in various operating conditions.

The first article in this section, “Full-Scale Maneuvering Trials Correction and Motion
Modeling Based on Actual Sea and Weather Conditions”, was prepared by B. Mei et al. [1].
The authors propose a novel sea trials correction method for ship maneuvering. In the
paper, the wind and wave drift forces were calculated according to the measurement data.
The authors used a pattern search algorithm to calculate the adjustment parameters for
wind, waves, sea surface currents, etc.

Sensors 2021, 21, 2159. https://doi.org/10.3390/s21062159 https://www.mdpi.com/journal/sensors
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Subsequently, the team of Y. Yang et al. presented an article entitled “An Attitude
Prediction Method for Autonomous Recovery Operation of Unmanned Surface Vehicle” [2].
The authors presented results of experimental launch and recovery technology for an
unmanned surface vehicle (USV). To improve the launch accuracy and reduce the influence
of sea waves, the authors proposed a stacking model of a one-dimensional convolutional
neural network and long short-term memory neural network to predict the attitude of the
USV. The authors tested the efficiency and effectiveness of the launch and recovery system,
which were demonstrated by its successful application in actual environments.

The subject of unmanned surface vehicle control is taken up by T. Szelangiewicz et al.
in their article, “Application of Measurement Sensors and Navigation Devices in Experi-
mental Research of the Computer System for the Control of an Unmanned Ship Model” [3].
The main objective of the research presented in the paper was to design and build a proto-
type computer system with the necessary measurement sensors and navigation devices
to autonomously control an unmanned ship model. The authors presented this type of
system and verified its operation on open water.

2.2. Optimizing the Operation of Ship Machinery

The second section presents issues related to condition monitoring and optimizing
the operation of a ship’s onboard propulsion and power generation.

The first article by D. Kim et al. is entitled, “An Ensemble-Based Approach to Anomaly
Detection in Marine Engine Sensor Streams for Efficient Condition Monitoring and Analy-
sis” [4]. The authors proposed an unsupervised anomaly detection method using sensor
streams from a marine two-stroke diesel engine to detect anomalous system behaviors
that may be a sign of system failure. After detecting an anomaly, clustering analysis was
conducted on the anomalous observation to examine anomaly patterns.

In turn, in the article by M. Giernalczyk and P. Kaminski entitled, “Assessment of the
Propulsion System Operation of the Ships Equipped with the Air Lubrication System” [5],
the authors present the results of the measurements of indicators describing the operational
effectiveness of an Air Lubrication System installed on a modern passenger ship. This
analysis presents some critical observations regarding the efficiency of the system.

Another article prepared by A. Bogdanowicz and T. Kniaziewicz is entitled, “Marine
Diesel Engine Exhaust Emissions Measured in Ship’s Dynamic Operating Conditions” [6].
The article deals with the measurement of emissions from marine engines in dynamic
states. The authors proposed a measurement methodology using an exhaust gas ana-
lyzer with simultaneous recording of the load indicator, engine speed, inclinometer, and
global positioning system (GPS) data. A neural network algorithm was used to model the
concentrations of ingredients contained in engine exhaust gases during dynamic states.
The proposed method enabled the calculation of emissions of the composition of exhaust
gases from the marine diesel engine and also the calculation of the route emissions of the
tested vessel.

The fourth article in this section by D. Kim et al. is entitled, “Data-Driven Prediction of
Vessel Propulsion Power Using Support Vector Regression with Onboard Measurement and
Ocean Data” [7]. The authors proposed a data-driven approach to predict the propulsion
power of a vessel. In this study, support vector regression (SVR) was used to learn from
big data obtained from onboard measurements and the National Oceanic and Atmospheric
Administration (NOAA) database.

In turn, the team of S. German-Galkin and D. Tarnapowicz wrote an article entitled,
"Energy Optimization of the ‘Shore to Ship’ System—A Universal Power System for Ships
at Berth in a Port” [8]. The authors present an analysis of steady-state electromagnetic and
energy processes, allowing the determination of the active and reactive power and losses
in a shore-to-ship (STS) system. The presented analytical research enables the development
of a control algorithm that optimizes the system’s energy efficiency.

2



Sensors 2021, 21, 2159

2.3. Measurements of Ship Machinery Components

This section includes three articles devoted to geometry measurements and quality
assessment of machine driveshaft elements.

The first article by L. Chybowski et al. is entitled “Evaluation of Model-Based Control
of Reaction Forces at the Supports of Large-Size Crankshafts” [9]. The article discusses
a support control automation system employing force sensors to a large-size crankshaft
main journal’s flexible support system. The support reaction forces were changed to
minimize the crankshaft elastic deflection as a function of the crank angle. The aim of this
research was to verify the hypothesis that the mentioned change can be expressed by a
monoharmonic model regardless of the crankshaft structure. The authors’ investigations
confirmed this hypothesis. It was also shown that an algorithmic approach improved the
mathematical model mapping with the reaction forces due to faster and more accurate
calculations of the phase shift angle. The verification of the model for crankshafts with
different structural designs made it possible to assess how well the model fit the coefficients
of determination that were calculated with finite element analysis (FEA).

Another article was written by K. Miądlicki et al., “Remanufacturing System with
Chatter Suppression for CNC Turning” [10]. The article presents the concept of a support
system for the manufacture of machine spare parts. The operation of the system is based
on a reverse-engineering module enabling feature recognition based on a 3D parts scan.
Then, a CAD geometrical model is generated, on the basis of which a machining strategy
using the CAM system is developed. The operation of the described system was presented
using the example of machining parts of the shaft class. The result is a replacement part,
the accuracy of which was compared using the iterative closest point algorithm to obtain
the root mean square error at the level of the scanner accuracy.

The third article in this group was prepared by K. Nozdrzykowski et al. and is entitled
“The Effect of Deflections and Elastic Deformations on Geometrical Deviation and Shape
Profile Measurements of Large Crankshafts with Uncontrolled Sup-ports” [11]. This article
presents a multi-criteria analysis of the errors that may occur while measuring geometric
deviations of crankshafts that require multi-point support. The analysis in the paper
confirmed that the currently-used conventional support method—in which the journals of
large crankshafts rest on a set of fixed, rigid vee-blocks—significantly limits the detectability
of their geometric deviations, especially those of the main journal axes’ positions. Insights
into performing practical measurements, which will improve measurement procedures
and increase measurement accuracy, were provided.

2.4. Non-Destructive Testing of Ship Machinery Components

With regard to ship machinery, articles devoted to diagnosing the condition of el-
ements of ship mechanisms using acoustic emission (AE) signals should be mentioned.
There are two articles on this subject in this issue.

The first is an article by L. Kyzioł et al. entitled, “Acoustic Emission and K-S Metric
Entropy as Methods for Determining Mechanical Properties of Composite Materials” [12].
Composites are now a common material for the construction of elements of modern ships
and ship mechanisms. The article concerns the use of AE and Kolmogorov-Sinai (K-S)
signals metric entropy to determine the mechanical properties of composites. The authors
showed that the application of a modern testing machine and very high-quality instrumen-
tation to record measurement data using the K-S metric entropy method and an AE signal
allows the determination of a material’s transition from an elastic to a plastic phase.

Another article presenting the application of AE signals is an article by M. Kozak
et al. entitled, “Identification of Gate Turn-off Thyristor Switching Patterns Using Acoustic
Emission Sensors” [13]. In this case, the material was devoted to assessing the condition of
electronic components used in the power supply and control systems of ships. The paper
presents an introduction and preliminary tests of a method utilizing an acoustic emission
sensor that can be used to detect early-stage damages of the gate turn-off thyristor.
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In turn, in the article written by S. Drewing and K. Witkowski, “Spectral Analysis of
Torsional Vibrations Measured by Optical Sensors, as a Method for Diagnosing Injector
Nozzle Coking in Marine Diesel Engines” [14], the authors discussed the possibility to
diagnose the coking of a marine diesel engine injector nozzle by performing a spectral
analysis of the crankshaft’s torsional vibrations. The authors presented and verified the
new method, which enabled the measuring and calculation of torsional vibrations in
engine crankshafts.

2.5. Supporting Offshore and Inland Water Operations

In the last section, we present selected issues related to dimensioning of the floating
offshore objects and measurements performed from the floating systems.

The first article in this section is a paper prepared by G. Stępień et al. entitled, “Dimen-
sioning Method of Floating Offshore Objects by Means of Quasi-Similarity Transformation
with Reduced Tolerance Errors” [15]. The article concerns an improvement in the use
of sensors supporting the positioning of floating objects. The accurate measurement of
the offsets is vital to establish a mathematical relationship between a sensor and vessel
common reference point to achieve sufficient accuracy of the survey data. The authors
present the method of transformation by similarity with elements of affine transformation,
called Q-ST (Quasi-Similarity Transformation). The method was verified in laboratory
conditions, as well as in real conditions.

The second article in this section was prepared by K. Pyrchla et al. and is entitled
“Analysis of the Dynamic Height Distribution at the Estuary of the Odra River Based
on Gravimetric Measurements Acquired with the Use of a Light Survey Boat—A Case
Study” [16]. The authors present possible applications of a dynamic gravity meter for
determining the dynamic height along a river. The method described in the article can be
applied to measurements in all near-zero-depth areas.
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Abstract: The fluctuation of the oil price and the growing requirement to reduce greenhouse gas
emissions have forced ship builders and shipping companies to improve the energy efficiency of
the vessels. The accurate prediction of the required propulsion power at various operating condition
is essential to evaluate the energy-saving potential of a vessel. Currently, a new ship is expected to
use the ISO15016 method in estimating added resistance induced by external environmental factors
in power prediction. However, since ISO15016 usually assumes static water conditions, it may result
in low accuracy when it is applied to various operating conditions. Moreover, it is time consuming to
apply the ISO15016 method because it is computationally expensive and requires many input data.
To overcome this limitation, we propose a data-driven approach to predict the propulsion power
of a vessel. In this study, support vector regression (SVR) is used to learn from big data obtained
from onboard measurement and the National Oceanic and Atmospheric Administration (NOAA)
database. As a result, we show that our data-driven approach shows superior performance compared
to the ISO15016 method if the big data of the solid line are secured.

Keywords: vessel power prediction; data-driven prediction; support vector regression; ISO15016;
onboard measurement data; ocean whether data; predictive analytics

1. Introduction

The fluctuation of the oil price and unstable shipping rates have enforced ship builders and shipping
companies to improve the energy efficiency of vessels [1]. Since the fuel cost is the largest portion of
the operating cost of a vessel, improving energy efficiency can result in huge savings in the total operating
cost [2]. Achieving good energy efficiency is also a prerequisite to cope with demanding environmental
regulations because more energy-efficient vessels can reduce fuel consumption and greenhouse gas
emissions [3]. Therefore, several technological solutions have been proposed to improve the energy
efficiency of vessels [4]. Design optimization technology such as ‘hull form optimization’ [5] or ‘propeller
configuration’ [6] try to design vessels to improve the fuel efficiency. On the other hand, operational
optimization technologies aim to improve the operational performance by finding optimal speed
and optimized voyage routes of vessels [7,8]. For a more comprehensive list of energy saving
technologies, the reader is referred to Tilling et al. [4].

To measure the effectiveness of energy-saving technology, it is necessary to measure
the speed/power performance of the vessel [9]. Today, many ship owners leave the responsibility of
the delivery trials including speed-power trials with the shipyard [10]. However, the speed/power
relationship obtained from a testing environment cannot be generalized to realistic operating conditions
and the propulsion performance of the vessel may be affected by several external factors such

Sensors 2020, 20, 1588; doi:10.3390/s20061588 www.mdpi.com/journal/sensors7
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as wind, tide, wave or hull fouling [11]. Thus, in a dynamic environment, it is difficult to determine
exactly whether the increase in energy efficiency is due to newly adopted energy-saving solutions or
other factors.

As an internationally recognized standard, ISO15016 is proposed to measure the speed/power
relationship from the delivery trials [12]. ISO15016 also introduces several calculation procedures to
adjust the impact of external factors on the propulsion performance. Unfortunately, those procedures
are computationally expensive because many input parameters are required and their related equations
are complex [13]. As an alternative measure, the Energy Efficiency Operation Index (EEOI) [14]
was proposed to measure the energy efficiency of the vessel. However, EEOI is just an aggregated
index that is obtained by the total amount of fuel usage and cannot be used to predict the relationship
between the propulsion performance and other related factors.

To overcome this limitation, this study proposes a data-driven approach to predict the propulsion
power by learning data obtained from sensors installed on board the vessel. In this study, support vector
regression (SVR) which shows excellent performance in prediction and pattern recognition is used
to learn from data. For the illustration, the data obtained from an actual bulk is used to predict its
propulsion power at various speeds and dynamic operational conditions. The prediction accuracy
was also compared with that of ISO15016. The result shows that if the operational data are obtainable,
the proposed model outperforms that of ISO15016.

The remainder of the paper is as follows. Section 2 briefly introduces the traditional methods
that have been used to predict vessel propulsion power. Section 3 explains data that are used to
train the prediction model. Section 4 explains the model development procedure in detail. Section 5
discusses the prediction result and compare them with other methods. Finally, Section 6 presents
the conclusion and future works.

2. Related Works

Predicting the propulsion power of a vessel at various operating conditions is considered a difficult
problem because horsepower can be affected by several external factors such as wind, waves, and hull
fouling. Those external factors would increase the vessel resistance, the force working against
the vessel movement, requiring more propulsion power to maintain a certain vessel speed. Thus,
several methodologies have analyzed the added resistance and speed loss to accurately predict
the propulsion power.

As previously noted, the conventional method estimates the added resistance of the vessel,
and uses this value in prediction of the required propulsion power [15]. The standard model for
measuring the total resistance of the vessel is determined by the following equation:

Rtotal = R f riction + Rresidual + Rwind (1)

where R f riction, Rresidual and Rwind are resistance induced by the friction of the hull, residual resistance,
and wind, respectively. R f riction can be calculated by the following:

R f riction = Rhull + R f ouling + Rdra f t (2)

where Rhull is the size of the hull’s wetted area, R f ouling is fouling of the hull and Rdra f t is specific
frictional resistance coefficient. The residual resistance Rresidual is determined by the following:

Rresidual = Rwave + Reddy (3)

where Rwave is the energy loss caused by waves created by the vessel during its propulsion through
the water, while Reddy is eddy resistance which refers to the loss caused by flow separation which creates
eddies, particularly at the aft end of the ship. In calm weather, Rwind is proportional to the square
of the ship’s speed, and proportional to the cross-sectional area of the ship above the waterline.
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Air resistance normally represents about 2% of the total resistance. Finally, the efficient propulsion
power (EHP) of the vessel at a certain speed is determined by the following:

EHP = SPEED ·Rtotal (4)

where the SPEED is a specific vessel speed and Rtotal is total resistance obtained from the above equation.
In ISO15016, several procedures are introduced to correct added resistance [12]. For example,

the added resistance due to the effect of short crested irregular wave, Raw can be calculated by
the following:

Raw = 2
∫ 2π

0

∫ ∞

0

Rwave(ω,α; VS)

ζ2
A

E(ω,α)dωdα (5)

where ζA is wave amplitude, ω is circular frequency of regular wave, α is angle between ship heading
and incident regular wave, VS is the vessel speed through the water, and E is directional spectrum.
In calculation of Raw, several methods such as the STAWAVE-1, STAWAVE-2, theoretical methods or
the Seakeeping model test were proposed in [12]. However, such methods proposed in ISO15016 may
not be appropriate to predict the propulsion performance in the actual operating condition because
it requires data from the speed trial environment and requires too many input parameters. Even if
such big data from operational conditions are available, it would take too much time and cost because
the analysis procedure consists of complex equations which are computationally expensive.

Alternatively, Holtrop and Mennen’s method [16–18] is also widely used to estimate the resistance
and propulsion power requirement during the vessel design phase. It is an empirical method that
utilizes data accumulated from many model tests results. The model coefficient and equation are
obtained from statistical analysis and regression applied to the data. Although this method requires
less computation and numerical analysis, it only provides rough approximation of the resistance
and propulsion power which may result in a less accurate result. Moreover, since data is obtained
from the model experiments, prediction result cannot be applied to the actual operational condition.

Another stream of works utilizes computational fluid dynamics (CFD) in the analysis of
the vessel resistance and the propulsion performance [19–21]. CFD is a branch of fluid mechanics
that uses numerical analysis and data structures to analyze and solve problems that involve fluid
flows. In the vessel design phase, CFD have been utilized to predict the resistance by simulating
the fluid performance of the designed hull form. Although a CFD-based model can accurately predict
the resistance, the calculation of the fluid performance is computationally expensive, and usually
requires several hours to complete. Thus, it is difficult to use CFD to predict the propulsion power
at various operating conditions. To overcome the limitation of the above methodologies, this study
proposes using machine-learning technique in the prediction of propulsion power using the data
obtained from the actual operating environment.

3. Data Collection

To predict the propulsion power, a 200,000-ton bulk cargo ship was chosen. The general
arrangement of our target vessel is shown in Figure 1. Also, the detailed specification is depicted in
Table 1. The target ship is dedicated to iron ore transportation and operates only on two regular routes:
from South Korea to the US and from South Korea to Australia. Since it operates on a small number of
stable routes, the data quality was thought to be reliable. For the propulsion system of the target ship,
a fixed-pitch propeller whose pitch angle cannot be changed is adopted.
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Figure 1. General arrangement of the vessel.
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Table 1. Specification of the target vessel.

Specification

Length Overall 269.36 m
Length betw. perpendiculars 259.00 m

Breadth 43.00 m
Depth 23.80 m

Draught 17.3 m
Deadweight 152.517 metric t

The detailed description of the dataset is shown in Table 2. Most of the data were collected using
sensors installed onboard the vessel. The target feature to predict is shaft horsepower which indicates
the amount of mechanical power that is delivered by the engine to the propeller shaft. For the input
features, velocity, draft, rotation per minute of shaft (RPM), sea depth, tide, wave height, and wind
vectors are chosen. Sensor information of each data feature is also illustrated in the same table.
The collected data were then processed through the Voyage Data Recorder (VDR) system which digitizes,
compress and stores the information in an externally mounted protective unit. Under regulations
of the IMO (International Maritime Organization), a cargo ship that weighs more than 20,000 tons
should be equipped with VDR. Although the primary purpose of the VDR is to assist marine causality
investigation, the recorded data also can be used for performance monitoring of the vessel. The picture
of the VDR system installed on the vessel is shown in Figure 2.

Table 2. Data feature description.

Type Feature Name Description (unit) Source
Sensors
(Sensing Methods/Protocol)

Input Features

Ship Velocity Velocity of the ship measured with
Differential GPS. (knot)

Onboard
Sensors

GPS Sensor
(Position, date, time
using GPS/NMEA0183)

Draft Vertical distance between waterline
and the bottom of the hull. Draft is
mainly affected by the weight of
the cargo on board. (m)

Onboard
Sensors

Draft Sensor
(using Hydrostatic Level Pressure
Transmitters/NMEA0183)

RPM Rotation per minute of shaft (RPM) Onboard
Sensors

RPM Indicator

Sea Depth Sea depth below the ship. Sea depth
is measured with depth log recorded
in VDR. (m)

Onboard
Sensors

Echo Sounder
(sonar wave is used to measure
the time interval between emission
and return of a pulse/NMEA0183)

Tide Tide around ship. Measured with
the difference between speed through
the water (STW) and speed over
the ground (SOG). (m/s)

Onboard
Sensors

Doppler log
(using ultrasound and applying
the Doppler effect to measures
the speed of surface ship through
water/NMEA0183)

Wave Height Height of wave. NOAA
database

Indirectly measured from heave
acceleration of the buoys. (m)

Wind Vector A vector measure that indicates
the speed and direction of the wind
around the ship. (m/s)

Onboard
Sensors

Anemometer (NMEA0183)

Output Features Propulsion Power Shaft horsepower of the ship. (hp) Onboard
Sensors

Shaft Torque Sensor
(using strain gauge that converts
torque into a change in
electrica resistance/MODBUS)
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Figure 2. Data collection system in Voyage Data Recorder (VDR).

In processing the raw data obtained from different sensors, many computational steps would be
required. For example, the shaft horsepower can be measured with the torque which can be measured
with strain. The loading torque T is calculated by the following:

T =
επGD3

8
(6)

where ε is shaft strain, G is shaft material shear modulus (pa) and D is shaft diameter (m). To accurately
measure the torque, a strain gauge is attached to the propeller shaft of the vessel. The strain
gauge measures the change in electrical resistance of the shaft and converts it into the torque.
Several commercial system providers [22,23] as well as software vendors [24] are available for shaft
power measurement. For our target ship, the SpecsVision-TPM system [25] is used for measuring
and processing the shaft power.

In addition to the shaft power measure, the raw data collected from the different sensors were
processed by the data acquisition unit (DAU) of the VDR system. DAU transforms each sensor
data according to the industrial standard protocol and synthesizes the data from different sensors
into a structured data table wherein each datum is recorded at the same time periods. As a result,
the synthesized data are transmitted throughout the satellite-based communication system and stored
into the cloud database. As a result, each data observation is generated every 10 s, and overall 178,000
observations were collected over seven months (from 2016.01 to 2016.07). The data protocol information
used to process the sensor data is also shown in Table 2.

To collect the wave height, which cannot be measured directly on board the vessel, the National
Oceanic and Atmospheric Administration (NOAA) database is utilized. NOAA collects spectral wave
data using accelerometers on board the buoys which measure the heave acceleration of the buoy. A fast
Fourier transform is then applied to obtain the wave height. For more detailed information about
wave height measure of the NOAA database, the reader is referred to [26].

4. Development of Propulsion Power Prediction Model

4.1. Support Vector Regression (SVR)

As a machine learning model to predict the propulsion power of the vessel, SVR is applied.
SVR, which was introduced by Drucker et al. [27], is an extension of support vector machine (SVM)
that considers a regression problem as well. Like SVM, SVR tries to determine the hyperplane that
maximizes the margin while ensuring that the error is tolerated.

Suppose that a training data
{
(x1, y1), (x2, y2), . . . , (xn, yn)

}
is given, SVR assumes the relationship

between x and y represented by the following:

f (x) = wTϕ(x) + b (7)
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where ϕ(x) denotes a kernel function that transforms the data into a higher dimensional space to
make it possible to perform the linear separation, w is weight vector associated with vector x and b is
coefficient. To find good estimator, SVR tries to find linear function that is as flat as possible. This can
be formulated as a convex optimization problem and formulated as follows:

J(w) =
1
2

wTw (8)

subject to ∀n :
∣∣∣yn − f (xn)

∣∣∣ ≤ ε.
As shown in the above equation, SVR tries to minimize the norm of w while ensuring all residuals

having a value less than ε. However, functions f (x) may not be exist for satisfying the above condition.
To deal with such an infeasible constraint, we slightly modify the problem as follows:

J(w) =
1
2
‖w‖2 + C

N∑
i = 1

(ξ+ ξ∗) (9)

subject to:
∀i : yi − J(w) ≤ ε+ ξi
∀i : J(w) − yi ≤ ε+ ξ∗i

∀i : ξi ≥ 0
∀i : ξ∗i ≥ 0.

The slack variables ξi and ξ∗i serves as soft margin that allows the regression error of each data
point i to exist up value ξi and ξ∗i . The constraint C controls the overfitting of the model by imposing
a penalty on observations that lie outside the margin ε.

The solution of Equation (7) can be optimized by solving a dual problem that is computed
as follows:

L(a) =
1
2

n∑
i = 1

n∑
j = 1

(ai − a∗i )(aj − a∗j)K(xi, xj) + ε
n∑

i = 1

(ai + a∗i ) −
n∑

i = 1

yi(ai + a∗i ) (10)

subject to:
n∑

i = 1
(ai − a∗i ) = 0

∀n : 0 ≤ ai ≤ C
∀n : 0 ≤ ai ≤ C

The function K(xi, xj) =< ϕ(xi),ϕ(xj) > is called as kernel function whereϕ(xi) is a transformation
that maps xi to a high-dimensional space. If we assume a linear model, linear kernel function
K(xi, xj) = xT

i xj is utilized. If the non-linear relationship is assumed, radial basis function (RBF) kernel
K(xi, xj) = exp(−‖xi − xj‖2) or sigmoid kernel K(xi, xj) = tanh(γ(xT

i xj) + θ) are widely adopted.
Now the function that is used to predict new value xn is equal to Equation (9):

f (x) =
n∑

i = 1

(an − a∗n)K(xn, x) + b (11)

The predictive performance of SVR is significantly affected by the hyper-parameters. If we
assume RBF as the kernel function, the performance of SVR is affected by hyper-parameters C, ε and σ.
Parameters ε and C affect the way of penalizing the training error. The parameter ε controls the amount
of error allowed in the model. If the residual is larger than ε, then the training error is penalized
by C. Thus, too small C values may result in the overfitting, while too large C values may result
in the underfitting of the model. On the other hand, the parameter σ determines the correlation of
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the kernel function. Thus, an optimal set of hyper-parameters among its possible combinations should
be found. For a more detailed description of SVR, the reader is referred to [28].

4.2. Data Preprocessing

Before applying SVR, several preprocessing tasks were performed. In this step, data records that
may lower the prediction performance were omitted from the dataset. Firstly, the observations with zero
speed were omitted because it means that the vessel does not use propulsion power at all. Moreover,
the observations whose vessel speed is less than 6 knots were also omitted because this indicates that
the vessel is near a harbor and is likely to undergo frequent course changes. Such a situation may not
be adequate for the propulsion power analysis.

Also, some outlier data that has abnormal shaft power value (output feature) is omitted from
the dataset. To systematically determine the outlier, Chauvenet’s criterion, is utilized [29]. Given N
samples of a dataset, an observation is considered as an outlier if NP(>|z|) < 0.5 where P(>|z|) is
the cumulative probability of the observation is being more than z standard deviation of the mean.
An example of outlier detection is shown in Figure 3. As shown in this figure, the outlier that shows
a large deviation from the normal shaft power value is omitted from the dataset.

Finally, feature scaling is applied to the dataset. Feature scaling is important for SVR, since it tries
to maximize the distance between the separating plane and the support vectors. If one feature has
larger magnitudes than others, it will dominate the other features when calculating the distance. In this
study, we normalize each feature between the −1 to +1 intervals. All the preprocessing procedure was
conducted using Pandas module with a python 3.6 environment.

Figure 3. An example of outlier detection using Chauvenent’s criterion; 75 observations were randomly
chosen from the dataset. (a) Before outlier detection. (b) After outlier detection.

4.3. Model Learning

The SVR algorithm was applied to the training dataset. In this study, RBF was chosen for the kernel
function. The RBF is a widely adopted kernel function because the number of hyper parameters is
small compared to that of other models without losing too much prediction performance.

As previously mentioned, finding the optimal parameter is a crucial step for learning the SVR
model. For the SVR model with RBF kernel function, three hyper-parameters C, ε and σ are required.
In this study, to find the optimal hyper-parameter set, every possible parameter combination was
validated by a K-fold cross validation approach. As a result, the optimal hyper parameter for the training
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dataset was C = 4950, σ= 0.6 and ε= 1.0. The experiment was conducted with Scikit-learn which is
a famous open-sourced machine-learning library of python.

5. Result

To validate our model, we divided the data into training and testing datasets. The data collected
during first five months was used to train the model while the remaining two months were used to
test the model. To measure the predictive performance of the model, RMSE (residual mean squared
error) and R2-score were used. The evaluation result is shown in Table 3. The R2 score is 89.78%
which indicates a fairly good performance for the regression.

Table 3. Prediction result.

Training dataset 2016.01.01 ~2016.05.31
Testing dataset 2016.06.01~2016.07.30

Kernel Function RBF kernel
Hyper parameter C = 4950, r = 0.6, epsilon = 1.0

R2 score 89.78%
RMSE 54 kW

Entry 2 data

In Figure 4, actual propulsion power vs. speed record is compared with the dataset predicted by
our SVR model. Each red dot is actual propulsion power in the testing data set given at specific speed
of the vessel. As shown in this figure, given the same speed level, the propulsion power shows large
deviation. This deviation can be explained by the impact of external factors (wind, wave and tide).
The blue dots are the data predicted by the SVR model. As shown in this figure, the SVR model
shows almost the same pattern as actual data, which indicates that our SVR is a reliable tool to predict
the propulsion power of the vessel.

Figure 4. Comparison between predicted propulsion power vs. actual data.

Figure 5 shows the relationship between the speed and the propulsion power of the vessel.
The green and black lines are estimated speed vs. power curve obtained from ISO15016 method.
The green is obtained when the vessel is loaded with the cargo while the black line is obtained when
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the vessel is empty. The blue cross dots are speed vs. power relationship predicted by the SVR model
while eliminating the impact of external factors. As shown in this figure, the predicted propulsion
performance lies between green and black lines, which indicates that SVR model shows generic S/P
relationship when it is not affected by the external factors (wind, wave, and tide). The SVR model
shows an abnormal pattern when the input is over 18 notes because the data measured with vessel
speed being over 18 notes is not available.

Figure 5. Predicted propulsion power without external effect.

We also have compared the prediction performance of the proposed model with that of an ISO15016
method. In order to do this, we have compared the prediction results of the two methods using the same
testing dataset (2016.06.01~2016.08.01). When applying ISO15016 [12], the wind measure is adjusted
based on the Fujiwara method (p.41) and the wave feature is adjusted based on the STAWAVE-2
method (p.45). STAWAVE-2 approximates the Raw in Equation (5) by the following:

Rwave = RAWML + RAWRL

RAWML = 4ρsgς2
A

B2

LPP
raw(ω)

RAWRL = 1
2ρsgς2

ABα1(ω)

(12)

where RAWML and RAWRL is mean resistance increase due to wave motion and reflection respectively.
raw(ω) and α1(ω) are functions of circular frequency of regular wave ωwhich are explained in detail
in [12]. For a more detailed procedure of STAWAVE-2, the reader is referred to [12].

The comparison result is shown in Table 4. As shown in the table, the SVR-based model outperforms
the ISO15016 in both R2 score and RMSE. The ISO15016 method underperforms the SVR-based model
especially when the vessel is in bad weather conditions.
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Table 4. Comparison with ISO15016 method.

Date 2016.06.01 ~ 2016.07.30
Wind Correction Fujiwara method

Wave Adjustment STAWAVE-2
R2 score 30.23%

RMSE 985 kW

6. Conclusions and Future Works

This study proposes a data-driven approach to predict propulsion power. Although several
prediction methods are available, most of them are computationally expensive, and suffer from
low prediction accuracy. Instead, we propose to use a machine-learning model that utilizes actual
operational data of the vessel. In this study, support vector regression (SVR) is used to learn from 178,000
onboard data observations obtained from a bulk carrier that operates on solid lines. Compared to
the conventional methods, the proposed model does not require complex equations and showed
superior performance if only the big data of the solid line are secured.

There are, however, further issues to explore to improve the model performance. Currently,
the data feature related to the vessel status such as the ship damage, roughness of the hull, or engine
performance degradation are not addressed. Accommodating such additional features may improve
the model performance. Another issue is to compare numerous competing machine-learning algorithms
and find the best models.
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Abstract: A support control automation system employing force sensors to a large-size crankshaft
main journals’ flexible support-system was studied. The current system was intended to evaluate
the geometric condition of crankshafts in internal combustion diesel engines. The support reaction
forces were changed to minimize the crankshaft elastic deflection as a function of the crank angle.
The aim of this research was to verify the hypothesis that the mentioned change can be expressed by a
monoharmonic model regardless of a crankshaft structure. The authors’ investigations have confirmed
this hypothesis. It was also shown that an algorithmic approach improved the mathematical model
mapping with the reaction forces due to faster and more accurate calculations of a phase shift angle.
The verification of the model for crankshafts with different structural designs made it possible to
assess how well the model fits the coefficients of determination that were calculated with the finite
element analysis (FEA). For the crankshafts analyzed, the coefficients of determination R2 were greater
than 0.9997, while the maximum relative percentage errors δmax were up to 1.0228%. These values
can be considered highly satisfactory for the assessment of the conducted study.

Keywords: geometry measurements; large crankshafts; marine diesel engines; flexible crankshaft
supports; forces at supports; force control; mathematical modeling; changing forces; model-based control

1. Introduction

The measurement of geometric deviations comprises issues that focus mostly on measuring
small-sized components [1–4]. This limitation is due to the use of small structural components in
machinery and mechanisms and the availability of comprehensive instrumentation for measurements.
It is also arbitrarily assumed [5,6] that the elastic deflections and deformations of such components due
to their own weight are negligible and do not affect the results of measurements. Therefore, this paper
does not analyze the practical issues of how an object’s support affects the object’s elastic deformation.
In addition, this issue is treated marginally for large components of machinery. This is particularly true
for the so-called slender and large-sized components that are of low and variable rigidity with high
susceptibility to flexural deformations [7,8]. Important examples of such components are crankshafts
of internal combustion diesel engines—the primary units of a main propulsion, ancillary engines and
generator sets [9]. More specifically, the crankshafts of piston power machinery used not only in
shipbuilding but also in other modes of transport such as railway or automobiles, agriculture, industrial
construction and emergency power sources for military facilities and public utilities such as hospitals
and offices. These shafts, in addition to their considerable weight and dimensions, have relatively
small ratio of cross-section to length. A number of other structural details also make them different
from smaller straight shafts used in smaller engines. Another challenge is that these components have
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different cross-sectional areas along the axis, and the centers of gravity of each section are located at
different positions and in different directions relative to the shaft axis.

The known solutions regarding the equipment or systems for the measurement of large-size
crankshafts most often involve mounting a shaft on several fixed rigid V-block supports [5,6,10].
For this type of support, it is virtually impossible to obtain reliable measurement results due to initial
deflections and geometrical elastic deformations. For these two major reasons, such measurements
have elastic deflection errors, whose vectors and magnitude change with the shaft’s rigidity varying as
it rotates. Considering the impossibility of eliminating the mentioned deflections in a shaft supported
by rigid V-blocks, these deflections are tolerated in this research in order to accommodate the spring
action of crank webs [11]. Due to these limitations, the results of spring action measurements are
currently the basic indicators for evaluating the correct manufacture of crankshafts.

However, deformation values in large crankshafts can be significant [12–15] and jeopardize the
results of geometric measurements [6,11,16]. Based on our previous research, we considered large
crankshafts to be those where the length-to-diameter ratio (L/d) is greater than 12/15, whereas the shape
factor αk determining the nature of cross-sectional changes may take on significant values αk > 1 (for a
straight shaft with a constant diameter, affected by no sudden changes in cross-section αk = 1) [17].
In such crankshafts deformation, under the influence of their dead weight is checked with usage of
deflection (springing) measurements as an indirect measure of bearings reactions. To obtain reliable
measurements, these deformations must be analyzed and, where possible, eliminated or minimized,
which can be achieved by a combination of suitable object support conditions and appropriate tooling
that implements the predetermined support conditions.

Proper conditions for measuring a shaft geometry may be ensured by a measuring system fitted
with a so-called “flexible shaft support system”. A design solution for these flexible supports enables
the application of variable and pre-set reaction forces. These are predicted with specialized, finite
element analysis (FEA) software to ensure zero deflections at crankshaft main journals being supported.
The operation of a flexible support system is assisted by a computer application that monitors the
variation of the required reaction forces and works together with the automatic control elements.
The computer monitoring application records the variation of forces predicted with FEA software.
It uses mathematical solvers described previously by the authors in a study where the monoharmonic
model was recommended for the item under testing [18].

According to the experimental results, to accommodate the elastic deflections at the crankshaft,
it is necessary to support the main journals during measurements by a set of supports that generate
variable reaction forces at the contact of support heads and main journals. To avoid thermal deflections,
the temperature of the crankshaft before measurement has to be normalized and must be the same
as the ambient temperature. The values of reaction forces should be adjusted to compensate the
deflections, both along the shaft axis and at its rotational angle at the supports. A schematic diagram of
the main system and essential components of the proposed flexible shaft support system is presented
in Figure 1.

The experimental setup is shown in Figure 2. The main system comprises four subsystems:
flexible support block, measuring block, turning gear block and the data processing block. The shaft’s
flexible support block in the current test rig consists of pneumatic supports (4) fitted with V-block heads
(5), force sensors (6) and solenoid valves (7). The measuring block consists of a trolley (8), a tripod
and a measuring sensor mounted on the trolley. The trolley moves along the shaft in slide bars (11).
The turning gear block generates the crankshaft torque during the measurements. This block consists
of an electric motor (12) and a belt transmission (13). The last subsystem is the data processing block,
which consists of a computer (14) with the software.

The support control algorithm uses a mathematical model that interpolates the values of forces
calculated previously with FEA software. The supports are continuously adjusted when the shaft
rotates by precision current-controlled valves that operate in feedback with the force sensors measuring
the actual force at the contact of support heads and main journals (Figure 3). The whole process is

20



Sensors 2020, 20, 2654

automated using a computer application, developed in-house, to operate the feedback system without
any unnecessary delays.

Figure 1. A diagram of the most essential components of the measuring system [6]: (1) crankshaft;
(2,3) fixing centers; (4) support with pneumatic actuator; (5) V-block head; (6) force sensor;
(7) current-controlled precision valve; (8) trolley; (9) tripod; (10) surface geometry sensor; (11) slide
bars; (12) electric motor; (13) belt transmission; (14) PC with software.

This paper is a continuation of the authors’ studies on the automation of force-sensor-based
flexible support of a shaft by main journal actuators. The base control system was presented in [11], and
the possible uses of different models of force variation for a selected crankshaft were analyzed in [18].
The purpose of this article is to prove that the most promising monoharmonic model can be used for
crankshafts with different designs. Moreover, the use of an algorithmic approach makes it possible to
improve the response time of the reaction forces due to a faster and more accurate determination of
a phase shift angle, which is one of the elements of the presented model.
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Figure 2. The test rig operating in line with the concept of the measuring system with flexible support
of a crankshaft (own source).

Figure 3. Basic components of the flexible support control unit [11]: (1) crankshaft; (2) shaft’s main
journal; (3) pneumatic actuator; (4) rolling, articulated, self-adjusting V-block head; (5) force sensor (force
transducer); (6) guides; (7) trolley; (8) laser distance meter for measuring the longitudinal coordinate of
the measured cross-section; (9) tripod; (10) surface geometry sensor; (11) base; (12) proportional
current-controlled reducing valve (controlled proportional regulating valve); (13) current relay;
(14) programmable digital controller (control circuit); (15) feed valve; A, analog signal; Ctrl, controller;
D, digital signal; e(k), an error signal (an input signal of the PID algorithm); FPV(t), signal of realization
force; FSP(k), signal of the set force; I, current signal; kp(i), proportional gain; P, pressure; R, resistance;
TD, differentiation time; TI, integration time; TS, sampling time; U, voltage; UF(k), signal corresponding
with FPV(t).
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Model verification for crankshafts with different designs will allow analyzing the model’s fit and
determining the relative percentage errors. In practice, it is assumed that a coefficient of determination
(describing how the model fits the given data set) greater than 0.69 renders the fit as substantial [19].
In their earlier papers, the authors assumed that good mapping is provided by the model, for which
the coefficient of determination is higher than 0.99 [18].

The authors hypothesize that for a large crankshaft, the change of reaction forces minimizing the
elastic deflection of the shaft can be described using a monoharmonic model as a function of the shaft’s
angular position, regardless of the number and dimensions of the main and crank journals and the
shape, dimensions and angular displacements of cranks.

2. Materials and Methods

2.1. Monoharmonic Model

The authors’ research to date [18], including the analysis of amplitude spectra of the variation of
reaction forces at supports ensuring minimization of elastic deformation of a shaft, has shown that the
variation of these forces can be described by the second harmonic. Therefore, the authors suggested
using the following monoharmonic model [20]:

R(ϕ) = R0 + CR2 sin(2ϕ+ ϕR2), (1)

where CR2 is the amplitude of the second harmonic of the reaction force change function; ϕR2 is the
phase shift of the second harmonic of the reaction force change function.

Assuming that the reaction forces calculated with the FEA software at the support of a given
journal for successive shaft positions are expressed in the form of a vector:

ΦFEA = [ϕ1,ϕ2, . . . ϕm], (2)

RFEA = [R1, R2, . . .Rm], (3)

Then, the individual constants of function (1) will be [20]:

R0 =

∑m
i=1 Ri

m
, (4)

CR2 =

max
i−1,2,...m

(R1, R2, . . .Rm) − min
i−1,2,...m

(R1, R2, . . .Rm)

2
, (5)

ϕR2 = arcsin
(Ri −R0

CR2

)
− 2ϕi, (6)

(Ri −R0

CR2

)
∈ −1, 1, (7)

where φi is the angle for which the phase shift is determined.
When determining the phase shift, it is important that the variation of the model coincides with

the variation of the curve evaluated by the FEA software. For example, both characteristics should be
increasing for the shaft position corresponding to the angle ϕi. For the values calculated for the shaft
of Buckau Wolf R8VD-136 engine [18], ϕi = 0◦CA for even journals and ϕi = 45◦CA for odd journals.
In general, the analytical determination of the phase shift angle uses the methods given by Mateusz
Kowalski [21], modified by the authors.
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2.2. The Analytical Method for Determining the Phase Shift

The fit of the model to the FEA calculation results can be described using the quality function of
the unfitness χ2(φ) [22], which should be as small as possible (the higher the value of χ2(φ), the worse
the fit). This function is given by the formula:

χ2(ϕ) =
∑m

i=1

{
Ri − [R0 + CR2 sin(2ϕi −ϕR2]

}2

σ2
i

, (8)

The inaccuracy of calculated individual reaction forces is considered constant, hence σ = σ1 = σ2 =

. . . = σi = . . . σm. Thus, relationship (8) takes the form:

χ2(ϕ) =
1
σ

∑m

i=1

{
Ri − [R0 + CR2 sin(2ϕi −ϕR2]

}2, (9)

The fit of FEA data to a model reaches an extreme for [χ2(φ)]’ = 0, i.e.,∑m

i=1
[Ri cos(2ϕi + ϕR2) − sin(2ϕi + ϕR2) cos(2ϕi + ϕR2)] = 0, (10)

Having applied the sum formula for cosine and the sum formula for sine [20]:

cos(2ϕi + ϕR2) = cos(2ϕi) cos(ϕR2) − sin(2ϕi) sin(ϕR2), (11)

sin(2ϕi + ϕR2) cos(2ϕi + ϕR2) =

= 1
2 cos2(ϕR2) sin(4ϕi) + sin(ϕR2) cos(ϕR2) cos(4ϕi)

− 1
2 sin2(ϕR2)sin(4ϕi),

(12)

Relationship (10) takes the form:

∑m
i=1

{
Ri cos(2ϕi) cos(ϕR2) −Ri sin(2ϕi) sin(ϕR2) −

[
1
2 cos2(ϕR2) sin(4ϕi)+

sin(ϕR2) cos(ϕR2) cos(4ϕi) − 1
2 sin2(ϕR2)sin(4ϕi)

]
} = 0,

(13)

Relationship (13) can be expressed as the sum of sums [21]:

cos(ϕR2)
∑m

i=1 Ri cos(2ϕi) − sin(ϕR2)
∑m

i=1 Ri sin(2ϕi) − 1
2 cos2(ϕR2)

∑m
i=1 sin(4ϕi)−

sin(ϕR2) cos(ϕR2)
∑m

i=1 cos(4ϕi) +
1
2 sin2(ϕR2)

∑m
i=1 sin(4ϕi) = 0,

(14)

After substituting:

A =
∑m

i=1
Ri cos(2ϕi), (15)

B =
∑m

i=1
Ri sin(2ϕi), (16)

C =
∑m

i=1
sin(4ϕi), (17)

D =
∑m

i=1
cos(4ϕi), (18)

relationship (14) takes the form [21]:

A cos(ϕR2) − B sin(ϕR2) − 1
2

C cos2(ϕR2) −D sin(ϕR2) cos(ϕR2) +
1
2

sin2(ϕR2) = 0, (19)
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Using the identity sin2(ϕR2) + cos2(ϕR2) = 1 and raising both sides of Equation (19) to the second
power, we get [21]:

sin4(ϕR2)
(
C2 + D2

)
+ sin3(ϕR2)(−2BC− 2AD) + sin2(ϕR2)

(
B2 −C2 + A2 −D2

)
+

sin(ϕR2)(BC + 2AD) +
(

C2

4 −A2
)
= 0,

(20)

The next stage of calculation is to solve Equation (20). This can be done by the Ferro method [23]
or numerically, using the roots function in MATLAB 2019b (MathWorks, Natick, MA, USA) or Octave
5.1.0 (John W. Eaton et al., GNU General Public License—GPL) [24]. Then, values w = sin(ϕR2) are
determined, with which, for real roots, the values of potential candidates must be determined for the
correct phase shift angle:

ϕR2 = arcsin(w), (21)

Finally, it is necessary to verify which extremes are minimums of the unfitness function, which
requires calculating expression (8) and incorporating the value for which the unfitness function is the
smallest into the model.

2.3. The Recursive Method for Determining the Phase Shift

An alternative to the analytical solution is determining the phase shift angle using a recursive
algorithm. This solution simplifies the search for the constants of a model and decreases the evaluation
time. The authors used their experience to make an educated guess, assuming that it would be
sufficient to determine the crank angle to an accuracy of 1◦ (CA). The proposed calculation algorithm
for a single main journal is presented in Figure 4.

The algorithm was implemented as code for MATLAB 2019b (MathWorks, Natick, MA, USA) and
is presented in Appendix A.

To evaluate the usability of the proposed monoharmonic model and the algorithm presented in the
paper, the model fit results and FEA calculations were analyzed and compared. The FEA calculations
were done using the Midas NFX 2019 R1 (MSC Software Corporation, Newport Beach, CA, USA).

At main journal supports of shafts, the active forces are analyzed, and reaction forces are generated
to minimize the elastic deflection of the shaft for individual angular positions of the shaft. These forces
are compiled in Appendix B, in Tables A1–A12. The 3D models of analyzed crankshafts are presented in
Appendix C, in Figures A1–A12. The graphical presentation of FEA results for the selected crankshaft
designs is provided in the paper. The analysis assumes that the initial position of 0◦CA corresponds to
the top dead center (TDC) of the first journal on the flywheel side (the assumption was made according
to the specification of the Buckau Wolf R8VD-136 engine). The direction of shaft rotation was assumed
to be clockwise when viewed from the free end of the shaft.

The authors proposed a monoharmonic model with coefficients calculated in a recursive algorithm,
which was implemented in the form of a code in MATLAB 2019b (MathWorks, Natick, MA, USA).

In order to consider different design options and assess their impact on the extent of applicability of
the monoharmonic model proposed, the authors analyzed eight crankshafts with 10 main journals and
three crankshafts with three main journals. To ensure the traceability, shafts were labeled in the following
manner to provide information on their selected dimensions: S-MMMMM-XXXX-YY-ZZ-AAA-BBB-D-EE.
Here, individual terms are defined as follows: S, shaft; MMMMM, shaft weight in newton (N); XXXX,
shaft length in millimeters (mm); YY, number of main journals; ZZ, number of crank journals; AAA,
main journal diameter in millimeters (mm); BBB, crank journal diameter in millimeters (mm); D, shape of
crank webs (O—oval, C—circular, Z—figure formed by two circles connected by tangents); EE, specific
version including crank dimensions, their relative angular offsets and the total shaft weight.

The coefficients of determination R2 and maximum relative percentage error δmax were determined
for each main journal to assess the accuracy of the monoharmonic model’s fit for the reaction forces.
Finally, the results were obtained, and conclusions were drawn for the suitability of the proposed models.
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Figure 4. Recursive algorithm for determination of model parameters.
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3. Results and Discussion

3.1. Crankshaft S-9285-3600-10-8-149-144-O-01

The first crankshaft analyzed was the shaft of the Buckau Wolf R8DV-136 (manufacturer: VEB
SKL—Magdeburg, number of cylinders: 8, nominal effective power: 220 kW, nominal speed: 360 rpm,
nominal specific fuel oil consumption: 238 g/kWh, cylinder bore: 240 mm, piston stroke: 360 mm).
This was done to validate the accuracy of the model. The basic parameters of the shaft are as follows:
weight of 9285 N, length of 3600 mm, ten main journals 149 mm in diameter, eight crank journals
144 mm in diameter, journal length of 100 mm, oval crank webs measuring 252 mm × 358 mm. Reaction
force monoharmonic model coefficients that minimize the elastic deflection are listed in Table 1.

Table 1. Calculated coefficients of the monoharmonic model of reaction forces at main journals of
crankshaft S-9285-3600-10-8-149-144-O-01.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 780.17 881.40 997.47 1032.26 984.30 953.88 985.50 1018.80 1070.50 580.07
CR2 (N) 52.69 124.04 174.53 220.96 188.99 169.82 188.28 212.82 136.54 34.52
φR2 (deg) 246 60 224 37 224 55 224 35 217 42

The quality of the model’s fit to the FEA values and relative percentage errors of the reaction
forces are presented in Table 2.

Table 2. Model’s fit and maximum relative errors for main journals of the crankshaft S-9285-3600-
10-8-149-144-O-01.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
δ (%) 0.0579 0.0735 0.7211 0.2029 0.7788 0.1468 0.1513 0.1513 0.1118 0.1382

The smallest coefficient of determination, equal to 0.9999, corresponds to the model of reaction
forces at the support of the main journal No. 3, while the largest relative percentage error of the
reaction forces, equal to 0.7788%, corresponds to the model of reaction forces at the support of the
main journal No. 5.

3.2. Crankshaft S-8658-9285-3600-10-8-149-114-O-02

Subsequently, the shaft that was redesigned by modifying the journal diameter was analyzed.
The basic parameters of the shaft are as follows: weight of 8658 N, length of 3600 mm, ten main journals
149 mm in diameter, eight crank journals 114 mm in diameter, journal length of 100 mm, oval crank
webs measuring 252 mm × 358 mm. Reaction force monoharmonic model coefficients that minimize
the elastic deflection are listed in Table 3.

Table 3. Calculated coefficients of the monoharmonic model of reaction forces at main journals of the
crankshaft S-8658-3600-10-8-149-114-O-02.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 782.93 816.13 935.03 951.08 913.18 870.04 915.33 942.25 975.95 556.39
CR2 (N) 71.1 153.5 200.25 248.9 214.25 191.25 213.65 241.35 159.05 42.9
φR2 (deg) 243 57 223 38 225 53 225 37 217 40

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 4.

The smallest coefficient of determination, equal to 0.9999, corresponds to the model of reaction
forces at the support of the main journal No. 1, while the largest relative percentage error of the
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reaction forces, equal to 1.0481%, corresponds to the model of reaction forces at the support of the
main journal No. 5.

Table 4. Model’s fit and maximum relative errors for main journals of the crankshaft S-8658-3600-10-
8-149-114-O-02.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
δ (%) 0.0759 0.0726 0.7760 0.3426 1.0481 0.2239 1.0351 0.2567 0.1566 0.1253

3.3. Crankshaft S-16942-3600-10-8-149-144-C-03

Next, the shaft that was redesigned by modifying the crank shape was analyzed. The basic
parameters of the shaft are as follows: weight of 16,942 N, length of 3600 mm, ten main journals with
a diameter of 149 mm, eight crank journals with a diameter of 144 mm, journal length of 100 mm,
circular crank webs 450 mm in diameter. Reaction force monoharmonic model coefficients that
minimize the elastic deflection are listed in Table 5.

Table 5. Calculated coefficients of the monoharmonic model of reaction forces at main journals of the
crankshaft S-16942-3600-10-8-149-144-C-03.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 636.94 1459.39 1998.68 2058.99 1874.93 1904.53 1875.13 2040.33 2144.96 947.85
CR2 (N) 97.65 238.70 346.95 446.75 383.85 333.40 382.85 433.55 274.05 70.95
φR2 (deg) 247 59 222 35 223 54 223 33 212 34

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 6.

Table 6. Model’s fit and maximum relative errors for main journals of the crankshaft S-16942-3600-10-
8-149-144-C-03.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
δ (%) 0.1748 0.1053 0.4610 0.1922 0.6581 0.1469 0.6564 0.1089 0.0661 0.0413

The smallest coefficient of determination, equal to 0.9999, corresponds to the model of reaction
forces at the support of the main journal No. 4, while the largest relative percentage error of the
reaction forces, equal to 0.6581%, corresponds to the model of reaction forces at the support of the
main journal No. 5.

3.4. Crankshaft S-12075-3600-10-8-149-144-C-04

Subsequently, the analysis was done for a shaft with a design as in the case of the shaft
S-12075-3600-10-8-149-144-C-03, but with a reduced diameter of crank webs. The basic parameters of
the shaft are as follows: weight of 12,075 N, length of 3600 mm, ten main journals with a diameter of
149 mm, eight crank journals with a diameter of 144 mm, journal length of 100 mm, circular crank
webs 358 mm in diameter. Reaction force monoharmonic model coefficients that minimize the elastic
deflection are listed in Table 7.

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 8.

The smallest coefficient of determination, equal to 0.9999, corresponds to models of reaction forces
at the support of the main journals Nos. 1, 4, 7 and 10, while the largest relative percentage error of the
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reaction forces, equal to 0.5482%, corresponds to the model of reaction forces at the support of the
main journal No. 5.

Table 7. Calculated coefficients of the monoharmonic model of reaction forces at main journals of the
crankshaft S-12075-3600-10-8-149-144-C-04.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 725.58 1110.52 1294.29 1445.64 1307.01 1334.94 1255.87 1435.69 1443.20 722.07
CR2 (N) 68.80 166.36 264.50 330.56 276.49 238.18 283.67 321.66 204.46 53.14
φR2 (deg) 239 51 218 33 221 50 219 31 210 32

Table 8. Model’s fit and maximum relative errors for main journals of the crankshaft S-12075-3600-10-
8-149-144-C-04.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 0.9999 1.0000 1.0000 0.9999 1.0000 1.0000 0.9999 1.0000 1.0000 0.9999
δ (%) 0.0706 0.2168 0.2763 0.2052 0.5482 0.3299 0.4426 0.0542 0.0487 0.0588

3.5. Crankshaft S-9283-3600-10-8-149-144-O-05

The redesigned shaft with relative angles between cranks modified by 90◦ was then analyzed.
The basic parameters of the shaft are as follows: weight of 9283 N, length of 3600 mm, ten main journals
of 149 mm diameter, eight crank journals 144 mm in diameter, journal length of 100 mm, oval crank
webs measuring 252 mm × 358 mm, offset by the angle of 90◦ relative to each other. Reaction force
monoharmonic model coefficients that minimize the elastic deflection are listed in Table 9.

Table 9. Calculated coefficients of the monoharmonic model of reaction forces at main journals of the
crankshaft S-9283-3600-10-8-149-144-O-05.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 747.64 918.19 990.79 1034.98 986.30 947.27 987.34 1032.79 1035.96 601.33
CR2 (N) 51.05 113.85 145.53 171.88 133.92 90.08 136.82 168.35 106.89 29.47
φR2 (deg) 248 58 210 1 163 0 198 3 166 332

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 10.

Table 10. Model’s fit and maximum relative errors for main journals of the crankshaft S-9283-3600-10-
8-149-144-O-05.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 1.0000 1.0000 0.9999 1.0000 1.0000 0.9999 1.0000 0.9999 1.0000 1.0000
δ (%) 0.0713 0.0086 0.1208 0.0046 0.4026 0.0704 0.3515 0.1262 0.3415 0.0114

The smallest coefficient of determination, equal to 0.9999, corresponds to models of reaction forces
at the support of the main journals Nos. 3, 6 and 8, while the largest relative percentage error of the
reaction forces, equal to 0.4026%, corresponds to the model of reaction forces at the support of the
main journal No. 5.

3.6. Crankshaft S-9283-3600-10-8-149-144-O-06

Subsequently, the analysis was carried out for a shaft redesigned by modifying the relative angles
between cranks with a 180◦ offset in succession. The basic parameters of the shaft are as follows:
weight of 9283 N, length of 3600 mm, ten main journals 149 mm in diameter, eight crank journals
144 mm in diameter, journal length of 100 mm, oval crank webs measuring 252 mm × 358 mm, offset by
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the angle of 180◦ relative to each other. Reaction force monoharmonic model coefficients that minimize
the elastic deflection are listed in Table 11.

Table 11. Calculated coefficients of the monoharmonic model of reaction forces at main journals of the
crankshaft S-9283-3600-10-8-149-144-O-06.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 892.40 751.37 1088.55 882.24 1097.81 878.18 1101.47 872.23 1146.03 572.31
CR2 (N) 40.39 90.09 101.45 104.52 103.24 101.03 100.60 91.53 59.37 17.87
φR2 (deg) 269 89 268 89 270 88 267 90 273 93

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 12.

Table 12. Model’s fit and maximum relative errors for main journals of the crankshaft S-9283-3600-10-
8-149-144-O-06.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
δ (%) 0.0178 0.0887 0.0654 0.0795 0.0246 0.0578 0.0575 0.0189 0.0312 0.0123

The smallest coefficient of determination, equal to 0.9999, corresponds to the model of reaction
forces at the support of the main journal No. 2, while the largest relative percentage error of the
reaction forces, equal to 0.0887%, corresponds to the model of reaction forces at the support of the
main journal No. 2.

3.7. Crankshaft S-9283-3600-10-8-149-144-O-07

Subsequently, the analysis was carried out for a shaft redesigned by modifying the relative angles
between cranks with a 120◦ offset in succession. The basic parameters of the shaft are as follows:
weight of 9283 N, length of 3600 mm, ten main journals 149 mm in diameter, eight crank journals
144 mm in diameter, journal length of 100 mm, oval crank webs measuring 252 mm × 358 mm, offset by
the angle of 120◦ relative to each other. Reaction force monoharmonic model coefficients that minimize
the elastic deflection are listed in Table 13.

Table 13. Calculated coefficients of the monoharmonic model of reaction forces for main journals of the
crankshaft S-9283-3600-10-8-149-144-O-07.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 752.76 895.23 1032.15 1024.88 916.93 1025.31 1023.51 904.80 1129.57 577.39
CR2 (N) 47.79 106.74 125.58 96.40 29.89 96.19 95.13 37.92 66.79 30.90
φR2 (deg) 257 73 245 50 146 249 51 155 271 83

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 14.

Table 14. Model’s fit and maximum relative errors for main journals of the crankshaft S-9283-3600-10-
8-149-144-O-07.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 1.0000 0.9999 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 0.9999 1.0000
δ (%) 0.1934 0.3983 0.0982 0.1577 0.0280 0.1276 0.1261 0.0226 0.0478 0.0421

The smallest coefficient of determination, equal to 0.9999, corresponds to models of reaction forces
at the support of the main journals Nos. 2, 5 and 9, while the largest relative percentage error of the
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reaction forces, equal to 0.3983%, corresponds to the model of reaction forces at the support of the
main journal No. 2.

3.8. Crankshaft S-8479-3600-10-8-149-144-O-08

Next, an analysis was carried out for the shaft with a design modified by increasing the so-called
drive ratio of main and crank journals, which was done by reducing the distance between the axis of
the main and crank journals. The basic parameters of the shaft are as follows: weight of 8479 N, length
of 3600 mm, ten main journals 149 mm in diameter, eight crank journals 144 mm in diameter, journal
length of 100 mm, oval crank webs measuring 252 mm × 358 mm, reduced distance between main
journal axis and crank journal axis. Reaction force monoharmonic model coefficients that minimize the
elastic deflection are listed in Table 15.

Table 15. Calculated coefficients of the monoharmonic model of reaction forces for main journals of the
crankshaft S-8479-3600-10-8-149-144-O-08.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 779.92 789.67 912.92 916.33 895.67 863.50 896.17 904.08 972.00 549.00
CR2 (N) 36.00 80.50 113.00 143.50 120.00 105.50 119.50 137.00 89.00 23.00
φR2 (deg) 246 58 222 37 225 55 225 35 213 35

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 16.

Table 16. Model’s fit and maximum relative errors for main journals of the crankshaft S-8479-3600-10-
8-149-144-O-08.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 0.9999 1.0000 1.0000 1.0000 1.0000 0.9999 0.9999 1.0000 1.0000 0.9999
δ (%) 0.1056 0.0821 0.3048 0.1585 0.4840 0.1391 0.4811 0.1087 0.0715 0.0519

The smallest coefficient of determination, equal to 0.9999, corresponds to models of reaction forces
at the support of the main journals Nos. 1, 6, 7 and 10, while the largest relative percentage error of the
reaction forces, equal to 0.4840%, corresponds to the model of reaction forces at the support of the
main journal No. 5.

3.9. Crankshaft S-7051-3600-10-8-149-144-Z-09

Next, the shaft was redesigned in relation to the shaft S-8658-3600-10-8-149-144-C-03 to form
a complex shape consisting of two circles connected by two tangents. The basic parameters of the shaft
are as follows: weight of 7051 N, length of 3600 mm, ten main journals 149 mm in diameter, eight crank
journals 144 mm in diameter, journal length of 100 mm, crank webs with a complex shape of maximum
dimensions 168 mm × 331 mm. Reaction force monoharmonic model coefficients that minimize the
elastic deflection are listed in Table 17.

Table 17. Calculated coefficients of the monoharmonic model of reaction forces for main journals of the
crankshaft S-7051-3600-10-8-149-114-Z-09.

Journal 1 2 3 4 5 6 7 8 9 10

R0 (N) 817.63 670.72 723.53 742.93 715.18 683.13 715.45 736.93 755.70 490.03
CR2 (N) 58.95 125.40 156.90 190.60 164.35 147.35 163.95 183.95 121.20 32.75
φR2 (deg) 242 56 224 39 225 53 225 38 218 41

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 18.
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Table 18. Model’s fit and maximum relative errors for main journals of the crankshaft S-7051-3600-10-
8-149-114-Z-09.

Journal 1 2 3 4 5 6 7 8 9 10

R2 (-) 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
δ (%) 0.0477 0.1537 0.8284 0.4294 1.0228 0.2191 1.0130 0.3207 0.1859 0.1279

The smallest coefficient of determination, equal to 0.9999, corresponds to the model of reaction
forces at the support of the main journal No. 2, while the largest relative percentage error of the
reaction forces, equal to 1.0228%, corresponds to the model of reaction forces at the support of the
main journal No. 5.

3.10. Crankshaft S-1977-0740-3-2-149-144-O-10

Subsequently, the analysis was carried out on a shaft with double crank and with crank webs
that were offset by 180◦. The basic parameters of the shaft are as follows: weight of 1977 N, length of
740 mm, three main journals with a diameter of 149 mm, outermost journal length of 50 mm, other
journals’ length of 100 mm, two crank journals with a diameter of 144 mm, oval crank webs measuring
252 mm × 358 mm located on the opposite sides of one plane. Reaction force monoharmonic model
coefficients that minimize the elastic deflection are listed in Table 19.

Table 19. Calculated coefficients of the monoharmonic model of reaction forces for main journals of the
crankshaft S-1977-0740-3-2-149-144-O-10.

Journal 1 2 3

R0 (N) 388.82 1199.63 388.88
CR2 (N) 19.55 39.10 19.55
ϕR2 (deg) 271 91 271

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 20.

Table 20. Model’s fit and maximum relative errors for main journals of the crankshaft S-1977-0740-3-2-
149-144-O-10.

Journal 1 2 3

R2 (-) 1.0000 1.0000 1.0000
δ (%) 0.0159 0.0096 0.0149

The coefficients of determination equal 1.0000 for all journals, being accurate to 4 decimal places,
while the largest relative percentage error of the reaction forces equals 0.0159%, which corresponds to
the model of reaction forces at the support of the main journal No. 1.

3.11. Crankshaft S-1977-0740-3-2-149-144-O-11

Next, the analysis was carried out on a shaft with a double crank and crank journal positions
allocated at the same axis. The basic parameters of the shaft are as follows: weight of 1977 N, length of
740 mm, three main journals with a diameter of 149 mm, outermost journal length of 50 mm, other
journals’ length of 100 mm, two crank journals with a diameter of 144 mm, oval crank webs measuring
252 mm × 358 mm located in one plane, on the same side. Reaction force monoharmonic model
coefficients that minimize the elastic deflection are listed in Table 21.
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Table 21. Calculated coefficients of the monoharmonic model of reaction forces for main journals of the
crankshaft S-1977-0740-3-2-149-144-O-11.

Journal 1 2 3

R0 (N) 401.47 1173.83 401.48
CR2 (N) 36.27 72.53 36.27
φR2 (deg) 90 270 90

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 22.

Table 22. Model’s fit and maximum relative errors for main journals of the crankshaft S-1977-0740-3-2-
149-144-O-11.

Journal 1 2 3

R2 (-) 0.9997 0.9997 0.9997
δ (%) 0.2077 0.1416 0.2077

The coefficients of determination equal 0.9997 for all journals, while the largest relative percentage
error of the reaction forces equals 0.2077%, which corresponds to models of reaction forces at the
support of main journals Nos. 1 and 3.

3.12. Crankshaft S-1977-0740-3-2-149-144-O-12

The last analysis was carried out on a shaft with a double crank and crank webs offset by 90◦.
The basic parameters of the shaft are as follows: weight of 1977 N, length of 740 mm, three main
journals with a diameter of 149 mm, outermost journal length of 50 mm, other journals’ length of
100 mm, two crank journals with a diameter of 144 mm, oval crank webs sized 252 mm × 358 mm,
mutually perpendicular. Reaction force monoharmonic model coefficients that minimize the elastic
deflection are listed in Table 23.

Table 23. Calculated coefficients of the monoharmonic model of reaction forces for main journals of the
crankshaft S-1977-0740-3-2-149-144-O-12.

Journal 1 2 3

R0 (N) 420.35 1136.60 420.40
CR2 (N) 42.76 85.50 42.78

φR2 (degree) 133 313 133

The quality of the model’s fit to the FEA values and relative percentage errors of reaction forces
are presented in Table 24.

Table 24. Model’s fit and maximum relative errors for main journals of the crankshaft S-1977-0740-3-2-
149-144-O-12.

Journal 1 2 3

R2 (-) 1.0000 1.0000 1.0000
δ (%) 0.3099 0.2700 0.3143

The coefficients of determination equal 1.0000 for all journals, being accurate to 4 decimal places,
similar to the previous case, while the largest relative percentage error of the reaction forces equals
0.3143%, which corresponds to the model of reaction forces at the support of the main journal No. 3.
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3.13. Comparative Analysis

The results obtained for all 12 crankshafts under analysis are compared in Table 25; for each
model, the maximum relative error δmax and the minimum coefficient of determination R2

min are listed.
The calculated results for the monoharmonic model based on the second harmonic for all 12 crankshafts
with different designs are found to be in complete agreement the FEA data. For all crankshafts analyzed,
the coefficients of determination R2 are greater than 0.9997, and this value is valid for all main journals of
the crankshaft S-1977-0740-3-2-149-144-O-11. The maximum relative percentage error does not exceed
1.0228%, which is valid for the main journal No. 5 of the crankshaft S-7051-3600-10-8-149-144-Z-09.

Table 25. The comparison of model fit values and maximum relative errors for the shafts analyzed.

Crankshaft R2
min (-) δmax (%)

S-9283-3600-10-8-149-144-O-01 0.9999 0.7788
S-8658-3600-10-8-149-114-O-02 0.9999 1.0481
S-16942-3600-10-8-149-144-C-03 0.9999 0.6581
S-12075-3600-10-8-149-144-C-04 0.9999 0.5482
S-9283-3600-10-8-149-144-O-05 0.9999 0.4026
S-9283-3600-10-8-149-144-O-06 0.9999 0.0887
S-9283-3600-10-8-149-144-O-07 0.9999 0.3983
S-8479-3600-10-8-149-144-O-08 0.9999 0.4840
S-7051-3600-10-8-149-144-Z-09 0.9999 1.0228
S-1977-0740-3-2-149-144-O-10 1.0000 0.0159
S-1977-0740-3-2-149-144-O-11 0.9997 0.2077
S-1977-0740-3-2-149-144-O-12 1.0000 0.3143

The analysis has shown that the monoharmonic model maps the reaction forces at supports of
main journals, regardless of how the shaft is designed. In particular, the designs were changed by
modifying the following features:

• the number of crankshaft’s main journals,
• the number of crankshaft’s crank journals,
• the length of main journals,
• the diameter of main journals,
• the diameter of crank journals,
• dimensions of the crank webs,
• the shape of crank webs,
• the relative angular offset between subsequent crank webs.

As the phase shift angle was determined using model algorithms, there was a significant
improvement in the quality of the model’s fit to the FEA data. This is true for an angular increment of
15◦. With the algorithm, it is possible to increase the number of interpolation nodes, as shown in this
article for an angular step of 1◦. The authors’ previous studies [18] have shown calculations for every
15◦ and the phase shift given by the formula (6), the shaft S-9283-3600-10-8-149-144-O-01 was modeled
with the fit resulting in the coefficient of determination R2

min = 0.9959 and the maximum relative
percentage error δmax = 1.52899. Thus, according to the data presented in Table 25, the refinement of
interpolation to 360 nodes per 1 revolution allowed reducing the error by less than 51%.

4. Model Validation

The operational tests for verification of the proposed system were conducted using a test rig built
in the Szczecin AM, equipped with the flexible shaft support system presented in the Section 1.

The testing included measurements of the geometry deviations in main journals of the crankshaft of
a Buckau Wolf R8DV-136 engine (crankshaft designated S-9285-3600-10-8-149-144-O-01). Measurements
were carried out in which the crankshaft was supported by a set of rigid V-block supports and also
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with the shaft being supported by a set of flexible supports. The outer faces of the shaft were fixed at
the centers. For this variant, at the shaft support points, we calculated the reaction forces beforehand to
ensure zero deflection at the main journals, in 15 angular degree increments. Then, these values were
replaced with the model given in Section 2.3, and the measurement results were compared with the
assumed reference results. The reference measurements were performed using an operative measuring
system with a MUK 25-600 measuring head equipped with SAJD software that was previously tested
under industrial conditions.

The reference measurement system was designed to measure the roundness profiles of cylindrical
surfaces using a reference-based method. The MUK 25-600 head was seated directly on the surface of
the tested journal and assessed the shape profile independent of the measured item’s support conditions.
This system was selected for reference measurements because we could compare the measurements
using similar mathematical tools, including harmonic analysis of profiles. The measurement procedure
was based on polar coordinates. In individual cross-sections, consecutive changes in the radius rji of
a specific angle of shaft rotation ϕji were measured.

The roundness profiles, reference r1(ϕ) and corresponding tested one r2(ϕ), were pre-filtered
for harmonics in the range of n = 2–15 and then comparatively evaluated using a standardized
intercorrelation function given by:

ρ
(
γφ

)
=

2
∫ 2π

0 r1(φ)r2
(
φ+ γφ

)
dφ∫ 2π

0 r1(φ)
2dφ+

∫ 2π
0 r2(φ)

2dφ
(22)

where: r1(ϕ) is the roundness profile measured with the reference method, r2(ϕ) is the roundness profile
measured by the evaluated method and γϕ is the phase shift between the graphs being compared.

For a shaft supported by a set of rigid V-blocks, the compared profiles showed moderate overlap.
The coefficient of intercorrelation between the tested journals had values from 0.7665 to 0.8132. This
is shown qualitatively in Figure 5 using superimposed measured and reference roundness profiles
mapped in polar and Cartesian coordinates for the selected main journal (No. 4). The intercorrelation
determined for this journal was ρ(γϕ) = 0.7987.

(a) 

 
Figure 5. Cont.
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(b) 

Figure 5. The measured (blue) and reference (red) profiles of journal No. 4, obtained for a shaft supported
by a set of rigid V-blocks: (a) in the polar coordinate system; (b) in the Cartesian coordinate system.

The measurements on a flexible shaft support, assisted by the algorithm described in Section 2.3,
were compared with the reference measurements (Figure 6). As in the preceding case, the comparison
is made in both polar and Cartesian coordinates.

When we applied the proposed algorithm to a shaft support with controlled reaction forces,
the results showed a high correlation between the compared profiles. The intercorrelation coefficient
between the tested journal profiles ranged from 0.9113 to 0.9399. The intercorrelation coefficient of
main journal No. 4 was determined to be ρ(γϕ) = 0.9266.

The experimental studies have confirmed the suitability of the presented models. This is
a major step in the development of a geometry measurement system with flexible shaft support for
large-size crankshafts.

(a) 

 
Figure 6. Cont.
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(b) 

 
Figure 6. The measured (blue) and reference (red) profiles of journal No. 4 obtained for the controlled-
reaction-force shaft support: (a) in polar coordinates; (b) in Cartesian coordinates.

5. Conclusions

The monoharmonic model provides results which are in agreement with the calculated data.
These values can be used in the algorithmic control of reaction forces at the supports of a crankshaft
geometry measuring system. The model has higher degree of accuracy and simplicity compared to the
other potential options such as the basic polyharmonic model and spline-based polyharmonic model.
The current model is not dependent on spectral analysis of the input data to describe the individual
harmonics for the function of reaction force variation calculated with the FEA software.

It should be noted that for all modifications in the design of shafts analyzed, the common
feature is the symmetry of the crank webs relative to the plane that contains the longitudinal axis
of the main journal and crank journal, which are located in the immediate vicinity of the crank in
question. Therefore, it can be said that it is possible to maintain the regularity for virtually all large-size
crankshafts used in modern internal combustion high-power engines.

The proposed models make it possible to automate the control of flexible supports of crankshaft’s
main journals, thereby increasing the accuracy of the measurement process by minimizing the elastic
deflection of the measured shaft.
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Appendix A

% Recursive algorithm
clear,clc,format compact
FiFEA=[0:15:345];%whole turn of the shaft 360 deg, every 15 deg -> reaction forces 0–345 deg

%example shaft: S-12075-3600-10-8-149-144-C-04, example main journal: #10, FEA reaction forces:
RFEA=[749.87 768.80 775.20 767.37 747.40 720.64 694.26 675.33 668.93 676.77 696.74 723.50 749.87 768.80 775.20
767.37 747.40 720.64 694.26 675.33 668.93 676.77 696.74 723.50];

DeltaFi=1;% calculation step (deg)
R0=mean(RFEA);
disp([‘Mean value of the reaction forces: ‘ num2str(R0) ‘ N’])
CR2=0.5*(max(RFEA)-min(RFEA));
disp([‘Reaction forces amplitude of the 2nd harmonic: ‘ num2str(CR2) ‘ N’])
for j=1:360 % calculation loop

FiR2=(j-1)*DeltaFi;
P1=RFEA-(R0+CR2*sind(FiFEA*2+FiR2));
Q(j)=P1*P1’; % sum of squares of deviations

end
k=length(Q);
[Qmin,L]=min(Q);
[Qmax,H]=max(Q);
FiR2a=L-1;
FiR2b=H+1;

disp([‘Reaction forces phase shift of the 2nd harmonic: ‘ num2str(FiR2a) ‘ deg’])

Appendix B

Table A1. Reaction forces based on FEA calculations for the crankshaft S-9285-3600-10-8-149-144-O-01.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 731.62 988.50 871.12 1166.33 847.89 1093.01 852.04 1142.22 988.15 603.47
15 727.48 1005.43 823.76 1237.24 796.42 1123.70 799.74 1212.93 944.12 613.51
30 737.46 989.14 822.94 1253.23 795.30 1108.89 797.22 1231.62 933.95 614.59
45 758.88 943.98 868.88 1210.01 844.82 1052.54 845.15 1193.29 960.37 606.42
60 786.00 882.05 949.28 1119.16 931.72 969.75 930.69 1108.20 1016.30 591.19
75 811.57 819.94 1042.60 1005.03 1032.70 882.71 1030.91 999.16 1086.75 572.98
90 828.72 774.30 1123.82 898.19 1120.71 814.74 1118.97 895.38 1152.84 556.67

105 832.87 757.35 1171.18 827.29 1172.17 784.05 1171.26 824.67 1196.87 546.62
120 822.89 773.65 1172.00 811.30 1173.29 798.87 1173.78 805.98 1207.04 545.54
135 801.47 818.82 1126.05 854.53 1123.77 855.22 1125.85 844.31 1180.62 553.71
150 774.33 880.76 1045.65 945.37 1036.88 938.00 1040.31 929.40 1124.69 568.94
165 748.76 942.87 952.34 1059.50 935.90 1025.04 940.09 1038.44 1054.24 587.16
180 731.62 988.50 871.12 1166.33 847.89 1093.01 852.04 1142.22 988.15 603.47
195 727.48 1005.43 823.76 1237.24 796.42 1123.70 799.74 1212.93 944.12 613.51
210 737.46 989.14 822.94 1253.23 795.30 1108.89 797.22 1231.62 933.95 614.59
225 758.88 943.98 868.88 1210.01 844.82 1052.54 845.15 1193.29 960.37 606.42
240 786.00 882.05 949.28 1119.16 931.72 969.75 930.69 1108.20 1016.30 591.19
255 811.57 819.94 1042.60 1005.03 1032.70 882.71 1030.91 999.16 1086.75 572.98
270 828.72 774.30 1123.82 898.19 1120.71 814.74 1118.97 895.38 1152.84 556.67
285 832.87 757.35 1171.19 827.29 1172.17 784.05 1171.26 824.67 1196.87 546.62
300 822.89 773.65 1172.00 811.30 1173.29 798.87 1173.78 805.98 1207.04 545.54
315 801.47 818.82 1126.05 854.53 1123.77 855.22 1125.85 844.31 1180.62 553.71
330 774.33 880.76 1045.65 945.37 1036.88 938.00 1040.31 929.40 1124.69 568.94
345 748.76 942.86 952.34 1059.50 935.90 1025.04 940.09 1038.44 1054.24 587.16
360 731.62 988.50 871.12 1166.33 847.89 1093.01 852.04 1142.22 988.15 603.47
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Table A2. Reaction forces based on FEA calculations for the crankshaft S-8658-3600-10-8-149-114-O-02.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 719.80 944.80 793.60 1105.90 757.00 1024.40 760.30 1088.20 880.10 584.20
15 711.80 969.60 737.80 1184.20 699.30 1061.30 702.50 1165.80 828.80 597.20
30 723.00 953.30 734.80 1200.00 698.90 1046.90 701.70 1183.60 816.90 599.30
45 750.20 900.30 785.40 1149.10 756.00 985.20 758.10 1136.60 847.60 589.90
60 786.10 824.70 876.10 1045.10 855.10 892.60 856.70 1037.60 912.70 571.50
75 821.20 746.80 982.60 916.00 969.80 793.90 971.00 913.00 994.80 549.00
90 846.10 687.50 1076.40 796.30 1069.30 715.70 1070.40 796.30 1071.80 528.60

105 854.00 662.60 1132.30 718.00 1127.00 678.80 1128.20 718.70 1123.10 515.60
120 842.90 678.90 1135.30 702.20 1127.40 693.20 1129.00 700.90 1135.00 513.50
135 815.70 732.00 1084.70 753.10 1070.40 754.90 1072.50 747.90 1104.30 522.90
150 779.80 807.60 993.90 857.00 971.30 847.50 973.90 846.90 1039.20 541.30
165 744.60 885.50 887.40 986.10 856.60 946.10 859.70 971.50 957.10 563.70
180 719.80 944.80 793.60 1105.90 757.00 1024.40 760.30 1088.20 880.10 584.20
195 711.80 969.60 737.80 1184.20 699.30 1061.30 702.50 1165.80 828.80 597.20
210 723.00 953.30 734.80 1200.00 698.90 1046.90 701.70 1183.60 816.90 599.30
225 750.10 900.30 785.40 1149.10 756.00 985.20 758.10 1136.60 847.60 589.90
240 786.10 824.70 876.10 1045.10 855.10 892.60 856.70 1037.60 912.70 571.50
255 821.20 746.80 982.60 916.00 969.80 793.90 971.00 913.00 994.80 549.00
270 846.10 687.50 1076.40 796.30 1069.30 715.70 1070.40 796.30 1071.80 528.60
285 854.00 662.60 1132.30 718.00 1127.00 678.80 1128.20 718.70 1123.10 515.60
300 842.90 678.90 1135.30 702.20 1127.40 693.20 1129.00 700.90 1135.00 513.50
315 815.70 732.00 1084.70 753.10 1070.40 754.90 1072.50 747.90 1104.30 522.90
330 779.80 807.60 993.90 857.00 971.30 847.50 973.90 846.90 1039.20 541.30
345 744.60 885.50 887.40 986.10 856.60 946.10 859.70 971.50 957.10 563.70
360 719.80 944.80 793.60 1105.90 757.00 1024.40 760.30 1088.20 880.10 584.20

Table A3. Reaction forces based on FEA calculations for the crankshaft S-16942-3600-10-8-149-144-C-03.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 546.10 1663.20 1762.90 2313.40 1607.30 2176.70 1608.20 2275.10 2000.90 987.90
15 539.30 1698.10 1662.20 2463.80 1498.80 2237.90 1500.00 2426.20 1903.50 1011.90
30 558.60 1669.00 1651.70 2505.70 1491.10 2209.80 1492.30 2473.90 1870.90 1018.80
45 598.90 1583.70 1734.20 2428.00 1586.20 2099.90 1587.10 2405.40 1911.70 1006.60
60 649.40 1465.10 1887.50 2251.40 1758.60 1937.60 1759.20 2239.10 2015.00 978.70
75 696.60 1345.00 2070.70 2023.20 1962.30 1766.50 1962.30 2019.60 2153.10 942.60
90 727.80 1255.50 2234.50 1804.60 2142.50 1632.40 2142.00 1805.60 2289.10 907.80

105 734.60 1220.70 2335.20 1654.20 2251.00 1571.10 2250.30 1654.50 2386.40 883.80
120 715.30 1249.80 2345.60 1612.20 2258.80 1599.20 2258.00 1606.80 2419.00 876.90
135 675.00 1335.10 2263.20 1690.00 2163.70 1709.20 2163.10 1675.20 2378.20 889.10
150 624.40 1453.70 2109.80 1866.60 1991.20 1871.40 1991.10 1841.50 2274.90 917.00
165 577.30 1573.80 1926.70 2094.80 1787.60 2042.60 1788.00 2061.10 2136.80 953.10
180 546.10 1663.20 1762.90 2313.40 1607.30 2176.70 1608.20 2275.10 2000.90 987.90
195 539.30 1698.10 1662.20 2463.80 1498.80 2237.90 1500.00 2426.20 1903.50 1011.90
210 558.60 1669.00 1651.70 2505.70 1491.10 2209.80 1492.30 2473.90 1870.90 1018.80
225 598.90 1583.70 1734.20 2428.00 1586.20 2099.90 1587.10 2405.40 1911.70 1006.60
240 649.40 1465.10 1887.50 2251.40 1758.60 1937.60 1759.20 2239.10 2015.00 978.70
255 696.60 1345.00 2070.70 2023.20 1962.30 1766.50 1962.30 2019.60 2153.10 942.60
270 727.80 1255.50 2234.50 1804.60 2142.50 1632.40 2142.00 1805.60 2289.10 907.80
285 734.60 1220.70 2335.20 1654.20 2251.00 1571.10 2250.30 1654.50 2386.40 883.80
300 715.30 1249.80 2345.60 1612.20 2258.80 1599.20 2258.00 1606.80 2419.00 876.90
315 675.00 1335.10 2263.20 1690.00 2163.70 1709.20 2163.10 1675.20 2378.20 889.10
330 624.40 1453.70 2109.80 1866.60 1991.20 1871.40 1991.10 1841.50 2274.90 917.00
345 577.30 1573.80 1926.70 2094.80 1787.60 2042.60 1788.00 2061.10 2136.80 953.10
360 546.10 1663.20 1762.90 2313.40 1607.30 2176.70 1608.20 2275.10 2000.90 987.90
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Table A4. Reaction forces based on FEA calculations for the crankshaft S-12075-3600-10-8-149-144-C-04.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 666.85 1241.62 1131.48 1628.25 1120.83 1520.32 1073.28 1600.71 1341.58 749.87
15 656.78 1276.88 1047.58 1741.92 1039.89 1573.12 986.67 1716.67 1266.49 768.80
30 665.14 1267.57 1029.79 1776.19 1030.53 1562.10 972.19 1757.34 1238.75 775.20
45 689.71 1216.17 1082.87 1721.90 1095.24 1490.21 1033.73 1711.83 1265.79 767.37
60 723.88 1136.46 1192.60 1593.57 1216.71 1376.72 1154.78 1592.32 1340.37 747.40
75 758.51 1049.80 1329.59 1425.61 1362.37 1252.03 1302.93 1430.84 1442.50 720.64
90 784.31 979.42 1457.11 1263.01 1493.19 1149.56 1438.46 1270.66 1544.83 694.26

105 794.38 944.17 1541.00 1149.35 1574.13 1096.76 1525.07 1154.70 1619.92 675.33
120 786.02 953.49 1558.78 1115.08 1583.50 1107.78 1539.54 1114.03 1647.66 668.93
135 761.47 1004.88 1505.69 1169.38 1518.78 1179.67 1478.01 1159.54 1620.61 676.77
150 727.30 1084.58 1395.96 1297.70 1397.32 1293.16 1356.95 1279.05 1546.03 696.74
165 692.67 1171.23 1258.99 1465.66 1251.66 1417.85 1208.81 1440.53 1443.90 723.50
180 666.85 1241.62 1131.48 1628.25 1120.83 1520.32 1073.28 1600.71 1341.58 749.87
195 656.78 1276.88 1047.58 1741.92 1039.89 1573.12 986.67 1716.67 1266.49 768.80
210 665.14 1267.57 1029.79 1776.19 1030.53 1562.10 972.19 1757.34 1238.75 775.20
225 689.71 1216.17 1082.87 1721.90 1095.24 1490.21 1033.73 1711.83 1265.79 767.37
240 723.88 1136.46 1192.60 1593.57 1216.71 1376.72 1154.78 1592.32 1340.37 747.40
255 758.51 1049.80 1329.59 1425.61 1362.37 1252.03 1302.93 1430.84 1442.50 720.64
270 784.31 979.42 1457.11 1263.01 1493.19 1149.56 1438.46 1270.66 1544.83 694.26
285 794.38 944.17 1541.00 1149.35 1574.13 1096.76 1525.07 1154.70 1619.92 675.33
300 786.02 953.49 1558.78 1115.08 1583.50 1107.78 1539.54 1114.03 1647.66 668.93
315 761.47 1004.88 1505.69 1169.38 1518.78 1179.67 1478.01 1159.54 1620.61 676.77
330 727.30 1084.58 1395.96 1297.70 1397.32 1293.16 1356.95 1279.05 1546.03 696.74
345 692.67 1171.23 1258.99 1465.66 1251.66 1417.85 1208.81 1440.53 1443.90 723.50
360 666.85 1241.62 1131.48 1628.25 1120.83 1520.32 1073.28 1600.71 1341.58 749.87

Table A5. Reaction forces based on FEA calculations for the crankshaft S-9283-3600-10-8-149-144-O-05.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 699.84 1014.79 919.05 1037.94 1026.79 947.93 943.38 1042.84 1062.58 587.43
15 696.59 1032.04 865.35 1123.49 955.73 992.88 882.97 1125.67 1005.57 602.29
30 707.02 1018.78 845.25 1185.31 892.87 1025.61 850.51 1183.61 956.70 616.90
45 728.34 978.57 864.15 1206.86 855.04 1037.35 854.72 1201.14 929.07 627.34
60 754.82 922.18 916.99 1182.35 852.38 1024.95 894.47 1173.56 930.08 630.80
75 779.39 864.72 989.59 1118.35 885.60 991.73 959.09 1108.26 959.46 626.37
90 795.44 821.59 1062.52 1032.02 945.81 946.60 1031.29 1022.74 1009.34 615.23

105 798.69 804.34 1116.22 946.47 1016.86 901.65 1091.71 939.91 1066.35 600.37
120 788.26 817.60 1136.32 884.65 1079.73 868.92 1124.16 881.97 1115.22 585.76
135 766.95 857.81 1117.42 863.10 1117.56 857.18 1119.95 864.44 1142.85 575.33
150 740.46 914.20 1064.60 887.61 1120.20 869.58 1080.20 892.02 1141.80 571.86
165 715.90 971.66 991.98 951.61 1087.00 902.80 1015.58 957.32 1112.46 576.29
180 699.84 1014.79 919.05 1037.94 1026.79 947.93 943.38 1042.84 1062.58 587.43
195 696.59 1032.04 865.35 1123.49 955.73 992.88 882.97 1125.67 1005.57 602.29
210 707.02 1018.78 845.25 1185.31 892.87 1025.61 850.51 1183.61 956.70 616.90
225 728.34 978.57 864.15 1206.86 855.04 1037.35 854.72 1201.14 929.07 627.34
240 754.82 922.18 916.99 1182.35 852.38 1024.95 894.47 1173.56 930.08 630.80
255 779.39 864.72 989.59 1118.35 885.60 991.73 959.09 1108.26 959.46 626.37
270 795.44 821.59 1062.52 1032.02 945.81 946.60 1031.29 1022.74 1009.34 615.23
285 798.69 804.34 1116.22 946.47 1016.86 901.65 1091.71 939.91 1066.35 600.37
300 788.26 817.60 1136.32 884.65 1079.73 868.92 1124.16 881.97 1115.22 585.76
315 766.95 857.81 1117.42 863.10 1117.56 857.18 1119.95 864.44 1142.85 575.33
330 740.46 914.20 1064.59 887.61 1120.22 869.58 1080.21 892.02 1141.84 571.86
345 715.90 971.66 991.98 951.61 1087.00 902.80 1015.58 957.32 1112.46 576.29
360 699.84 1014.79 919.05 1037.94 1026.79 947.93 943.38 1042.84 1062.58 587.43
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Table A6. Reaction forces based on FEA calculations for the crankshaft S-9283-3600-10-8-149-144-O-06.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 852.00 841.46 987.10 986.76 994.57 979.21 1000.87 963.76 1086.66 590.18
15 857.14 830.51 999.28 973.32 1008.27 967.19 1012.02 951.58 1095.99 587.28
30 871.73 798.35 1035.37 935.47 1045.96 931.31 1047.15 918.14 1118.73 580.37
45 891.85 753.61 1085.72 883.36 1097.54 881.20 1096.82 872.40 1148.78 571.31
60 912.12 708.26 1136.82 830.95 1149.20 830.28 1147.74 826.61 1178.09 562.51
75 927.11 674.47 1174.99 792.28 1187.08 792.20 1186.26 793.04 1198.82 556.33
90 932.79 661.28 1190.00 777.71 1201.05 777.15 1202.06 780.70 1205.40 554.44

105 927.65 672.23 1177.83 791.16 1187.35 789.18 1190.91 792.88 1196.07 557.33
120 913.07 704.39 1141.73 829.00 1149.66 825.05 1155.79 826.32 1173.33 564.24
135 892.94 749.13 1091.38 881.11 1098.08 875.16 1106.11 872.07 1143.28 573.31
150 872.67 794.48 1040.28 933.53 1046.42 926.08 1055.19 917.86 1113.97 582.11
165 857.69 828.27 1002.11 972.19 1008.54 964.17 1016.67 951.42 1093.24 588.28
180 852.00 841.46 987.10 986.76 994.57 979.21 1000.87 963.76 1086.66 590.18
195 857.14 830.51 999.28 973.32 1008.27 967.19 1012.02 951.58 1095.99 587.28
210 871.73 798.35 1035.37 935.47 1045.96 931.31 1047.15 918.14 1118.73 580.37
225 891.85 753.61 1085.72 883.36 1097.54 881.20 1096.82 872.40 1148.78 571.31
240 912.12 708.26 1136.82 830.95 1149.20 830.28 1147.74 826.61 1178.09 562.51
255 927.11 674.47 1174.99 792.28 1187.08 792.20 1186.26 793.04 1198.82 556.33
270 932.79 661.28 1190.00 777.71 1201.05 777.15 1202.06 780.70 1205.40 554.44
285 927.65 672.23 1177.83 791.16 1187.35 789.18 1190.91 792.88 1196.07 557.33
300 913.07 704.39 1141.73 829.00 1149.66 825.05 1155.79 826.32 1173.33 564.24
315 892.94 749.13 1091.38 881.11 1098.08 875.16 1106.11 872.07 1143.28 573.31
330 872.67 794.48 1040.28 933.53 1046.42 926.08 1055.19 917.86 1113.97 582.11
345 857.69 828.27 1002.11 972.19 1008.54 964.17 1016.67 951.42 1093.24 588.28
360 852.00 841.46 987.10 986.76 994.57 979.21 1000.87 963.76 1086.66 590.18

Table A7. Reaction forces based on FEA calculations for the crankshaft S-9283-3600-10-8-149-144-O-07.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 704.97 1000.45 918.33 1100.18 933.89 934.39 1098.46 920.77 1062.78 608.29
15 705.70 1001.97 906.56 1121.28 919.26 929.13 1118.64 901.35 1072.58 606.06
30 719.03 974.88 928.44 1116.55 904.00 949.64 1113.33 882.86 1097.65 596.14
45 741.40 926.46 978.11 1087.25 892.21 990.43 1083.95 870.24 1131.27 581.20
60 766.81 869.66 1042.26 1041.24 887.04 1040.57 1038.38 866.88 1164.44 565.24
75 788.46 819.71 1103.70 990.85 889.88 1086.62 988.83 873.69 1188.26 552.54
90 800.54 790.00 1145.96 949.57 899.96 1116.24 948.57 888.83 1196.35 546.50

105 799.82 788.48 1157.73 928.48 914.59 1121.50 928.39 908.25 1186.55 548.73
120 786.49 815.57 1135.85 933.21 929.85 1100.99 933.70 926.74 1161.48 558.65
135 764.12 864.00 1086.18 962.51 941.64 1060.20 963.07 939.36 1127.86 573.59
150 738.70 920.79 1022.03 1008.51 946.82 1010.06 1008.64 942.71 1094.69 589.55
165 717.05 970.74 960.60 1058.91 943.98 964.01 1058.20 935.91 1070.87 602.25
180 704.97 1000.45 918.33 1100.18 933.89 934.39 1098.46 920.77 1062.78 608.29
195 705.70 1001.97 906.56 1121.28 919.26 929.13 1118.64 901.35 1072.58 606.06
210 719.03 974.88 928.44 1116.55 904.00 949.64 1113.33 882.86 1097.65 596.14
225 741.40 926.46 978.11 1087.25 892.21 990.43 1083.95 870.24 1131.27 581.20
240 766.81 869.66 1042.26 1041.24 887.04 1040.57 1038.38 866.88 1164.44 565.24
255 788.46 819.71 1103.70 990.85 889.88 1086.62 988.83 873.69 1188.26 552.54
270 800.54 790.00 1145.96 949.57 899.96 1116.24 948.57 888.83 1196.35 546.50
285 799.82 788.48 1157.73 928.48 914.59 1121.50 928.39 908.25 1186.55 548.73
300 786.49 815.57 1135.85 933.21 929.85 1100.99 933.70 926.74 1161.48 558.65
315 764.12 864.00 1086.18 962.51 941.64 1060.20 963.07 939.36 1127.86 573.59
330 738.70 920.79 1022.03 1008.51 946.82 1010.06 1008.64 942.71 1094.69 589.55
345 717.05 970.74 960.60 1058.91 943.98 964.01 1058.20 935.91 1070.87 602.25
360 704.97 1000.45 918.33 1100.18 933.89 934.39 1098.46 920.77 1062.78 608.29
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Table A8. Reaction forces based on FEA calculations for the crankshaft S-8479-3600-10-8-149-144-O-08.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 747.00 858.00 835.00 1003.00 808.00 951.00 810.00 983.00 923.00 562.00
15 744.00 870.00 803.00 1049.00 776.00 969.00 777.00 1029.00 893.00 570.00
30 750.00 861.00 800.00 1060.00 776.00 959.00 777.00 1041.00 883.00 572.00
45 765.00 833.00 827.00 1032.00 808.00 924.00 808.00 1017.00 898.00 568.00
60 784.00 793.00 877.00 973.00 864.00 872.00 863.00 962.00 932.00 559.00
75 801.00 752.00 937.00 899.00 928.00 818.00 927.00 892.00 977.00 547.00
90 813.00 721.00 990.00 830.00 984.00 776.00 983.00 825.00 1021.00 536.00

105 816.00 709.00 1023.00 783.00 1016.00 758.00 1015.00 780.00 1051.00 528.00
120 809.00 718.00 1026.00 773.00 1015.00 768.00 1016.00 767.00 1061.00 526.00
135 795.00 747.00 999.00 801.00 983.00 803.00 984.00 791.00 1046.00 530.00
150 776.00 787.00 949.00 859.00 927.00 855.00 929.00 846.00 1012.00 539.00
165 759.00 827.00 889.00 934.00 863.00 909.00 865.00 916.00 967.00 551.00
180 747.00 858.00 835.00 1003.00 808.00 951.00 810.00 983.00 923.00 562.00
195 744.00 870.00 803.00 1049.00 776.00 969.00 777.00 1029.00 893.00 570.00
210 750.00 861.00 800.00 1060.00 776.00 959.00 777.00 1041.00 883.00 572.00
225 765.00 833.00 827.00 1032.00 808.00 924.00 808.00 1017.00 898.00 568.00
240 784.00 793.00 877.00 973.00 864.00 872.00 863.00 962.00 932.00 559.00
255 801.00 752.00 937.00 899.00 928.00 818.00 927.00 892.00 977.00 547.00
270 813.00 721.00 990.00 830.00 984.00 776.00 983.00 825.00 1021.00 536.00
285 816.00 709.00 1023.00 783.00 1016.00 758.00 1015.00 780.00 1051.00 528.00
300 809.00 718.00 1026.00 773.00 1015.00 768.00 1016.00 767.00 1061.00 526.00
315 795.00 747.00 999.00 801.00 983.00 803.00 984.00 791.00 1046.00 530.00
330 776.00 787.00 949.00 859.00 927.00 855.00 929.00 846.00 1012.00 539.00
345 759.00 827.00 889.00 934.00 863.00 909.00 865.00 916.00 967.00 551.00
360 747.00 858.00 835.00 1003.00 808.00 951.00 810.00 983.00 923.00 562.00

Table A9. Reaction forces based on FEA calculations for the crankshaft S-7051-3600-10-8-149-144-Z-09.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3 4 5 6 7 8 9 10

Reaction Forces in Main Journals (N)

0 765.70 775.40 611.20 863.50 594.90 801.60 595.70 850.70 680.70 511.90
15 758.70 796.10 568.10 922.60 550.90 830.50 551.70 908.80 642.40 521.50
30 767.40 783.20 566.60 933.50 550.80 819.90 551.50 920.90 634.50 522.80
45 789.60 740.20 607.20 893.30 594.80 772.70 595.30 883.70 659.10 515.30
60 819.30 678.60 679.00 812.90 671.10 701.40 671.30 807.10 709.60 501.00
75 848.60 614.80 762.70 713.70 759.20 625.30 759.10 711.80 772.40 483.70
90 869.60 566.00 835.90 622.30 835.50 564.70 835.20 623.20 830.70 468.20

105 876.60 545.30 879.00 563.30 879.50 535.80 879.20 565.00 869.00 458.50
120 867.90 558.20 880.40 552.30 879.50 546.30 879.40 553.00 876.90 457.30
135 845.60 601.30 839.80 592.50 835.50 593.60 835.60 590.20 852.30 464.80
150 815.90 662.90 768.10 673.00 759.30 664.80 759.60 666.70 801.80 479.10
165 786.70 726.60 684.40 772.20 671.20 741.00 671.80 762.10 739.00 496.30
180 765.70 775.40 611.20 863.50 594.90 801.60 595.70 850.70 680.70 511.90
195 758.70 796.10 568.10 922.60 550.90 830.50 551.70 908.80 642.40 521.50
210 767.40 783.20 566.60 933.50 550.80 819.90 551.50 920.90 634.50 522.80
225 789.60 740.20 607.20 893.30 594.80 772.70 595.30 883.70 659.10 515.30
240 819.30 678.60 679.00 812.90 671.10 701.40 671.30 807.10 709.60 501.00
255 848.60 614.80 762.70 713.70 759.20 625.30 759.10 711.80 772.40 483.70
270 869.60 566.00 835.90 622.30 835.50 564.70 835.20 623.20 830.70 468.20
285 876.60 545.30 879.00 563.30 879.50 535.80 879.20 565.00 869.00 458.50
300 867.90 558.20 880.40 552.30 879.50 546.30 879.40 553.00 876.90 457.30
315 845.60 601.30 839.80 592.50 835.50 593.60 835.60 590.20 852.30 464.80
330 815.90 662.90 768.10 673.00 759.30 664.80 759.60 666.70 801.80 479.10
345 786.70 726.60 684.40 772.20 671.20 741.00 671.80 762.10 739.00 496.30
360 765.70 775.40 611.20 863.50 594.90 801.60 595.70 850.70 680.70 511.90
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Table A10. Reaction forces based on FEA calculations for the crankshaft S-1977-0740-3-2-149-144-O-0-10.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3

Reaction Forces in Main Journals (N)

0 369.30 1238.70 369.30
15 372.00 1233.20 372.10
30 379.30 1218.70 379.40
45 389.10 1199.00 389.20
60 398.90 1179.60 398.90
75 405.90 1165.50 406.00
90 408.40 1160.50 408.40

105 405.60 1166.10 405.70
120 398.30 1180.60 398.40
135 388.50 1200.20 388.60
150 378.80 1219.70 378.80
165 371.70 1233.80 371.80
180 369.30 1238.70 369.30
195 372.00 1233.20 372.10
210 379.30 1218.70 379.40
225 389.10 1199.00 389.20
240 398.90 1179.60 398.90
255 405.90 1165.50 406.00
270 408.40 1160.50 408.40
285 405.60 1166.10 405.70
300 398.30 1180.60 398.40
315 388.50 1200.20 388.60
330 378.80 1219.70 378.80
345 371.70 1233.80 371.80
360 369.30 1238.70 369.30

Table A11. Reaction forces based on FEA calculations for the crankshaft S-1977-0740-3-2-149-144-O-11.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3

Reaction Forces in Main Journals (N)

0 438.42 1099.93 438.43
15 433.11 1110.56 433.12
30 419.10 1138.59 419.10
45 400.64 1175.50 400.65
60 382.89 1211.00 382.90
75 370.35 1236.09 370.35
90 365.89 1245.00 365.90

105 370.35 1236.09 370.35
120 383.14 1210.49 383.15
135 401.00 1174.78 401.00
150 419.46 1137.86 419.47
165 433.33 1110.11 433.34
180 438.42 1099.93 438.43
195 433.11 1110.56 433.12
210 419.10 1138.59 419.10
225 400.64 1175.50 400.65
240 382.89 1211.00 382.90
255 370.35 1236.09 370.35
270 365.89 1245.00 365.90
285 370.35 1236.09 370.35
300 383.14 1210.49 383.15
315 401.00 1174.78 401.00
330 419.46 1137.86 419.47
345 433.33 1110.11 433.34
360 438.42 1099.93 438.43
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Table A12. Reaction forces based on FEA calculations for the crankshaft S-1977-0740-3-2-149-144-O-12.

Angular Position
(◦CA)

Main Journal Number (-)

1 2 3

Reaction Forces in Main Journals (N)

0 452.34 1072.60 452.39
15 433.01 1111.30 433.06
30 410.28 1156.70 410.33
45 390.25 1196.80 390.30
60 378.30 1221.00 378.30
75 377.60 1222.00 377.60
90 388.40 1201.00 388.40

105 407.69 1161.90 407.74
120 430.41 1116.50 430.46
135 450.44 1076.40 450.49
150 462.41 1052.50 462.46
165 463.10 1051.10 463.15
180 452.34 1072.60 452.39
195 433.01 1111.30 433.06
210 410.28 1156.70 410.33
225 390.25 1196.80 390.30
240 378.29 1220.70 378.34
255 377.59 1222.10 377.64
270 388.35 1200.60 388.40
285 407.69 1161.90 407.74
300 430.41 1116.50 430.46
315 450.44 1076.40 450.49
330 462.40 1052.00 462.50
345 463.10 1051.10 463.15
360 452.34 1072.60 452.39

Appendix C

Figure A1. A 3D model of the crankshaft S-9285-3600-10-8-149-144-O-01.

Figure A2. A 3D model of the crankshaft S-8658-3600-10-8-149-114-O-02.
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Figure A3. A 3D model of the crankshaft S-16942-3600-10-8-149-144-C-03.

Figure A4. A 3D model of the crankshaft S-12075-3600-10-8-149-144-C-04.

Figure A5. A 3D model of the crankshaft S-9283-3600-10-8-149-144-O-05.

Figure A6. A 3D model of the crankshaft S-9283-3600-10-8-149-144-O-06.
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Figure A7. A 3D model of the crankshaft S-9283-3600-10-8-149-144-O-07.

Figure A8. A 3D model of the crankshaft S-8479-3600-10-8-149-144-O-08.

Figure A9. A 3D model of the crankshaft S-7051-3600-10-8-149-114-Z-09.

Figure A10. A 3D model of the crankshaft S-1977-0740-3-2-149-144-O-10.
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Figure A11. A 3D model of the crankshaft S-1977-0740-3-2-149-144-O-11.

 
Figure A12. A 3D model of the crankshaft S-1977-0740-3-2-149-144-O-12.
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Abstract: One of the most effective methods of limiting air pollution emissions by ships at a berth in
a port is the power connection of ships to the on-shore system. “Shore to Ship” (STS)—A universal
system for the connection of the ship’s electrical power network with the on-shore network—ensures
the adoption of the voltage and frequency of the on-shore network for the exploitation of various
types of ships in the port. The realization of such a system is possible due to the use of semiconductor
technologies during the construction of mechatronic systems (i.e., systems that ensure the maintenance
of electricity parameters). The STS system ensures energy efficiency for high-power ship systems
through the use of an active semiconductor converter. This article presents an analysis of steady state
electromagnetic and energy processes, allowing the determination of the active and reactive power
and losses in the STS system. The presented analytical research enables the development of a control
algorithm that optimizes the system energy efficiency. In the article, the control methods allowing the
optimization of the energy characteristics of the system are considered and investigated. On the basis
of theoretical studies, a model was developed in the Matlab-Simulink environment, which allowed
us to study steady and transient processes in the STS system in order to reduce losses in power lines
and semiconductor converters.

Keywords: shore connection; “Shore to Ship” system; active and reactive power control; energy
optimization; control of the active converter

1. Introduction

When mooring ships in a port, a source of electricity is required (i.e., for the operation of all
systems). For this purpose, autonomous diesel generator (D-G) sets are commonly used. Depending on
the power demand, from one to several D-G units can operate in a ship mooring at a quay. Each of these
units can burn up to several tons of fuel every single day. D-G generating sets emit toxic compounds
into the atmosphere. When analyzing various sources of air pollution in the port, it was stated that
seagoing vessels are the main source [1–6].

Low-emission ports are an essential condition for global sustainable development. One of the
most effective methods to reduce the emission of air pollution by ships is to use a “Shore to Ship” (STS)
system; i.e., a universal system for the connection of the ship’s electricity network with the on-shore
network [1,6–9].

When the ship’s power supply is provided from the onshore power grid, the ship’s generating sets,
which are the main source of air pollution and noise in the port, are turned off. When the generator
sets are turned off, ship crews and port workers will benefit due to noise reduction (for example: the
operation of D-G sets of 1 MW generates noise level of 140 dB) [1]. Apart from the environmental
aspect related to the exclusion of autonomous ship generating sets, the crew has the possibility to carry
out their repair and inspection. Another important aspect of shore-side deliveries is the reduction in
electricity costs, as shore-side electricity is cheaper than energy from ships’ generating sets [1].
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The versatility of the STS system for the connection of various types of vessels to the on-shore
power network requires global standardization of the system.

The main problem in the technical implementation of the STS system is connected with matching
the frequency and voltage level of the ship’s power network and the on-shore network [1,7–9].
In 2006, the European Union (EU) recommended the construction and development of systems for
the collection of electricity from the on-shore network by ships moored in ports [10]. In accordance
with the EU recommendations, member states (during the building of systems) should follow
the technical solutions presented in the annex to these recommendations (chapter: Technical
requirements—typical configuration). The chapter concerning technical requirements defines the main
elements of the STS system. Figure 1 shows the configuration of the STS system based on the annex to
these recommendations.

 

Figure 1. Configuration of the “Shore to Ship” (STS) system in accordance with the European Union
(EU) recommendations [10].

The presented configuration of the STS system does not introduce technical details for the
construction of the system but only presents a very general solution. In 2012, the IEC (International
Electrotechnical Commission), ISO (International Organization for Standardization) and IEEE (Institute
of Electrical and Electronics Engineers) developed a global standard that enabled the standardization
of the design and construction of STS systems [11,12]. This standardization was intended for ships
with a power demand above 1 MW and it was based on high-voltage (HV) installations. In 2014,
the standardization of STS systems for ships with a power demand below 1 MW (based on low-voltage
(LV) installations) was developed [12,13]. There may be many topologies of the STS system that meet
the described standards [13,14]. Figure 2 presents an exemplary topology of the system, which is in
accordance with the IEC/ISO/IEEE standardization.

Figure 2. Selected topology of the STS system in accordance with the International Electrotechnical
Commission (IEC)/International Organization for Standardization (ISO)/Institute of Electrical and
Electronics Engineers (IEEE) standard.
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In addition to the main feature of universality, the STS system should ensure uninterrupted
switching from the ship’s electricity network to the on-shore network and vice versa. The system is
switched with the use of synchronization systems [15–18]. The switching of systems (national power
grid to ship power grid) should be flexible; i.e., without dynamic load changes. When switching
from the ship network to the on-shore network, power should be gently transferred from the ship’s
generating sets; therefore, the STS system must be able to convert power in both directions.

The article considers and examines the methods for the control of an active semiconductor
converter that is able to optimize the energy performance of the system. A similar solution can be used
for on-shore power networks.

2. Functional Diagram of the ‘Shore to Ship’ (STS) Mechatronic System

The main elements of the analyzed STS system are two active converters connected with each
other with the use of a direct current (DC) circuit (with a capacitive filter). The general functionality of
the system is presented in Figure 3.

U

I r Xr X
dcP

Figure 3. Functional diagram of the STS mechatronic system. AFC: Active frequency converter;
AC: Active converter; ACCS: Control system of active converters.

The elements of the system (Figure 3) include the following:

• AFC—Active frequency converter;
• AC_1, AC_2—Active converters;
• ACCS 1, ACCS 2—Control system of active converters;

• E1, U1, I1—Electromotive force, voltage and current vectors in the AC_1;

• E2, U2, I2—Electromotive force, voltage and current vectors in the AC_2;
• r1, X1 = ω1L1—Resistance and reactance in the alternating current circuit of the AC_1 converter
• r2, X2 = ω2L2—Resistance and reactance of the ship load (or synchronous generator of the

ship load)
• Udc, C—Voltage and capacity in the direct current circuit.

The operation of AC_1 is synchronized with the network. The angular (fundamental ω1 = 2π f1)
frequency of this network is determined by the automatic phase frequency regulation system (PLL).
The operation of AC_2 is synchronized with the generating set on the ship. For example, in systems
with synchronous generators, a rotor position sensor (SPS) is used for this purpose. In such a case, the
angular frequency is dependent on the mechanical speed of the shaft (ω2 = pωm). AC_2 can also be
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connected to a passive load. In such a case, the electromotive force (E2) is replaced by the voltage drop
on the load.

If the STS mechatronic system transfers active power from the on-shore network to the ship’s
network, AC_1 acts as an active rectifier, and AC_2 acts as an inverter. When the STS mechatronic
system transfers active power from the ship’s network to the on-shore network (when switching the
ship’s electrical network to the on-shore network), AC_1 acts as an inverter, and AC_2 is an active
rectifier. This two-way energy conversion capability (B2B—Back to back) is the main advantage of this
system; an additional advantage is its ability to reduce losses to provide a sinusoidal form of current in
the electrical network.

In the common DC circuit, only active power (Pdc) is transmitted. In AC circuits, active power
(P1, P2) is transmitted, while reactive power (Q1, Q2) is exchanged in the AC circuits of AC_1 and
AC_2 converters. The active powers P1, P2 are rigidly connected with each other (equal in the case
of the negligence of losses in AFC), and the reactive power depends on the method of controlling
the AC_1 and AC_2 converters. These powers are not dependent in any way and can be controlled
independently of each other (decoupled control).

In [19–21], methods of controlling active converters in an electric drive with a synchronous
machine ensuring maintenance and zero reactive power were considered and analyzed.

In this article, the optimal control methods proposed in [19–21] were extended with the control of
the AC_1 active converter connected to the on-shore network in the STS system.

Analytical and modeling tests were conducted on the basis of the analysis of electromagnetic
processes in quasi-steady modes, described in the classical works of scientists in the field of electrical
engineering, electromechanics and automatic control theory [22–29].

3. Analysis of the STS System with Independent Control of AC_1 Active Converter

The mathematical description of electromagnetic processes in the STS system is realized with the
use of the spatial vector method [23,24] and method of fundamental components [25,26].

In relation to the mains, the active converter AC_1 (Figure 3) can be represented by electromotive
force. Its fundamental component is equal to [27]

E1 = m
2 Udce− jϕm = E1y − jE1x,

E1x = m
2 Udc sinϕm,

E1y = m
2 Udc cosϕm.

(1)

where:
m—The modulation factor;
ϕm—The shift angle between the network voltage vector U1, and electromotive force vector of

AC_1 E1 (modulation angle);
E1x, E1y—The value of electromotive force in relation to the x and y axis.
The angle ϕm depends on the control signal and the load (current in the circuit). If the modulation

factor m and angle ϕm are considered as control signals, they can be set in the control system to a certain
extent and used to examine the electromagnetic and energy characteristics of the system. This method
of controlling the inverter is called independent control.

Testing the STS system with an independent control method enables the determination of the
limits for status variables and properties.

The equation for electromagnetic processes in a determined operating mode based on Kirchhoff’s
second law for the fundamental component of the STS system (Figure 3) can be presented in the
following way:

U1 = E1 + r1I1 + jX1I1 (2)

In order to explain the energy properties of the considered system, vector analysis was introduced.
The STS vector graph in the synchronously rotating coordinate system (x, y), synchronized with the
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network, is presented in Figure 4. In Figure 4a, the vector graph corresponds to the case in which AC_1
operates in the mode of an active rectifier. For the case in which AC_1 operates in an inverter mode,
the vector diagram of the system is shown in Figure 4b.
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Figure 4. Vector diagram of the STS system, when AC_1 operates in a mode of an active rectifier (a)
and inverter (b).

In addition to the x, y coordinates connected with the network voltage U1, so that U1 = Uy, Ux = 0,
in Figure 4, the rotating axes d, q (connected with the electromotive force of the active converter CA_1)
were marked in order to ensure that E1 = Eq, Ed = 0. In the steady state, both coordinate systems are
fixed to each other. The AC_1 converter is controlled by the ACCS_1 control system in x, y axes.

In relation to the mains, the STS system consumes active power when ϕm < 00 (i.e., AC_1 acts as
the active rectifier) or transfers active energy to the network ϕm > 00 (i.e., AC_1 acts as the inverter).
The system with independent control is described by a system of non-linear equations. This system
has problems connected with the stability of operation in a certain range of changes of control signals.
Converter current control should be used for the reliable and stable operation of the STS system.

4. Analysis of the STS System with Current Control

In the active converter connected to the network via a parametric choke (r1, X1), current control is
usually realized when the current in CA_1 is generated with the use of negative feedback from the
transmitter [28,29]. In such a case, the set (control) signals are network currents (Ix, Iy) in the x and y
axes. Electromagnetic and energy characteristics in the STS system with current control are calculated
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with the use of Equations (3) and (4) prepared on the basis of the geometrical relations of the vector
graph presented in Figure 4.

ϕm = −arctg
X1Iy−r1Ix

U1−(X1Ix+r1Iy)
,

E1 =
√
(U1 − r1Iy −X1Ix)

2 + (X1Iy − r1Ix)
2,

Ex = E1 sinϕm,
Ey = E1 cosϕm,

(3)

P1(1) = 1.5U1Iy,
Q1(1) = 1.5U1Ix,
ΔP1(1) = 1.5r1(I2

x + I2
y),

PAC(1) = 1.5(ExIx + EyIy),
QAC(1) = 1.5(EyIx − ExIy),
ΔPAC(1) = 1.5rAC(I2

x + I2
y).

(4)

where:
P1(1), Q1(1)—the active and reactive power in the power network;
PAC(1), QAC(1)—the active and reactive power in the AC_1 active converter;
ΔP1(1), ΔPAC(1)—the power losses in the network and in the AC_1 converter;
r1—the resistance of the whole STS system;
rAC—the equivalent resistance of the AC_1 converter.
The results of analytical tests presenting the energy characteristics for the STS system calculated

on the basis of Equations (3) and (4) are presented in Figures 5–7 as dependences of active power P1(1)

and reactive power Q1(1) in the load network (Figure 5), as dependences of active power PAC(1) and
reactive power QAC(1) in the active converter AC_1 (Figure 6) and as power losses in the whole STS
system and the converter (Figure 7). The calculated energy characteristics calculated and constructed
during the change of currents are Ix and Iy.

 
(a) (b) 

Figure 5. Active (a) and reactive (b) power of the fundamental component in the STS power supply
network with current control.
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(a) (b) 

Figure 6. Active (a) and reactive (b) power of the fundamental component in the AC_1 converter with
current control.

 
(a) (b) 

Figure 7. Power losses in the fundamental component (STS system) in the whole STS system (a) and in
the AC_1 converter (b).

When evaluating the energy properties of the system with current control, the following conclusions
can be drawn:

• Active power in the network only depends (linearly) on the current Iy, while reactive power in the
network only depends (linearly) on the current Ix. Active and reactive power can have positive
and negative values (Figure 5).

• Active and reactive power in the active converter depends (non-linearly) on the currents Ix and Iy.
Powers can have positive and negative values (Figure 6).

• Power losses in the STS system and in the AC_1 active converter (parabolically) depend on
currents Iy and Ix.

5. Analysis of the STS System with Optimized Current Control

The analysis of the energy performance of the STS system with current control AC_1 [19,20] proves
that, with a certain dependency between control signals (Ix, Iy), it is possible to maintain reactive power
in the supply network at a level of zero, regardless of the value and direction of active power flow
transmitted by the STS system. This operating mode is determined as the optimized mode. It should
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be stressed that the optimized operating mode of the network does not coincide with the optimized
mode of the AC_1 active converter. This difference results from the presence of a choke in the common
circuit with parameters r1, X1.

For the analysis of the STS system with optimized power consumption from the network, Figure 8
presents vector charts with a phase shift between current and voltage in the network of 0◦ (AC_1 is an
active rectifier) or 180◦ (AC_1 is a network inverter).
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(a) (b) 

Figure 8. Vector charts of the optimized STS system when AC_1 operates (a) in the mode of an active
rectifier and (b) in the mode of a network inverter.

The control of the active converter (AC_1) is realized with the use of a PLL (phase-locked loop) in
x and y axes. In this case, the condition of optimality is met when I1 = I1 = Iy, Ix = 0. Electromagnetic
and energy characteristics are calculated on the basis of Equations (5) and (6) received from the
geometrical dependencies of the vector diagram (Figure 8). They have the following form:

ϕm = arctg X1I1
U1−r1I1

,
Id = I1 sin(−ϕm),
Iq = I1 cos(−ϕm),

E1 =

√
(U1 − r1I1)

2 + (X1I1)
2,

(5)

P1(1) = 1.5U1I1,
Q1(1) = 0,
ΔP1(1) = r1I2

1.
PAC(1) = 1.5E1Iq,
QAC(1) = 1.5E1Id,
ΔPAC(1) = 1.5rAC(I2

d + I2
q).

(6)

The energy characteristics of the STS system for the optimization of the power consumption from
the network, calculated with the use of Equations (5) and (6), are presented in Figure 9.
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Figure 9. Energy characteristics of the optimized STS system.

During the optimization of power consumption from the network, the reactive power in the AC_1
converter is negative, both in the mode of an active rectifier and in the mode of a network inverter.
This means that the network for the AC_1 converter is an active–capacitive load. In this case, the
electromotive force (E1) is greater than the voltage U1 (Figure 8).

Current control in the AC_1 converter takes place within the limits determined by the ratio of the
U1 network voltage and electromotive force at the AC terminals of the E1 converter. In the time interval
in which the instantaneous valve e1 exceeds the instantaneous valve u1, the relay current regulator
(in the control system) goes into the state of saturation and loses the ability to switch the converter’s
transistors. During this time, there is no switching to the converter’s branches. This enables the relative
time during which the converter’s transistors do not switch to be calculated, which can be presented
(approximately) in the following way:

ωt 
 π− 2arcsin
U1

E1

 π− 2arcsin

U1√
(U1 − r1I1)

2 + (X1I1)
2

(7)

The presence of such an interval leads to a reduction in losses of ΔPAC in semiconductor elements
of the converter; this enables the calculation of the relative coefficient for the loss reduction:

λ 
 1− 2
π

arcsin
U1√

(U1 − r1I1)
2 + (X1I1)

2
(8)

The dependency of the relative loss reduction coefficient in relation to the current for the
STS-optimized system is presented in Figure 10. In abscissae, the current is shown in relative units (pu)
defined as the ratio of real current I1 to short-circuit current Isc =

U1
z1

:

Ipu =
I1

Isc
=

z1I1

U1
(9)

Power losses in the AC_1 converter (taking into account the relative loss reduction coefficient, λ)
are determined in accordance with the following formula:

ΔPAC(λ,1) = (1− λ)ΔPAC(1) (10)

where:
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ΔPAC(1)—Power losses in the AC_1 converter determined on the basis of Equation (6).

Figure 10. Dependence of the relative loss reduction coefficient λ in the function of the current of the
active converter.

The analysis of the STS energy characteristics can be conducted taking into account the losses in
the AC_1 converter to the fundamental component, ΔPAC(1), and the reduction in switching losses λ in
the converter, ΔPAC(λ,1).

For the final conclusion regarding losses in the AC_1 converter, it is necessary to calculate not
only the fundamental component (taking into account the reduction in switching losses, λ), but also
the power losses at all other fundamental components that occur during the switching of transistors to
the carrier frequency. These losses will be called switching losses.

When calculating switching losses in the active converter, a distinction should be made between
currents in the converter phase and currents in semiconductor elements of the same converter phase.
Currents in phases are responsible for power transfer; these currents are sinusoidal, because the
transmission of power takes place at the fundamental frequency (modulation frequency). Currents
in semiconductor elements are responsible for energy exchange. The exchange is carried out with
the carrier frequency. A significant distortion of currents has an impact on switching losses, which
can be taken into account with the use of the total harmonic distortion (THD) according to the
following formula:

ΔPAC(λ,n) =
[
1 + (THD)2

]
ΔPAC(1) (11)

where:
ΔPAC(λ,n)—Switching losses in the AC_1 converter, taking into account all fundamental

components, including the loss reduction coefficient, λ.
In the current control, the switching frequency (carrier frequency) in the AC_1 converter depends

on the choke time constant (τ1 = L1
r1

), the width of the hysteresis loop of the relay current regulator in
the control system and the instantaneous value of the current I1. The switching frequency value for the
systems (medium and high power) is in the range of 1–10 kHz.

The calculation of all energy indicators cannot be realized in an analytical way. This is still
implemented with the use of imitation (virtual) models in the Matlab-Simulink environment.
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6. STS System Studies

The block diagram of the STS system is shown in Figure 11.

 

Figure 11. Block diagram of the STS system.

The main task of the STS system is electric energy transfer from the onshore grid to the ship’s
grid. In this mode of operation of the STS system the AC_1 converter works as an active rectifier.
The optimization block (OB) ensures the energy optimization of the system. As a result of the
transformation of set currents I∗x, I∗y to the three-phase a, b, c coordinate system the preset currents
I∗a,b,c were obtained, which in the tracking system (hysteresis) will provide a constant voltage value
Udc in the DC circuit. An analogous control algorithm is realized in the ACCS_2 system. Switching
between on shore grid and ship grid systems in transition states ensures controlled (soft) transfer of
active power between both systems.

The model of the examined system is presented in Figure 12.

 
Figure 12. Simulation model of STS system.

The control of transmission in both directions of active power P1 and reactive power Q1 in the
network is realized by current Ix and Iy (Figure 12; Ix-set point, Iy-set point). The study compared
a system with and without optimized power transmission control. The AC_1 converter is built as a
secondary voltage stabilization circuit on the capacitor in the DC circuit (Figure 11) [20,27]. In order to
minimize the calculations in the simulation model (Figure 12), a DC voltage source was used in the DC
circuit, which allowed the possibility of control of active power flow in both directions to be checked,
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with a possibility to check the idea of energy optimization of the STS system. The use of a DC voltage
source in a simulation model provided the control concept shown in the block diagram of Figure 11.

The results of tests for the optimized STS system are indicated in Figures 13–16.
The system is tested in two steady state conditions:

1. The state of power transmission from the mains to the ship’s network. In this case, active power
is transferred from the on-shore network to the ship’s network. The AC_1 converter operates in
the mode corresponding to the active rectifier.

2. The state of power transmission from the ship’s network to the network. In this case, active power
is transferred from the ship’s network to the on-shore network. The AC_1 converter operates in
the mode corresponding to the network inverter.

The system is tested in a transient status (with changes in the direction of active power’s transfer).
The energy processes in the system (P1(1), Q1(1), PAC1(1), QAC1(1)) are presented in Figure 13. In the

determined operating modes of the system, the reactive power in the network Q1(1) is zero. A change in
reactive power is observed during the transition of AC_1 from the active rectifier mode to the network
inverter mode (Figure 13). The reactive power in the converter (in steady states) is always negative
and changes only in the transient state.

Figure 13. Energy processes P1(1), Q1(1), PAC1(1), QAC1(1) in the optimized STS system, when switching
AC_1 from the operating mode corresponding to the active rectifier to the operating mode with the
network inverter.

The power losses in the optimized STS system in steady and transient states in the case of changes
in the direction of active power transmission are shown in Figure 14.

The electromagnetic processes in the U1, E1, I1 system in steady and transient states when
switching AC_1 from the operating mode corresponding to the active rectifier to the operating mode
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corresponding to the inverter are presented in Figure 15. In steady states, electromagnetic variables
are sinusoidal.

Figure 14. Power losses in the AC_1 converter (ΔPAC(1)) in the optimized STS system for the
fundamental component, when switching the AC_1 from the operating mode corresponding to the
active rectifier to the operating mode with the network inverter.

Figure 15. Electromagnetic processes in the optimized STS system, when switching the AC_1 from the
operating mode corresponding to the active rectifier to the operating mode with the network inverter.
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Figure 16 presents the waveforms of voltage and current for the semiconductor elements in one
branch of the AC_1 converter in the optimized STS system for two operating modes corresponding to
different directions of active power in the STS system.

 

(a) (b) 

Figure 16. Voltages and currents on semiconductor elements of AC_1′s branch in the optimized STS
system in the operating mode of an active rectifier (a) and in the operating mode of a network inverter
(b).

The results of tests for the non-optimized STS system are presented in Figures 17–20.
The system is tested in the state of active power transfer from the on-shore network to the

ship’s network. The system is tested in a steady state and in a transient state during the change of
reactive power.

Energy processes in the system (P1(1), Q1(1), PAC1(1), QAC1(1)) when switching the AC_1 from
the operating mode corresponding to positive (inductive) reactive power to the operating mode
corresponding to negative (capacitive) reactive power are presented in Figure 17.

Power losses in the STS system in the discussed operating modes are presented in Figure 18.
Compared with Figure 15, where Q1(1) = 0, power losses in steady states increased by more than 10%.

The electromagnetic processes in the system (U1, E1, I1) when switching AC_1 from the operating
mode corresponding to positive (inductive) reactive power (Q1(1) > 0) to the operating mode
corresponding to negative (capacitive) reactive power (Q1(1) < 0) are presented in Figure 19.

Voltages and currents in semiconductor elements (UVT1, IVT1, UVT2, IVT2) for AC_1′s branch
are presented in Figure 20. Figure 20 shows that, in the case of Q1(1) > 0, there is no gap in the
switching processes of semiconductor elements. In the case in which Q1(1) < 0, the switching
processes of semiconductor elements do not occur in a time interval lasting approximately 0.4 of the
period’s duration.
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Figure 17. Energy processes P1(1), Q1(1), PAC1(1), QAC1(1) in the STS system, taking into account the
operating mode of the AC_1 corresponding to the active rectifier (Iy = 2500 A) and Ix changing from
1000 A to −1000 A.

Figure 18. Power losses for the fundamental component in the STS system, taking into account the
operating mode of the AC_1 corresponding to the active rectifier (Iy = 2500 A) and Ix changing from
1000 A to −1000 A.
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Figure 19. Electromagnetic processes (U1, E1, I1) in the STS system corresponding to the active rectifier
(Iy = 2500 A) and Ix changing from 1000 A to −1000 A.

 

(a) (b) 

Figure 20. Voltages and currents on semiconductor elements of AC_1′s branch, which operates in the
active rectifier mode in the STS system, (a) Iy = 2500 A, Ix = 1000 A, (b) Iy = −2500 A, Ix = −1000 A.
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The current spectrum of one semiconductor element in the optimized STS system (where operation
of AC_1 corresponds to the active rectifier) is presented in Figure 21a.

The current spectrum of one semiconductor element in the STS system (at Q1(1) > 0 corresponding
to the active rectifier) is presented in Figure 21b.

 

(a) (b) 

Figure 21. Current spectrum in the semiconductor element of the AC_1 converter operating in the
active rectifier mode with the optimized STS system (a) and Iy = 2500 A, Ix = 1000 A (b) for two of the
10 cycles of the selected current signal IVT1.

Table 1 presents a comparison of the STS system with and without energy optimization in terms
of power losses in the transmission line (ΔP1(1)), power loss (fundamental component) in the AC_1
converter (ΔPAC(1)) and switching losses in AC_1 (ΔP1AC(λ,n)).

The formulas (4), (11) and the results of the tests presented in Figures 14, 18 and 21 were used in
the calculations. The calculations were made for the resistance of the transmission lines r1 = 6 × 10−4

Ohm and constant active power P1(1) = 1.2 MW. The results are presented for the STS system without
optimization Q1(1) > 0 (Iy = 2500 A, Ix = 1000 A) and with optimization Q1(1) = 0, (Iy = 2500 A, Ix = 0 A).

Table 1. Comparison of power losses in STS system with and without energy optimization.

Power Losses

Power Losses in the
STS System without

Optimization
[W]

Power Losses in the
STS System with

Optimization
[W]

Reduction of Losses
through the Use of

Optimization
[%]

ΔP1(1) 6525 5625 13.8
ΔPAC(1) 6210 5320 14.3

ΔP1AC(λ,n) 11296 9527 15.7

It should be noted that for STS systems of higher power (e.g., for STS systems supporting passenger
ships, the transferred power is from a dozen to several dozen MW) and with a lower power factor, the
value of the proposed system’s energy optimization will be more significant.

7. Conclusions

The basic problem in the design and implementation of the STS network is connected with the
increase in energy efficiency. Currently, the energy efficiency, normally understood as the ratio of active
output power to active input power (P2/P1), is relatively large, and it is difficult to expect significant
improvement. However, enterprises (companies and production plants) incur costs that are not only
connected with active power consumption but also with reactive power consumption.

As mentioned above, it is difficult to minimize costs related to active power consumption.
The issue of reactive power compensation is still being developed. Apart from reactive power
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compensators (constructed from capacitors—passive compensators (PC)), it is also possible to build
active compensators (AC), which use active converters (energy electronic converters).

Energy optimization in the STS system (which reduces the reactive power in the supply network
to zero) reduces the loss in the entire system for the fundamental components and decreases switching
losses on the carrier frequency in the semiconductor elements of the active converter by approximately
15–30%.

In the active converter (when switching semiconductor elements), there is an increase in switching
losses proportional to THD. These losses should be taken into account during the calculation of
energy indicators.

In addition to the optimization of the above quantities, active converters are also able to change
the direction of power flow. The discussed conclusions were confirmed by the results of analytical and
model tests; our contributions in this paper are, therefore, as follows:

• A method of analysis of steady state electromagnetic and energetic processes in the “port power
grid–active converter” circuit has been developed.

• An analytical method has been developed to determine the active and reactive power in the port
power supply network and active converter, as well as to determine power losses in this circuit.

• The optimal control of the active converter was synthesized when the reactive power in the port
power supply network was equal to zero.

• For the developed optimal control algorithm, the power in the port’s power supply network and
in the active converter was calculated.

• The developed method of calculating switching losses was based on the spectral analysis of
currents in semiconductor elements of the active converter.

• A simulation (virtual) model of the “port power network–active converter” system has
been developed.

The comparison of the simulation results with theoretical results allows us to recommend the
developed methods of analysis and calculation for the design of an STS in a wide power range, as
well as for use in medium-voltage STS systems. Transmission of reactive energy through power
grids has many negative effects, such as voltage drops, heating of cables, and reduction of capacity of
infrastructure used for energy transmission. The importance of the proposed increase in the energy
efficiency of the STS system (the study examined an STS system with a power of about 1 MW) is
growing for systems with higher power due to the economic effects.

It should also be emphasized that the proposed strategy to control the converter with energy
optimization has reduced transistor power loss during switching by reducing the number of switches
over the period. This increase in the converter’s efficiency results in the improvement of the efficiency
of the whole STS system, which is particularly important for high-power systems.
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Abstract: Aiming at the poor accuracy and difficult verification of maneuver modeling induced
by the wind, waves and sea surface currents in the actual sea, a novel sea trials correction method
for ship maneuvering is proposed. The wind and wave drift forces are calculated according to
the measurement data. Based on the steady turning hypothesis and pattern search algorithm,
the adjustment parameters of wind, wave and sea surface currents were solved, the drift distances
and drift velocities of wind, waves and sea surface currents were calculated and the track and velocity
data of the experiment were corrected. The hydrodynamic coefficients were identified by the test
data and the ship maneuvering motion model was established. The results show that the corrected
data were more accurate than log data, the hydrodynamic coefficients can be completely identified,
the prediction accuracy of the advance and tactical diameters were 93% and 97% and the prediction
of the maneuvering model was accurate. Numerical cases verify the correction method and full-scale
maneuvering model. The turning circle advance and tactical diameter satisfy the standards of the
ship maneuverability of International Maritime Organization (IMO).

Keywords: full-scale maneuvering; trials correction; motion modeling; actual sea and
weather conditions; reference model and support vector machine (RM-SVM); standards for
ship maneuverability

1. Introduction

During sea trial, ship motions include maneuvering and drifting. Drift motion is caused by
the wind and waves at sea, and the ship shows slow, long periods of movement and even steady
movement [1]. In order to obtain accurate trial data, the correction of this is an important step for ship
maneuvering modeling. Dating back to 1978, Abkowitz utilized Esso Osaka for sea trials, identified
the ship maneuvering mathematical model and verified the feasibility of the identification modeling
method [2]. Recently, Zhang et al. [3], Bai et al. [4] and Kim et al. [5] also used full-scale ship data for
identification modeling. In the literature [2–4], it should be noted that the log has also been installed
underwater, on the ship hull, which is prone to suffering from cross flow, in addition to the ship
being affected by the drift forces of wind and wave. Kim et al. [5] employed the method seen in the
literature [6–8] to correct the sea trial data and identified the ship maneuvering model, but did not
consider the influences of wind and waves. Using trial data to establish a model, one should choose
the small-influence trials; otherwise, the influences of wind and waves need to be eliminated.

The International Maritime Organization(IMO) explanations for maneuvering standards [6],
Society of Naval Architects and Marine Engineers(SNAME) guidelines [7] and International Towing
Tank Conference(ITTC) instructions [8] proposed correction methods for the turning circle test;
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otherwise, sea trials should be implemented in deep, calm and non-restricted waters. The IMO,
SNAME and ITTC rules solved the current direction, based on the uniform current hypothesis and
the steady turning hypothesis [6–8]. However, the influence of wind load on ballast ships, container
ships and ro-ro ships is greater than that on full-load oil tankers and bulk carriers. Moreover,
the wind coefficient changes with wind direction, indicating that the wind load of the ship motion
in turning circle is not constant; therefore, it cannot be regarded as the influence of uniform current.
Thus, the installation of instruments and trial environments on sea trial vessels increase the difficulty
of identification modeling, and thus the measurement data need to be corrected.

Compared with the ship model test, the sea trial has certain disadvantages which require
improvement. Currently, the naval surface warfare center of America has a maneuvering and
seakeeping tank to study ship motion in various sea conditions [9]. The National Maritime Research
Institute (NMRI) established an actual sea model basin, using wind load and wave load simulation
instruments [10,11], to research the performance of a full-scale ship in an actual sea. The indoor
model test is organized, operated and validated by a professional organization and equipped with
sophisticated towing devices and Charge Coupled Device(CCD) cameras; meanwhile, outdoor trials
use high-precision satellite positioning instruments and shore-based wireless positioning devices on
the sea. Due to the standardization and diversification of the test, the basin model test data quality is
better than the real ship trial. Therefore, compared with basin model test, it is necessary to further
process the data of the full-scale ship in order to improve the quality of its data.

In terms of wind force, Isherwood, Blendermann et al. and Fujiwara et al. used wind tunnel test
data to fit the wind coefficients [12–14]: firstly, Isherwood proposed the estimation method for the
calculation of wind force by formula, then Blendermann and Fujiwara updated the wind force formula
structure and coefficients with a new wind tunnel experiment. Currently, the shipping industry focuses
on the wind coefficient of container ships with dynamic stowage [15]. Aiming to calculate added mass,
Motora proposed a simple method [16] and Zhou reproduced the formula for easy application [17].
For wave disturbance, Daidola used the second-order wave drift force and moment coefficient [18],
Li used Daidola’s method for ship motion simulation [19]. Yasukawa studied the numerical prediction
of second-order wave drift force [20], and Zhang et al. [21] and Hong et al. [22] studied second-order
wave force and wave added resistance. Mei et al. [23] established a ship maneuvering model for a
basin test; this paper will further explore actual sea ship maneuver modeling.

The paper is organized as follows: Section 2 briefly introduces the traditional methods that have
been used to correct the full-scale sea trial. Section 3 proposes the novel correction method by wind,
wave and sea surface current calculation. Section 4 explains the reference model and support vector
machine (RM-SVM) for maneuvering modeling. Section 5 presents the case of trial correction. Section 6
presents maneuver modeling. Section 7 discusses the results of trial correction and motion modeling,
and presents possible options for future works. Finally, Section 8 concludes this paper.

2. Traditional Correction Method

As shown in Figure 1, the literature [6–8] proposed a fast and convenient correction method called
traditional correction method. In Figure 1, the blue line represents the turning circle track in a calm
environment, the red line represents the turning circle track with disturbances and the green arrow
represents the drift vector. The calm water track is a corrected −35◦ turning circle of a ship called
Yukun, while the disturbed track is reproduced by one uniform surface current. The uniform surface
current consisted of an east current, 0.5 m/s, and a north current, 0.5 m/s.
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Figure 1. Traditional correction method of turning circle test.

The SNAME [7] requires that the course changing of the turning circle is greater than 540◦. It is
assumed that the ship reaches a steady turning stage after 360◦, and a steady drift velocity can be
obtained by using the position data of the steady turning. As shown in the Figure 1, according to the
last point of the track, the ship takes 250 s to drift 250 m in the east direction and drift 250 m in the
north direction.

The correction process of Figure 1 is shown as the following: Suppose ship position as (xi, yi)

and ship heading angle as ψi at time ti, and i ∈ {1, 2, . . . , n}. Suppose ship position as
(
x′i , y′i

)
and ship

heading angle as ψ′i at time t′i , and ψi − ψ′i equals 360◦ or −360 ◦. In Figure 1, n is 4. Then, the drift

distance between (xi, yi) and
(
x′i , y′i

)
is lDi. The average drift velocity ΔlDi between (xi, yi) and

(
x′i , y′i

)
can be estimated by following:

ΔlDi =

n∑
i=1

lDi

n∑
i=1

(
ti − t′i

) =

n∑
i=1
‖(xi, yi) −

(
x′i , y′i

)
‖

2

n∑
i=1

(
ti − t′i

) (1)

In the recommended process from IMO, SNAME and ITTC [6–8], the corrections were completed
based on the assumption of uniform current and steady turning. The influence of a uniform current on
a ship track increases linearly and is time-constant. However, the ship drifts induced by wind and
waves are related to wind and wave direction angle, and the ship drifts are nonlinear and time-varying.
Therefore, it is assumed that wind and wave disturbances are treated as linear; the nonlinear components
are ignored. In this paper, the influences of wind, waves and currents are calculated separately on the
basis of the hypothesis, and the improved method is proposed.

As this paper focus on maneuvering motion, the rolling, pitching and heaving of the ship are
ignored by following explanations. Firstly, the drifts induced by wind and waves are treated as
long term motion; meanwhile this manuscript focus on maneuvering motion, that is, only surge,
sway and turning will be concerned. The rolling, pitching and heaving of the ship are therefore ignored.
Secondly, the maneuvering is simplified as three degrees of freedom motion and is independent of
seakeeping. The periodic motion of seakeeping has little effect on maneuvering motion with a large
rudder angle. Thirdly, in the measurements, the rolling, pitching and heaving of the ship are periodic;
thus, the motion, being periodic, can be filtered. Therefore, the maneuvering data can be used for
correction and modelling.
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3. Improved Correction Method

The improved correction method is mainly divided into three parts: first, calculate the wind
force; then, calculate the wave drift force; finally, calculate the wind and wave drift distance. In this
section, the surge and sway are corrected. Yaw is considered for the following reasons: Firstly,
the ship hull underwater and the ship superstructure overwater, together, is close to being a box-shape.
Thus, the yawing induced by wind and waves is negligible. Secondly, the yaw should be corrected
for high precision; however, this will be much more complicated; this is because the yaw makes the
heading angle change, and the heading angle changes the surge distance and sway distance.

3.1. Wind Load Calculation

Suppose that ship begins turning at time t0. At time t, the ship velocity is V(t), heading angle
is ψ(t), true wind velocity is VT(t), true wind direction is ψT(t), the frontal wind load is Xw(t) and
lateral wind load is Yw(t). According to the reference [24], the wind force and its components, the force
of the earth-centered earth-fixed (ECEF) east and ECEF north, change along with the ship heading.
Thus, from t0 to t, the wind induced drift distance in the earth-centered earth-fixed(ECEF)reference
frame are Δxw(t) and Δyw(t), respectively, and are calculated as following:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Δxw(t)
ρaU2

R(t)
=

∫ t
t0

∫ t
t0

[
AfwCwx(αwR(t))

2m+2mx
dt cosψ(t) − AlwCwy(αwR(t))

2m+2my
dt sinψ(t)

]
dt

Δyw(t)
ρaU2

R(t)
=

∫ t
t0

∫ t
t0

[
AfwCwx(αwR(t))

2m+2mx
dt sinψ(t) +

AlwCwy(αwR(t))
2m+2my

dt cosψ(t)
]
dt

(2)

where m is ship mass, mx and my are added mass, Afw and Alw are the ship front projected area and
lateral projected area, respectively, and Cwx and Cwy are wind coefficients of the ship front and lateral
projected area, respectively. UR and αwR are relative wind velocity and direction, and can be calculated
by ψT,VT,V and ψ. Currently, the wind tunnel test is still the best means to determine the wind
coefficient. Due to limited test facilities and high cost, the empirical formula of Blendermann [13] is
applied in this paper. The added mass is calculated by the formulas from reference [16,17].

3.2. Wave Drift Force Calculation

Suppose that the wave drift force of ship longitude is Xd(t) and wave drift force of ship transverse is
Yd(t). According to reference [22], the second-order wave drift can be divided into ECEF (earth-centered
earth-fixed) east and ECEF north. Thus, from t0 to t, the wave drift force induced drift distance in
ECEF reference frame are Δxd(t) and Δyd(t), respectively, and are calculated as following:⎧⎪⎪⎪⎨⎪⎪⎪⎩

Δxd(t) =
∫ t

t0

∫ t
t0

Xd(t)
m+mx

dt cosψ(t)dt− ∫ t
t0

∫ t
t0

Yd(t)
m+my

dt sinψ(t)dt

Δyd(t) =
∫ t

t0

∫ t
t0

Xd(t)
m+mx

dt sinψ(t)dt +
∫ t

t0

∫ t
t0

Yd(t)
m+my

dt cosψ(t)dt
(3)

Due to the dynamic changing of the encounter frequency, the equivalent incident wave lengths
λBX and λBY are introduced and satisfy the following equation (Equation (4)). The equivalent incident
wave length has been used in reference [22].⎧⎪⎪⎨⎪⎪⎩ EX = XdλBX = Xd

λ
− cosαd

EY = YdλBY = Yd
λ

− cosαd

(4)

where λ is incident mean wave length of the sea area and αd is the wave direction.
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For real-time requirements, the Daidola formula [18] is used to calculate second-order wave drift
force. The Daidola method has been applied in reference [19]. The surge and sway second-order wave
drift force Xd(t) and Yd(t) are as the following:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Xd(t) =

ρgL2ζ2

2

[
0.05− 0.2

(
λBX

L

)
+ 0.75

(
λBX

L

)2 − 0.51
(
λBX

L

)3
]

cos(αd)

Yd(t) =
ρgL2ζ2

2

[
0.46 + 6.83

(
λBY

L

)
− 15.65

(
λBY

L

)2
+ 8.44

(
λBY

L

)3
]

sin(αd)
(5)

where ζ is the mean wave height of the sea area and ζ, λ and αd are calculated by wind velocity, based on
the hypothesis of the fully developed wave and the hypothesis of long-crested wave. Therefore,
the mean wave height of the sea area and mean wave length were estimated by wind force and
direction information.

3.3. Resultant Distance Induced by Wind, Wave and Current

Based on wind load calculation and wave drift force calculation, the resultant distance induced by
the wind, waves and currents is calculated as following:

{
Δx(t) = k1Δxw(t) + k3Δxd(t) + k5Δxc(t)
Δy(t) = k2Δyw(t) + k4Δyd(t) + k6Δyc(t)

(6)

where k1~k6 are adjusting parameters and Δxc and Δyc are east current and south current set as 1.0 m/s.
Suppose during time [t1, t2], the ship position is

(
x
(
tj
)
, y

(
tj
))

,tj ∈ [t1, t2]. Then, the correction ship

position
(
x̂
(
tj
)
, ŷ

(
tj
))

can be calculated as following:

⎧⎪⎪⎨⎪⎪⎩ x̂
(
tj
)
= x

(
tj
)
− Δx

(
tj
)

ŷ(tk) = y(tk) − Δy
(
tj
) (7)

Based on the hypothesis of steady turning, the following equation has a solution for adjusting
parameters ki:

argmin
ki |i=1,2,3,4,5,6

t2∑
tj=t1

‖
(
x̂
(
tj
)
, ŷ

(
tj
))
− (x0, y0)‖2

subject :

⎧⎪⎪⎨⎪⎪⎩ (x0, y0) = fC
(
x̂
(
tj
)
, ŷ

(
tj
))

ki ∈ [−10,+10]

(8)

where (x0, y0) is center of a circle and can be solved by fC; fC is a function from Kasa [25]. Meanwhile,
ki ∈ [−10,+10] is a restrict condition for abnormal current. The value of these coefficients, ki, are estimated
by the optimization algorithm called pattern search. This function is established based on steady
turning. The steady turning is a hypothesis condition from the IMO, ITTC and SNAME methods.
Based on this hypothesis, the correction will form the final stage of turning in a circle.

To sum up this section, the illustration is shown in Figure 2. Figure 2 introduces the drift distances
induced by the wind, waves and sea surface currents. The distances are divided into their east and
north components. This distances also consist of the total drift distance in order to correct the ship track.

At the end of this section, based on the corrected ship position
(
x̂
(
tj
)
, ŷ

(
tj
))

and heading angle
ψ(t), the velocities of surge, sway and yaw are derived. These velocities are called identified ship
velocities, and are written as uT, vT and rT, where “T” stands for identified ship.
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Figure 2. The drift distances and components induced by the wind, waves and surface currents.

4. Maneuver Modeling Method

In this section, the RM-SVM whole ship model is established. Firstly, the RM-SVM model is
identified with trial data. Based on the prediction of RM-SVM, the acceleration data and velocity data
are reproduced. Then, the data is used to identify whole ship model by the least square algorithm.

The data from RM-SVM is smooth and does not have noise. These advantages will make the least
square result much more precise than the trials data. In addition, the hydrodynamic coefficients are
stable and not over-fitting.

4.1. RM-SVM Model

In this section, the corrected sea trial data is applied for ship maneuver modeling. This identification
modeling method determines maneuverability aspects at rough sea and poor weather conditions,
which is an important function used in order avoid collisions at actual sea conditions [26]. As introduced
by Mei et al. [23], the reference model support vector machine (RM-SVM) method is utilized. Although
modeling cannot describe wake information, as shown by Niu et al. [27], the model prediction precision
is outstanding. Taking surge acceleration as example, suppose there existed an n identified ship
measurement sample. The kth sample surge, sway and yaw velocity are uT(k), vT(k) and rT(k),
and the kth surge acceleration function is HT(uT(k), vT(k), rT(k), δT(k)). For the RM, the kth sample
surge, sway and yaw velocity are uR(k), vR(k) and rR(k), and the kth surge acceleration function
is HR(uR(k), vR(k), rR(k), δR(k)), where “R” stands for reference model. The concept and selection
method of the reference model is introduced in reference [23]. Based on the identified ship trials sample
and reference model, the surge SVM can be written as the following:

LD =
n∑

k=1

(α̃k − αk)ΔH(k) − 1
2

n∑
k=1

n∑
�=1

(α̃k − αk)(α̃� − α�)Wk
TW� − ε

n∑
k=1

(α̃k + αk), (9)

subject to: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

n∑
k=1

(αk − α̃k) = 0

0 ≤ αk, α̃k ≤ τ
αk

[
ξk + ε−wTWk − l1 + ΔH(k)

]
= 0

α̃k
[
ξ̃k + ε+ wTWk + l1 − ΔH(k)

]
= 0

αkα̃k = 0, ξkξ̃k = 0
(τ− αk)ξk = 0, (τ− α̃k)ξ̃k = 0

(10)
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where � = 1, 2, · · · , n is the order of sample data, α,
~
α, θ and

~
θ are the Lagrangian multiplier vector of

SVM hyper-plane, ξ and
~
ξ are the slack variable vector of SVM hyper-plane, w is the normal vector of

SVM hyper-plane, l1 is constant bias of SVM hyper-plane, τ is the regularization constant and ε is the
Insensitive-band parameter. Wk is the SVM input vector, as following:

Wk = (uT(k), vT(k), rT(k), δT(k))
T (11)

Substituting sample data into Equations (9) and (11), the surge SVM is solved.
In the same way as the surge SVM, the sway and yaw SVM can be calculated. In addition,

the identified ship accelerations can be predicted as the following:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
.
uT(t) =

.
uR(t) + wT(uT(t), vT(t), rT(t), δT(t))

T + l1
.
vT(t) =

.
vR(t) + pT

(
vT(t), rT(t),

.
vT(t),

.
rT(t), δT(t)

)T
+ l2

.
rT(t) =

.
rR(t) + qT

(
vT(t), rT(t),

.
vT(t),

.
rT(t), δT(t)

)T
+ l3

(12)

where
.
uT,

.
vT and

.
rT are the identified ship sway and yaw accelerations,

.
uR,

.
vR and

.
rR are the RM sway

and yaw accelerations, p and q are the normal vector of sway and yaw SVM hyper-plane and l2 and l3
are constant bias of sway and yaw SVM hyper-plane, respectively. The Equation (12) can be solved by
Runge–Kutta integration.

4.2. Whole Ship Model

Based on the prediction of Equation (12), the identified ship accelerations
.
uT,

.
vT and

.
rT are

reproduced by the RM-SVM model. Following that the input vector is [uT, vT, rT], the output is
[

.
uT,

.
vT,

.
rT]. Once the input vector and output vector are submitted into Equation (13), the whole ship

model from reference [28] is identified with the least square method. The whole model structure and
parameters are list as Equation (13).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
m′ −X′.

u

) .
u′T = X′η(1− ηT) + X′ηη(1− ηT)

2 + X′ηηη(1− ηT)
3 + X′vvv′T

2

+(X′rr + m′x′G)r
′
T

2 + X′δδδ
′
T

2 + (X′vr + m′)v′Tr′T + X′vvηv′T
2(1− ηT) + X′δδηδ

′
T

2(1− ηT)(
m′ −Y′.

v

) .
vT +

(
m′x′G −Y′.

r

) .
rT = Y′0 + Y′vv′T + Y′vvvv′T

3 + Y′vrrv′Tr′T
2 + (Y′r −m′)r′T + Y′rrrr′T

3

+Y′vvrv′T
2r′T + Y′δδ

′
T + Y′δδδδ

′
T

3 + Y′η(1− ηT) + Y′ηη(1− ηT)
2 + Y′δηδ

′
T(1− ηT) + Y′δηηδ

′
T(1− ηT)

2(
m′x′G −N′.

v

) .
v′T +

(
I′z −N′.

r

) .
r′T = N′0 + N′vv′T + N′vvvv′T

3 + N′vrrv′Tr′T
2 + (N′r −m′x′G)r

′
T + N′rrrr′T

3

+N′vvrv′T
2r′T + N′δδ

′
T + N′δδδδ

′
T

3 + N′η(1− ηT) + N′ηη(1− ηT)
2 + N′δηδ

′
T(1− ηT) + N′δηηδ

′
T(1− ηT)

2

(13)

where the ηT = uT/u0T, u0T is the ship service speed.

5. The Case of Trial Correction

In this section, the improved trial correction is applied to calculate the influences of wind,
waves and currents. In addition, the drift distance and velocity of the turning circle test are solved.
Then, the trial track and velocity for the full-scale ship are corrected.

5.1. General Details of Sea Trial

The study object of this paper is a motor vessel called Yukun; Table 1 and Figure 3 note Yukun
particulars. The sea trial time was from 08:00 to 14:00 on 24 August 2012. The sea trial site is located in
the northwest of the Yellow Sea, about 14 nautical miles from Dalian Port. The sea trials were carried
out in open and deep water in clear and well weather conditions, as shown in Figure 4.
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Table 1. Ship particulars of Yukun motor vessel.

Particulars Values Particulars Values

Displacement 5710.2 Rudder area 11.8 m2

Length overall 116 m Rudder height 4.8 m
Length between perpendiculars 105 m Propeller diameter 3.8 m

Designed waterline length 106.5 m Blade number 4
Ship breadth 18 m Blade area ratio 0.67

Full-load draft 5.4 m Maximum rudder rate 2.8◦/s
Block coefficient 0.56 Prismatic coefficient 0.58

Figure 3. A general arrangement of Yukun motor vessel [29,30] (the figure permission has been achieved
from Dalian Maritime University).

Figure 4. Sea trial area and water depth of Yukun test.
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Figure 3 is part material from Dalian Maritime University and has been published in references [29,30].
From Figure 4, the maneuvers tests are listed in Table 2.

Table 2. Maneuver type and rudder angle details for all of the trials.

NO. Time Points (s) Maneuvers Type Rudder Angle (◦) Sample Points

1 38213–38769 Turning circle 5 556

2 39232–39635 Turning circle 10 403

3 39898–40231 Turning circle 15 333

4 40619–40915 Turning circle 20 296

5 44577–44985 Turning circle 25 408

6 45509–45946 zigzag 10/−10 437

7 45975–46542 zigzag 20/−20 567

8 46606–46910 zigzag 10/−10 304

9 46999–47263 zigzag 20/−20 264

10 47517–47912 Turning circle 25 395

11 48178–48566 Turning circle −30 388

12 49070–49450 Turning circle 34 380

As shown in Figure 5, the wind measuring system, differential global positioning system (DGPS),
fiber-optic gyro and speed log are installed on the mast, bridge, gyro deck and ship bow, respectively.
The DGPS position has a higher data update frequency than an automatic identification system [31].

(a) (b) 

Figure 5. Instrument installation on board of Yukun. (a) The position, velocity and heading angle
measuring instrument; (b) the wind measuring system installation on the mast.

5.2. Wind Load and Wave Drift Force Results

The time history subjected to the wind load and wave drift force for the +20◦ turning circle
test were solved by the improved method of Equation (2). As shown in Figure 6, the surge and
sway forces induced by wind and waves are calculated. The wind load shows dynamic fluctuations
changing with time. As shown in Figure 5, the wind measuring system is shielded by the mast.
Therefore, wind fluctuations included mast shielding, gusty components and random wind components.
The details of the fluctuations also enhance the judgment of wind force and direction.
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Figure 6. Wind load and wave drift force for +20◦turning circle test. (a) Surge force induced by wave;
(b) surge load induced by wind; (c) sway force induced by wave; (d) sway load induced by wind.

In the calculation of Figure 6, the ship front projected area, Afw, is 297 m2, and lateral projected
area, Alw, is 1304.6 m2. The longitude centroid position of Alw is 2.46 m and the vertical centroid
position is 6.8 m.

5.3. Wind- and Wave-Induced Acceleration Results

As shown in Figure 7, the surge and sway accelerations induced by wind and waves are calculated
by Equation (5).

Figure 7. Wind- and wave-induced accelerations of +20◦ turning circle test. (a) Surge acceleration
induced by wave; (b) surge acceleration induced by wind; (c) sway acceleration induced by wave;
(d) sway acceleration induced by wind.

5.4. Wind- and Wave-Induced Distance Results

As shown in Figure 8, the time history of Yukun being subjected to the wind- and wave-induced
distance in the +20◦ turning circle test are solved by the improved method of Equations (6) and
(8), respectively. The results of adjusting parameters k1~k6 are −2.46, 1.02, −1.24, 1, −0.21 and
−0.37, respectively.
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Figure 8. Wind, waves and sea surface currents induced earth-centered earth-fixed (ECEF) distances
of +20◦ turning circle test. (a) Transverse drift distance induced by wind; (b) longitude drift distance
induced by wind; (c) transverse drift distance induced by wave; (d) longitude drift distance induced by
wave; (e) transverse drift distance induced by current; (f) longitude drift distance induced by current;
(g) transverse resultant drift distance induced by wind, wave and current; (h) longitude resultant drift
distance induced by wind, wave and current.

Figure 8 depicts the drift distance components induced by wind, waves and currents. The distances
present the same order of magnitude of the wind, wave and sea surface current influence, none of
distance can be ignored. The summery drift distances will be used to correct the ship track and calculate
the surge sway and yaw velocities.

5.5. Track and Velocity Correction Results

The wind- and wave-induced distances have been used to correct the ship track; the comparison
of the original turning circle and the corrected turning circle are presented in Figure 9. Figure 9 shows
that the original turning circle moves significantly in the ECEF negative direction when under the
influence of the wind and wave currents.
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Figure 9. Correction of drift distance induced by the wind, waves and currents for +20◦ turning
circle test.

As shown in Figure 10, the surge sway and yaw velocities are corrected. As the turning reaches a
steady stage, the corrected longitudinal velocity decreases and gradually converges the stable value.
However, the log velocity increases at the stage of 200 s–250 s. The uncorrected sway velocity is
stable at 0 m/s, while the corrected sway velocity increased rapidly, within 0 s–60 s, and converges to
−1.52 m/s at 57 s. Since the yaw velocity is not corrected, the lines overlap.

 

Figure 10. Correction of ECEF reference frame velocities for +20◦ turning circle test. (a) Ship surge
velocity; (b) ship sway velocity; (c) ship yaw velocity.

All of the trials in Figure 4 and Table 2 have been corrected. In the previous manuscript, we only
selected the 20◦ zigzag test for correction and modelling. Currently, the others are present in the
Appendix B. These corrected cases of trials indicate that the improved correction method is valid for
sea trials. These sea trials will be used for modelling in the next section.
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6. The Case of Maneuver Modeling

In this section, the ship maneuvering model is established by the zigzag tests 6, 7, 8 and 9 from
Figure 4. Identification model is one data driven-based method, and it is a common method in
the maritime field [32]. In addition, the prediction model of +20◦ turning circle test is trained by
Equations (9)–(11). Based on the method proposed in reference [22], the S175 ship is selected as the
reference model of Yukun. In addition, the SVM is trained by zigzag test. Therefore, the RM-SVM of
Yukun maneuvering model is established.

6.1. +20◦ Turning Circle Test

The +20◦ turning circle test is predicted by Equation (12), as shown in Figure 11.

Figure 11. Prediction for +20◦ turning circle test. (a) Ship track; (b) ship heading angle and rudder
angle; (c) surge velocity; (d) surge acceleration; (e) sway velocity; (f) sway acceleration; (g) yaw velocity;
(h) yaw acceleration.

The following conclusions can be drawn from Figure 9. According to the overall prediction results,
the values of RM-SVM are relatively stable, without significant numerical anomalies and fluctuations,
which indicates the stability of the identification model established by RM-SVM. According to the
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velocity prediction results, the values of RM-SVM are close to the corrected values. Since the yaw
moment is not considered in the solution of influence, the yaw velocity is not corrected, so the corrected
yaw velocity is equal to the original value.

6.2. The Ship Hydrodynamic Coefficient Result and −35◦ Turning Circle Validation

Based on the Equation (12), the RM-SVM model is acquired. Then, the RM-SVM is used to produce
the accelerations data [

.
uT,

.
vT and

.
rT], velocities data [uT, vT, rT] and rudder angle data δT. These data

consist of input and output samples. Using the least-square linear regression algorithm and submitting
the sample into Equation (13), the ship hydrodynamic coefficients are estimated, as shown in Table 3.
The details of ship hydrodynamic coefficients are noted in [28].

Table 3. Identification results of non-dimensional surge, sway and yaw hydrodynamic coefficients for
Yukun ship model.

Surge Coefficients (×105) Sway Coefficients (×105) Yaw Coefficients (×105)

Xδδ′ −130.4 Y′0 −69.1 N′0 −3.8
Y′δ 1079.1 N′δ −124.0

Y′δδδ −808.7 N′δδδ 104.3

X′η 630.3 Y′η 622.3 N′η 38.4
X′ηη −1637.8 Y′ηη −1397.1 N′ηη −80.0
X′ηηη 3135.2 Y′δη −1711.9 N′δη 194.2
X′δδη −981.7 Y′δηη 5978.4 N′δηη −670.6

X′vv −1159.0 Y′v 283.8 N′v −59.9
X′vvη 0.0 Y′vvv −12,927.7 N′vvv 3647.3

X′rr 59.5 Y′r −m′ 249.2 N′r −m′x′G −53.8
Y′rrr −4829.9 N′rrr 418.3

X′vr + m′ 419.2 Y′vrr −23,264.0 N′vrr 2774.4
Y′vvr −23,891.8 N′vvr 4561.3

Based on the hydrodynamic coefficients in Table 3, the −35◦ turning circle is predicted.
The ship mass and inertia moment are known. The added mass and added moment are estimated
by reference [3,16,17] as m′ − X′.

u
= 0.010249, m′ − Y′.

v
= 0.017853, m′x′G − Y′.

r
= 0.00071412,

m′x′G −N′.
v
= 0.001086 and I′z −N′.

r
= 0.000015514. The −35◦ turning circle test prediction results

are as shown in Table 4.

Table 4. Validation for −35◦ turning circle test of Yukun full-scale ship and comparison with
IMO standard.

Method Advance Tactical Diameter

IMO standard for ship maneuverability 4.5LPP 5LPP

Sea trial result
Value 3.21LPP 2.98LPP

Percentage 71% 60%

Prediction by RM-SVM in this paper
Value 2.99LPP 3.08LPP

Percentage 66% 62%
Prediction accuracy 93% 97%

Where LPP is ship length between perpendiculars.

As presented in the Table 4, the advance from the sea trial and prediction by RM-SVM are
both smaller than the limit of the IMO standard for ship maneuverability 4.5L, as is the tactical
diameter 5L. It is found that the full-scale ship complies with the IMO standard. On the other hand,
the advance prediction accuracy of RM-SVM is 93% of the sea trial result, and the tactical diameter is
97%. This accuracy shows the high precision of the maneuver modeling.
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7. Discussion

For the correction method, the improved method calculates the impact of the wind, waves and
currents, but the traditional method takes wind and waves as a uniform current. Thus, the improved
method proposed in this paper is a general form, whereas the traditional method is a special form.
However, this does not mean that the improved one is perfect. Generally speaking, sea trial requires a
buoy or radar wave system to measure the wave height. The Yukun test does not have this device.
As described in the methodology, the improved method supposes that the wind and waves have been
fully developed, and the sea state and induced ship motion are taken as stationary processes. The wave
height and wave length are predicted via wind force. On the other hand, in the calculation of ship
drift, the yaw induced by wind and wave has been ignored. Therefore, future works may consider
correcting the yaw on the actual sea.

For the maneuvering modeling part, the ship motion with the constant engine setting is predicted,
and the precision is good. The engine setting condition of the sea trials satisfies the IMO standard for
ship maneuverability. However, as in the Maritime Autonomous Surface Ship (MASS), the requirement
of ship maneuvering will be much more technically demanding. The other conditions, such as engine
RPM changing and ballasted loading, will be common in future research. It is foreseeable that the ship
maneuver modeling will be associated with MASS for sophisticated ship path planning, tracking and
collision avoidance.

8. Conclusions

In this paper, the measurement data of the installation equipment of the full-scale motor vessel
were checked, wind and wave influences were solved and eliminated and sea trial track and velocity
were corrected. Based on the corrected free running sea trials, the maneuvering model of the full-scale
ship was established. Zigzag tests were used as training data to predict the turning circle test. Based on
the identification model, the accelerations were reproduced. Finally, the whole ship model was
identified and the modeling performance of +35 turning circle test was verified. To sum up the above
work, the following conclusions can be drawn:

(1) Due to the sea trial track and velocity being difficult to use for modeling directly, based on
the assumption of the full developed wind and wave, an improved sea trial correction method
was proposed. In this method, the wind, wave and current drift influences were calculated
separately, and the adjusting parameters for the optical drift distances were solved by pattern
search algorithm. The corrected track and velocity vectors were applied to modify the original
data. The correction results of all trials illustrated the effectiveness of the proposed method.

(2) According to the prediction example of the Yukun +20◦ turning circle test, it can be concluded that
the maneuver model was precise. On the basis of the estimation results, the ship hydrodynamic
coefficients in whole ship model were identifiable. From the track prediction of a −35◦ turning
circle, the Yukun satisfies the IMO standard for ship maneuverability. In addition, the accuracy of
the advance and tactical diameter reached 93% and 95%.

(3) It will be much more convincing to validate this manuscript in several ships. However, it is
not easy to obtain sea trials, as only the Yukun motor vessel test was organized and collected.
In the future, there will be a new motor vessel built for maritime autonomous surface ship
(MASS) research at Dalian Maritime University. The public building project has been approved.
The correction and modeling of the new MASS will appear soon, once the trials are carried out.

(4) Nowadays, ship maneuvering in waves is a tough and hot issue for the researcher as presented
by ITTC 2017. Full-scale maneuvering in waves, including the rolling, heaving and pitch of ships,
will be included in future works as soon as possible.
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Appendix A

As the prismatic coefficient Cp is one of the key main particulars, the estimation is proposed
in this appendix. In the Figure A1, Lpp is the length between perpendiculars, s_AM is the midship
section area and Δ is ship displacement.

 

Figure A1. Molded lines of amidships area [29,30] (the figure permission has been achieved from
Dalian Maritime University).

Appendix B

As shown in Figures A2–A4, all of the sea trials are corrected.
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Figure A2. Correction result of track and velocities for test NO. 1–4. (a) Track of NO.1; (b) velocities
of NO.1; (c) track of NO.2; (d) velocities of NO.2; (e) track of NO.3; (f) velocities of NO.3; (g) track of
NO.4; (h) velocities of NO.4.
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Figure A3. Correction result of track and velocities for test NO. 5–9. (a) Track of NO.5; (b) velocities
of NO.5; (c) track of NO.6; (d) velocities of NO.6; (e) track of NO.7; (f) velocities of NO.7; (g) track of
NO.8; (h) velocities of NO.8.
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Figure A4. Correction result of track and velocities for test NO. 9–12. (a) Track of NO.9; (b) velocities
of NO.9; (c) track of NO.10; (d) velocities of NO.10; (e) track of NO.11; (f) velocities of NO.11; (g) track
of NO.12; (h) velocities of NO.12.
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Abstract: The paper presents the concept of a support system for the manufacture of machine
spare parts. The operation of the system is based on a reverse engineering module enabling feature
recognition based on a 3D parts scan. Then, a CAD geometrical model is generated, on the basis
of which a machining strategy using the CAM system is developed. In parallel, based on the
geometric model, a finite element model is built, which facilitates defining technological parameters,
allowing one to minimize the risk of vibrations during machining. These parameters constitute
input information to the CAM module. The operation of the described system is presented on the
example of machining parts of the shaft class. The result is a replacement part, the accuracy of which
was compared by means of the iterative closest point algorithm obtaining the RMSE at the level of
scanner accuracy.

Keywords: feature recognition; geometry recognition; 3D scanning; chatter; machining assistance;
machining stability; receptance coupling; finite element model; refactoring

1. Introduction

In the modern industry, in line with the latest trends and the idea of Industry 4.0, the objective
is to increase automation and autonomy of production. The aim of these activities is to reduce the
dependence of production plants on qualified machine operators and technologists, and to increase
production efficiency. Therefore, the importance of intelligent production support systems and
operators is growing. New machines are increasingly being equipped with support systems that
significantly simplify operation and allow one to avoid costly errors, which are often due to a lack of
operator experience. This approach reduces training costs, among other things, and makes the plant
independent of qualified personnel. Owing to this approach, it is possible to assign employees to
operate the machine, even if they do not have specialist knowledge of how to produce workpieces. It
may turn out to be particularly important in the maintenance departments of industrial companies
or in onboard ships applications, in the engine department. An integral part of the tasks performed
by these units is the damaged parts replacement. If the spare part is available, the repair can be
performed instantly. Otherwise, it is necessary to manufacture the parts by carrying out machining. It
should be done as quickly as possible; therefore, any mistakes made or unforeseen difficulties such
as vibrations during machining are unacceptable. In such situations, the assistance systems can be
invaluably helpful.

Available tools’ supporting production can be divided into two groups. The first group are tools
used mainly by managers, executives, and technologists. The available production support tools
include production management systems, production planning tools, parts design support systems,
production quality control systems and reverse engineering tools, supporting, for example, CAD model
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building. These tools usually include advanced software installed on dedicated PCs. The second
group is software and HMI interfaces dedicated to machine and equipment operators. Most often,
they are integrated directly with machines. To this group we may include overlays on user interfaces
or support systems based on virtual and augmented reality.

The machinery/machining industry in particular requires qualified staff, both at the stages of
geometry design and development of the parts manufacturing process (technologists) and at the time
of manufacture (machine operators). Therefore, tools for designers and technologists have developed
over the years, along with the development of computer aided design and manufacturing techniques
for machine parts. These tools include CAD systems to support the design of parts, CAM systems
to facilitate the generation of machining programs and reverse engineering tools used, for example,
to identify structural features. Most of these systems are integrated in commercial programs such
as Dassault Systèmes SOLIDWORKS, Dassault Systèmes Catia, Siemens NX or PTC Creo. Reverse
engineering systems are particularly advanced. Some commercial programs such as Ansys SpaceClaim
have been equipped with a module supporting basic identification of structural features based on
cross-sections in parallel planes. In parallel, newer and newer techniques are being developed to open
up the geometry of parts [1], both in two and three dimensions [2]. V. B Sunil et al., in their work,
present an intelligent system for recognizing prismatic part machining features from CAD models
using an artificial neural network [3]. X. Lin et al. present a similar approach in [4], where a propose
intelligent hybrid strategy is proposed for edge inconsistent feature detection by machine vision. The
two deep neural networks are employed together in series, to first detect and then recognize polishing
workpieces in an industrial environment; these were used by F. Liu et al. in [5].

Techniques are also being developed to identify structural features and dynamic properties for
steel machine parts [6,7], as well as for modern composite parts [8,9].

In the machining industry, the key stage is to make a part from the blank. For this process,
qualified CNC operators with extensive knowledge of G-code machining and programming technology
are required, especially in view of the increasing demands concerning: machining time, surface
quality [10], topographic control and continuous miniaturization, for which micrometers accuracy is
required [11]. The machining of new polymer materials injected [12] or printed [13] is also a major
challenge for operators. For many companies, the cost of hiring a qualified operator is too high and
the time needed for training is too long. Therefore, the control systems of machine tools are extended
with operator support systems, such as: compensation of temperature errors of ball screws [14] or
3D (three-dimensional) scanning vision system for positioning the workpiece [15]. More extensive
CNC systems have additional built-in options, which include extensive graphical interfaces to facilitate
the generation and analysis of G-code i.e., Siemens: Shopturn/ShopMill, Fanuc: Manual Guide. New
graphic solutions with 3D elements, touch screens, remote controls and even gesture support are
introduced to increase operator comfort. The latest systems also support users in the selection of
technological parameters [16,17]. All systems mentioned above support an inexperienced operator
in the machining process, owing to which he makes fewer mistakes and does not have to undergo
expensive training.

However, despite the existence of systems to support designers/technologists and operators,
so far, no solution has been developed to copy/manufacture a part without specialist knowledge
including part design, development of machining technology, and manufacturing the part using a
CNC machine. Currently, due to the development of the idea of Industry 4.0 and the Internet of Things,
systems combining the tasks of a designer, a technologist and an operator are the object of increased
research [18,19]. The popularity of these systems will continue to grow. This will be supported by
the growing computing power of CNC systems and the increasing number of sensors integrated
in machines.

This paper proposes an innovative system based on reverse engineering that allows for simple
and intuitive copying of shaft type elements. The following procedures have been implemented in
the system: scanning of parts, geometry reproduction, CAD model generation, simulation, selection
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of machining parameters (reduction of self-excited vibrations) and the generation of machining
technology with the G-code. The main novelty presented in the article concerns the integration of
known computational methods with the innovative feature recognition algorithm. The presented
methodology may contribute to the development of manufacturing support systems. This can be
particularly useful on ships, where access to qualified specialists and spare parts is significantly limited.
Section 2 discusses and explains the various stages of system operation. Section 3 presents the results
of the system operation and their discussion. Section 4 provides a summary and further plan for the
development of the system.

2. CNC Machining Assistance System

The following subsections present the concept of a system in which a fully parametric CAD model
is built with the use of reverse engineering, and then, on its basis, analyses supporting the technological
process are conducted.

2.1. System Concept

The idea of operation of the developed system is based on the use of reverse engineering, in which
a parametric CAD model is built on the basis of a 3D scan of the part. Then, the processing technology
is developed on its basis, using the CAM module. One of the elements determining its effectiveness
is the selection of appropriate technological parameters. In the presented system, this selection is
supported by a module allowing one to minimize the risk of self-excited vibrations. This is possible on
the basis of the analysis of dynamic properties of the workpiece. This analysis is carried out using the
FEM model based on the CAD model. As a result of the proposed system, a part machining program
is obtained with technological parameters that allow one to avoid vibrations during machining. The
block diagram showing the system concept with the data flow is presented in Figure 1.

Figure 1. Block diagram showing the system concept.

2.2. 3D Scanning

The part on the basis of which the operation of the system will be presented is a 183 mm long
steel shaft with a maximum diameter of 37 mm made of steel, as shown in Figure 2. This is a part with
a low degree of complexity, but due to the high average length/diameter ratio (L/D), there is a high risk
of self-excited vibration during machining.

93



Sensors 2020, 20, 5070

Figure 2. The part under consideration.

Scanning was performed in rotary mode on the PICZA-LPX1200 scanner manufactured by Roland
(1-6-4 Shinmiyakoda, Kita-ku, Hamamatsu-shi, Shizuoka-ken, 431-2103 Japan). After being covered
with an anti-reflective white film, the object is placed in the axis of the rotary table, as shown in Figure 3.
The following parameters were used during the scanning process: angular pitch—0.90 deg, lace cut in
the axis of the object every 0.1 mm. XYZ point clouds with native size of 11.244 KB and 11.126 KB
(0.1 mm axial lace cut) were obtained.

 

a 

b 

Figure 3. Experimental setup—shaft prepared for scanning; (a)—scanned object, (b)—scanning head.

2.3. Geometry Recognition Algorithm

The next step was to convert the point cloud to parametric geometry. The implemented algorithms
(Figure 4) identify the geometry of the shaft class parts based on cross-sections. The geometry of the
identified part is then imported into SOLIDWORKS for further processing.
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Figure 4. Diagram of cloud of points conversion to parametric geometry.

The operation of the geometry identification algorithm began with the determination of the vector
of the span of planes (Figure 5), which was performed using the ‘Sample Distribution’ function. This
function determines the vector based on the projection bandwidth and degree of coverage. The width
of the projection band determines the symmetrical area around the section plane from which points
from the cloud are projected. The degree of coverage is, on the other hand, a percentage parameter,
which determines the total width of the projection bands. against the background of the Z-axis point
cloud span (1).

p =
k·s
r
·100% (1)

where:
p—coverage parameter
k—number of scanning planes
s—width of a single projection band
r—span of the point cloud in the Z axis
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Figure 5. Span vector of cross-section planes with marked projection bands.

Hence:
k =

p·r
s·100%

(2)

Then, on the basis of the designated span vector, using the ‘Projection’ function, points were
projected on the cross-section planes. The circular cross-sections were adjusted using the ‘Section
Fit’ function.

The ‘Section Fit’ function approximates a circular cross-section using the smallest squares method.
To determine the coordinates of the center and the value of the section radius, a canonical equation of a
circle (3) has been formulated, where xi, yi are the coordinates of the scanned i-th point, xc, yc are the
coordinates of the center of the circle and R is the radius of the circle (Figure 6).

(xi − xc)
2 + (yi − yc)

2 = R2 (3)

Figure 6. Approximation of the circular cross-section.

After the transformation of Equation (3), the general form of the circle equation is obtained:

x2
i + y2

i = Axi + Byi + C (4)

96



Sensors 2020, 20, 5070

where: the constants A, B, C Equations (5)–(7) have been introduced to simplify the notation.

A = 2xc (5)

B = 2yc (6)

C = −
(
A2 + B2 + R2

)
(7)

For each point (Figure 6) projected on the cross-sectional plane, the equation was formulated in
the determined general form Equations (8)–(12).

x2
1 + y1

2 = Ax1 + By1 + C (8)

x2
2 + y2

2 = Ax2 + By2 + C (9)

x2
i + yi

2 = Axi + Byi + C (10)

x2
n−1 + y2

n−1 = Axn−1 + Byn−1 + C (11)

x2
n + yn

2 = Axn + Byn + C (12)

Next, the system of Equations (8)–(12) was transformed into a matrix notation Equation (13).

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1 y1 1
x2 y2 y
. . . . . . . . .
xi yi 1
. . . . . . . . .
xn yn 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
A
B
C

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x2
1 + y2

1
x2

2 + y2
2

. . .
x2

i + x2
i

. . .
x2

n + y2
n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(13)

After solving the linear system of Equation (13), the values of constants A, B and C Equations (5)–(7)
were obtained. Next, from their values, the coordinates of the circle center xc, yc Equations (14) and
(15) and the radius R of the circle Equation (16) were determined.

xc = −A
2

(14)

yc = −B
2

(15)

R =

√
A2 + B2 + 4C

4
(16)

The circles were matched in the local coordinate system of the section plane. On the basis of the
determined coordinates of centers using the ‘Axis Recognition’ function, the shaft axis in the global
system was matched. Having regard to the defined directional coefficient tolerance, the matched axis
has been corrected (Figure 7).
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Figure 7. Overview of the shaft axis in XZ plane and YZ plane.

The identification of the shaft steps was made on the basis of the values of the cross-sectional
radii. The radial tolerance parameter was the condition contained in the ‘Step Recognition’ module to
recognize the belonging of successive cross sections to one shaft step. When i-th cross-section radius
did not deviate within the radial tolerance from the cross-section radius i1, both cross-sections were
considered to belong to one shaft step. The detected sequence of less than three cross-sections is
considered as an apparent degree, which is not taken into account in further proceedings (Figure 8).
The appearance of the apparent degree results from the distortion of the radius by projecting points
from the surfaces closing the shaft steps.

Figure 8. Overview of matched cross-sections with the apparent degree shown.
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Using the ‘End Plate Recognition’ module, fragmented axial cross-sections were created in the
transition areas of the shaft steps. The closing surfaces were adjusted using the ‘polyfit’ function from
the Matlab library.

In order to detect chamfering, fragmented axial cross-sections have been created in the end areas
of the shaft steps. Using the ‘Chamfer Recognition’ module, a chamfer was determined by detecting the
distance of projection points from the recognized basic geometry (Figure 9). The identified geometry
with division into the base body and technological features has been recorded in the geometric
properties matrix (Table 1).

Figure 9. Chamfer detection based on axial cross-section.

Table 1. Matrix of recognized geometric properties.

No. X Y R Z Start Z End Chamfer Start Chamfer End

1 0 0 15 0 98 0.0 0.0
2 0 0 18.5 98 108 0.0 0.0
3 0 0 16.9 108 183 0.0 5.0

The geometric properties matrix has been taken over by the macro command in Dassault Systèmes
SOLIDWORKS 2018. The pseudo-code of the algorithm for importing geometry into SOLIDWORKS
is shown in Table 2. First, the basic geometry was created by adding/extracting by rotation. Then,
technological operations were added to the model. This approach allowed to reproduce the operations
tree. The reconstructed geometry is shown in Figure 10.
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Table 2. Pseudocode of geometry import algorithm to SOLIDWORKS software.

Input: Matrix of recognized geometric properties
Output: Parametric CAD model

1. Determine the number of steps (based on Matrix of properties)
2. Create ‘New Part’
3. Open Sketch on XZ plane
4. Draw contour of the basic geometry
5. Create the basic geometry using ‘Revolved Boss/Base’ function
6. Find edges to chamfer
7. For i = number of edges to chamfer
8. Specify the type of chamfer
9. Create sketch of chamfer on XZ plane
10. Create chamfer using ‘Recolved Boss/Base’ or ‘Revolved Cut’ (type of function dependent on the specified
type of chamfer)
11. Save CAD model in specified format

Figure 10. Identified part geometry.

2.4. Finite Element Model

Then, on the basis of the geometric model, a finite element model of the workpiece was built, in
order to determine its characteristic frequency transition functions. The described frequency transition
functions were the information necessary to determine the area of stability of machining using the
CNC assistance module.

The finite element model is built using Midas NFX 2018 R1 software (Midas Information
Technology Co. Ltd., Seongnam, Korea). In the first step, the geometric model was discretized using
eight node, cubic, isoparametric finite elements (CHEXA) and six node, five-walled, isoparametric
finite elements (CPENTA). The applied finite elements were characterized by linear shape functions
and three translation degrees of freedom in each node. As a result of the discretization, a model
consisting of 2.103 finite elements and 6.237 degrees of freedom was obtained. The discrete model is
shown in Figure 11.

(a) (b)

Figure 11. Discretized model of analyzed shaft, (a) isometric view and (b) cross-sectional view.
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Due to the receptance method used in the CNC assistance module, on the basis of which the stable
machining area is determined, an underdetermined model was adopted for further calculations.

In the next step, using the Nastran Solver processor (SOL108), a set of receptance functions in
the X and Z direction in the frequency ranging from 50 to 5000 Hz with a 1 Hz step was determined.
Examples of calculation results as frequency response functions are presented in Figure 12.

1000 2000 3000 4000 5000 6000
f[Hz]

-10

-5

0

10-6

1000 2000 3000 4000 5000 6000
f[Hz]

-4

-3

-2

-1

0
10-6

Hw11 

Figure 12. An example of FRF for the workpiece.

2.5. Assistance of Machining Parameters Selection

In order to determine the process stability conditions for assessing the risk of self-excited vibrations,
it is necessary to know the dynamic properties (as frequency response functions—FRFs) of the machine
tool—workpiece system [20]. In the developed system, the system consists of a lathe spindle with a
three-jaw chuck and a mounted workpiece. The dynamic properties of a given system can be determined
with the application of modal synthesis, using the receptance coupling approach (RCA) [21,22]. This
method allows the FRF function of a combined system to be determined (Figure 13a), having the
dynamic properties of the components of which the system is composed (Figure 13b).

Figure 13. Receptance coupling system: (a) components, (b) coupled system.

The dynamic properties of the machine tool are reduced to the properties of the spindle with
the three-jaw chuck, and the experimental extended inverse receptance coupling (EIRC) method,
described in detail in [23]. This method allows one to take into account the rotational degrees of
freedom (RDOF) of the system, necessary to properly model the way the workpiece is clamped in the
three-jaw chuck. Moreover, while modelling the properties of the spindle, it is possible to add an extra
length of the machined part resulting from the use of a longer workpiece. The dynamic properties of
the spindle remain unchanged over time; thus, they can be determined once for a given machine tool,
by performing a series of impulse tests. The variable element in the system is the workpiece. Most
often, for RCA applications, the workpiece is modelled analytically as a Timoshenko beam, however,
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due to a more complex geometry, in the presented example, the workpiece is modelled using the finite
element method, as described in Section 2.4. For RCA modal synthesis, the dynamic properties of the
components (w index—workpiece, s index—spindle) are noted as matrix equations:

[
xs1

ϕs1

]
=

[
Hs11 Ls11

Ns11 Ps11

]
·
[

Fs1

Ms1

]
(17)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xw1

ϕw1

xw2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Hw11 Lw11 Hw12

Nw11 Pw11 Nw12

Hw21 Lw21 Hw22

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Fw1

Mw1

Fw2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (18)

where: x—translational displacement in direction x, ϕ—angle of rotation, F—force, M—torque, transfer
functions: translational H[m/N] and rotational L[m/Nm], N[rad/N], P[rad/Nm].

The matrix equation describing the dynamic properties of the combined system shall be noted as:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1

ϕ1

x2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

H11 L11 H12

N11 P11 N12

H21 L21 H22

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

F1

M1

F2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (19)

Having both a model of the dynamic properties of the machine tool and the workpiece, boundary
conditions and force balance conditions between the components are noted as follows:

{
xs1 = xw1 = x1

ϕs1 = ϕw1 = ϕ1
,

{
Fs1 + Fw1 = F1

Ms1 + Mw1 = M1
(20)

By making appropriate transformations using Equations (17), (18), (20), it is possible to determine
the dynamic properties matrix of the combined system:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
H11 L11 H12

N11 P11 N12

H21 L21 H22

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 + Hw11Ps11−Hw12Ls11
Hs11Ps11−Ls11Ns11

Hw12Hs11−Hw11Ls11
Hs11Ps11−Ls11Ns11

0
Hw11Ps11−Pw11Ls11
Hs11Ps11−Ls11Ns11

1 + Pw11Hs11−Nw11Ls11
Hs11Ps11−Ls11Ns11

0
Hw21Ps11−Lw21Ls11
Hs11Ps11−Ls11Ns11

Lw21Hs11−Hw21Ls11
Hs11Ps11−Ls11Ns11

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1

·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Hw11 Lw11 Hw12

Nw11 Pw11 Nw12

Hw21 Lw21 Hw22

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (21)

For the stability analysis, the translational function of the transition H22 to the x (Figure 14a)
direction is used, as it is the highest susceptibility at the end of the workpiece, which is equivalent to the
highest risk of vibration occurrence during machining. The tool for predicting system stability is the
stability lobe diagram (SLD). The formation of self-excited vibrations during machining is associated
with exceeding the cutting depth limit alim, which is presented as follows:

alim = − 1
2KrRe(H( jω))

(22)

where Re(H( jω)—the real part of the translational transfer function for a susceptible component of
the system, Kr—coefficient of the cutting forces. As it results from formula (14), positive values of the
machining depth limit are obtained for negative values of the function Re(H( jω), which are used to
build the SLD diagram. The reference of the machining depth limit to the spindle speed is realized by
replicating the lobe with the following relationship:

Nc =
60· fc

k , for k = 1, 2 . . . , n (23)

where fc—is the chatter frequency, k—consecutive integers denoting the lobe number.
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Figure 14. Stability analysis: (a) FRF at the end of the workpiece based on RCA (b) Stability lobes.

The stability lobes generated in the speed range from 1800 to 3000 rpm for the transfer function
under consideration H22 are shown in Figure 14a. The stability lobes delineate the areas of technological
parameters for which vibrations do not occur (‘Stable’ area) and the area in which self-excited vibrations
will develop (‘Unstable’ area).

When analyzing the stability lobes, it should be noted that the selected rotational speeds are more
resistant to the occurrence of vibrations during machining. The idea of the presented support for the
selection of technological parameters assumes proposing the correction of arbitrarily adopted spindle
speeds to the nearest values allowing one to obtain stable machining. The authors experience shows
that indicating peaks of the stability lobes as the recommended speeds does not give the expected
results due to the proximity of the stability limit. In the proposed approach, first, rotational speeds
NLo1 and NLo2 are selected, which define the single lobe range, as shown in Figure 14b. Then, the
recommended spindle speed correction Ncor for the lobe is determined as:

Ncor = (NLo2 −NLo1)·Psh + NLo1 (24)

where Psh is a peak shift coefficient, in the presented system, with the value Psh = 0.7. The precise
determination of the cutting depth is possible with the value of the specific cutting force coefficient
determined experimentally for a given material and tool configuration. In the presented system, it
was decided to adopt an average value of this coefficient for steel, which significantly simplifies the
procedure of supporting the selection of rotational speed, and at the same time does not affect the
position of ‘stable’ rotational speeds.

2.6. Computer-Aided Manufacturing (CAM)

The technological parameters for which stable conditions and favorable machining performance
have been achieved while maintaining the recommended blade life have been imported into the
Solidworks CAM system lathe module. Solidworks CAM enables the development of 2.5 and 3 axis
turning and milling processes. The software is based on the CAMWorks system. The CAM module
implemented in Solidworks provides full support for configuration and parts, which enables the use of
geometric features recognized on the basis of the model and the corresponding CAD operations.

Solidworks CAM uses rule-based machining principles, allowing to program the most important
machining strategies in the system to be used as standard. These rules can be automatically applied
depending on the material type and geometry of the operation.

The system is equipped with an operation recognition function, so it identifies standard geometric
primitives such as ruled figures—holes, cylinders. This makes it possible to automate the process
of tool path generation by identifying properties from the project tree (feature). For rotating parts,
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these features are even expected to be optimal. Most importantly, in the application to the research
work described in this paper, Solidworks CAM is fully parametrically integrated into the Solidworks
system’s graphical kernel, so all modifications to parts are taken into account when rebuilding tool
paths and post-processing.

3. Results

The first step in verifying the effectiveness of the proposed approach was to carry out the machining
of the part without any additional support system for the selection of technological parameters. The
machining program was generated in the CAM system, and the technological parameters were selected
arbitrarily, taking into account the catalogue data provided by the tool manufacturer and the experience
of the technologist.

The assumption was that the object was to be made on a CNC lathe in one clamping. The
prefabricated product used for processing was a bar made of steel 1.0715 (11SMn30), with a circular
cross-section of a diameter of D = 40 mm and overhang L = 200 mm. The Figure 15 shows the
orientation of the part in relation to the prefabricated product.

Figure 15. Orientation of the parts to be machined in relation to the prefabricated item.

For shaping, we used SCLCL/R 2020K09P tools equipped with Sandvik CCMT 09T304 PF 4325
plates (Sandvik Coromant, Sandviken, Sweden). Machining was performed on an AFM TAE-35N CNC
lathe Andrychowska Fabryka Maszyn DEFUM, Andrychów, Poland), equipped with a Fanuc control
system (Fanuc Robotics Ltd., Oshino, Japan).

Due to the geometry of the machined part in Steps 1 and 2 (Figure 15), the left-hand tool is used
for machining. The highest susceptibility and therefore the highest risk of vibration occurs in Step 1,
for which the diameter of the workpiece is to be 30 mm. The machining is carried out at a constant
machining speed vc = 190 m/min, depth of cut ap = 1.0 mm and feed rate fn = 0.1 mm/rev. The
surface after machining for Steps 1 and 2 is shown in Figure 16.

 

Figure 16. Surface after machining without the system supporting the selection of technological parameters.
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The surface machined in Step 1 shows the characteristic trace of vibration occurrence during the
machining. When machining the last layer, on the diameter of D = 30 mm for the selected machining
speed, the spindle speed was N = 2016 rpm. When analyzing the course of the stability lobes shown
in Figure 14b, it should be noted that there is an increased risk of vibrations during machining at a
given rotational speed.

The next step was to make a part, taking into account the conducted process stability analysis. The
application of the module supporting the selection of machining parameters allowed one to introduce
a correction of the spindle speed to the nearest ‘stable’ speeds, in order to minimize the risk of vibration
during machining. In the selected case, the corrected spindle speed was Ncor = 2154 rpm. Figure 17
presents the finished part with the rotational speeds proposed by the developed support system. No
vibrations were observed during the machining, which is confirmed by the obtained surface condition.

Figure 17. The part after machining with the support of technological parameters selection.

Figure 18 presents a comparison of the surface condition in Step 1 for the part manufactured
without analysis of the stability of the cutting process, (a) and for the part where the proposed system
of technological parameters support was used (b). The photographs showing the machined surfaces
were taken using the Hawk Elite measuring microscope (Vision Engineering Ltd., Woking, UK) with a
20×magnification lens.

 

(a) (b)

Figure 18. Surface comparison in Step 1: (a) without technological parameters selection support
(b) with the support.

The comparison shows a clear improvement in surface condition due to the rotational speed
correction. No signs of vibration were observed on surface (b), while these are clearly visible on surface
(a). It is particularly important to note that the observed improvement was achieved using a software
solution only, by changing the set rotational speed.

The last step of the verification was a 3D scan of the machined spare part and a comparison with
the geometry of the original part. Overlapping geometries are shown in Figure 19.
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Figure 19. Comparison of 3D scans of the original part and a manufactured spare part, (a) 3D view
(top), (b) side view (bottom).

In Figure 19, the blue color indicates the original part, while the red color indicates the scan of the
spare part produced using the proposed system. The resulting discrepancies expressed in the form of
RMSE are 0.15 mm, which corresponds to the accuracy of the scanner used.
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4. Conclusions

The paper presents the concept of a system, allowing one to simplify the procedure of
manufacturing spare parts. The presented concept allows one to manufacture a spare part on
the basis of the original part scan. Such an approach is particularly useful when manufacturing
spare parts for special machines, where access to technical documentation or finished parts is difficult
or impossible.

The feature recognition module presented is characterized by the high accuracy of cylindrical
elements and chamfers recognition. The result of this module is a parametric CAD model. On the
basis of the obtained model, technological strategies and parameters of the processing are determined
to minimize the risk of vibration occurrence during processing. Such an approach enables obtaining
the required dimensional and shape accuracy and high quality of the machined surface.

The main limitation of the presented system is the heterogeneity of computing environments.
Therefore, the direction of system development is its unification. Moreover, it is planned to extend the
functionality of the system by recognizing further geometric features (e.g., roundness, conical surfaces,
cavities) and to introduce the possibility of generating a CAD model based on damaged surfaces.

To sum up, the presented system allows for the highly automated production of copies of
special machine parts, thus reducing the need to engage qualified staff and specialized measuring
equipment, while providing technological processing parameters beneficial from the point of view of
process stability.
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20. Dunaj, P.; Marchelek, K.; Chodźko, M. Application of the finite element method in the milling process
stability diagnosis. J. Theor. Appl. Mech. 2019, 57, 353–367. [CrossRef]

21. Park, S.S.; Altintas, Y.; Movahhedy, M. Receptance coupling for end mills. Int. J. Mach. Tools Manuf. 2003, 43,
889–896. [CrossRef]

22. Schmitz, T.L.; Duncan, G.S. Three-component receptance coupling substructure analysis for tool point
dynamics prediction. J. Manuf. Sci. Eng. Trans. ASME 2005, 127, 781–790. [CrossRef]

23. Jasiewicz, M.; Powałka, B. Receptance coupling for turning with a follower rest. Adv. Mech. Theor. Comput.
Interdiscip. Issues 2016, 245–248. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

108



sensors

Article

An Attitude Prediction Method for Autonomous
Recovery Operation of Unmanned Surface Vehicle

Yang Yang, Ping Pan, Xingang Jiang, Shuanghua Zheng, Yongjian Zhao, Yi Yang *, Songyi Zhong

and Yan Peng

School of Mechatronic Engineering and Automation, Shanghai University, Shanghai 200444, China;
yangyang_shu@shu.edu.cn (Y.Y.); parkin@shu.edu.cn (P.P.); jackong@shu.edu.cn (X.J.);
18717927360@163.com (S.Z.); zhaoyongjian@shu.edu.cn (Y.Z.); zhongsongyi@shu.edu.cn (S.Z.);
pengyan@shu.edu.cn (Y.P.)
* Correspondence: yiyangshu@t.shu.edu.cn; Tel.: +86-021-6613-6396

Received: 28 July 2020; Accepted: 30 September 2020; Published: 3 October 2020

Abstract: The development of launch and recovery technology is key for the application to the
unmanned surface vehicle (USV). Also, a launch and recovery system (L&RS) based on a pneumatic
ejection mechanism has been developed in our previous study. To improve the launch accuracy
and reduce the influence of the sea waves, we propose a stacking model of one-dimensional
convolutional neural network and long short-term memory neural network predicting the attitude
of the USV. The data from experiments by “Jinghai VII” USV developed by Shanghai University,
China, under levels 1–4 sea conditions are used to train and test the network. The results show that
the stabilized platform with the proposed prediction method can keep the launching angle of the
launching mechanism constant by regulating the pitching joint and rotation joint under the random
influence from the wave. Finally, the efficiency and effectiveness of the L&RS are demonstrated by
the successful application in actual environments.

Keywords: unmanned surface vehicle (USV); launch and recovery system (L&RS); attitude prediction;
convolutional neural network (CNN); long short-term memory (LSTM) neural network

1. Introduction

Many countries are developing intelligent unmanned maritime equipment for marine exploitation
and protection of maritime rights and interests owing to the rich biological and mineral resources.
Unmanned surface vehicle (USV) is a kind of unmanned surface platform with autonomous navigation
and obstacle avoidance ability, and it can independently complete tasks such as marine environment
information perception, inshore island mapping, and disaster rescue, which is suitable for dangerous
and human-unsuited missions instead of manned surface boats vessels [1–5].

Limited by endurance, the USV is usually carried by the mother ship to the mission area and
then placed on the surface for autonomous operation. After the mission is completed, it would be
recovered to the mother ship’s deck. Therefore, the launch and recovery technology is a key technology
for the application of USV [6]. The launch and recovery system (L&RS) for the manned surface
boat can be divided into two types. The first one is the stern ramp type, which is mainly composed
of a slide and a winch. Kern et al. have designed a device with an inclined chute and traction
mechanism that can recover both autonomous underwater vehicle and remote-operated vehicle [7].
Hayashi et al. developed a set of devices composed of an obstacle avoidance system, slope L&RS, and a
matching remote control for reducing the number of operators in the recovery process [8]. However,
the requirement of slideway is limited to the application range, and thus, the davit system is more
widely used compared with the slide system. The davit is generally installed on both sides of the
mother ship’s deck. During the operation, the USV is out of the ship’s side and is lowered to or hoisted
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from the sea surface [9]. The RHP L&RS developed by Global davit gmbH can be used for the launch
and recovery of boats with mass from 1000 to 3500 kg [10]. Marine Equipment Pellegrini, a company
from Italy, has developed a marine L&RS capable of operating at level 6 sea conditions and has strong
adaptability and large load capacity. The existing L&RS, however, requires human intervention to
operate the boat, which is a difficulty when this is used for USV.

One of the challenges of the launch and recovery technology is the connection of USV to the
mother ship’s recovery system, dealing with the uncertainty and randomness under the impact of
the waves, especially during high seas conditions. Thus, predicting the movement trend of USVs is
important during launch and recovery operations. Consequently, several methods have been used,
such as statistical forecast, Kalman filter, and time series [11]. Wiener et al. proposed an optimal
linear prediction method based on the minimum mean square error [12]. The method can obtain
better prediction results just within 5–6 s; however, the prediction error significantly increased with
the prolonged prediction time [13]. Furthermore, Dodin and Sidar obtained the ship’s motion state
equation based on the force analysis and then deduced the multi-step prediction [14]. On the basis
of the autoregressive model, Peng et al. proposed a real-time modeling and prediction method for
predicting attitude motion of large ships under random wave action. The method is found suitable for
application under non-stationary motion conditions, and the prediction time takes only 7–10 s [15].
Khan et al. combined the autoregressive model and the moving average model with an artificial
neural network for predicting ship motion to achieve better prediction accuracy [16]. On the other
hand, methods of attitude prediction were focused on large tonnage ships. The amplitude and
frequency of the attitude are smaller than that of common USVs because of the inertia. In improving
the maneuverability, the mass of the USV should be generally small. However, because of the influence
of the wind and waves, large and high-frequency changes in attitudes have occurred.

For previously developed L&RS based on the pneumatic ejection mechanism, this study presents
the attitude prediction for USV to improve the operation success rate. The rest of the paper is organized
as follows. Section 2 introduces the concept and mechanism of the L&RS. In Section 3, the USV attitude
prediction algorithm for stacking one-dimensional convolutional neural network (1D CNN) and
long short-term memory (LSTM) neural network is proposed for improving the aiming accuracy of
the L&RS under the influence of the waves. The experiments in Section 4 verify the validity of the
algorithm, and efficiency of the automatic L&RS. The conclusions and plans for future studies are
presented in Section 5.

2. Launch and Recovery System

2.1. Mechanism

A L&RS for USV based on pneumatic projectile has been developed in our previous study [17].
As shown in Figure 1, it is composed of a launching mechanism, a 2-degree-of-freedom-stabilized
platform mechanism and a docking mechanism. During the launching process, the USV was lowered
to the sea surface by the davit, and then the locking mechanism separated the USV from the conical
butt joint.

The recovery process after the completion of a mission is as follows (Figure 2).

1. First, by automatic regulation of the pitching and rotation joints of the stabilized platform
mechanism, the launching mechanism is aimed to the mother ship’s deck (Figure 2a).

2. After the launching switch was acted, the air projectile was separated from the catapult
mechanism and was driven by the high-pressure gas. It drives the guide rope to drop on
the mother ship’s deck (Figure 2b).

3. Then, the mother ship’s crew passes the guide rope through the hole of the conical butt joint,
and the conical butt joint slides along with the guide rope into the docking mechanism (Figure 2c).
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(a) (b)

(c) (d)

Figure 1. Schematic of an automated L&RS. (a) Concept. (b) Docking mechanism. (c) Stabilized
platform mechanism. (d) Launching mechanism.

4. Finally, the docking mechanism locks the conical butt joint, and the USV is lifted from the sea
surface by the davit (Figure 2d).

(a) (b)

(c) (d)

Figure 2. Operation process in recovering a USV. (a) Homing and aiming phase. (b) Launching phase.
(c) Docking phase. (d) Lifting phase.

111



Sensors 2020, 20, 5662

2.2. Launching Angle

The accurate launching of the air projectile to the mother ship is important for the recovery
operation of USV. When the launching angle is too large, it could result in high elevation and
short-range, causing the air projectile to fall into the sea. Hence, when the launching angle is too small,
it could result in low elevation and longer range, causing the air projectile to hit the mother ship’s
sidewall. Therefore, during the recovery process, it is required to regulate the launching angle of the
stabilized platform according to the measured distance and direction information between the USV
and the mother ship.

A world coordinate system O0X0Y0Z0 is established, as shown in Figure 3a. The O0Y0 axis points
to the bow; the O0Z0 axis is perpendicular to the sea level, opposite to the direction of gravity,
and direction of the O0X0 is determined by the right-hand rule. The coordinates of the port of the
canister launcher Op and the target landing point of the air projectile Oh are denoted by (xp,yp,zp) and
(xh,yh,zh), respectively. On the basis of the aerodynamics, the desired angle of the azimuth angle ϕ and
the elevation angle η in the world coordinate system (Figure 3b) can be calculated as follows [18]:

ϕ = arctan
yh − yp

xh − xp
= arctan

sgn(xh − xp) · s1

s0 + sj
(1)

η = arcsin

⎡
⎢⎣ cW( c2−1

e e
b2 lh
m2g )

c2 − 1 − W( c2−1
e e

b2 lh
m2g )

⎤
⎥⎦ (2)

c =
bv0

mg
(3)

where s0 is the distance between the USV and mother ship’s side, s1 is the distance between the
USV and the landing point along the direction of the O0Y0 axis, h0 is the altitude difference between
the mother ship and the USV, sj is the distance from the mother ship’s side to the landing point,
lh and v0 are the elevation and initial velocity of the air projectile, respectively, m is the mass of air
projectile, and b is the damping coefficient.“sgn” is a symbolic function, which returns an integer
variable indicating the sign of the argument:

sgn(x) =

⎧⎪⎪⎨
⎪⎪⎩

1, x > 0

0, x = 0

−1, x < 0

(4)

The Lambert W function is a multivalued complex function:

W(x)eW(x) = x (5)

where x is a complex number. The detailed relationship between x and the Lambert W(x) function can
be found in [19].

By coordinate transformation, the corresponding angles of the pitching and rotation joints of the
stabilized platform can be derived. Thus, the launching angle can be kept constant by regulating the
stabilized platform in real time to compensate for the attitude change of the USV due to the influence
of sea waves.
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(a) (b)

Figure 3. Coordinate systems. (a) Overview. (b) The azimuth angle ϕ and the elevation angle η in the
world coordinate system.

3. USV Attitude Prediction

Having the features of being small in size and lightweight, the USV has superior maneuverability
over the common manned surface vehicle. However, the changes in attitude due to the influence of
waves will affect the landing point accuracy of air projectile in a recovery operation. By reducing the
tracking error of the catapult mechanism due to time delays, we predict the attitude of the USV based
on the previous state information. In this study, the LSTM neural network model is used to predict the
attitude of the USV at sea in real time. To improve the performance of the prediction model, 1D CNN
is superimposed on the LSTM. It can reduce the fluctuation range of prediction results and prediction
errors, resulting in a successful recovery operation.

3.1. LSTM Neural Network

LSTM is an advanced recurrent neural network (RNN) structure that can learn and predict time
series data [20,21]. For an ordinary RNN network, the output at the time t is as follows:

Yt = δ(WoXt + UoSt + bo) (6)

where Xt is the input at the current moment; St is the state of the network at time t, which is derived
from the output of the network at the previous moment (i.e., St = Yt−1); Wo is the weight matrix of
the input; Uo is the weight matrix for the states; bo is the bias; and δ is the activation function of the
network. After Yt is inputted to the softmax layer, the final prediction result can be obtained as follows:

prediction = so f tmax(VsYt + bs) (7)

where Vs and bs are the weights of the softmax layer. Because state St is a recursive variable, the
derivative term increases with the time step when calculating the gradient, causing the gradient to
disappear. To solve this problem, we improved the LSTM neural network on the basis of the original
RNN network.

Figure 4 shows the internal structure of the LSTM, which adds a memory cell state Ct on the
original basis. During the training process, the signal is not only controlled by the input and output
but also passes the forgetting control unit. The forget gate Ft enables the network to delete some
memory cell state information according to the previous training feedback without changing the
weight, and it also selects certain neurons to update the weight. Also, an input gate It and an output
gate Kt are added to make the model nonlinear. The input gate determines the amount of current
input information used to calculate the carrying value. The output gate determines the amount of
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output from the carrying value to the final state. The state information of the three gates is calculated
as follows: ⎧⎪⎨

⎪⎩
It = δi(WiXt + UiSt + bi)

Ft = δ f (Wf Xt + Uf St + b f )

Kt = δk(WkXt + UkSt + bk)

(8)

Figure 4. The internal structure of the LSTM neurons.

The memory cell state information carried by the network at the next moment is as follows:

C̃t = tanh(WcXt + UcSt + bc) (9)

Ct = Ft ∗ Ct−1 + It ∗ C̃t (10)

where C̃t is the candidate value used to calculate the memory cell state information. The output of the
network is as follows:

Yt = Kt ∗ tanh(Ct) (11)

where Yt is the input to the softmax layer, obtaining the final prediction result. The carrying information
can still be retained even after several time steps. The final output can derive long-term dependencies
from the carrying information, thus solving the problem of gradient disappearance. At the same time,
the input gate and the output gate can also adjust the influence of the output of different timing on the
model, so it can effectively solve the problem of the gradient explosion of RNN.

3.2. One-Dimensional Convolutional Neural Network

Although LSTM has a suitable performance for processing time series, it is difficult to apply to
a huge number of input data, which significantly reduced the calculation efficiency. 1D CNN is an
effective method in dealing with sequence objects. It can extract high-level features from local input
data through convolution operations, which can efficiently use data and reduce the input dimension.
As a result, computational cost can be significantly reduced [22].

As shown in Figure 5, a local one-dimensional sequence segment is extracted from the original
sequence in a 1D CNN. It is dotted with the weights in the convolution kernel to generate a shorter
one-dimensional sequence. The sequence is trained as the input to the LSTM layer. As the input
sequence length is shortened, the input dimension of the LSTM layer and the required training
parameters are reduced. Therefore, the computing load can be effectively reduced, and the training
time of the network can be shortened. Also, the 1D CNN extracts more advanced and abstract features
from the original sequence in advance, so that the data use is high and the performance of the network
can be effectively improved.
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Figure 5. The working principle of 1D CNN. Each output time step is obtained using a small segment
of the input sequence in the time dimension.

3.3. USV Attitude Data

Owing to the strong correlation between the attitude motion sequences of USV, the attitude in
the next moment can be predicted by the LSTM neural network based on the attitude sequence value
within the past time. In this paper, the training data are measured by a six-axis gyroscope mounted on
the “Jinghai VII” USV developed by Shanghai University. The attitude data include posture angle and
angular velocity in the heading, pitch, and roll directions of the USV. The measurement frequency of
the sensing system is 10 Hz, which is far faster than that of the large tonnage ships. The experimental
data with a time step of 0.1 s can be converted into dimensionless data through standardized formulas:

x∗(t) = x(t)− xmin(t)
xmax(t)− xmin(t)

(12)

where t is time; x(t) is input data at time t; xmax(t) and xmin(t) are maximum and minimum values of
the input data at time t, respectively; and x∗(t) is the normalized value of the input data in which the
range is from 0 to 1.

3.4. Determination of Hyper-Parameters

In this study, we applied a neural network model with two hidden layers and ten hidden units.
The input layer inputs the attitude angle and angular velocity information of the USV in one direction.
The output layer uses the tanh function as the activation function to output the predicted result.
The uniform distribution randomly generates the network weights. The range is (−limit, limit):

limit =

√
6

nj + nj+1
(13)

where nj is the number of units in the layer j network. The bias is initialized at 0. The square sum
of the difference between the predicted value and the actual value of the output is selected as the
loss function. By minimizing the loss function, all weights and bias parameters in the network can
be obtained:

loss =

n
∑

j=1
(yi − yi

p)2

n
(14)

where yi is the actual value, yi
p is the predicted value, and n is the total number of data.

The loss function can also be used to evaluate the accuracy of the neural network training model.
The trained heading, pitch, and roll neural network models of the USV can be respectively derived
from the posture angle and angular velocity in three directions.
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3.5. Training Process

As shown in Figure 6, first, the weights and biases of the stacked LSTM network are initialized.
After entering the normalized attitude data, the forecasted value of heading, roll, and pitch angles can
be obtained. Equation (14) is used to calculate the loss between the desired value and the real value.
Finally, the gradient descent method is used to constantly adjust the weight and bias until the loss
value converges or the number of iterations reaches the peak.

Figure 6. The training process of the 1D CNN-LSTM neural network.

It is noted that a large size of database takes a long training time. Thus, a reasonable batch size
needs to be set to reduce the number of iterations required for the training model. To obtain the
suitable batch size, it was set to 1 at the beginning, and then the value increased until the improvement
in training accuracy was no longer apparent in this study.

4. Experiments and Discussion

4.1. Experimental Overview

To verify the validity of the proposed prediction algorithm, we used the experimental data
measured from the “Jinghai VII” USV under levels 1–4 sea conditions for training the testing. Table 1
lists the specifications of the USV. According to [23,24], the sea level conditions were generally defined
by the ranges of significant wave heights as listed in Table 2. The data set contains the posture angles
and angular velocities of the USV in the heading, pitch, and roll directions. Each set has approximately
3000 sets of data, in which 60%, 20%, and 20% were taken as training, verification, and test sets,
respectively. The batch size is 128 in both training process and validation process.
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Table 1. Specifications of “Jinghai VII” USV.

Parameters Values Unit

Length 8.2 m
Width 2.45 m
Height 1.84 m
Mass 3000 kg

Depth of immersion 0.5 m

Table 2. Definition of sea level conditions [23,24].

Sea Condition Level Sea States Significant Wave Height (m)

0 Calm (glassy) 0
1 Calm (ripples) 0–0.1
2 Smooth (wavelets) 0.1–0.5
3 Slight 0.5–1.25
4 Moderate 1.25–2.5
5 Rough 2.5–4.0
6 Very rough 4.0–6.0
7 High 6.0–9.0
8 Very high 9.0–14.0
9 Phenomenal (Extreme) Over 14.0

To prevent model overfitting, we took samples 100 times per turn for a total of 50 rounds.
The neural network model is trained by inputting the angle and angular velocity information
simultaneously. To demonstrate the performance of the proposed method, we compared the results
with that predicted by the original LSTM, Nonlinear Autoregressive Exogenous Model (NARX)
network, and Time Delay Neural Network (TDNN) under 1–4 sea levels.

4.2. Results and Discussion

To evaluate the performance of the 1D CNN-LSTM neural network, we compared the effect of
that LSTM neural network model, in which the parameter settings and training test data are the same
for the two models. The results of the heading angle of USV are taken as an example. As shown in
Figure 7a, although the sea condition is at level 1, the heading angle fluctuates greatly because of the
slight weight of the USV. Both neural network models can predict the trend of the USV attitude, but the
predicted results by LSTM neural network have a rougher degree of agreement with the actual curve.
It is deduced that as the data set is small, the original LSTM neural network is difficult to learn the
changing characteristics of the heading angle, reducing the accuracy of the prediction model. It can be
seen from the enlarged area of Figure 7a that when the heading angle suddenly changed, the prediction
error of the LSTM neural network increased. However, the predicted results by 1D CNN-LSTM neural
network can achieve higher accuracy. It is attributed that after the addition of CNN, the model can
effectively extract the features of the USV attitude data and reduce the redundant information input
to the LSTM neural network. CNN enables LSTM neural network to mine the deeper features of
heading angle variation so that the predicted results are closer to the actual test data. Table 3 shows the
comparison of the training speed and various losses of the model. It can be confirmed that the training
speed of the LSTM neural network is 22 ms/step, whereas the training speed of the 1D CNN-LSTM
network model is increased by 55% to 10 ms/step. The LSTM test loss was 0.0511, whereas the test
loss of the 1D CNN-LSTM network model was reduced by 59% to 0.0212. The 1D CNN-LSTM neural
network has higher training efficiency and higher prediction accuracy.

The proposed prediction algorithm is required to guarantee suitable prediction accuracy for
various sea conditions and environments. To demonstrate the performance of the proposed network
model under unknown complex sea conditions and higher noise disturbances, we showed the results
of the heading angle under level 2–4 sea conditions in Figure 7b–d, respectively. As shown in Table 3,
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the test error of the LSTM neural network increased with the increase of sea level. It means that the
complexity of high sea conditions has a great influence on the accuracy of the LSTM neural network
prediction result. However, the predicted results by the 1D CNN-LSTM network model after training
agreed with the test data well. The proposed network model test error is approximately 0.015–0.025.

(a) (b)

(c) (d)

Figure 7. Comparison of the predict results and actual results by LSTM with CNN and LSTM without
CNN at different sea level. (a) Level 1 sea condition. (b) Level 2 sea condition. (c) Level 3 sea condition.
(d) Level 4 sea condition.

As shown in Figure 8, all the neural network models can predict the trend of the USV attitude,
in which the 1D CNN-LSTM can achieve the higher prediction accuracy than the other 3 networks.
Table 3 demonstrated the comparison of the training speed and various losses of the four networks
at different sea level. Compared with NARX, the training speed of 1D CNN-LSTM increased by
25% (level 1), 18% (level 2), 17% (level 3) and 21% (level 4), and test loss decreased by 4% (level 1),
43% (level 2), 16% (level 3) and 6% (level 4). Although the training speed of 1D CNN-LSTM has slight
increase with TDNN, the test loss was 25% (level 1), 39% (level 2), 29% (level 3) and 26% (level 4)
lower than that of TDNN. In addition, it can be found that the training speed of 1D CNN-LSTM in
levels 1–4 sea conditions is increased by 45%, 30%, 25% and 29% respectively, compared with the test
loss of LSTM. The test loss of 1D CNN-LSTM in levels 1–4 sea conditions is reduced by 59%, 45%,
30%, and 65%, respectively, compared with the test loss of LSTM. It is noticed that the degree of the
improvement in the prediction accuracy has no relationship with the sea level conditions.
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(a)

(b)

(c)

(d)

Figure 8. Comparison of the heading angle by 1D CNN-LSTM network, LSTM network, NARX network
and TDNN network at different sea level. (a) Level 1 sea condition. (b) Level 2 sea condition. (c) Level 3
sea condition. (d) Level 4 sea condition.
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Table 3. Comparison of the results by LSTM, 1D CNN-LSTM, NARX and TDNN.

Sea Condition Network Model Training Speed (ms/step) Training Loss Validation Loss Test Loss

Level 1

LSTM 22 0.1013 0.1232 0.0511
1D CNN-LSTM 12 0.0289 0.0128 0.0212

NARX 16 0.0301 0.0120 0.0222
TDNN 13 0.0247 0.0416 0.0283

Level 2

LSTM 20 0.0402 0.0264 0.0240
1D CNN-LSTM 14 0.0284 0.0201 0.0132

NARX 17 0.0308 0.0244 0.0232
TDNN 14 0.0222 0.0188 0.0216

Level 3

LSTM 20 0.0309 0.0107 0.0310
1D CNN-LSTM 15 0.0279 0.0211 0.0218

NARX 18 0.0305 0.0186 0.0261
TDNN 14 0.0212 0.0221 0.0308

Level 4

LSTM 21 0.0765 0.0461 0.0381
1D CNN-LSTM 15 0.0415 0.0125 0.0133

NARX 19 0.0377 0.0239 0.0141
TDNN 16 0.0286 0.0232 0.0179

It is noticed that compared with the common online prediction algorithms, 1D CNN-LSTM
requires no calculation of the model parameters in real time. It ensures the high speed, real-time
and reliability of the usv’s attitude data prediction. The fluctuation range of model prediction error
under sea conditions is relatively stable regardless of the time, and the prediction error keep stable in
the prolonged prediction time. Therefore, the 1D CNN-LSTM network is superior to the other three
networks in terms of prediction accuracy, adaptability, and efficiency. It can achieve suitable prediction
accuracy under various sea conditions, which is important for the recovery operation of the USV.

4.3. Field Application

The autonomous launch and recovery operation of “Jinghai VII” USV was performed in the
East China Sea to demonstrate the effect of the proposed attitude prediction method in the practical
application. After the mission was completed, the USV returned to the vicinity of the mother ship in
preparation for recovery. The mother ship was stopped, and the position was continuously changing
due to the influence of sea waves. By the guidance of the navigation system, the USV finally stopped
approximately 3 m away from the port side of the mother ship with the same heading.

After the propeller was stalled, the USV switched to the aiming phase. Owing to the influence
of the wave, the attitude of the USV continuously changes. From Equations (1) and (2), the desired
launching angle of the air projectile can be calculated from a distance between the stabilized platform
and the target landing point in the world coordinate system measured by the laser rangefinder and
GPS positioning system mounted on the USV.

Figure 9 demonstrates the effect of the proposed prediction algorithm on the stability control of
the stabilized platform. It can be seen that the tracking error of the azimuth and elevation angles can be
improved by using the proposed prediction algorithm. Without the attitude prediction, the stabilized
platform regulated the azimuth and elevation angles based on the tracking error by the PID algorithm.
As shown in Figure 9a,c, although the desired values and actual values have similar trends, it has the
obvious time delay. It is attributed that the attitude of the USV changes instantly, and the launching
angle of the air projectile changes synchronously with the change of the USV attitude. As the stabilized
platform moves to the desired angle according to the calculated value at the previous moment, the USV
attitude has changed. However, using the proposed prediction algorithm, the joint angles can follow
the desired values with a slight tracking error. On the basis of the predicted results, the stabilized
platform can respond in advance. It compensated the influence of the wave and increased the accuracy
of the air projectile launch.
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(a) (b)

(c) (d)

Figure 9. Comparison of the predict results and actual results in the field application. (a) Azimuth
angle. (b) Error of azimuth angle. (c) Elevation angle. (d) Error of elevation angle.

By applying the proposed prediction method, we can obtain an accurate projectile on the mother
ship’s deck. As shown in Figure 10, following the operation process in Section 2.1, the mother ship’s
crew operated the hoisting boom to drop the conical butt joint to slide into the conical dock entrance
along with the guide rope. Then, the locking mechanism locked the conical butt joint, and the USV
was lifted and placed on the mother ship’s deck.

During the operation, reducing the sway of the USV was time-consuming. Moreover, in reducing
the sway of the USV during the lifting process, the operation required eight operators, a crane operator,
a commander, and other people that could pull the USV in the head and stern directions through ropes.
All people were working on the mother ship’s deck, and no operator is required onboard the USV.
It significantly improved the safety of the USV recovery operation.
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(a) (b)

(c) (d)

Figure 10. From (a–d), recovery process in field application. The recovery process took approximately
23 min. The efficiency of the aiming and launching of L&RS is suitable.

5. Conclusions and Future Work

To improve the launching accuracy of the developed pneumatic ejection mechanism-based L&RS
of USV, we proposed a stacking model of 1D CNN and LSTM network in this study to predict the
attitude of the USV. On the basis of the predicted results, the pitching joint and rotation joint of the
stabilized platform can be regulated in real time to compensate for the disturbance of the waves,
keeping the launching angle stable. The data from the experiments by “Jinghai VII” USV were used
to train and test the proposed network. The results demonstrated that the algorithm has suitable
prediction accuracy and calculation efficiency. From the filed application, it can be confirmed that the
L&RS with the trained network can successfully recover USV. It requires no operator working on the
USV, and it significantly improved safety and adaptability. In the future, the proposed method will be
applied to model predictive control techniques, automatic speech recognition, etc.
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Państwa Polskiego Ave., 25-314 Kielce, Poland; adamczak@tu.kielce.pl

3 Faculty of Mechanical Engineering and Mechatronics, West Pomeranian University of Technology,
19 Piastów Ave., 70-310 Szczecin, Poland

* Correspondence: pawel.dunaj@zut.edu.pl

Received: 16 September 2020; Accepted: 6 October 2020; Published: 8 October 2020

Abstract: This article presents a multi-criteria analysis of the errors that may occur while measuring
the geometric deviations of crankshafts that require multi-point support. The analysis included in
the paper confirmed that the currently used conventional support method—in which the journals of
large crankshafts rest on a set of fixed rigid vee-blocks—significantly limits the detectability of their
geometric deviations, especially those of the main journal axes’ positions. Insights for performing
practical measurements, which will improve measurement procedures and increase measurement
accuracy, are provided. The results are presented both graphically and as discrete amplitude spectra
to make a visual, qualitative comparison, which is complemented by a quantitative assessment based
on correlation analysis.

Keywords: crankshaft; geometrical error; finite element model; eccentricity; Fourier series; discrete
Fourier transform

1. Introduction

Methodological errors occur when a model fails to include the factors of the measurement method
and related phenomena. This quantity is the discrepancy between the model characteristics of the
method and its real characteristics. The accuracy of measurements requires for the possible errors
to be analyzed and eliminated as much as possible or treated as correction factors, especially for
measurements where analysis will significantly affect the total method error. Examining and analyzing
individual error components facilitates the determining of how they influence the measurement
accuracy [1]. Taking these errors into account during measurements creates a wide range of possibilities
for using the developed method in practical measurements.

Specific procedures for measuring large machinery components have been discussed in several
studies [2–4]. They include methods to measure geometrical deviations of cylindrical surfaces of such
components and include a concrete, broadly understood analysis of systematic and random errors
in the proposed methods [5–8]. These studies contain valuable information for understanding the
discussed issues and for perfectly matching modern metrology trends [9].

The error analysis elaborated in [2,10–12] is particularly useful for issues related to a specific
group of large machine components with cylindrical assemblies [13], such as large crankshafts of ship
engines. Such shafts have large masses and dimensions, and are also flaccid, have low and variable
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rigidity, and are susceptible to flexural deformation [14,15]. These properties require the main journals
to be supported at multiple points in a controlled manner during measurements [16,17].

As shown in [10], the reaction forces at the interface of the main journals and supports vary along
the shaft and also depend on the shaft rotation angle at the supports. An uncontrolled support—when
a crankshaft’s main journals are borne by a set of fixed, rigid vee-blocks [18,19] or when any of the
main journals is not supported—causes shaft deflections that cannot be eliminated. Importantly, the
supports should not limit the possible journal movements, which occur when the journal axes are not
mutually aligned. Misalignment occurs when the shape and geometry of manufactured items deviate
from their theoretical designs, and such geometrical quantities should be correctly characterized. If
shaft journals are supported by a set of fixed, rigid vee-blocks, this type of displacement is limited by
unintentional preliminary deflections, resulting in incorrect measurements of geometric quantities [11].

Therefore, to accurately assess the crankshaft geometry, measurements must be performed
by controlling the reaction forces at the supports, which must be articulated and susceptible, i.e.,
adaptable to possible mutual displacements of the main journals due to geometric deviations of the
item being measured.

The aspect related to measurement inaccuracies caused by shaft deflection under its own weight
was investigated in our previous study [10], in which we described an innovative method for eliminating
deformation in large crankshafts during measurement of their geometric condition. The method
consists of using the measuring system with active compensation for shaft deflection, by means of
actuators cooperating with force transducers monitoring the deflection of individual crank journals of
a crankshaft being measured. The results have shown that the system is able to effectively eliminate
the deflection and elastic deformation of the crankshaft under the influence of its own weight.

The continuation of the study presented in [10] was [12]. In this study, the support reaction
forces were changed to minimize the crankshaft elastic deflection as a function of the crank angle.
The changes of these reaction forces were determined according to the developed algorithm. The
algorithm uses a mathematical model that interpolates the values of forces calculated previously with
finite element software. The supports are continuously adjusted when the shaft rotates by precision
current-controlled valves that operate in feedback with the force sensors measuring the actual force at
the contact of support heads and main journals.

The latest study [11] describes the use of temporary counterweights during large crankshaft
measurements and presents the specifications of the measurement system and method to stabilize the
forces at the supports that fix the shaft during measurements. The study showed that the proposed
solution provided constant reaction forces and ensured nearly zero deflection at the supported main
journals of a shaft during its rotation (during its geometry measurement).

In this paper, we investigated the effect of elastic deformations on geometrical deviation and
shape profile measurements of large crankshafts with uncontrolled supports. We considered the
influence of the difference in the height of the supports and the influence of the journal eccentricity on
the measurement results of the shaft geometry. The main motivation of this study was to indicate the
limitation of the rigid vee-blocks measuring method. The results presented in this paper confirm that the
currently used conventional support method—in which the main journals of a shaft are supported by
a set of fixed, rigid vee-blocks—significantly limits the detectability of geometric deviations, especially
those of the journal and pin axes’ positions. The results of this study also provide insights to be
considered during measurements, thereby improving the measurement procedures and increasing
measurement accuracy.

The structure of the article is as follows: in Section 2, the methods of fixing crankshafts to
measure geometrical deviations are presented and their limitations are indicated. Next, a study plan is
formulated in order to prove that the currently used measurement methods limit the detectability of
geometric deviations. According to the study plan, a finite element model of an exemplary shaft was
built. Based on the finite element model, the necessary calculations were carried out, the results of
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which are presented in Section 3, which also includes a discussion. The main conclusions are presented
in Section 4.

2. Materials and Methods

2.1. Methods of Fixing Crankshafts to Measure Geometrical Deviations

As part of the methods and techniques currently used, measurements are performed with the
shaft axis fixed in the horizontal or vertical plane. Large crankshafts are placed in the horizontal plane
because of their large masses and dimensions. The main journals of those shafts are rested on a set of
rigid vee-block supports (Figure 1a), but these conditions do not ensure the elimination of shaft elastic
deflections [10,20,21]. Small and medium shafts are usually measured using precision measuring
machines [22], and their axis is located in the vertical plane (Figure 1b). Those shafts are fixed and
stabilized at their ends in holders or centers without additional stiffening in their middle part. With
this type of stabilization, the shaft axis buckles. Both types of stabilization cause elastic deformations
of the shaft that vary in sign and value due to changes in the shaft’s rigidity when it rotates.

(a) (b) 
Figure 1. Geometrical deviation measurement methods: (a) horizontal on a set of rigid vee-block
supports, (b) vertical using precision measuring machines (courtesy of ADCOLE).

For a horizontal shaft axis with equally elevated vee-blocks supporting all the main journals
and a perfectly manufactured crankshaft (no geometrical deviations), the shaft does not undergo
elastic deformations; however, the actual manufacture of machine parts always deviates from the ideal
shape. Therefore, we must assume that a shaft will have geometric deviations, which qualify such
shafts as usable for operation if they are within the engineering limits. Even when the geometrical
deviations are within permissible limits, they cause elastic deformations of the shaft, which directly
affects geometrical quantity measurements.

2.2. Tested Object

The object subjected to the analysis was the crankshaft of the main propulsion medium-speed
Buckau Wolf R8 DV-136 engine (Maschinenfabrik Buckau R. Wolf AG, Magdeburg, Germany),
measuring 3630 mm in length and weighing 9280 N, equipped with ten 149 mm main journals and
eight 144 mm crankpins. The geometrical model with main journal numeration used in further analysis
is shown in Figure 2.
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Figure 2. Geometrical model of the analyzed shaft with journal numeration.

It was assumed that the material of which the shaft was made is AISI 1060-2 steel, characterized
by Young modulus E = 212 GPa, Poisson’s ratio ν = 0.29, and mass density ρs = 7.7·10−6 kg

m3 .

2.3. Research Plan of Crankshaft Measurements

A study plan was developed in order to prove that the currently used methods of measuring
crankshaft geometrical deviations, briefly described in Section 2.1, limit the detectability of geometric
deviations. It includes an analysis of deflection and reaction forces at the contact of vee-block support
heads with the main journals. Four most representative cases are included in the analysis, i.e.:

• Case 1: individual main journals are perfectly coaxial, while one of the supports (of journal no. 5,
counting from the timing gear end) is offset upwards by 0.03 mm relative to others;

• Case 2: the main journals of all crankshafts are perfectly coaxial, while one of the supports (of
journal no. 5, counting from the timing gear end) is offset downwards by 0.03 mm relative
to others;

• Case 3: the axis of one of the main journals (no. 5 counting from the timing gear end) is offset
upwards by 0.03 mm from the others, while the supports are at set at the same height;

• Case 4: the axis of one of the main journals (no. 5, counting from the timing gear end), is offset
downwards by 0.03 mm from the others, while the supports are set at the same height.

A graphic representation of the cases under consideration is shown in Figure 3.

2.4. Finite Element Analysis

To assess the deflections and reaction forces distribution at the contact between vee-block support
heads with the main journals, a finite element model [23,24] of the crankshaft was established—Midas
2019 (Midas Information Technology Co. Ltd., Seongnam, Korea) [25,26]. The geometrical model of
the analyzed shaft was discretized using four-sided solid elements (CTETRA) with three translational
degrees of freedom in each node. As a result, the finite element model subjected to further analysis
had 137,475 elements and 126,114 degrees of freedom. The finite element model is shown in Figure 4.
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Figure 3. A graphic representation of the cases under consideration.
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Figure 4. Finite element model of the analyzed shaft (a) isometric view; (b) mesh close-up; (c) main
journals support.
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The gravity load was applied to the model. An analysis consisting of determining shaft deflections
and reaction forces acting on a supported shaft was performed using linear static Nastran solver
(SOL101). Subsequent cases formulated in Section 2.3. were calculated according to the assumption
that deformations and changes in the reaction forces on the supported main journals were caused by
support positioning and geometrical deviations of the shaft when its journals were rested on a set of
vee-block supports [16]. Subsequent angular positions of the shaft were simulated by rotating the
model subjected to the force of gravity [27].

2.5. Experimental Setup

Experimental measurements were performed using a constructed system consisting of a MUK
25-600 measuring head and SAJD software, which enabled a complete qualitative evaluation of the
roundness profiles (Figure 5a) [2]. The MUK 25-600 head was seated directly on the surface of the
journal being tested, which evaluated the shape profile independent of the object’s support conditions
(Figure 5b). The roundness profile measurements were analyzed in terms of harmonics, the results of
which were presented in discrete amplitude spectra [2,28].

(a) (b)

Figure 5. SAJD measurement system: (a) layout of the system; (b) measurement method [11]:
1—measuring head MUK 25-600, 2—shaft journal, 3—drive motor, 4—displacement sensor,
F—measuring head pressing force.

An important advantage of this system is that measurements can be made directly in the work
environment and the measured object does not need to be dismantled. Similar features have different
design solutions of the measuring heads equipped with multi-contact self-adjusting vee blocks
cooperating with one or more dial sensors. However, with this method it is only possible to evaluate the
deviations and shape profiles, which, from the perspective of performing a comprehensive evaluation
of the journal geometry, provides only a partial control of the measurement accuracy. Measuring axis
deviation remains difficult.

The roundness profiles were then superimposed on the displacement profile of the center of the
journal moving eccentrically and the displacement profile subject to support limitations. To completely
depict the issue, the measured roundness contour was repeatedly superimposed on the displacement
profile limited by the support. It was moved angularly to the defined starting position. Detailed
description of the experimental system was presented in [2,11].
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3. Results and Discussion

3.1. Finite Element Model Analysis

3.1.1. Case One

To implement the study plan formulated in Section 2.3, we calculated the displacements and
reaction forces at the contact of support heads with main journals for the support positioning and
geometric shaft deviations adopted above. The positioning of the supports at different heights generally
means that the shaft will be pre-deflected, even if it is perfectly constructed. It was assumed that
support no. five was offset upwards by 0.03 mm relative to the others. An exemplary finite element
analysis results for case one is shown in Figure 6. Figure 7 shows the graphical interpretation of the
changes in deflection values for this case when changing the shaft rotation angle by 15◦ at a time. The
displacement of the journals not included in Figure 5 was 0 mm.

*scale not respected

Figure 6. Exemplary finite element analysis results for case 1.

(a) (b) 

Figure 7. Changes in deflections measured in the vertical plane at individual main journals with the
shaft rotated by 15◦ at a time and when one of the supports (of journal no. 5 counting from the timing
gear end) is offset upwards by 0.03 mm relative to the others, shown in the charts in the (a) Cartesian
and (b) polar coordinate systems.

For this type of support and a shaft rotation angle of 90◦, Table 1 presents changes in the reaction
forces at the support head/individual main journal interface.
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Table 1. Changes in the reaction forces at the contact of the supports with each main journal when the
shaft rotation angle was changed by 90◦ and one of the supports (of journal no. 5 counting from the
timing gear end) was offset upwards by 0.03 mm relative to the others.

Angular Position [◦CA]
Main Journal Number [-]

1 2 3 4 5 6 7 8 9 10
Reaction Forces in Main Journals [N]

0◦ 681.2 1545.4 0 0 3891.3 0 0 1441.7 1157.6 566.5
90◦ 878.8 1302.2 0 0 3928.8 0 0 1470.9 1162.4 540.7
180◦ 681.2 1545.4 0 0 3891.3 0 0 1441.7 1157.6 566.5
270◦ 878.8 1302.2 0 0 3928.8 0 0 1470.9 1162.4 540.7

In this case, the shaft is cyclically bent upwards and support no. five carries very high loads,
completely relieving supports no. three, four, six, and seven. As support no. five is offset, the shaft is
lifted, and the aforementioned supports lose contact with the journals.

3.1.2. Case Two

Lowering the support relative to the others removes the support from under the shaft at its
location. It was assumed that support no. five was offset downwards by 0.03 mm relative to the others.
The results from exemplary finite element analysis for case two are shown in Figure 8. Figure 9 shows a
graphical interpretation of the changes in deflection values for this case, when the shaft rotation angle
was changed by 15◦ at a time. The displacement of the journals not included in Figure 9 was 0 mm.

*scale not respected

Figure 8. Exemplary finite element analysis results for case 2.

Table 2 presents the changes in reaction forces at individual main journals for this type of support
at a 90◦ shaft rotation.

Table 2. Changes in the reaction forces where the supports contact each main journal when the shaft
rotation angle was changed by 90◦ with one of the supports (of journal no. 5 counting from the timing
gear end) offset downwards by 0.03 mm relative to the others.

Angular Position [◦CA]
Main Journal Number [-]

1 2 3 4 5 6 7 8 9 10
Reaction Forces in Main Journals [N]

0◦ 725.4 996.9 729.4 1714.0 0 1750.0 584.3 1183.4 1025.2 572.3
90◦ 817.3 844.7 775.5 1773.6 0 1541.2 914.9 907.9 1168.4 540.3
180◦ 725.4 996.9 729.4 1714.0 0 1750.0 584.3 1183.4 1025.2 575.3
270◦ 817.3 844.7 775.5 1773.6 0 1541.2 914.9 907.9 1168.4 540.3
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(a) (b) 

Figure 9. Changes in deflections measured in the vertical plane at individual main journals with the
shaft rotated by 15◦ at a time and when one of the supports (of journal no. 5 counting from the timing
gear end) was offset downwards by 0.03 mm relative to the others, in the (a) Cartesian and (b) polar
coordinate systems.

The shaft bends down under its own weight in locations without support. Deflections at
non-supported journals are insignificant (−0.00228 mm to −0.00335 mm), while the reaction forces at
journals adjacent to the non-supported ones increase significantly, reaching 1713 N to 1773 N in journal
no. four and 1541 N to 1749.9 N in journal no. six.

3.1.3. Case Three

The situation is slightly different when the supports are at the same height and the main journal
axes positions deviate (case three and the alternative version of case four). In case three, the supports
are located at the same height, while the axis of journal no. five (for the shaft’s reference angular
position) is offset eccentrically upwards by +0.03 mm relative to the other journals. The form of
deformation of the shaft is analogous to that presented in the Figure 8. Figure 10 shows a graphical
interpretation of the changes in deflection values for this case, when the shaft rotation angle was
changed 15◦ at a time. The displacement of the journals not included in Figure 10 was 0 mm.

(a) (b) 

Figure 10. Changes in deflections measured in the vertical plane at individual main journals with the
shaft changed by 15◦ at a time, and when one of the main journal axes (of journal no. 5 counting from
the timing gear end) was offset eccentrically upwards by 0.03 mm relative to the others, shown in the
(a) Cartesian and (b) polar coordinate systems.
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Table 3 shows the reaction forces exerted by the supports for the four characteristic angular
positions of the shaft in this case.

Table 3. Changes in the reaction forces where the supports contact each main journal when the shaft
rotation angle changes by 90◦ and when one of the axis main journals (journal no. 5 counting from the
timing gear end) is offset upwards by 0.03 mm relative to the others.

Angular Position [◦CA]
Main Journal Number [-]

1 2 3 4 5 6 7 8 9 10
Reaction Forces in Main Journals [N]

0◦ 725.5 996.9 729.4 1714.0 0 1750.0 584.3 1183.4 1025.2 575.3
90◦ 833.3 763.1 1134.1 891.3 1126.1 809.9 1127.1 886.2 1173.4 539.5

180◦ 681.2 1545.4 0 0 3891.3 0 0 1441.7 1157.6 566.5
270◦ 833.3 763.1 1134.0 891.3 1126.1 809.9 1127.1 886.2 1173.4 539.5

3.1.4. Case Four

Changing the shaft rotation angle by 180◦ causes the eccentrically located journal axis to move to
an extreme location opposite the reference angle used in the previous case. The considered relative
positions of the journals correspond to case four and are an alternative version of case three (Figure 8.)
Using the values of deflections and reaction forces for shaft rotation angles ranging from 0◦ to 360◦, the
resulting calculated quantities will take the same values as in Table 3 if an angular offset of 180◦ is
applied. The form of deformation of the shaft is analogous to that presented in Figure 6. Figure 11
shows a graphical interpretation of the changes in deflection values for this case, when the shaft
rotation angle was changed 15◦ at a time. The displacement of the journals not included in Figure 11
was 0 mm.

(a) (b)

Figure 11. Changes in deflections measured in the vertical plane at individual main journals, when one
of the main journal axes (no. 5 counting from the timing gear end) was offset eccentrically downwards
by 0.03 mm relative to the others, shown in the (a) Cartesian and (b) polar coordinate systems.

3.2. Phenomenological Model of Detectability of Journals’ Misalignment

A detailed analysis of cases three and four shows that for deviations in the position of main
journal axes, the detectability of journals’ misalignment was limited by supporting the shaft with a
set of fixed rigid vee-blocks located at the same height. The analysis of the graphs of journal axes’
deflections (Figures 7 and 8) shows that the deflections were zero in the range of angles for which
journal no. five permanently contacted the support.

We analyzed the measurements of case three, in which all the main journals of the shaft were
rested on equally elevated supports, and all main journals were situated coaxially, except for journal
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no. five, whose axis O1 was offset upwards relative to the others by 0.03 mm in the initial angular
shaft position. In case three, when the shaft was rotated in the angular range from 0 to 90◦, journal no.
five was unsupported, and the axis of this journal moved eccentrically with respect to the main axis O
of the shaft (relative to the shaft’s axis of rotation). The displacement sensor, whose probe stylus is
located vertically, measures the deflection of the journal resulting from its eccentric movement during
the shaft rotation (Figure 12).

The starting position (zero) of the displacement sensor’s probe stylus 

Figure 12. Supplementary diagram of the successive stages of shaft deflection caused by its eccentricity
with respect to the axis of rotation of the measuring system when the support retains its fixed height.

If the dial indicator is zeroed in the top dead-center of journal no. five, and if the downward
movement of the probe stylus is treated as a negative indication, then in the 90◦ angular position of the
shaft the sensor indicator displays a value of −0.03 mm. For this angle of rotation, journal no. five will
contact the support and, as the shaft rotates further (in the angular range of 90◦ to 180◦), the reaction
force will gradually increase at the point where journal no. five and the support get into contact.
Simultaneously, journals adjacent to journal no. five (i.e., journals no. four, three, six, and seven) will
be lifted upwards, losing contact with their supports due to bending of the shaft (caused by increased
pressure of journal no. five on the support). Journal no. five is permanently in contact with its support,
so the sensor will indicate a constant deflection of 0.03 mm, the same as for the angle of 90◦. At shaft
angles ranging from 180◦ to 270◦, journal no. five will remain in contact with the support, which
will exert gradually decreasing reaction forces on the journal. At the same time, the shaft becomes
less bent at the locations of journals no. four, three, six, and seven. At 270◦ rotation, journal no. five
loses contact with its support, and journals no. four, three, six, and seven rest on their supports. For
shaft angles ranging from 180◦ to 270◦, the displacement sensor still shows a constant deflection of
–0.03 mm. For shaft rotation angles from 270◦ to 360◦, journal no. five is gradually lifted upwards, and
the displacement sensor indicates a change from –0.03 mm (at 270◦) to 0.00 (at 360◦). Figure 13 shows
the displacements indicated by the sensor for journal no. five for shaft rotation angles from 0◦ to 360◦.

It can be seen that in general the actual value of eccentricity can be measured by the value of this
deviation and the vertical location of the support in relation to the supported main journal. Using the
results obtained, a supplementary graph was drawn to show the measurable value w of eccentricity e
as a function of the vertical position x of the support (Figure 14).

135



Sensors 2020, 20, 5714

(a) (b) 

D
is

pl
ac

em
en

t (
m

m
)

Figure 13. The journal displacements measured by the sensor for a full shaft rotation (0◦–360◦ angle)
are recorded when the support maintaining a constant height restricts these displacements, as shown
in the (a) Cartesian and (b) polar coordinate systems.

Figure 14. Graph showing the measurable value w of eccentricity e as a function of the vertical position
x of the support.

As results from the previous analysis, another issue to be considered is periodic non-overlap
between the displacement direction of the sensor’s probe stylus and the axis of the journal being
measured. This is caused by the eccentric movement of this axis during shaft rotation. As shown in
Figure 15, for a given angular position of the shaft (angle ϕ), the quantity being measured is p, whereas
the quantity that should be measured is p′.
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Figure 15. A supplementary diagram to determine the measurement error caused by a journal’s
eccentric displacement when measuring geometric deviations of the shaft.

By analyzing the geometrical and trigonometric relationships shown in the supplementary
diagram (Figure 15), we can find a mathematical relationship that describes the measured value of p
and the measurement error, i.e., the difference between p and p′. According to the following diagram:

p′ = e − e cos ϕ (1)

Since
y = z + e cos ϕ (2)

Whereas:

z =

√
R2 − ( e sinϕ)2 (3)

Thus, the final form is:

p = R + e − y = R + e −
( √

R2 − ( esinϕ)2 + ecosϕ
)

(4)

And

Δp = p − p′ = R −
√

R2 − ( esinϕ)2 (5)

Due to the deformation, the axis of the object being measured (supported by vee-blocks) takes the
angular position ϑwith respect to the probe stylus of the sensor [1,2].

Thus, considering the location of the section to be measured relative to the support points,
the location of the center of the section being measured moves with respect to the axis of rotation
(determined by the measuring system) by the value of the elastic ( f ) or permanent (y) deformation
(Figure 16). Consequently, the measured profile of roundness is distorted by the so-called apparent
eccentricity and ovality. If it is possible to determine the angular deformation ϑ and the arrow of
deformations f or y (e.g., from strength calculations or measurements), the resulting measurement
errors are systematic errors and should be used as correction factors when evaluating the proper
first and second harmonic (after expanding the measurements of the roundness profile into a Fourier
series [28]).
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Figure 16. Deformation of the object supported by two vee-blocks and the linear and angular
displacements resulting from this deformation.

3.3. Journal Position Misalignment Taking into Account Eccentricity

In the considerations presented so far, it has been assumed that journals have an ideal circular
profile, but machining processes involve unavoidable errors that give journals irregular roundness
profiles. In general, when the shaft is fixed on vee-blocks, the shape and axial position deviations are
measured in individual cross-sections of the main journals of the rotating crankshaft. In the case of a
misaligned journal position, the center of the measured journal’s profile may move relative to the axis
of rotation determined by the measuring system. In this case, the measurements describe the shape
profile of the given cross-section, as well as the eccentricity that represents the profile center position
of the section measured relative to the axis of rotation determined by the measuring system. Taking
into account that a rigid support limits the detectability of geometric deviations in the main journal
axes of a crankshaft (which has been demonstrated), an analysis was conducted to determine how the
limited detectability of axis position deviations affects the evaluation of the main journal’s roundness
profile. To accomplish this, the deviations and shape profiles of the main journals were measured for
the tested crankshaft.

Figure 17 shows an example of a roundness profile measured by the reference method (with a MUK
25-600 sampling cell) corresponding to the roundness contour of pin no. five and a discrete amplitude
spectrum obtained from the harmonic analysis. Table 4 shows the values of the individual harmonics.
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Figure 17. Roundness profile of journal no. 5 measured by the reference method (a); the discrete
amplitude spectrum (b).
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Table 4. Amplitudes of the harmonic components for the roundness profile of journal no. 5, measured
by the reference method.

Harmonic Amplitudes [μm]

n 0 10 20 30 40
n + 0 0.733112 0.048821 0.160022 0.078616
n + 1 0.519559 0.100569 0.321846 0.20063
n + 2 9.253684 0.958851 0.030333 0.117518 0.266181
n + 3 3.736699 0.637086 0.153547 0.154698 0.127993
n + 4 2.063435 0.326033 0.084396 0.233796 0.136985
n + 5 1.80228 0.441492 0.116786 0.028151 0.134468
n + 6 0.958385 0.279591 0.139388 0.128674 0.082787
n + 7 1.778264 0.254698 0.142395 0.159856 0.062551
n + 8 0.773096 0.277479 0.244795 0.176508 0.088632
n + 9 1.558816 0.344293 0.073347 0.049974 0.007096

The image of the eccentric profile of the measured roundness contour center at an eccentricity e =
0.03 mm, assuming that the support does not limit the shaft displacement. The corresponding discrete
amplitude spectrum is shown in Figure 18, which includes only the first harmonic (Table 5).
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Figure 18. Eccentric movement profile of the center of the roundness profile being measured. The
eccentricity was 0.03 mm, and the support did not limit the shaft displacement (a); discrete amplitude
spectrum (b).

Table 5. Amplitudes of the harmonic components for the eccentric movement of the center of the
roundness profile being measured for eccentricity e = 0.03 mm where the support does not limit the
shaft displacement.

Harmonic Amplitudes [μm]

n 0 10 20 30 40
n + 0 0.009154 0.002274 0.001011 0.00057
n + 1 29.99956 0.007553 0.002062 0.000947 0.000542
n + 2 0.00059 0.006339 0.001879 0.000889 0.000517
n + 3 0.000221 0.005396 0.001719 0.000836 0.000493
n + 4 0.000118 0.004649 0.001579 0.000788 0.000471
n + 5 7.37 × 10−5 0.004048 0.001455 0.000743 0.000451
n + 6 5.06 × 10−5 0.003556 0.001345 0.000703 0.000431
n + 7 3.69 × 10−5 0.003149 0.001248 0.000665 0.000413
n + 8 2.81 × 10−5 0.002808 0.00116 0.000631 0.000397
n + 9 2.21 × 10−5 0.00252 0.001082 0.000599 0.000381

The image of the profile corresponding to the eccentric displacement of the center of the measured
roundness profile, presented in the Cartesian system for the case when all the supports were situated

139



Sensors 2020, 20, 5714

at the same height (x = 0 mm), with the eccentricity of one of the main pins equal to e = 0.03 mm
and the discrete amplitude spectrum is shown in Figure 19. As can be seen, the amplitude spectrum
contains only even harmonic components, the values of which are summarized in Table 6.
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Figure 19. Eccentric movement profile of the center of the roundness profile being measured when the
supports were set at the same height (x = 0 mm), with an eccentricity of the main journal e = 0.03 mm
(a); discrete amplitude spectrum (b).

Table 6. Amplitudes of the harmonic components for the eccentric movement of the center of the
roundness profile being measured when the supports were set at the same height (x = 0 mm), with an
eccentricity of the main journal e = 0.03 mm.

Harmonic Amplitudes [μm]

n 0 10 20 30 40
n + 0 0.1930 0.0479 0.0213 0.0120
n + 1 14.9993 0.0001 0.0000 0.0000 0.0000
n + 2 6.3665 0.1336 0.0396 0.0187 0.0109
n + 3 0.0006 0.0001 0.0000 0.0000 0.0000
n + 4 1.2731 0.0980 0.0333 0.0166 0.0099
n + 5 0.0001 0.0001 0.0000 0.0000 0.0000
n + 6 0.5458 0.0750 0.0284 0.0148 0.0091
n + 7 0.0002 0.0000 0.0000 0.0000 0.0000
n + 8 0.3032 0.0592 0.0245 0.0133 0.0084
n + 9 0.0001 0.0001 0.0000 0.0000 0.0000

When the measured round contour was superimposed on the displacement profile of the pin
center without being limited by the support, the total profile and the discrete spectrum shown in
Figure 20 was obtained. The corresponding amplitude values are shown in Table 7.

When the measured round contour was superimposed on the displacement profile of the pin
center at the support limit, the total profile was obtained, which is shown in Figure 21 for the starting
position. The amplitude values are shown in Table 8.
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Figure 20. The profile obtained by superimposing the measured roundness profile of journal no. 5
on the full profile of the eccentric movement of the measured roundness profile center (a); discrete
amplitude spectrum of the superimposed profile (b).

Table 7. Amplitudes of harmonic components for the profile obtained by superimposing the measured
roundness profile of journal no. 5 on the full eccentric movement profile of the center of the measured
roundness profile.

Harmonic Amplitudes (μm)

n 0 10 20 30 40
n + 0 0.73 0.05 0.16 0.08
n + 1 30.00 0.52 0.10 0.32 0.20
n + 2 9.25 0.96 0.03 0.12 0.27
n + 3 3.74 0.64 0.15 0.15 0.13
n + 4 2.06 0.33 0.08 0.23 0.14
n + 5 1.80 0.44 0.12 0.03 0.13
n + 6 0.96 0.28 0.14 0.13 0.08
n + 7 1.78 0.25 0.14 0.16 0.06
n + 8 0.77 0.28 0.24 0.18 0.09
n + 9 1.56 0.34 0.07 0.05 0.01
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Figure 21. Profile obtained by superimposing the measured roundness profile of journal no. 5 on the
eccentric movement profile of the center of the measured roundness profile with the supports set at the
same height (x = 0 mm), with an eccentricity of the main journal e = 0.03 mm (a); discrete amplitude
spectrum of the superimposed profile (b).
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Table 8. Amplitudes of harmonic components for the profile obtained by superimposing the measured
roundness profile of journal no. 5 on the profile of the eccentric movement of the center of the measured
roundness profile when the supports are set at the same height (x = 0 mm); with an eccentricity of the
main journal e = 0.03 mm.

Harmonic Amplitudes [μm]

n 0 10 20 30 40
n + 0 0.8665 0.0542 0.1725 0.0686
n + 1 14.9990 0.5196 0.1006 0.3218 0.2006
n + 2 7.0416 0.9778 0.0484 0.1178 0.2767
n + 3 3.7370 0.6371 0.1536 0.1547 0.1280
n + 4 3.2658 0.2978 0.1164 0.2504 0.1456
n + 5 1.8022 0.4414 0.1168 0.0282 0.1345
n + 6 1.4820 0.2104 0.1314 0.1350 0.0857
n + 7 1.7784 0.2547 0.1424 0.1599 0.0625
n + 8 0.6172 0.2376 0.2624 0.1841 0.0867
n + 9 1.5587 0.3442 0.0734 0.0500 0.0071

The image of the profile obtained after superimposition and shifting by 60◦, followed by 90◦
(relative to the assumed starting point) of the measured roundness contour of pin no. 5, on the
simultaneously displayed profile of the eccentric movement at the measured roundness contour center
limited by the support are shown in Figures 22 and 23, respectively. The amplitudes of the individual
harmonics are shown in Tables 9 and 10.

(a) (b) 

A
m

pl
itu

de
s 

(
m

)

D
is

pl
ac

em
en

t (
m

) 

Figure 22. Profile obtained by superimposing the measured roundness profile of journal no. 5—rotated
by 60◦ with respect to the reference profile—onto the profile of the eccentric movement of the center
of the measured roundness profile, with the supports set at the same height (x = 0 mm); with an
eccentricity of the main journal e = 0.03 mm (a); discrete amplitude spectrum of the superimposed
profile (b).

According to the accepted interpretation of the measured round contour geometrical features of
the analysis based on harmonics, the first term in the Fourier series of the function characterizing the
course is the deviation of the axis position, namely the eccentricity. Eliminating this harmonic makes it
possible to treat the sum of the remaining harmonics as the theoretically measured roundness contour.

This interpretation was used to qualitatively and quantitatively compare the measured and
theoretical (excluding harmonic no. 1) roundness contours, obtained from superimposing the
measured roundness contour of pin no. 5 on the full eccentric profile and the eccentricity profile of
the measured round outline center at the support limit. A graphical representation of the compared
profiles of journal no. 5 (Figures 24 and 25) is helpful to visually assess the profile quality and compare
the amplitude spectra.
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Figure 23. Profile obtained by superimposing the measured roundness profile of journal no. 5
(green)—rotated by 90◦ with respect to the reference profile—onto the eccentric movement profile of
the center of the measured roundness profile (blue), with the supports set at the same height (x = 0
mm), with an eccentricity of the main journal e = 0.03 mm (a); discrete amplitude spectrum of the
superimposed profile (b).

Table 9. Amplitudes of the harmonic components for the profile obtained by superimposing the
measured roundness profile of journal no. 5—and by rotating it by 60◦ with respect to the reference
profile—onto the eccentric movement profile of the center of the measured roundness profile when the
supports were set at the same height (x = 0 mm), with an eccentricity of the main journal e = 0.03 mm.

Harmonic Amplitudes [μm]

n 0 10 20 30 40
n + 0 0.7893 0.0343 0.1623 0.0844
n + 1 15.0011 0.4982 0.1035 0.3275 0.2169
n + 2 9.2514 0.9881 0.0176 0.0956 0.2657
n + 3 3.7533 0.6462 0.1620 0.1455 0.1292
n + 4 2.2880 0.2782 0.1145 0.2314 0.1355
n + 5 1.8372 0.4334 0.1085 0.0266 0.1317
n + 6 1.5002 0.3518 0.1749 0.1302 0.0869
n + 7 1.7701 0.2455 0.1344 0.1570 0.0000
n + 8 0.7415 0.2474 0.2530 0.1678 0.0000
n + 9 1.5501 0.3552 0.0730 0.0419 0.0000

Table 10. Amplitudes of harmonic components for the profile obtained by superimposing the measured
roundness profile of journal no. 5—and rotating it by 90◦ with respect to the reference profile—onto the
profile of the eccentric movement of the center of the measured roundness profile with the supports set
at the same height (x = 0 mm), with an eccentricity of the main journal e = 0.03 mm.

Harmonic Amplitudes [μm]

n 0 10 20 30 40
n + 0 0.6211 0.0587 0.1537 0.0677
n + 1 14.9993 0.5201 0.1002 0.3213 0.2007
n + 2 14.1993 0.9872 0.0539 0.1215 0.2559
n + 3 3.7376 0.6367 0.1542 0.1540 0.1275
n + 4 3.2729 0.3710 0.1142 0.2185 0.1461
n + 5 1.8030 0.4409 0.1167 0.0283 0.1351
n + 6 0.4735 0.2148 0.1557 0.1315 0.0783
n + 7 1.7790 0.2554 0.1431 0.1595 0.0000
n + 8 0.6317 0.3263 0.2645 0.1673 0.0000
n + 9 1.5596 0.3435 0.0730 0.0496 0.0000
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Figure 24. Measured and theoretical profiles (excluding harmonic component no. 1) obtained by
superimposing the measured roundness profile of journal no. 5 onto the full eccentric movement profile
of the center of the measured roundness profile.

The quantitative evaluation was conducted by determining the roundness deviations between the
compared profiles and finding the correlation coefficient between the profiles provided by the formula
[1,2,4,41–43]:

ρ
(
γφ

)
=

2
∫ 2π

0 r1(φ)r2
(
φ+ γφ

)
dφ∫ 2π

0 r1(φ)
2dφ+

∫ 2π
0 r2(φ)

2dφ
(6)

where: r1(ϕ)—roundness profile obtained from measurements performed by the reference method.
r2(ϕ)—roundness profile obtained from measurements performed by the proposed method. γφ—phase
shift between the compared profiles.

The adopted procedure involved repeatedly superimposing the measured roundness profile (with
angular rotation) onto the displacement profile using the support to create a limitation. This approach
allowed the relative angular position of the compared profiles to be determined. It can also be used to
determine the maximum and minimum correlation coefficients between the actual standard profile
and the theoretical profile obtained by superimposing the measured profile onto the displacement
profile, as well as the roundness deviations resulting from this procedure.

Table 11 presents the correlation coefficients ρ between the compared profiles and the roundness
deviations of the evaluated profiles Δo. Figure 26 shows a graph of ρ as a function of the angular shift
between the compared profiles. The minimum correlation coefficient was ρmin = 0.7962, whereas
the roundness deviation of the assessed profile was Δo = 27.03 μm (Figure 25d). The maximum
correlation coefficient was ρmax = 0.9717, and the roundness deviation of the assessed profile was
Δo = 41.39 μm (Figure 25e).

Table 11. Roundness deviations Δo for the profiles compared in Figures 21 and 22. The correlation
coefficients ρ between the compared profiles.

Profile/Figure
Roundness Deviation Δo [μm] Correlation Coefficient

ρStandard (Reference) Evaluated

Figure 25

28.40

28.40 0.9999
Figure 25a 26.86 0.8009
Figure 25b 32.95 0.8206
Figure 25c 41.65 0.9330
Figure 25d 27.03 0.7962
Figure 25e 41.39 0.9717
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Figure 25. Measured and theoretical profiles (excluding harmonic component no. 1) obtained by
superimposing the measured roundness profile of journal no. 5 onto the eccentric movement profile of
the center of the measured roundness profile with the supports set at the same height (x = 0 mm), with
an eccentricity of the main journal e = 0.03 mm, (a) at a starting position; (b) rotated 60◦; (c) rotated by
90◦; (d) rotated by 225◦; (e) rotated by 300◦.
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Δ

Figure 26. Variation in the correlation coefficient ρ as a function of the angular shift between the
measured and evaluated profiles.

4. Conclusions

The study presented in this article confirmed that the detectability of geometric deviations is
limited when the shaft is supported in an uncontrolled manner (with a set of rigid vee-block supports),
which was especially true for the main journal deviations. However, the limited detectability of
large crankshafts due to the support conditions was observed for positional deviations of journal
axes and also for shape profile deviations in journals. The shape deviation measurements may vary
significantly in terms of their values and profiles relative to the actual shape of an object. Referring to
the denotations used in the article, when a journal axis moved eccentrically as the shaft rotated, the
investigated parameter values were directly influenced by the eccentricity e, the support location x,
and the location of the measured journal profile reflecting the journal axis displacement.

The results of this study show the importance of ensuring appropriate support conditions to
eliminate deflections, and thus elastic deformations of the crankshaft under the influence of its own
weight, as well as those caused by its geometric deviations. These deflections can only be eliminated if
there is constant contact between the supports and the main journals of the shaft. Such conditions
cannot be guaranteed by supporting the shaft with a set of rigid vee-block supports maintaining
a fixed height. For deviations in the position of main journal axes, unintentional pre-deflections
generate elastic deformations when the shaft rotates. This state causes interactions between geometrical
deviations and elastic deformations (which are interrelated), and the geometric evaluation of the shaft
geometry becomes unreliable.

Therefore, to ensure correct measurement conditions, the main journals of the shaft should be
supported with a set of supports that compensate for its deflections and elastic deformations under the
influence of its own weight, as well as those caused by geometric deviations of the shaft. The reaction
forces at the contact between support heads and main journals vary along the shaft, and also depend
on the angle of rotation of the shaft being supported, thereby ensuring zero deflections at the journals.

5. Patents

1. Nozdrzykowski, K. Device for measuring positional deviation of axis of crankshaft pivot set.
Polish Patent Office, PL393829-A1; PL218653-B1.
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Abstract: This article presents possible applications of a dynamic gravity meter (MGS-6, Micro-g
LaCoste) for determining the dynamic height along the Odra River, in northwest Poland. The gravity
measurement campaign described in this article was conducted on a small, hybrid-powered survey
vessel (overall length: 9.5 m). We discuss a method for processing the results of gravimetric
measurements performed on a mobile platform affected by strong external disturbances. Because
measurement noise in most cases consists of signals caused by non-ideal observation conditions,
careful attempts were made to analyze and eliminate the noise. Two different data processing
strategies were implemented, one for a 20 Hz gravity data stream and another for a 1 Hz data
stream. A comparison of the achieved results is presented. A height reference level, consistent
for the entire estuary, is critical for the construction of a safe waterway system, including 3D
navigation with the dynamic estimation of under-keel clearance on the Odra and other Polish
rivers. The campaign was conducted in an area where the accuracy of measurements (levelling and
gravimetric) is of key importance for shipping safety. The shores in the presented area of interest are
swampy, so watercraft-based measurements are preferred. The method described in the article can be
successfully applied to measurements in all near-zero-depth areas.

Keywords: gravity anomalies and earth structure; gravimetric river survey; geophysical river survey;
Fourier analysis; numerical modelling; time-series analysis; Europe

1. Introduction

Poland’s region of river estuaries is flat; therefore, the river gradients are also small. The vertical
reference network in the region of the main Polish rivers, the Odra and the Wisła (Vistula), is
necessary for hydrographic, hydrological and hydrodynamic surveys and would have a great impact
on developing 3D vessel navigation systems with the dynamic determination of under-keel clearance.
The network can also serve for developing a regional digital terrain model. Today, gravity missions in
space are an important tool for obtaining global data by providing coverage all over the world [1].
In large estuaries, created vertical reference networks are based on satellite data. With regard to the
estuaries of rivers flowing into the Baltic Sea, the resolution of satellite data is insufficient [2] to provide
the basis for an analysis of vertical reference networks. Additional data are usually required in such

Sensors 2020, 20, 6044; doi:10.3390/s20216044 www.mdpi.com/journal/sensors149



Sensors 2020, 20, 6044

areas to ensure regional geopotential models of acceptable spatial resolution [3]. These data can be
obtained from local accurate measurements of gravity [4,5].

An interesting challenge is the estimation of the height in the inland water bodies, such as rivers
and lakes. If the whole area of interest is accessible from land, the solution may be a land gravimetric
campaign [6]. However, the diversity of environmental conditions in the area of natural inland water
bodies can lead to a situation where significant parts of the area of interest are impossible to reach for
land measurements. A practical solution is to employ a research vessel, but such a vessel must have a
small draft and high maneuverability for operation in a swampy river estuary, which are conditions
that reduce the maximum size of such a vessel. During our measurements, gravimetric equipment was
installed on a small survey vessel, 9 m in length.

A small vessel engaged in gravimetric measurements has to be prepared for the measurement
itself and for retrieving the signal from noise generated by the environment [5,7]. One possible
solution is the application of a next-generation strapdown marine gravimeter, which is able to achieve
accuracy better than 1 mGal and can perform measurements on curved profiles [8,9]. Another solution
could be the GNSS (Global Navigation Satellite Systems) estimation of the sea surface height and
the use of the proper corrections to calculate the physical height [3]. In this work, we focused on
another solution, namely, the application of a standard marine gravimetry system for measurements
within a river estuary. This is not a common operation, because marine gravity sensors are generally
sensitive to rapid platform motions [10]. This requires the development of measurement technology in
which the maximum possible number of sources interfering with the measurements are eliminated.
This objective is adopted in all gravimetric dynamic measurements, where a ship or aircraft provides
the platform [11,12]. We can assume that the level of precision in such cases is determined by
the manufacturer of the measuring device, and this level should be adopted as a reference value.
The manufacturer Micro-g LaCoste indicates a measurement accuracy of 1 mGal [13], but this refers to
ships more than 40 m in length. However, after all the necessary dynamic corrections are made, the
accuracy of the measured gravimetric signal can be improved even beyond the general limits indicated
by the manufacturer [13].

Filtration is one of the key elements of dynamic gravimetric data processing. In this analysis,
it was decided to use a low-pass fast Fourier transform (FFT) filter, as described in [14]. Parameters
such as the cut-off frequency and transition band were chosen following the spectral analysis of the
collected data. The spectral analysis included horizontal accelerations of the vessel to determine in
which parts of the band their energy was concentrated. During data analysis, the ship’s accelerations
were found to be the main source of the noise in the recorded data. Therefore, we focused on selecting
frequency filters that would reduce the impact of accelerations as much as possible.

The standard procedure for verifying the consistency of gravimetric measurement data is
to determine their internal accuracy [15,16]. Such accuracy is verified by performing part or all
measurements on a survey line at least twice and statistically analyzing the obtained differences.

However, such procedures do not provide information on external data accuracy. To determine
the value of the absolute error, it is not sufficient to analyze internal data consistency only, but a
comparison of the results with reliable data from an independent campaign must also be made. Based
on this assumption, a land-based measurement campaign was conducted along the riverbank. A CG-5
gravimeter from Micro-g LaCoste was used for the measurements. A representative group of data
gathered from the campaign enabled reliable comparisons. The adopted measurement methodology
allows for the determination of the internal and external accuracies of the measurement data so that
the filtration effectiveness can be assessed.

This article presents experimental gravimetric research carried out on a river, in northwest Poland.
The work consisted of taking high-resolution gravimetric images of increased density and achieving
better accuracy for the measurements. We determined the character of the gravitational acceleration
field in inland waters of the Odra River mouth, where previously, such an accurate and professional
gravimeter had not been used. The results of the measurements were used for modelling variations in
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the dynamic surface of the river. The system was also used to improve the technology of gravimetric
data analysis referring to areas of so-called zero depth.

The rest of the paper proceeds as follows: Section 2 provides a description of the experimental
setup and data processing methods, Section 3 presents the results achieved using the described
methods, and the Section 4 contains some brief conclusions based on our findings.

2. Materials and Methods

The dynamic marine gravity meter MGS-6 (Micro-g LaCoste, Lafayette, CO 80026, USA) from
LaCoste & Romberg—Scintrex Inc., a sixth-generation Marine Gravity System, was used for recording
changes in gravity during the campaign. Its basic advantage is the capability of performing gravimetric
measurements on a mobile platform. The MGS-6 guarantees very accurate measurements of
gravitational acceleration (gravity force). The system, based on a TAGS-6 platform, has a frame
supporting a gimbal and a sensor. Vibrations are damped by a gimbal, suspension strings and air-filled
shock absorbers. The gimbal holds a gravity meter sensor and keeps it horizontal when the system is
moving. The gravity meter sensor contains a gravity-detecting element, an oven and an electronic unit
of the platform. The system is operated from a laptop computer, which also records gravity data.

The position of the research vessel was measured using two GNSS antennas and receivers,
a Trimble R8 and a Leica GS 15. The SMC IMU-10 was used as an inertial sensor. The data flow in the
whole measurement setup is shown in Figure 1. The physical location of each sensor is indicated in
Figure 2a.

Figure 1. The scheme showing the flow of data during the measurement campaign. Abbreviations used:
Global Navigation Satellite Systems (GNSS), Inertial Navigation System (INS), Inertial Measurement
Unit (IMU), Marine Gravity System (MGS).

The manufacturer of the MDS-6 marine gravity measurement system recommends installation on
vessels more than 40 m in length. We therefore decided to determine what results would be possible to
achieve after the installation of this system on a small ship of 9 m in length. The vessel chosen for the
measurements was a Hydrograf XXI. Despite its small size, this research boat has one advantage—it
has hybrid propulsion (gasoline–electrical). As a result of battery pack installation, the center of gravity
(COG) is lowered and the overall mass is increased in comparison to boats without this modification.
During measurements, gasoline propulsion was used, but the additional mass allowed rapid hull
oscillation to be avoided. Furthermore, it was assumed that the mobilization of the complete navigation
sensor setup and filtration of registered signals allowed reliable and interesting results to be achieved.
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For the gravimetric sensor installation, thick chipboard plates were used. The installation project
used two layers of plates. The first one was fitted to the deck of the ship, so it would not slide along it.
The second layer was the base to which the frame of the MGS-6 was screwed. The thickness of the
plates, which was 38 mm, allowed us to mill holes for mounting screw heads. As a result, both plates
adhered to each other over a large area. The other benefit of this setup is that the sensor frame could
be placed in the best location before the top plate was screwed with wood screws to the bottom one.
This configuration is rigid and allowed us to precisely set the points of offset measurements using
geodetic techniques. The whole structure provided a solid mount for the gravimeter frame on the ship
despite the lack of pre-designed mounting places on the deck. Figure 3 shows the relative location of
the gravimeter frame on the mounting plates.

Figure 2. (a) Locations of the sensors on the research vessel, from left to right: MGS-6, GS 15, R8
and IMU-10. (b) The research vessel during preparation for the campaign: view from stern; (c) view
from bow.

Dynamic gravimetric measurements are closely related to accurate inertial measurements.
Sea measurements are known to have high accuracy and resolution for the acquired data [17] compared
with other types of dynamic gravimetric measurements (satellite-, aviation- [18] or altimetry-based
methods). The quality of the data obtained is inherently dependent on the stability of the measurement
platform, because such measurements involve recording kinematic parameters of the platform
transporting the gravity meter. Theoretically, all accelerations of the platform will be recorded by
the measurement unit of the gravity meter. In practice, each dynamic gravity meter features a finite
passband width, so it can record accelerations in a certain range of frequencies.
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The MGS-6 gravimetric system can record gravity data with frequencies of 1 Hz or 20 Hz.
For regular marine gravity data collection on large-scale areas of water, 1 Hz sampling is sufficient, so
by default, the device software is configured to measure with this frequency. We decided to perform two
campaigns on the same area using two different configurations. In the first campaign, the gravimeter
was set to measure at a 1 Hz sampling rate, and during the second, it was set to 20 Hz.

Despite the slow speeds used by the survey ships and low variations in heading and speed
during measurements (compared to those for airborne platforms), the accelerations onboard a vessel
navigating along a survey line have an amplitude a few orders of magnitude greater than the desired
anomalies in the gravitational field. A typical solution to that problem is an assumption that these
disturbances occupy a band of signals with periods significantly different from those of the expected
signals coming from variations in the gravitational field. For instance, the period of vibrations caused
by sea waves ranges from 4 to 15 s [19]. This allows us to assume that after using a frequency filter of
any type used in marine gravimetry [14,20,21], the impact of the vibrations will be eliminated from
the signal.

Figure 3. MGS-6 mounted on the survey vessel. On the left is shown how the frame was fitted to the
deck using thick chipboard plates.

Taking for granted such an approach to the filtration of gravimetric data is currently considered
to be unjustified. While the accuracy of sea gravimetric systems continues to increase, there is a
demand for increasingly higher-quality data with a low margin of uncertainty [22]. In modern dynamic
gravimetry, it is crucial to accurately determine the kinematic parameters of the mobile platform.
Unlike in airborne gravimetry, these parameters do not have to be processed immediately to obtain
corrections for acceleration. To determine the corrections precisely, we need a vessel with an accurate
positioning system and knowledge of the gravity meter pulse response. An indirect approach can be
taken in which a spectral analysis of the collected kinematic data is performed to determine the band
comprising the disturbances from accelerations, and then identify the optimal method of filtration [15].

The authors attempted to perform dynamic gravimetric measurements on the Odra River near its
mouth. The depths necessitated a smaller survey vessel, and the measurements had to be conducted
on substantially shorter lines. The area of measurements included Szczecin’s urban surroundings,
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introducing additional difficulty due to increased vessel traffic that was not stopped at the time
of measurements.

For these reasons, the data analysis started with a detailed review of the possible disturbances of
the measurement results. First, we analyzed the influence of a large-scale curvature of the measurement
trajectory. The trajectory curvature was calculated from survey vessel positions. Outliers were removed
from position data obtained from a differential global positioning system (DGPS), and the gaps were
patched using an autoregression model. Then, the data were decimated to a spatial resolution of 35 m.
The distance between the measurement points to which the data were decimated was selected by
examining the numerical convergence of the curvature determination method. Based on Equation (1),
the data were then used to calculate the trajectory curvature “k”.

k =

∣∣∣y′′x′ − y′x′′
∣∣∣(

x′2 + y′2
)3/2

(1)

It is assumed in the formula that the curve is described by a parametric system of equations of the
co-ordinates x(t) and y(t). In Equation (1), x′ and y” denote the first derivatives of the parameter, and x”
and y” denote the second derivatives.

With the value of the curvature thus calculated, its impact on the gravimetric measurement results
was examined. The value of the centrifugal acceleration on the trajectory was determined directly
from the trajectory curvature value. It was assumed that the long-term impact of such acceleration
would be similar to that of an unlevelled (tilted) gravity meter. Based on the formula for small roll
corrections [13], the value of the correction for the trajectory curvature was calculated. The results are
shown in Figures 4 and 5.

This correction exhibited very small values and did not exceed 1 mGal. This was caused by the
small curvature of the vessel’s trajectory on the survey line and slow linear speed of approximately
2.5 m/s. Despite that, this correction was added at the final stage of data analysis.

The Eotvos correction is extremely important for dynamic measurements. The Eotvos effect
may yield very high values—tens of mGal in marine gravimetry and hundreds of mGal in airborne
gravimetry. The value of the Eotvos correction ge can be calculated from Equation (2):

ge= 2 ω V cos(Lat) sin(A) +
1
r

V2 (2)

In Equation (2), V denotes the velocity of the gravity meter movement relative to the Earth, A is
the direction of the velocity vector, Lat is the geographical latitude at the moment of measurement, ω is
the rotation angular velocity of the Earth and r denotes the Earth’s radius.

Clearly, vessel heading and speed stability are vital. When these requirements are maintained,
the correction will not vary much and can be calculated from Equation (2). To ensure high accuracy for
the speed and heading measurements, the kinematic parameters of the survey vessel were measured
using three devices, namely, two GPS receivers and one inertial measurement unit. The acquired data
were cleaned by removing outlier data and merged in postprocessing.

Another important source of disturbance, namely, the horizontal and vertical acceleration of the
survey vessel, results from the local curvature of the trajectory and the vessel’s yawing and speed
variations. An attempt was made to determine in which regions of the band the concentrated energy
of these oscillations was present. This was done by examining data from the dilatometers installed in
the measurement sensor of the MGS-6. Example values of the acceleration recorded by these systems
are shown in Figure 6.
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Figure 4. The distribution of the track curvature correction on the measurements of the first line (a)
and second line (b).

The spectral power density was calculated for signals from both dilatometers. The results are
shown in Figure 6.

An analysis of the data gathered by the dilatometers shows that the energy of the vibrations on
the longitudinal axis was concentrated around the 10 s band. Therefore, it was concentrated in a band
distant from the one where gravimetric signals are found. These vibrations are also less important
because the values of the accelerations on this axis and the calibration constant provided by the
manufacturer allowed us to calculate the vertical cross-coupling (VCC) correction, which was added
before filtration and eliminated the cross-coupling effect on that axis.

In the case of vibrations on the cross axis, accelerations were found in a much broader band and
reached 500 s. In arm-spring gravimeters, these accelerations, theoretically, are not coupled with the
measurement result [19] but can cause the gimbal unit to swing, thus disturbing measurements if they
have a sufficiently high amplitude and low frequency.

Therefore, having analyzed the spectral data, we decided to use a low-pass FFT filter with a
cut-off period of 500 s. The width of the passband was 200 s. The low-pass FFT filter implementation,
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as described in the literature [14], was used for frequency filtration. This type of filter enables better
separation of the signal, mainly because it is easier, compared to the case of a Butterworth filter,
to control the cut-off frequency and the passband width. Consequently, the signal band with noise
detected in a spectral analysis can be cut offmore precisely.

Figure 5. Impact of the curvature of the measurement profile on the recorded gravimetric signal.
The spatial distribution of the correction is shown on the maps for the first line (a) and for the second
line (b); a logarithmic scale is used.
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Figure 6. Signals from dilatometers installed in MGS-6. (a) Spectral power density for dilatometer
signals for cross direction; (a1) values of cross accelerations of the first profile; (a2) values of cross
accelerations of the second profile; (b) spectral power density for longitudinal direction; (b1) values
of longitudinal accelerations for the first profile; (b2) values of longitudinal accelerations for the
second profile.

In addition, the gravimetric signals recorded on the survey lines were smoothed using a
second-order Savitzky–Golay filter with a window length of 500 s. It was required in order to
eliminate residual oscillations in the data after frequency filtration and because there was no need for a
higher spatial resolution, which was already limited by the selected frequency filtration parameters.

Using the conclusions from the first campaign, the second campaign was designed. The gravimeter
was configured to record the gravity at a higher sampling rate equal to 20 Hz. This is the highest
sampling frequency available in this model of gravimeter. The kinematic data have to be sampled
faster with the increase in gravity data sampling, so the 10 Hz data acquisition frequency was used.

The higher sampling frequency allowed us to utilize a different type of data processing (Figure 7).
The raw gravity data were corrected by the application of both the VCC correction and the Eotvos
correction calculated from the navigation data. In the second stage, the resulting corrected gravity was
carefully examined in order to remove all outliers from the data, after which the data were filled using
the autoregressive model (ARMA). The resulting data were filtered using the same one-pass low-pass
FFT that was used for processing the data from the first campaign. The cut-offwavelength was set to
600 s, and the stopband, to 400 s. No additional filtration was used.
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Figure 7. The block scheme showing the data processing routes for 20 Hz and 1 Hz gravimetric data.
The FFT refers to Fast Fourier transform.

3. Results

In this work, the data collected in two campaigns performed on the same water area are presented.
The results from both of them are presented together on similar types of plots, which allowed for the
reliable evaluation of the results and showed the influence of the setup used on the data quality. First,
the data from the 1 Hz setup campaign were analyzed.

In the analysis of the results, the internal and external accuracies were verified. The results are
shown in Figure 8, including the combined routes in both directions and measurements at land-based
stations along the river. The land-based measurements were reduced to the height of the marine
gravimeter using free-air reduction [23]. Figure 9 shows the distribution of the differences between the
two survey lines. To estimate the internal consistency of the data (internal accuracy), we examined the
differences between the results obtained on both survey lines. The internal error was calculated as the
mean square from the difference between the two survey lines.

The estimated internal error of the measurement data was 1.13 mGal. The varying differences
between the measurement data on the two lines are plotted in Figure 9. The next step was to calculate
the external accuracy by comparison with measurements conducted on the riverbank.

Figure 10 depicts the difference between the average measurements on the two lines and on land.
An analysis of thew Odra riverbank measurement differences allowed us to estimate the external
consistency of the data. The values of the differences between the points acquired by a land-based
gravimeter and those from a marine gravimeter are shown in Figure 11. Because gravimetric
measurements had not been conducted before on the Odra, no historical data existed for comparison.
Therefore, the external accuracy was verified by comparing measurements made on the riverbank.
Based on those results, the calculated external accuracy value was 0.61 mGal. The accuracy was
calculated as the root-mean-square (RMS) values of the differences, similarly to the internal accuracy.
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Figure 8. The superimposed values of gravitational acceleration on the two survey lines. In addition,
land measurement points are marked, with the obtained values reduced to the height of the
dynamic gravimeter.

Figure 9. The distribution of differences in the values of gravitational acceleration between the
survey lines.

Figure 12 presents data from the second campaign, with the usage of a higher (20 Hz) registration
frequency. Once again, gravity was measured on the river during two passages, called lines 1 and
2. These lines overlapped each other, so the differences in values between them could be used as the
measure of misclosure (internal accuracy). The green crosses in Figure 12 indicate the points where
land gravity data were available. The height difference caused by the pier height was reduced using
free-air reduction.

Figure 13a depicts the differences both between the lines and between the land data. The RMS
misclosure between the lines was 0.0818 mGal.

The differences between the data collected on the river and the data collected on the land are
plotted in Figure 13b. Based on those results, the calculated external accuracy value was 0.2 mGal.
The accuracy was calculated as the RMS values of the differences.
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After this analysis, the data from all the measurements were used to create the final plot (Figure 14).
The data from the second campaign showed significantly fewer fluctuations, which was reflected in
the lower internal and external error estimates.

Figure 10. The mean measurements on the river, and data recorded at land-based measuring points.

Figure 11. Distribution of differences between the gravity obtained on land and that measured on a
survey line. The height differences have been reduced.

The data from the measurement line provided a basis for calculating the dynamic height on the
section of the river covered by the measurements. The value of the dynamic height [23] within the area
of measurements was calculated from DGPS and gravimetric results. The difference in dynamic height,
ΔHdyn, between Points A and B can be calculated from Equation (3).

ΔHdyn =

∫ B

A
dn +

∫ B

A

g− γ45

γ45
dn (3)
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In Equation (3), dn denotes the height increments between intermediate points, forming a sequence
between Points A and B. The second term of the formula is a dynamic correction, depending on
the values of the acceleration of gravity g at intermediate points and on the value of the reference
acceleration γ45. In this case, the adopted reference acceleration was normal acceleration for the
geodetic latitude of 45 degrees.

Figure 12. The superimposed values of gravitational acceleration on the two survey lines. In addition,
land measurement points are marked, with the obtained values reduced to the height of the dynamic
gravimeter. The data presented were processed as a result of the 20 Hz campaign.

The reference height was adopted as the height obtained during the binding of the gravimeter
still value to the pier point.

Figure 15 presents the distribution of the dynamic height values in the surveyed area.
The data analysis led us to conclude that it is possible to obtain gravimetric data of the gravity

distribution on a river with an accuracy comparable to that characterizing marine campaigns.
Consequently, such data can be used for calculating the distribution of the dynamic height on
rivers using the methodology adopted in this article.

The obtained variation in dynamic height on the river is not large, as predicted for this area.
The surveyed river section is located close to the river mouth, so the topography of the surroundings
varies only slightly.

The analysis of the data reveals that the changes in the operation frequency of the gravity
registration system can lead to significant changes in data quality. For this reason, we have to sum up
the results separately.

During the first campaign, it should be noted that the estimated internal accuracy of the gravimetric
measurements was greater than the estimated external accuracy. As mentioned before, vessel traffic
on the river caused some disturbances. This observation is confirmed by the graphs of the mean
amplitude of the acceleration in Figure 6. The differences between the signals from both measurement
lines recorded on the survey vessel reached the greatest value of about 2 mGal in places with strong
horizontal acceleration. In the area of land-based measurements, no significant disturbances induced
by passing other vessels occurred, which decreased the differences between the values of gravity
recorded on land and those recorded on the vessel. In addition, it should be noted that the value of
the averaged gravity on both profiles was used in the external accuracy analysis. This allowed us to
eliminate the residual errors of the Eotvos correction (the movement direction on the two tracks was
opposite, and the speeds, nearly identical). Taking into account the above facts, it should be concluded
that the error estimation for external accuracy was more reliable than that for internal accuracy.

161



Sensors 2020, 20, 6044

Figure 13. Misclosure analysis of repeated campaign: (a) The distribution of differences in the values of
gravitational acceleration between the survey lines. (b) Distribution of differences between the gravity
obtained on land and that measured on a survey line. The height differences have been reduced.

During the second campaign, the environmental conditions were very similar to those during the
first campaign. The traffic on the river was also significant. Despite this, the data collected during
the second campaign were characterized by much lower errors, both internal and external. The data
processing in the second campaign compared to the first was much more resistant to the noise and
disturbances caused by the environmental conditions due to the outlier data. The track on which the
measurements were taken was only a few kilometers long. In such conditions, the periods of time in
which no external disturbances occurred were relatively short. It was crucial to obtain as many valid
data as possible in this short period of time, so the sampling frequency of the whole system and proper
outlier data removal were the key features.
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Figure 14. The comparison of results from all campaigns performed on the Odra river.

Figure 15. The distribution of dynamic height on the river.

4. Conclusions

This article examines the dynamic height determined from gravimetric data in an area where
vertical accuracy is crucial. As in other European countries, the use of physical heights in river
navigation has become more important. The determination of dynamic height requires accurate
and reliable data on the distribution of the gravity field in the area concerned. Gravimetric surveys
conducted on board ships are an effective method of acquiring detailed local data [24]. The accuracy of
the recorded data depends largely on the external conditions prevailing during a survey [25].
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The proposed measurement technique allows us to make gravimetric measurements on water
bodies where access using land techniques is limited or impossible. This technique can be also used
in near-zero-depth coastal zones, which is important for filling the gap between marine and land
gravimetric measurements.

The results suggest that river estuary mapping can be performed using a marine gravimetric
system with a gimbal sensor. The curvatures of European rivers insignificantly affect survey results.
The quality of the data obtained does not differ considerably from that achieved during survey
campaigns carried out on much bigger vessels at sea.

The study showed that several possible error sources have to be considered in the determination
of dynamic height. Most of these errors seem to have a small impact on the results obtained, and almost
all can be minimized by the careful planning of measurements, high-speed registration and careful
processing. In the case of our campaign, a higher (20 Hz) frequency of the registration allowed us
to achieve better results. This is because by increasing the sampling rate, we could collect more
valid data during the period of time when external disturbances were smaller and the recording was
less distorted.

We analyzed the possibility of calculating the dynamic height of a river, which is the outcome of
this study. Carefully applied, the method of dynamic height determination seems to be a promising
technique for examining some current circulation phenomena, at least on large rivers. The method
seems to be more useful for determining surface current patterns and speed than for sub-surface water
flow systems. The use of this method on the Odra River produced logical and reasonable results,
internally consistent and in line with data collected by land-based gravimeters.

Small research vessels can be stable platforms for gravimetric measurements if their centers of
gravity (COGs) are sufficiently low. A good example of such a vessel is the Hydrograf XXI, which is a
boat with hybrid propulsion (electrical and gasoline engines). The batteries lower its COG and give it
additional mass, which is important for dampening hull oscillations.

The next logical step would be to extend the scope of the dynamic height surveys with the use
of this method to cover the entire navigable part of the Odra estuary. This would allow for better
predictions of depth distribution on the river at a specific water level, which are essential for the
optimal use of the river water resources.
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Abstract: The human activities in the offshore oil and gas, renewable energy and construction industry
require reliable data acquired by different types of hydrographic sensors: DGNSS (Differential Global
Navigation Satellite System) positioning, attitude sensors, multibeam sonars, lidars or total stations
installed on the offshore vessel, drones or platforms. Each component or sensor that produces
information, unique to its position, will have a point that is considered as the reference point of that
sensor. The accurate measurement of the offsets is vital to establish the mathematical relation between
sensor and vessel common reference point in order to achieve sufficient accuracy of the survey data.
If possible, the vessel will be put on a hard stand so that it can be very accurately measured using
the standard land survey technique. However, due to the complex environment and sensors being
mobilized when the vessel is in service, this may not be possible, and the offsets will have to be
measured in sea dynamic conditions by means of a total station from a floating platform. This article
presents the method of transformation by similarity with elements of affine transformation, called
Q-ST (Quasi-Similarity Transformation). The Q-ST has been designed for measurements on such
unstable substrates when it is not possible to level the total station (when the number of adjustment
points is small (4–6 points)). Such situation occurs, among others, when measuring before the offshore
duties or during the jack up or semi-submersible rig move. The presented calculation model is
characterized by zero deviations at the adjustment points (at four common points). The transformation
concerns the conversion of points between two orthogonal and inclined reference frames. The method
enables the independent calculation of the scale factor, rotation matrix and system translation. Scaling
is performed first in real space, and then both systems are shifted to the centroid, which is the center of
gravity. The center of gravity is determined for the fit points that meet the criterion of stability of the
orthogonal transformation. Then, the rotation matrix is computed, and a translation is performed from
the computational (centroid) to real space. In the applied approach, the transformation parameters,
scaling, rotation and translation, are determined independently, and the least squares method is
applied independently at each stage of the calculations. The method has been verified in laboratory
conditions as well as in real conditions. The results were compared to other known methods of
coordinate transformation. The proposed approach is a development of the idea of transformation by
similarity based on centroids.

Keywords: similarity transformation; affine transformation; rotation matrix; offshore surveying;
dimensional control; orthogonal coordinate system; close range photogrammetry; total station
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1. Introduction

Similarity transformation is commonly used to convert coordinates between two three-dimensional
orthogonal frames of reference [1]. This applies in particular to fields such as hydrography, geodesy,
photogrammetry, offshore measurements and navigation [2–4]. Spatial transformations are commonly
used in the processing of data from unmanned aerial vehicles [5], point clouds from laser scanning [6,7]
and also with the use of computer vision algorithms [8]. Calculations of this type are also performed in
engineering geodesy, where measurements are often converted to the coordinate system associated
with the measured object, as well as when using, e.g., tunnel boring machines [9,10], and in many
others. For big datasets of measurement, algorithms based on machine learning or applying the PCA
(principal component analysis) method are also used for data processing [11–13].

Conformal transformation, also called transformation by similarity (or Helmert transformation),
includes the change of scale (single accuracy) and isometry, which is related in the orthogonal
transformation with translation and rotation [1,14,15]. This transformation concerns three groups of
transformations: rotation, translation and scaling, and has seven parameters. The unknowns are: the
translation vector, the scale factor and three rotation angles [16,17]. This transformation is usually
presented in the form [18]: ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

X′
Y′
Z′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = λ × R ×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

X
Y
Z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

X0

Y0

Z0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (1)

where:

•
[
X0, Y0, Z0

]T
—translation vector,

• [X, Y, Z]T—vector (point) in the original system (subject to transformation),

• [X′, Y′, Z′]T—vector (point) in the secondary system (treated as stationary),
• λ—scale factor,
• R—rotation matrix.

The rotation matrix R in Equation (1) is also commonly used in robotics, mechanics and automation
and can be represented using various angle systems: Euler angles Equation (2), directional cosines
Equation (3), angles used in photogrammetry Equation (4), angles related to motion, also referred to as
Euler (or Tait-Bryan) angles Equation (5), as well as using Hamilton quaternions Equation (6) [18–22].
A rotation matrix using three angles of rotation can be represented by twelve sequences when all
rotations are in the same direction (e.g., clockwise). Each sequence can be presented, depending on
the adopted direction of the rotation, clockwise or anticlockwise, in six ways. This gives a total of
seventy-two possibilities to build the rotation matrix. The in-depth analysis and the relationship
between the various systems of angles and sequences of rotations and their relationships with Hamilton
quaternions have been discussed in References [2,20,23,24]. In Figure 1 and in Equation (2), one of the
possibilities of rotating with the use of the classic Euler angles system is presented, where rotation
around one axis occurs twice (the order of rotations around the axis: Z—rotation by the angle ψ,
X (W)—rotation by angle θ, Z (3)—rotation by angle ϕ).

R =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosψ sinψ 0
− sinψ cosψ 0
0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 cosθ sinθ
0 − sinθ cosθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosϕ sinϕ 0
− sinϕ cosϕ 0
0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
− cosθ× sinϕ× sinψ+ cosϕ× cosψ cosθ× cosϕ× sinψ+ cosψ× sinϕ sinθ× sinψ
− cosϕ× sinψ− cosθ× cosψ× sinϕ − sinϕ× sinψ+ cosθ× cosϕ× cosψ cosψ× sinθ
sinθ× sinϕ − cosϕ× sinθ cosθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)

where:

• rotation order: ψ→ θ→ ϕ, all rotations were assumed clockwise and with markings as in Figure 1,
• ψ—precession angle, between the OX axis and the OW node line (rotation around the Z axis),
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• θ—nutation angle, between the OZ and O3 axes (rotation around the OW node line),
• ϕ—angle of pure rotation (intrinsic rotation), between the line of nodes OW and the axis O1

(rotation around axis 3).

Figure 1. Euler’s rotation angles (shown sequence: ψ→ θ→ ϕ). The rotation matrix is described by
the Equation (2).

The rotation matrix is also represented by directional cosines, where individual columns of the R
matrix are represented by the scalar products of the dissipers of individual systems. The target system
is also referred to in the literature as a stationary or reference frame [2,20]:

R =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos(x, x′) cos(x, y′) cos(x, z′)
cos(y, x′) cos(y, y′) cos(y, z′)
cos(z, x′) cos(z, y′) cos(z, z′)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

The rotation matrix in photogrammetry is determined on the basis of the angles related to the
motion in the following order: ω (roll), ϕ (pitch), κ (yaw), which is written in the form of Equation (4):

R =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 cosω sinω
0 − sinω cosω

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosϕ 0 − sinϕ
0 1 0
sinϕ 0 cosϕ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosκ sinκ 0
− sinκ cosκ 0
0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosϕ× cosκ cosϕ× sinκ −sinϕ
−cosω× sinκ+ sinω× sinϕ× cosκ cosω× cosκ+ sinω× sinϕ× sinκ sinω× cosϕ
sinω× sinκ+ cosω× sinϕ× cosκ −sinω× cosκ+ cosω× sinϕ× sinκ cosω× cosϕ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

where:

• rotation order: ω→ ϕ→ κ,
• ω—the rotation around the X axis (clockwise), the roll angle,
• ϕ—the rotation around the Y axis (anticlockwise), the pitch angle,
• κ—the rotation around the Z axis (clockwise), the yaw angle.

In navigation, extended notation of the basic Euler system of angles is used and they are often
defined in relation to the body frame to an external (often defined by GNSS – Global Navigation Satellite
System) reference frame (fixed frame). The rotation sequence is then the opposite to that described
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with the Equation (4), which for an orthogonal transformation can be written as a transposition of this
matrix in the form of the Equation (5):

R =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosψ − sinψ 0
sinψ cosψ 0
0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosθ 0 sinθ
0 1 0
− sinθ 0 cosθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 cosϕ − sinϕ
0 sinϕ cosϕ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosθ× cosψ −cosϕ× sinψ+ sinϕ× sinθ× cosψ sinϕ× sinψ+ cosϕ× sinθ× cosψ
cosθ× sinψ cosϕ× cosψ+ sinϕ× sinθ× sinψ −sinϕ× cosψ+ cosϕ× sinθ× sinψ
−sinθ sinϕ× cosθ cosϕ× cosθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5)

where:

• rotation order: ψ→ θ→ ϕ,
• ψ—yaw angle (anticlockwise), rotation around the Z axis,
• θ—pitch angle (clockwise), rotation around the Y axis (after rotation around the Z axis),
• ϕ—roll angle (anticlockwise), rotation around the X axis (after rotation around the Z and Y axes).

The rotation matrix (5) written with Hamilton quaternions will take the form of the relationship
(6). The relation between the Euler angles assumed in Equation (5) and the quaternions described with
Equation (6) will then take the form of Equation (7), with the norm in the form of Equation (8):

Q =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
q1

2 + q2
2 − q3

2 − q4
2 2(q2 × q3 − q1 × q4) 2(q2 × q4 + q1 × q3)

2(q2 × q3 + q1 × q4) q1
2 − q2

2 + q3
2 − q4

2 2(q3 × q4 − q1 × q2)

2(q2 × q4 − q1 × q3) 2(q3 × q4 + q1 × q2) q1
2 − q2

2 − q3
2 − q4

2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (6)

where:
q1 = cos ϕ2 × cos θ2 × cos ψ2 + sin ϕ2 × sin θ2 × sin ψ2
q2 = sin ϕ2 × cos θ2 × cos ψ2 − cos ϕ2 × sin θ2 × sin ψ2
q3 = cos ϕ2 × sin θ2 × cos ψ2 + sin ϕ2 × cos θ2 × sin ψ2
q4 = cos ϕ2 × cos θ2 × sin ψ2 − sin ϕ2 × sin θ2 × cos ψ2

(7)

q1
2 + q2

2 + q3
2 + q4

2 = 1 (8)

Equations (6)–(8), although not applied in the practical part of the study, are presented in addition
to the completeness of the theoretical considerations.

The rotation matrix is also presented in a parametric Equation (9), which is very convenient to use
because it can then be used to calculate the rotation matrix in any system of angles:

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
m11 m12 m13

m21 m22 m23

m31 m32 m33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (9)

In general, the transformation matrix M has nine unknowns, including six independent ones,
but after applying the orthogonal transformation Equation (10), only three of them will be linearly
independent, which leads to Equation (11):

m2
11 + m2

12 + m2
13 = 1

m2
21 + m2

22 + m2
23 = 1

m2
31 + m2

32 + m2
33 = 1

m11 ×m12 + m21 ×m22 + m31 ×m32 = 0
m11 ×m13 + m21 ×m23 + m31 ×m33 = 0
m12 ×m13 + m22 ×m23 + m32 ×m33 = 0

(10)

M×MT = I (11)
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where:

• I—identity matrix.

In the case of the affine transformation, in the nine-unknown approach, the scale factor is replaced
by the scale factor vector λ = diag[λX, λY, λZ]

T, which allows a different scale for each axis. If all the
scale factors are the same and after the orthogonality condition in the Equation (10) or Equation (11)
is satisfied by the rotation matrix, the affine transformation goes into a transformation by similarity.
Various variants of the affine transformation are presented, e.g., in References [25–27], and in this study,
they will not be described in more detail.

In practice, in many applications, the rotation matrix is reduced to the infinitesimal (aiming at
zero) values of the angles and presented in the form of the Equation (12):

m =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −ψ θ
ψ 1 −ϕ
−θ ϕ 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (12)

where:

• ψ, θ, ϕ—infinitesimal values of angles expressed in radians, the angles are the same as in
Equation (5).

The matrix (12) is also called the small rotation angles due to the infinitesimal values of the angles
(expressed in radians).

Transformation by similarity based on infinitesimal values of angles (expressed in radians), with a
lattice scale close to one, will take the form described as the Buršy–Wolf transformation [28,29]:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
X
Y
Z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = (1 + ds) ×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣−

1 εZ −εY
εZ 1 εX
εY −εX 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

X′
Y′
Z′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

tX

tY
tZ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (13)

where:

• εZ—rotation angle around the Z axis,
• εY—rotation angle around the Y axis,
• εX—rotation angle around the X axis,
• 1 + ds—scale factor, where ds corresponds to linear system distortion,

• [tX, tY, tZ]
T—translation vector.

The rotation matrix expressed in Equation (13) is the inverse of the matrix shown in Equation (12).
On the other hand, Badekas [30] provides a record of the transformation between the average

terrestrial system and the geodetic system in the form of the relationship (14):

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
X
Y
Z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

dx0

dy0

dz0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

X0

Y0

Z0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 da3 −da2

−da3 1 da1

da2 −da1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x− x0

y− y0

z− z0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+ ε
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x− x0

y− y0

z− z0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (14)

where:

• [X Y Z]T—coordinates in the average Earth coordinate system,

• [x y z]T—coordinates in a geodetic (local) coordinate system,
• da1, da2, da3—(infinitesimal) rotation angles expressed in radians,
• ε—scale correction,

•
[

X0 Y0 Z0
]T

—vector of translation in the terrestrial system,
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•
[

x0 y0 z0
]T

—translation vector in the geodetic (local) system,

•
[

dx0 dy0 dz0

]T
—the coordinates of the origin of the geodetic (local) coordinate system after

rotation and shift to the mean terrestrial system.

In the transformation described by Equation (14), both the reference frame and the geodetic
(local) system are shifted to a common centroid, which is the center of gravity of the Earth
system. The transformation described by Equation (14) written in accordance with the Buršy–Wolf
transformation (13) functions in the literature under the name of the Molodensky−Badekas
transformation (15), although many authors present it in different variants [29]:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
X
Y
Z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
2

= (1 + ds)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣−
1 εZ −εY
εZ 1 εX
εY −εX 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

X
Y
Z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
1

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
tX

tY
tZ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
2

(15)

where:

•
[

X Y Z
]T

1—coordinates in the geodetic (local) system after moving to the centroid, the center
of gravity of this system,

• indexes 1 and 2 next to the translation and coordinate vectors mean, respectively: 1—geodetic
(local) system, 2—Earth system.

Thus, in Equation (15), there is a double translation, first, the geodetic system (local, marked as 1)
is shifted to its own center of gravity, and after rotation and scale correction, a re-translation takes
place—back to the Earth system, and inversely to the one to which the Earth system was subjected
at the Buršy–Wolf and Molodensky−Badekas transformations can also be written using one of the
rotation matrices presented in Equations (2)–(6) and (9) for large values of rotation angles. Centroid
as the center of gravity and the influence on its location on the accuracy of coordinates calculation is
presented in Reference [31].

Infinitesimal values of transformation parameters are used in the adjustment process, where
the least squares method is most often used. The discussion on the use of the least squares
method in conformal and affine transformations has been undertaken in many studies, including
References [6,16,18,32–34]. The adjustment procedure leads to the search for the most probable
solutions, which is associated with the minimization of errors [35,36] and directly derived from the
maximization of the probability, P:

P =
1

σ
√

2π

∫ t

−t
e−

(x−μ)2
2σ dx (16)

The solution (calculation of the vector of unknowns) is presented in a matrix form and written in
the form:

X =
(
AT × P×A

)−1 ×AT × P× L (17)

where:

• X—vector of unknown parameters,
• A—matrix of coefficients with unknowns (partial derivatives)—Jacobian transformation,
• L—vector of constants,
• P—vector of weighting factors (statistical weights).

In practice, the adjustment problem comes down to the formulation of the correction Equation (18)
or the formulation of the computational problem in the Equation (19), where one of them is calculated,
while another is provided by the data [6,32]:

V = A×X − L (18)

172



Sensors 2020, 20, 6497

L = A×X (19)

The correction Equation (18) for the transformation by similarity (1) with the use of a small-rotation
matrix (12) from the body frame to the stationary frame (reference frame–fixed frame) can be written
as Equation (20), and after transformation into the Equation (21) [37]:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
X′
Y′
Z′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
trans f ormed

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
dλ −ψ θ
ψ dλ −ϕ
−θ ϕ dλ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

dx0

dy0

dz0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (20)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
VX

VY
VZ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x 0 −y z 1 0 0
y −z x 0 0 1 0
z y 0 −x 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dλ
ϕ
ψ
θ

dx0

dy0

dz0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
X′
Y′
Z′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
trans f ormed

(21)

The reference of compound (21) to the designations of compound (18) is as follows:

V =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
VX

VY
VZ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
x 0 −y z 1 0 0
y −z x 0 0 1 0
z y 0 −x 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, X =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dλ
ϕ
ψ
θ

dx0

dy0

dz0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, L =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
X′
Y′
Z′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
trans f ormed

(22)

In this study, the least squares method is used in stages, and not in one equalization process, e.g.,
expressed by Equation (20). It is used separately at each stage of the transformation, and therefore it is
abbreviated as S2-LSM (Stages Sequence–Least Square Method). Such an approach is implemented in
the Quasi-Similarity Transformations (Q-ST) algorithm and results in resetting the deviations on the
combined points for four adjustment points. This method was designed for measurements in dynamic
inclined systems, in particular in the offshore industry and in close-range geodesy and photogrammetry.

The aim of this publication is to develop a coordinate transformation method dedicated to
measurements in a dynamic body frame, ensuring simplicity and speed of calculations with a
simultaneous reduction to the minimum of errors on the adjustment points, when their number is
small (4–6 points). According to the authors, the developed Q-ST method can be used to convert
coordinates in the offshore industry and in traditional geodetic and photogrammetric measurements.
The method can also be used in navigation, automation, mechanics and robotics. The advantage of the
proposed method is especially visible in the case of a small number of adjustment points (4 or 5), and
by zeroing the errors at the adjustment points, according to Equation (16)—the calculated coordinates
can be treated as maximally probable.

2. Materials and Methods

2.1. Vessel Offsets Measurements

To achieve the highest accuracy standards, vessels’ offsets determination is usually performed
with total station. Total station, as in other industries, is an essential instrument used in the offshore
industry for surveying and building construction due to the level of accuracy it provides. They are used
for dimensional control of offshore vessels, survey boats, jack up and semi-submersible platforms, wind
turbines, remotely operated vehicles, including primarily the measurement of offsets of navigational
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or hydrographic sensors and measurements, and other elements of ship’s structure, essential for
offshore operations.

Precisely measured offsets in the local (vessel) coordinate frame are entered into the hydrographic
software integrating signals from sensors, e.g., GNSS, Multi-beam echosounder, gyrocompass, motion
reference unit, acoustic underwater positioning systems, lidars and others, and based on the adopted
navigation solution, e.g., Kalman filter, acquired data X, Y, Z are logged in the global coordinate frame.

The robotic total station is also used as a navigation sensor for positioning of the jack up and
semi-submersible platforms during approach to installation of offshore structures, e.g., during jacket or
wind turbine pile installation projects. They are an alternative to GNSS satellite positioning wherever
there is a risk of signal obstruction and loss of platform position. Based on both vertical and horizontal
angles and the slope distance, the navigation solution is performed. Total Station mounted on the
vessel takes measurements to a particular point (usually prism reflector installed on the offshore
installation with known coordinates) and the dynamic vessel’s position is determined by hydrographic
software and can be monitored to mitigate the risk of collision.

During the survey, the tilt compensator is locked. Each survey station is established in a random
(local) coordinate system on board the floating vessel. Usually more than one survey station is needed
for covering all the observations. Therefore, at least four common control points between survey
stations are established and observed. Additionally, for measuring the sensors of interest, the vessel
body must be surveyed for center line alignment and the positioning of the new established local
coordinate frame of the vessel (see Figure 2).

Figure 2. Determination of the ship’s center line (Y) and the base plane: (a) the ship’s center line, define
the base plane based on: (b) turntable element, (c) main deck floor, (d) wall edges.

As already mentioned, all the survey stations are independent and established in a random
coordinate system. The instrument does not need to be levelled, but for avoiding any bending of the
instrument under its own weight, it is good practice to level it approximately. The tilt compensator
must be locked, because the instrument must be fixed relatively to the vessel when the vessel is floating.
As a precaution for discovering small accidental moves of the instrument during the survey (hitting the
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tripod with leg, for example), it is wise to start the survey station with measuring the farthest point and
to finish the survey station with re-measuring that point. By comparing the initial coordinates against
the last ones, a possible instrument move becomes visible. Each survey station must be connected to
others through at least four control points. Even though three are minimum, it does not give enough
quality control. Good practice is having five or more common points between stations.

Planning and preparing the survey is the most time-consuming part of the whole process.
It includes establishing the control points at suitable places all over the vessel (see Figure 3) and
planning the survey station locations. Because usually there are multiple operations simultaneously
progressing on board the vessel, the surveyor must prepare for sudden unexpected visibility issues
raised during the observations. Also, the geometry of the common control points between survey
stations must be wide enough for providing wanted precision (due to our practice). A proven approach
is: starting the survey from the location with the widest visibility and measuring many control points
on all parts of the vessel from there. Other survey stations established later are referenced to the
points from the first station. This way, the “chain of stations” is as short as practically possible. In the
best-case scenario, all the stations are connected directly to the first survey station control points.

Figure 3. Common control points marked on the vessel.

The meaning of wide geometry of common control points between stations is different from the
meaning land surveyors are used to. On terrestrial observations, the Z axis is locked with the help of
gravity (by levelling the instrument) and the survey can be considered as two-dimensional regarding
the rotations. It is enough to measure 2 points with decent distance between them for establishing the
position of the total station. However, on a floating object, at least 3 points are needed for establishing
the position of the instrument, and these 3 points cannot be adjusted with LSM. In a perfect case, they
form an equilateral triangle. While planning the survey, the surveyor must analyze the situation in
three-dimension (3D)—control points should stretch out to various directions.

Usually, some navigation systems on board ships already have a local coordinate system defined,
and for simplicity, the surveyor should use the same location for his coordinate frame origin as specified
in vessel systems (Ultra Short Baseline (USBL) transducer in Dynamic Positioning system (DP)).
That means, during the total station observations, a common element must be surveyed, for knowing
where the pre-defined coordinate frame’s origin is located. That element is an observable sensor, which
coordinates (X, Y, Z values) can be read out from the navigation system, for example, USBL pole or
GPS antenna. The origin of the coordinate system of navigation systems can therefore be determined
during surveys in the local random coordinate system of the total station.

Below can be found the complete list of items to observe during the total station survey (in addition
to the control points for the current survey and for future use—marked in Figure 3):
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1. Sensors of interest (the purpose of the survey),
2. Sensors for connecting the survey to a pre-established coordinate frame of vessel system

(USBL, DP),
3. Ship elements for connecting the survey to General Arrangement (GA) drawing of a vessel,
4. Prepared pitch, roll and heading calibration points,
5. Ship body for alignment and positioning of the new local coordinate frame:

• Z-axis direction (base plane),
• Y-axis direction,
• Origin X-position (center line of vessel),
• Origin Y-position,
• Origin Z-position.

Data processing is done in dimensional control software, like, for example, SC4W. For simplicity,
the survey data is imported into the software as (X,Y,Z) coordinates in 1.0 or 0.1 mm precision, instead
of raw angles and distances. The next step is merging the survey stations. The first survey station is
considered as fixed and other survey stations are rotated and shifted in the best possible way to match
common control points with the first station. This is usually done with the help of data processing
software’s least squares best fit function. After the merging process, all the surveyed points are in the
form of one point cloud instead of independent unaligned point clouds of each station. During the
data processing, all survey stations are merged, and one point cloud is formed. After that, the point
cloud is aligned with the vessel body and as the effect, the origin of the coordinate frame is positioned
on the desired location. After the aligning process and coordinate frame positioning related to the
vessel is completed, the sensor coordinates are obtained.

For quality control and for positioning the surveyed points relative to the vessel, it is useful to
have GA drawings of the ship in CAD format. For being able to relate the GA drawing with total
station survey, few well-defined common elements must be found which are easily observable and
also presented on the GA drawing. In most cases, vessel attitude sensor calibration follows the offsets
survey. Therefore, it is wise to pre-install poles for RTK (Real Time Kinematic) Rovers or prisms,
depending on the calibration method. These poles are observed during the total station survey and
local coordinates are obtained.

Due to the presented approach, similarity transformation algorithms using the least squares
method are used to connect point clouds. For on-board measurements, as mentioned, the number of
common points is generally four or five. This publication presents a similarity transformation method
that is suited to this small number of common points. This method is characterized by a minimum
value of errors of alignment at common points and is based on the Q-ST algorithm.

2.2. Quasi-Similarity Transformations (Q-ST) Algorithm

In the presented Quasi-Similarity Transformations (Q-ST) method, it was assumed that the
transformed system associated with the measurement instrument is named as local frame—LF, and
the target—stationary system to which the transformation takes place, was named vessel frame—VF
(fixed-frame). The composition of the transformation groups: rotations, translations and scaling, is
arbitrary in the transformation and results in a mathematical notation appropriate to the adopted
model. The functional model of the Q-ST transformation is presented by the formula (23):

XVF = R× (λ·XLF −XCLF) + XCVF (23)

where:

• XVF—coordinates in the target system—stationary (vessel reference frame—VF),
• R—rotation matrix,
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• λ—scale factor,
• XLF—coordinates in the transformed system (local reference frame—LF),
• XCLF—coordinates of the center of gravity in the transformed system (centroid of local reference

frame),
• XCVF—coordinates of the center of gravity in the target system—stationary (centroid of vessel

reference frame).

The Q-ST (23) is performed in the steps shown in Figure 4.

Figure 4. Calculation scheme of the Quasi-Similarity Transformation (Q-ST) method.

After collecting the data by means of measurements in the local system of the LF instrument (local
reference frame), they are converted to the vessel’s VR coordinate system (vessel reference frame).
The calculations are performed in the steps shown in Figure 4. Below are descriptions of each step of
the Q-ST.

Stage 1:
The first stage of transformation is related to the scale adjustment between the LF and VF systems.

The scale factor λ for a pair of homologous vectors—built from points known in both systems—LF and
VF—is determined from the dependence (24):

DVF = λ×DLF (24)

where:

• DVF—vector length in the ship’s coordinate system (VF),
• DLF—the length of the vector in the local coordinate system associated with the instrument (LF).

The scale factor, using Equation (24), can be determined independently for each pair of homologous
vectors known in the VF and LF systems. Calculation of the global scale factor between the LF and VF
systems for all homologous vectors is performed using the least squares method. The computational
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problem is reduced to the form of the relationship (19), and the solution written according to the
Formula (17) will then take the form of the relationship (25):

λ =
(
DLF

T ×DLF
)−1 ×DLF

T ×DVF (25)

where:

• DLF = [D1, D2, . . . , DN]
T—a vector consisting of the length of the homologous vectors in the local

LF system,
• DVF = [D1, D2, . . . , DN]

T—a vector consisting of the lengths of the homologous vectors in the VF
ship system,

• D1, D2, . . . , DN—lengths of homologous vectors in the LF and VF coordinate systems,
• N—the number of homolog vector pairs known in LF and VR.

The reference of the signs in Equation (25) to the signs in Equations (17) and (19) is as follows:

A = DLF, X = λ, L = DVF (26)

At this stage of transformation, the homogeneity of scale changes is also tested, which is related
to the behavior of the orthogonal transformation criterion (robust orthogonal criterion in Figure 4).
For each pair of homologous vectors in LF and VF, scale corrections are made, which according to
relation (18) and notations (26) and taking into account the Equation (25), can be written as Equation (27):

V = DLF ×
(
DLF

T ×DLF
)−1 ×DLF

T ×DVF −DVF (27)

For the corrections calculated with the use of the Equation (27), the standard deviation σD is
calculated using Equation (28):

σD =

√
VT ×V
N − 1

(28)

Then, for each deviation from the calculation scale, the condition written in the form (29) is
checked using the Equation (27):

Vi ≥ 2σD (29)

The deviations from the scale testify to the heterogeneity of its change between the LF and VF
systems. The criterion of exceeding the double value of the standard deviation is statistically justified
for twenty lengths of homologous vectors, in the case of normal distribution of their values. In the case
of five connecting points known in both systems, ten pairs of homologous vectors can be constructed
on their basis. Therefore, exceeding the standard deviation twice can be treated as a disturbance of
the scale, which in this case can also be justified using the Chauvenet criterion [36]. Condition (29)
is a notation of a robust orthogonality transformation criterion. According to this condition, pairs
of homologous vectors for which the condition (29) is satisfied introduce a scale disturbance and
are excluded from the determination of this coefficient. After their elimination, the scale factor is
determined again using the Formula (25).

Stage 2:
In the second step, the center of gravity of both the LF and VF coordinate systems is determined.

The coordinates of the center of gravity have the form of relations (32) and are the result of searching
for the extreme (minimum) of the function F (30), for which the sum of the squares of the distance from
the searched point is the minimum:

F(x, y, z) = D1
2 + D2

2 + . . .+ Dn
2

Di
2 = (xC − xi)

2 + (yC − yi)
2 + (zC − zi)

2 = minimum
(30)
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At the stationary point, the partial derivatives of the function (30) take the extreme (minimum)
value, which was written using the compounds (31). Directly from the compounds (31), after ordering,
the coordinates of the center of gravity are obtained in the form (32) [38]. The center of gravity is
therefore determined by minimizing the squared distances to each of the common points in the LF and
VF systems:

∂F
∂x = 2(xC − x1) + 2(xC − x2) + . . .+ 2(xC − xn) = 2(nxC − x1 − x2 − . . .− xn) = 0
∂F
∂y = 2(yC − y1) + 2(yC − y2) + . . .+ 2(yC − yn) = 2(nyC − y1 − y2 − . . .− yn) = 0
∂F
∂z = 2(zC − z1) + 2(zC − z2) + . . .+ 2(zC − zn) = 2(nzC − z1 − z2 − . . .− zn) = 0

(31)

where:

• Di—length of the homologous vector in each of the LF and VF systems built using two points: the
center of gravity and the considered fit point,

• XC, YC, ZC—coordinates of the center of gravity (center of mass) in LF and VF respectively,
• Xi, Yi, Zi—the coordinates of the fitting point, i ∈ (1,2, ..., n),
• n—number of homologous points, adjustments (common points) in LF and RF systems.

XCLF =
∑N

i=1(Xi)

n , YCLF =
∑N

i=1(Yi)

n , ZCLF =
∑N

i=1(Zi)

n ,

XCVF =
∑N

i=1(Xi)

n , YCVF =
∑N

i=1(Yi)

n , ZCVF =
∑N

i=1(Zi)

n ,
(32)

Stage 3:
In the third stage, auxiliary coordinates are determined in the LF and VF systems. These

coordinates are calculated for the common points after translating both systems into the centroid—the
center of gravity of both systems. The idea of translation is presented in Figure 5.

Figure 5. Shift of the two inclined frames of reference (VF and LF) to the centroid—center of gravity.

The systems (Figure 5) are translated along the axis of each of the LF and VF coordinate systems.
In this way, the mutual angular orientation of the two systems does not change. As a result, new
centroid coordinates are obtained, in the auxiliary computational space, and related to the center of
gravity. These coordinates for points in LF and VF systems, after taking into account relations (25) and
(32), can be written using Formula (33):

XiLF = (λ×XLF −XCLF) =
[(

DLF
T ×DLF

)−1 ×DLF
T ×DVF

]
×XLF −

∑N
i=1(Xi)

n

XiVF = (XVF −XCVF) = XVF −
∑N

i=1(Xi)

n

(33)

where:
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• XiLF—centroid coordinates of points in the LF and VF systems related to the center of gravity,
• XiVF—centroid coordinates of points in the VF system.

Stage 4:
In the fourth step, the rotation matrix of the system LF with respect to VF is determined. The matrix

of rotation is calculated using the coordinates defined by Equation (33). The designations of the angles
of the LF system with respect to VF were adopted in accordance with the relationship (5) and Figure 5.
For the simplicity and convenience of calculations, a parametric matrix (9) is used. For three common
points, the rotation matrix is determined from the dependence (34):

M = XiVF ×XiLF
−1 (34)

where:

• M—a rotation matrix defined by Equation (9),
• XiLF, XiVF—designations as in Equation (33).

In the case when the number of adjustment points is greater than three, the rotation matrix M is
determined by the least squares method according to the relationship (17), and the Equation (34) is
redefined to the form (19), which can be written in the form of the relationship (35):

iLF iLF iLF

iLF iLF iLF

iLF iLF iLF

iLF iLF iLF

iLF iLF i

iVF

iVF

iVF

iVF

iVF

iVF

iVFN

iVFN

i

LF

iLF iL

V

F

FN

X Y Z
X Y Z

X Y Z
X

X
Y

Y Z
X Y Z

Z
X
Y
Z

X
X
X

X Y iLF

iLFN iLFN iLFN

iLFN iLFN iLFN

iLFN iLFN iLFN

m
m
m
m
m
m
m
m

Z
X Y Z

X Y Z
X Y Z m

×

 

(35) 

where

  

The vector of unknowns, X, calculated using the Equation (35), contains elements of the rotation
matrix M. The matrix M describes the relation between the centroid coordinates in the instrument (LF)
and ship (VF) systems, which are given by the Equation (33). This relationship can be written in a
parametric form in Equation (36):

XiVF = M×XiLF (36)

Equation (36) has a simple form, but it does not guarantee that the elements of the matrix M are
related only to rotations, which can be stated after checking the orthogonality condition in the form
(11). In the case of an orthogonal transformation, the condition (11) should be strictly met, which for a
coordinate transformation containing six significant digits in the discussed case means compliance
with the unit matrix at the level of 1× 10−6. Such a match confirms the condition of orthogonality and
transformation by similarity. Otherwise, we should look at the M matrix as a transformation matrix—a
quasi-rotation matrix—which we denote here as QR. The QR matrix is a 3 × 3 matrix and it can also be
obtained by the affine transformation of coordinates by Equation (36), which can be written in the form
of Equations (37) and (38):

XiVF = QR×XiLF (37)

180



Sensors 2020, 20, 6497

where:

QR =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
λX 0 0
0 λY 0
0 0 λZ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

m11 m12 m13

m21 m22 m23

m31 m32 m33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

q11 q12 q13

q21 q22 q23

q31 q32 q33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (38)

If the scale coefficients λX, λY, and λZ are equal unity, then condition (11) is satisfied, the QR matrix
is equal to the M matrix, the transformation is orthogonal and the transformation is a transformation by
similarity. In another case, the relationship between the coordinates is described by the Equation (37),
and the QR transforming matrix can be described as the quasi-rotation matrix, then, the transformation
in question is also defined as quasi-similarity.

Stage 5:
In the fifth step, after calculating the matrix M (QR), the condition for zeroing the deviations

between the coordinates of the adjustment points in the VF system (related to the centroid) and the
coordinates converted to this system from the LF system using the Equations (36)/(37) is checked.
The fulfillment of the condition of zero deviations L, within 1× 10−4 m (ten-fold more precise than the
total station measurement), can be written using the relation (39):

L =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
LX

LY
LZ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

XiVF
YiVF
ZiVF

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

q11 q12 q13

q21 q22 q23

q31 q32 q33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

XiLF
YiLF
ZiLF

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.0000
0.0000
0.0000

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (39)

If the condition (39) is not met, corrections to the (quasi) QR rotation matrix are sought, which also
includes the scale correction for each axis. Additionally, corrections to the position of the centroid of the
LF system with respect to VF are sought, which can be generally written in the form of Equation (40),
and after transformation in the form of Equation (41):

V = dQR×XiLF + dXiLF − L (40)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
VX

VY
VZ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 XiLF YiLF ZiLF 0 0 0 0 0 0
0 1 0 0 0 0 XiLF YiLF ZiLF 0 0 0
0 0 1 0 0 0 0 0 0 XiLF YiLF ZiLF

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dXiLF
dYiLF
dZiLF
dq11

dq12

dq13

dq21

dq22

dq23

dq31

dq32

dq33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

LX

LY
LZ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (41)

where
V = A×X − L.

Equation (41) therefore contains the affine scale corrections with corrections to the value of
revolutions (elements) and corrections to the LF system translation to the centroid—corrections of the
LF system center of gravity (elements dXiLF, dYiLF, dZiLF). The determined corrections are added to
the coordinates, and the control is the zeroing of the intercepts L in Equation (39), after taking into
account corrections to the coordinates calculated by Equation (41).

Stage 6:
In the next step of transformation, back translation is performed—a shift opposite to the one that

was subjected to the VF (vessel frame–fixed frame) system in the third transformation step. Reverse
translation is written as the last component of the sum in Equation (23). Thus, the coordinates of the
points in the LF system undergo a double change in translation. First, in the third step, it is a translation
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to the LF center of gravity, and in the sixth step, it is a back translation from the VF center of gravity.
Thus, the transformation is completed, and its result is a point cloud in the VF system. Transformation
results are assessed on common points and on check points that were common points (known in
both LF and VF systems) but did not participate in determining transformation coefficients using
Equations (36)/(37) and (40). In the proposed transformation model, it was assumed that the variables
are uncorrelated, errors are random, and their values are small. Due to these assumptions, the normal
distribution of measurements is used. As a result of the precision analysis, the mean observation error
m0, is calculated as an estimate of the variance coefficient (42), the covariance matrix Q (43) and finally,
the mean errors of the coordinates on the connecting points (44):

m0 = ±
√

VT ×V
n− k

(42)

Q =
(
AT ×A

)−1
(43)

mX = m0 ×
√

QXX, mY = m0 ×
√

QYY, mZ = m0 ×
√

QZZ (44)

where:

• n—number of matching points,
• k—number of observations (adjustment points) necessary to carry out the transformation (in the

considered transformation model, k = 3

2.3. Software

For the research, the SC4W, Geonet DC (Dimensional Control) and Mathcad Professional software
were used. The SC4W and Geonet DC software are designed for dimensional control, including
the processing of data in the object’s own system (local coordinate system), as well as for the
coordinate transformation in oblique local coordinate systems. In the SC4W and Geonet DC software,
transformation by similarity with an unknown engine of calculations is used. In Mathcad Professional
software, the Q-ST algorithm was implemented, and calculations were carried out. The calculations
were performed with the accuracy of 10−4 meters, which for measurements in the range up to 100 m
gives six significant digits.

3. Results

3.1. Description of the Experiment

Tests on the accuracy of the Q-ST transformation were carried out based on laboratory data and
on the basis of real data—collected during the measurements. Laboratory studies were based on ideal
(no disturbance) and disturbed data. The disturbance to the data was generated randomly according to
the normal distribution of the data. In the first step, the algorithm’s response and accuracy was verified
on the test data without disturbances, then on the disturbed data, and finally, on the real measurement
data. The real data were collected during the measurements on a floating ship. All data were processed
using the software described in Section 2.3. Laboratory tests were performed using 4 and 5 common
(adjusted) points, and field studies with 4, 5 and 6 common points. The number of control points
(check points) in laboratory tests was 10. Accuracy analysis was performed independently on common
and check points.

3.2. Experiment

A set of ideal test data has been generated and then shifted and twisted according to the
transformation (1). The rotation matrix R−1 was adopted for the rotation (the matrix R is described by
the compound (5)), and the transformation scale was 1. The transformation parameters are presented
in Table 1.
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Table 1. Parameters for the transformation of the VF test dataset to the LF system.

Value
ϕ (◦) θ (◦) ψ (◦) X0(m) Y0(m) Z0(m) λ

38.57893 33.30716 227.35478 10.000 10.000 4.000 1.000000

In this way, a set of laboratory data was created in two systems: VF—vessel frame (fixed frame)
and LF—local frame (see Table 2 and Figure 6).

Table 2. Laboratory data test set in VF and LF systems.

Point
Vessel Frame—VF Local Frame—LF

X (m) Y (m) Z (m) X (m) Y (m) Z (m)

1. 0.000 0.000 0.000 −14.006 −2.300 −3.815
2. 5.000 −8.000 1.000 −12.468 6.188 −7.763
3. 15.000 −14.000 2.000 −14.990 14.829 −15.244
4. 25.000 −15.000 2.000 −20.037 19.041 −22.846
5. 35.000 −14.000 3.500 −27.137 22.472 −29.255
6. 15.000 14.000 2.000 −32.203 −7.053 −12.257
7. 5.000 8.000 1.000 −22.304 −6.315 −6.055
8. 25.000 0.000 0.000 −28.160 6.276 −22.553
9. 40.000 0.000 15.000 −44.890 19.239 −23.995

10. 38.000 7.000 15.000 −48.060 13.083 −21.749
11. 16.000 10.000 2.000 −30.310 −3.584 −13.433
12. 23.000 −11.000 2.000 −21.364 15.229 −20.920
13. 39.000 −6.000 12.000 −38.988 22.022 −25.846
14. 42.000 6.000 12.000 −48.063 13.673 −26.814
15. 31.000 11.000 3.000 −39.967 1.302 −23.916

Figure 6. Ideal data distribution in the VF frame (a) and in the LF frame (b). Common points are
marked in red color, check points are blue.

Then, the Q-ST was performed, and its results were compared with the calculations made
in the software dedicated to Dimensional Control: SC4W and Geonet DC (Dimensional Control).
The calculation results are summarized for two types of common points: for adjustment points and for
check points (see Table 3).
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Table 3. Mean errors of transformations (standard deviation) for laboratory dataset without distortion
by random errors.

Transformation No. of Common
(Adjusted) Points

Mean Errors on Common
(Adjusted) Points (mm)

Mean Errors on Check Points
(mm)

mX mY mZ mP mX mY mZ mP

Q-ST

5

0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00

SC4W 0.33 0.10 0.18 0.38 0.42 0.49 0.70 0.96

Geonet DC 0.33 0.10 0.18 0.39 0.42 0.49 0.71 0.96

Q-ST

4

0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00

SC4W 0.33 0.14 0.20 0.41 0.44 0.52 0.72 1.00

Geonet DC 0.33 0.09 0.28 0.44 0.49 0.49 0.96 1.18

The analysis of the data collected in Table 3 shows the resetting of the deviations on the combined
points of adjustment and check in the Q-ST. The deviations are zero for the Q-ST, regardless of
whether five fitting points (11–15 in Table 2) or four fitting points (12–15 in Table 2) were used for the
transformation. In the programs for dimensional control (SC4W, Geonet DC), the deviations are not
zeroed, and the errors in the position of the checkpoints after the transformation are rounded to 1 mm,
despite the fact that the data used for the calculations were without disturbance.

The next step was to study the Q-ST on disturbed data. For this purpose, a new set of points was
generated, which were located on a sphere with a radius of 50 m. These data were then shifted and
twisted (see Table 4), and in the last step, random disturbances were added to them (see Table 5).

Table 4. Parameters for the transformation of the VF test dataset to the LF system before their disturbance.

Value
ϕ (◦) θ (◦) ψ (◦) X0(m) Y0(m) Z0(m) λ

27.35478 1.30716 1.57894 15.000 1.000 2.000 1.000000

Table 5. Pseudo-random disturbance for laboratory data (see Table 6).

Point dX (m) dY (m) dZ (m)

1. −0.0009 −0.0014 −0.0008
2. −0.0014 −0.0010 −0.0013
3. −0.0009 0.0011 −0.0003
4. −0.0019 −0.0005 0.0020
5. −0.0034 0.0002 0.0004
6. 0.0020 −0.0058 0.0009
7. 0.0017 −0.0043 −0.0010
8. 0.0018 0.0004 −0.0014
9. 0.0013 −0.0012 0.0061
10. −0.0021 −0.0024 −0.0006
11. 0.0001 0.0002 −0.0026
12. −0.0015 0.0015 0.0015
13. 0.0014 0.0006 −0.0008
14. −0.0004 0.0000 −0.0024
15. −0.0013 −0.0015 −0.0021

Mean error—
Calculated

(mP=0.0034 m)
0.0017 0.0022 0.0021
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Table 6. Laboratory data test set with disturbances.

Point
Vessel Frame—VF Local Frame—LF

X (m) X (m) X (m) X (m) Y (m) Z (m)

1. 28.8670 28.8670 28.8680 51.967 7.250 31.873
2. 28.8670 −28.8670 28.8680 25.445 −44.025 32.681
3. −28.8670 28.8670 28.8680 0.702 33.739 29.974
4. −28.8670 −28.8670 28.8680 −25.821 −17.538 30.784
5. 28.8670 28.8670 −28.8680 53.281 5.661 −25.825
6. 0.0000 35.3550 35.3550 29.170 26.430 37.317
7. 0.0000 −35.3550 −35.3550 −1.700 −38.316 −32.360
8. 35.3550 35.3550 0.0000 61.370 9.242 3.146
9. −35.3550 −35.3550 0.0000 −33.900 −21.120 1.816

10. 0.0000 −50.0000 0.0000 −9.238 −50.347 3.178
11. 50.0000 0.0000 0.0000 58.130 −28.876 4.122
12. −50.0000 0.0000 0.0000 −30.666 17.002 0.834
13. 0.0000 0.0000 50.0000 12.594 −4.560 52.446
14. 0.0000 50.0000 0.0000 36.702 38.468 1.776
15. 0.0000 0.0000 −50.0000 14.872 −7.317 −47.492

The following errors were adopted to generate, according to the normal distribution,
pseudo-random disturbances: mX = mY = mz = 0.002 m, which gives an error in the position
of the point mP = 0.0035 m. After generating pseudo-random disturbances for a set of twenty points,
on a sphere with a radius of 50 m, the mean error of the point location was mP = 0.0034 m, which
slightly differs from the assumed value. The generated laboratory data were therefore shifted and
twisted, and then randomly generated disturbances were added to them. In this way, data was
obtained in the VF and LF systems (see Table 6).

The computations on disturbed data were performed in two variants: for four adjustment points
(points 12–15 in Table 2) and for five adjustment points (points 11–15 in Table 2). In the next step,
for the dataset in the VF and LF systems (Table 6), the scale factor was calculated according to the
formula (25), which amounted to: λ = 0.99999103 for four adjustment points and λ = 0.99997818 for
five adjustment points. In all cases, the robust orthogonality criterion for calculating the scale factor
was met. During the calculations with the use of the Q-ST algorithm, the condition of orthogonality
of the transformation (11) for the QR matrix (38) was checked. The results of this verification were
related to the unit matrix, which was presented for four adjustment points in Equation (45) and for five
adjustment points in Equation (46):

I −QRT·QR =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.0000154 −0.0000203 −0.0000114
−0.0000203 −0.000036 −0.0000203
−0.0000114 −0.0000203 −0.0000302

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (45)

I −QRT·QR =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0.0000247 −0.0000374 0.0000104
−0.0000374 −0.0000624 0.0001047
0.0000104 0.0001047 −0.0000071

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (46)

The results of the Equations (45) and (46) indicate that the transformation is not orthogonal for
common (adjusted) control points with a precision of six decimal places. The transformation shows
elements of an affine transformation and is considered a quasi-similarity, as shown in Equation (38).

Then, the Q-ST transformation was performed, and its results were compared with the calculations
made in software dedicated to Dimensional Control. The calculation results are summarized in Table 7.
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Table 7. Mean errors of transformations (standard deviation) for laboratory dataset with distortion by
random errors.

Transformation No. of Common
(Adjusted) Points

Mean Errors on Common
(Adjusted) Points (mm)

Mean Errors on Check Points
(mm)

mX mY mZ mP mX mY mZ mP

Q-ST

5

0.57 0.03 0.50 0.76 2.27 3.03 2.89 4.77

SC4W 1.06 0.94 1.35 1.95 2.70 2.34 2.80 4.54

Geonet DC 1.16 0.47 1.03 1.62 2.81 2.54 2.40 4.48

Q-ST

4

0.00 0.00 0.00 0.00
0.00 2.84 2.75 2.07 4.46

SC4W 1.25 0.38 0.97 1.62 2.84 2.49 2.07 4.31

Geonet DC 1.25 0.38 0.97 1.63 2.84 2.49 2.07 4.31

The next and last stage of verification of the Q-ST was field research on real data. Measurements
were made with a tilted reference frame using the total station (see Figure 7).

Figure 7. Total station measurements on a tilted reference frame (on the ship in the water).

Measurements were made on the ship in the water, from four measuring stations. The ST1 station
was the central one, which was the reference for the other measurement stations. The remaining
positions were selected so that they had common points with the first position. Common points
(adjustments) to the ST1 station are summarized in Table 8.
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Table 8. Points common between positions—in relation to the first position—ST1.

Point Number ST1
Common Points

ST2 ST3 ST4

1 + +

2 + +

3 +

5 +

6 +

7 +

M1 + +

M2 + + +

M3 +

M4 +

M11 +

Suma 6 5 5

Tables 9–12 summarize the coordinates of the points measured on individual measuring stations.

Table 9. Points measured at the ST1 station.

Station ST1 X (m)
(North)

Y (m)
(East)

Z (m)
(Up)Point Number

1 234.752 116.514 29.169
2 235.198 107.448 29.096
3 260.012 100.302 32.768
5 333.558 93.845 49.364
6 337.931 104.895 49.292
7 334.844 108.814 49.302

M1 259.083 117.185 29.061
M2 299.949 101.61 49.456
M3 319.777 96.212 49.505
M4 307.113 109.849 48.809
M11 257.723 102.046 32.763

Table 10. Points measured at the ST2 station.

Station ST2 X (m)
(North)

Y (m)
(East)

Z (m)
(Up)

Common Point
(Yes—Y/No—N)Point Number

ST2 300.000 100.000 50.000 N
M2 264.588 99.054 48.506 Y
5 298.653 93.677 48.469 Y
6 302.242 105.017 48.403 Y
7 298.884 108.703 48.410 Y

M4 271.151 107.780 47.873 Y
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Table 10. Cont.

Station ST2 X (m)
(North)

Y (m)
(East)

Z (m)
(Up)

Common Point
(Yes—Y/No—N)Point Number

FUGRO_STBD_C 273.766 102.844 56.104 N
FUGRO_PORT_C 273.770 100.120 56.141 N
FUGRO_PORT_1 273.822 100.169 56.188 N
FUGRO_PORT_2 273.844 100.131 56.189 N
FUGRO_PORT_3 273.837 100.072 56.196 N
FUGRO_PORT_4 273.813 100.049 56.187 N
FUGRO_STB_1 273.810 102.910 56.147 N
FUGRO_STB_2 273.832 102.874 56.143 N
FUGRO_STB_3 273.831 102.834 56.141 N
FUGRO_STB_4 273.810 102.797 56.144 N
GPS_PORT_1 296.980 91.978 48.604 N
GPS_PORT_2 297.054 91.978 48.602 N
GPS_PORT_3 297.119 91.914 48.599 N
GPS_PORT_4 296.945 91.956 48.604 N
GPS_PORT_5 297.022 91.984 48.603 N
GPS_PORT_6 297.125 91.882 48.599 N
GPS_STBD_1 297.020 110.743 48.519 N
GPS_STBD_2 296.966 110.711 48.519 N
GPS_STBD_3 296.888 110.722 48.518 N
GPS_STBD_4 296.925 110.709 48.518 N
GPS_STBD_5 296.995 110.722 48.519 N
GPS_STBD_6 297.032 110.762 48.518 N

M3 284.740 95.070 48.588 Y

Table 11. Points measured at the ST3 station.

Station ST3 X (m)
(North)

Y (m)
(East)

Z (m)
(Up)

Common Point
(Yes—Y/No—N)Point Number

ST3 300.000 100.000 50.000 N
M2 325.598 92.445 69.835 Y
M1 283.660 104.852 49.435 Y
1 259.446 102.306 49.537 Y
2 260.589 93.302 49.451 Y
3 285.881 88.085 53.128 Y

USBL_1 307.939 86.696 48.413 N
USBL_2 308.280 86.765 48.408 N
USBL_3 307.707 86.259 48.421 N
USBL_4 307.968 85.836 48.419 N
USBL_5 308.458 85.837 48.411 N
USBL_6 308.697 86.172 48.404 N

Table 12. Points measured at the ST4 station.

Station ST4 X (m)
(North)

Y (m)
(East)

Z (m)
(Up)

Common Point
(Yes—Y/No—N)Point Number

ST4 300.000 100.000 50.000 N
M2 356.008 90.648 69.726 Y
M1 314.558 104.564 49.317 Y
M11 313.816 89.377 53.002 Y

1 290.266 102.901 49.412 Y
2 291.082 93.860 49.329 Y

PRISM_SF 328.338 104.061 49.454 N
PRISM_SA 300.156 104.953 49.644 N
PRISM_PA 299.529 84.558 49.710 N
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Then, the measurements from the stations ST2, ST3 and ST4 were transformed to the coordinate
system of the ST1 station. The transformation was performed with the use of common points.
The calculations were made in dimensional control software: SC4W, Geonet DC and with the use
of the Q-ST algorithm. As a result of the calculations, the scale factor was determined from the
dependence (25), which for the transformation of individual sites in relation to station 1 is presented
using Equation (47):

λ21 = 1.0000433
λ31 = 0.9998868
λ41 = 0.9999414

(47)

In all cases, the robust orthogonality criterion for scale factor calculation, checked by formula
(29), was met. The orthogonality condition (11) for the QR matrix was also checked. The results for
individual stations are presented by means of (48)–(50)—in the order ST2, ST3 and ST4 against ST1:

I −QRT·QR =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0.0001745 0.0004735 0.0065694
0.0004735 0.0006779 0.0021945
0.0065694 0.0021945 −0.0057780

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (48)

I −QRT·QR =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.0002384 0.0002747 −0.0004385
0.0002747 −0.0002029 −0.0003900
−0.0004385 −0.0003900 0.0005775

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (49)

I −QRT·QR =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.0007725 −0.0003493 −0.0015617
−0.0003493 0.0000938 0.0002925
−0.0015617 0.0002925 0.0011551

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (50)

The calculated scale factor (47) and the (quasi) rotation matrix indicate that the transformation is
not strictly orthogonal with a six-digit precision.

The transformation errors for common (adjusted) points from individual measurement stations,
in relation to the measurements from the ST1 station, are presented in Table 13. Due to the small
number of common control points between the individual measuring stations, all common points were
used only as the adjusted control points.

The data in Table 13 show that the smallest transformation errors are achieved using the Q-ST
transformation. With five fitting points, the transformation mean errors are approximately 1.5 mm.
In the other transformations—SC4W and Geonet DC—these errors are three times higher. With six
adjustment points, the results achieved with the Q-ST are already close to the transformation made in
the programs for dimensional control, but still smaller, this time by about 30%. In both calculation
variants, with five and six points in common, SC4W and Geonet DC software give similar results and
it is difficult to indicate which of them is more accurate.
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Table 13. Mean error (standard deviation) for field surveying data set.

Transformation
No. of Common

(Adjusted) Points

Mean Errors on Common
(Adjusted) Points (mm)

Average Errors on Common
(Adjusted) Points (mm)

mX mY mZ mP mX mY mZ mP

Q-ST
6

(ST2 to ST1)

1.86 2.34 0.75 3.09 1.44 1.82 0.55 2.39

SC4W 3.19 3.00 0.89 4.47 2.50 1.83 0.67 3.17

Geonet DC 3.24 2.88 0.92 4.43 2.54 1.92 0.77 3.28

Q-ST
5

(ST3 to ST1)

0.55 0.20 1.48 1.59 0.43 0.16 1.16 1.25

SC4W 3.81 1.32 2.29 4.64 3.20 1.00 1.80 4.54

Geonet DC 3.61 1.29 2.13 4.39 2.99 1.00 1.78 3.62

Q-ST
5

(ST4 to ST1)

1.31 0.12 0.32 1.350.00 1.03 0.10 0.26 1.07

SC4W 4.30 0.71 2.06 4.82 3.60 0.40 1.80 4.04

Geonet DC 4.56 0.80 1.93 5.02 3.80 0.52 1.68 4.19

The final step in verifying the Q-ST was to compare the transformation results of the measurement
points (see Tables 10–12), which were not fitted (“N” designation) to transformation by similarity.
The transformation of these points was performed in the following programs: PCMS (Leica), Spatial
Analyzer (SA), SC4W, Geonet Dimensional Control and using the Q-ST algorithm. The discrepancy in
the position of the points between individual software in relation to the Q-ST algorithm was 4.79 mm
on average. This difference is about 70% of the value of the sum of errors on the common points (see
Table 13) of the Q-ST compared to other methods. A sparse point cloud formed from all transformed
points is shown in Figure 8.

Figure 8. Sparse point cloud. The measuring stations are marked in red, common points are marked in
blue and the measuring points are marked in green.
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4. Discussion and Conclusions

The presented method of Quasi-Similarity Transformation allows to obtain zero deviations on
common points, in the case when the number of these points is four, that is, with one redundant
point. The transformation of the coordinates of the connecting points was also performed in the SC4W
and Geonet DC programs, which are dedicated to dimensional control, in particular in the offshore
industry. Geonet DC and SC4W do not produce zero deviations on combined points when the number
of match points is greater than three. Even with ideal, laboratory-generated data, errors within 1 mm
are generated using these programs. In the case of five connection points, the Q-ST transformation
gave three times greater precision than the software used for dimensional control purposes, which was
verified, among others, on real data by transforming points measured on the ship in the inclined frame
of reference. For the six connectivity points, the Q-ST gave 30% more accurate results than software
used in the offshore industry. The goal of zeroing deviations on total points, set in the paper, when
their number is four, has been achieved. When the number of common points is five, the deviations are
no longer zero, but are still close to zero (within the range of 0.5–1.5 mm in the conducted experiments).
When the number of total points is six, the precision of the Q-ST algorithm is still better, but already
close to that obtained in coordinate transformation programs.

The tested Geonet DC, SC4W (for connecting points) and PCMS (Leica), Spatial Analyzer (SA),
SC4W and Geonet DC software (for the remaining points) give very similar coordinate transformation
results. This allows the conclusion that a similar transformation by similarity algorithm works in them,
and that the subtle differences in coordinates result from the compensatory least squares approach.
The Q-ST, on the other hand, has a non-standard compensatory approach—the least squares method
is used separately at each stage of the calculations. The presented computational approach—the
Q-ST—was verified on the following data: laboratory, disturbed and real laboratory. In each calculation
variant, the Q-ST gave the smallest errors at the adjustment points, in relation to the compared methods.
The assumption of the normal (Gaussian) distribution of the data and the least squares method allows
us to conclude that the Q-ST method gives the most probable results of the transformation by similarity,
which results directly from smaller errors in relation to other methods. Therefore, the authors believe
that the Q-ST is the optimal computational method for coordinate transformations with a small number
of common points (4–6 points) and can find application, in particular in the offshore industry, where it
is very often necessary to perform geodetic measurements in inclined frames of reference.
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17. Stępień, G. Transformacje Symetryczne w Nachylonych Układach Odniesienia z Wykorzystaniem Metod Analizy

Funkcjonalnej; Wydawnictwo Naukowe Akademii Morskiej w Szczecinie: Szczecin, Poland, 2018. (In Polish)
18. Schut, G.H. Similarity Transformation and least Squares. Photogramm. Eng. 1973, 39, 621–627.
19. Diebel, J. Representing attitude: Euler angles, unit quaternions, and rotation vectors. Matrix 2006, 58, 1–35.
20. Titterton, D.; Weston, J. Strapdown Inertial Navigation Technology, 2nd ed.; IET: London, UK, 2004.
21. Baranowski, L. Equations of Motion of a Spin-Stabilized Projectile for Flight Stability Testing. J. Theor. Appl.

Mech. 2013, 51, 235–246.
22. Allgeuer, P.; Behnke, S. Fused Angles and the Deficiencies of Euler Angles. In Proceedings of the 2018 IEEE/RSJ

International Conference on Intelligent Robots and Systems (IROS), Madrid, Spain, 1–5 October 2018.
23. Henderson, D. Euler Angles, Quaternions, and Transformation Matrices; Technical Memorandum for NASA,

Lyndon B. Johnson Space Center: Houston, TX, USA, 1997.
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Abstract: The paper presents the results of research on measuring the emissions from marine diesel
engines in dynamic states. The problem is as follows: How to measure emissions of the composition
of exhaust gases on board a ship, without direct measurement of fuel consumption and an air flow
to marine diesel engine, during maneuvering the ship in the port area. The authors proposed a
measurement methodology using an exhaust gas analyzer with simultaneous recording of the load
indicator, engine speed, inclinometer, and Global Positioning System (GPS) data. Fuel consumption
was calculated based on mean indicated pressure (MIP) tests. Recorded data were processed in the
LabView systems engineering software. A simple neural network algorithm was used to model the
concentrations of ingredients contained in engine exhaust gases during dynamic states. Using the
recorded data, it is possible to calculate the emissions of the composition of exhaust gases from the
marine diesel engine and calculate the route emissions of the tested vessel.

Keywords: ship emissions; artificial neural network; dynamic states; ports; hydrographic
survey vessel

1. Introduction

A typical operation of a ship contains three basic states of operation: Stay at quay, maneuvering,
and cruise. During this states, ships perform standard unberthing and mooring maneuvers, in addition
they make frequent changes of direction and speed. In ports and offshore areas we can find special
units such as tugs and dredgers, in which main propulsions are exposed to variable loads during
most of their operation. Load changes of main propulsions affect variable emissions of ingredients
contained in engine exhaust gases into the atmosphere. Due to the fact that port areas are close to
human agglomerations, maneuvering vessels affect the health of people living there [1,2]. Therefore,
the problem of the emissions from marine diesel engine in dynamic states taking place in ports and
harbors areas is necessary to be investigated.

In reference [3], the authors comprehensively reviewed the status of the air quality measured in
harbor areas. Measured concentrations of the main air pollutants were compiled and intercompared,
for different countries worldwide allowing a large spatial representativeness. However, the published
studies showed a limited number of available air quality monitoring data in harbor areas, mostly
located in Europe.

In Reference [4], a detailed exhaust emission inventory of ships by using Automatic Identification
System (AIS) data were developed for Tianjin Port, one of the top 10 world container ports and the
largest port in North China. Pollutants were mainly emitted during cruise and hoteling modes, and
the highest intensities of emissions located in the vicinity of fairways, berth and anchorage areas in
Tianjin Port.

The author of the paper [5] confirmed that the emissions in ports were substantial. In the paper,
the ports in Asia and Europe were examined and concluded that most of emissions came from container
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ships and tankers. It was estimated that approximately 230 million people were directly exposed to the
emissions in the top 100 world ports in terms of shipping emissions.

The estimation and analysis of ship emissions in popular tourist ports in Dubrovnik (Croatia) and
Kotor (Montenegro) and along the eastern coast of the Adriatic Sea were presented in the paper [6].
There was also a record (2012–2014 years) of cruise ships calling at these ports, which was used to
model and estimated exhaust emission factors and their impact on the area of bays and ports.

There is an ongoing debate regarding the measurement of emissions from ships operating at sea.
Currently, there are no guidelines or legal requirements defining methods and rules for minimizing the
emission of exhaust gases during sea crossing by vessels. In the paper [7], the existing methods for
calculating energy consumption and emissions were presented. The authors conceived an attempt to
propose the most appropriate method of obtaining the data needed for optimal energy management,
which could be applied to any vessel. The considerations mainly concerned the sea crossing.

In Reference [8], the authors presented a method for estimating the emissions of analyzed exhaust
gases in ports on the basis of vessel traffic data refer to one year. The research focused mainly on cruise
and passenger ships. The analysis concerned only the movement of ships without taking into account
auxiliary activities such as maneuvering the vessel or loading at the quay.

In Reference [9], the authors presented the possibility of estimating emissions using the chemical
model of transport in the North Sea area. The data for the model were provided by the Dutch research
institute MARIN, which is responsible for creating emission reports in the Baltic Sea areas and selected
Dutch ports [10,11].

The conducted research on emissions from marine diesel engines is mainly focused on averaging
emissions. In the field of aircraft engines, in the paper [12], the model for determining the exhaust
emissions of aviation piston engines during the flight of an aircraft was presented. The assessment was
carried out in accordance with the guidelines contained in Annex 16 to the Convention on International
Civil Aviation Organization (ICAO), while the test covered the operational parameters of the engine
corresponding to the approach, landing and operations at the airport.

The civilian ships realizing sea crossing are obliged to comply with provisions on the protection
of the marine environment. One of such documents is the International Convention for the Prevention
of Pollution from Ships, known as the “MARPOL Convention” with subsequent annexes [13–15].

In Reference [16], the authors examined the potential effects of the emerging international maritime
emission regulations on the competition between seaports and the potential underlying economic
motivations fostering the discussion of introducing Emission Control Areas (ECA). The legal analysis;
however, showed that the current enforcement regime of MARPOL Annex VI should be improved in
order to rule out the possibility of a low degree of compliance and to protect the competitiveness of
complying ships.

In Reference [17], the International Maritime Organization (IMO) is working on development
of new short-term measures to implement greenhouse gas (GHG) strategy. Draft new mandatory
measures to cut the carbon intensity of existing ships have been agreed by an IMO working group. It
is assumed to reduce carbon intensity of international shipping by 40% by 2030, compared to 2008.
The amendments were developed by the seventh session of the Intersessional Working Group on
Reduction of GHG Emissions from Ships (ISWG-GHG 7), held as a remote meeting 19–23 October 2020.

In the case of warships, they are exempt from compliance with emission standards. However,
naval fleets, including the Polish Navy, implement the regulations on their ships as far as possible.

This article is a continuation of authors previous works on the emissions from marine diesel
engines. Due to the fact that research on emissions from marine diesel engines is mainly aimed on
averaging emissions, the authors decided to measure the emissions more precisely, focusing on their
waveforms. The authors decided to use neural networks for modeling emission from marine diesel
engines in dynamic states. The neural networks were used in emission modeling [18], but in the field
of marine diesel engines there is a gap. The research questions that this article tries to answer are
as follows:
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• Is it possible to measure and calculate the emissions of the composition of exhaust gases in
dynamic operating conditions of marine diesel engine, taking into account the distance travelled?

• Is it possible to use a low-calculation method for modeling the emissions of the composition of
exhaust gases in the dynamic operating conditions of the ship’s propulsion system?

2. Materials and Methods

2.1. Research Object

The research was carried out on board the hydrographic ship project 874 (Figure 1) while carrying
out survey work at sea. The ship’s data are presented in Table 1.

Figure 1. The silhouette of the hydrographic ship [19].

Table 1. Project 874 ship data [19].

Specification

Standard displacement 1145 t
Full displacement 1214 t

Length overall 61.6 m
Breadth 10.8 m
Draught 3.3 m

Speed 13.7 w
Main engines 2 × SULZER type 6AL25/30

Generators 3 ×WOLA39H12

The main purpose of the ship is to perform hydrographic measurements and research, to put up
navigation signs, and to mark the shallows in the sounding areas. The tasks are carried out as part of
the navigational and hydrographic security of the Polish Navy and for the maritime economy and
navigation safety.

The hydrographic ship has two engine compartments. In the main engine room, there are two
SULZER 6AL25/30 marine diesel engines and one generator set WOLA 39H12 marine diesel engine.
In the auxiliary engine room there are the other two generating sets WOLA 39H12 marine diesel
engines. The visualization of the main propulsion system is shown in Figure 2.

 
Figure 2. Visualization of the two-shaft main propulsion system with two controllable pitch propellers
(CPP): 1—Main diesel engines, 2—reduction gears with auxiliary electric motors, 3—shaft lines, 4—CPP
hydraulic boxes, 5—CPP’s.
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The research was aimed at measuring the concentration of exhaust gases components from the
main propulsion marine diesel engine. The SULZER engine data type 6AL25 / 30 are presented in
Table 2.

Table 2. Marine diesel engine SULZER type 6AL25/30 [19].

Specification

Piston arrangement Inline
Cylinder diameter 250 mm

Piston stroke 300 mm
Displacement volume 1 cyl.—14.726 dm3

Nominal power 706.08 kW
Starter pressure compressed air—3 MPa

Number of cylinders 6
Number of valves per cylinder 4

The measurements were realized using portable exhaust gas analyzer TESTO MARITIME 350 [20].
It can be used to measure the gaseous flue gas concentrations of oxygen (O2), carbon monoxide (CO),
carbon dioxide (CO2), nitrogen oxides (NOx), and sulfur dioxide (SO2). The technical data of portable
analyzer are presented in Table 3.

Table 3. Parameters and measuring ranges of the TESTO 350 analyzer [20].

Parameter Measuring Range Tolerance

Temperature range from −40 to + 1000 ◦C max. ± 5 ◦C
Oxygen range from 0 to 25%

According to MARPOL, Annex VI or NOx
Technical Code

Carbon monoxide range from 0 to 3000 ppm
Nitrogen monoxide range from 0 to 3000 ppm

Nitrogen dioxide range from 0 to 500 ppm
Sulphur dioxide range from 0 to 3000 ppm
Carbon dioxide range from 0 to 40%

Absolute pressure range from 600 to 1150 hPa ±5 hPa w 22 ◦C
±10 hPa w −5 do +45 ◦C

The GPS receiver type BU-353S4 was used to record the position of the ship. The technical data
are presented in Table 4.

Table 4. Antenna GPS type BU-353S4 [21].

Specification

Chipset SiRF STAR IV GSD4e
Frequency L1; 1575.42 MHz
C/A code 1.023 MHz chip rate
Channels 48

Sensitivity −163 dBm
Accuracy position <2.5 m 2D RMS SBAS Enable

Velocity 0.1 m/s
Time 1 μs synchronized to GPS time

The indicator MA2018 was used to measure the indicated pressure. The device was developed at
the Polish Naval Academy and allows measurements with a sampling frequency of 20 kHz and with
resolution of 12 bits. This device works with a piezoelectric pressure transducer type 7613B KISTLER.
Technical data are presented in Table 5. In addition, the device uses a GIG PDS-1 vibration acceleration
sensor, which is mounted on the bolts securing the cylinder head cover.
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Table 5. Pressure transducer type 7613B KISTLER [22].

Specification

Pressure range 0–25 MPa
Maximum indicated pressure 30 MPa

Sensitivity 2 mV/MPa
Resonant frequency 60 kHz
Temperature range 223–623 K

Temperature drift 473, . . . , 500 K 3.5%

The ADVANTECH USB-4711A unit is equipped with an onboard terminal block, 16-ch analog
input, 2-ch analog output, 16-ch digital I/O, and a counter channel capable of outputting a constant
frequency square wave [23]. The technical data are presented in Table 6.

Table 6. ADVANTECH USB-4711A unit [23].

Specification

Channels 16 analog input,
2 analog output

Resolution 12 bits
Max. sampling rate 150 kS/s max

FIFO size 1024 samples
Sampling mode Software, onboard programmable pacer, and external

Bipolar
Absolute Accuracy (% of FSR)

±10 ± 5 ± 2.5 ± 1.25 ± 0.625
0.1 0.1 0.2 0.2 0.4

The USB-4711A unit was connected with:

- Rotating speed sensor,
- fuel rack sensor, and
- inclinometer.

Rotating speed was measured using reflection sensor Optom OCOE 02581 [24]. The linear
potentiometer LPF 150 [25] was used as fuel rack sensor. The Kubler 8.IS40.23321 inclinometer [26]
was used to measure the angles of pitch and roll. Measurement for this type of device is carried out
biaxially in the ranges of ±60◦. The output signal is a voltage ranging from 0 to 5 V for both axes. It is
supplied with a voltage ranging from 10 to 30 V. The device housing provides IP68 protection.

A logging program was written in the Labview [27] system engineering software to record
the measurement data. All parameters were recorded with the frequency of 2Hz. Due to TESTO
MARITIME 350 analyzer recorded data at a frequency of 1 Hz, there was no need to increase the
logging frequency. The portable transducers were mounted on the SULZER marine diesel engine, type
6AL25/30 (Figure 3).
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Figure 3. The arrangement of portable measuring transducers on the SULZER type 6AL25/30, 1 –exhaust
gas analyzer probe, 2—fuel rack sensors, 3—indicated pressure sensor, 4—rotating speed sensor.

2.2. Measurement Site

The measurements were performed in Gulf of Gdansk and the area north of Władysławowo
(Figure 4).

Figure 4. Registered route of the hydrographic vessel.

The measurement was carried out from the maneuvers in the Navy Port Gdynia to sounding area.
The hydrometeorological conditions in the area were as follows:

• Wind direction and strength: NW—4,
• sea state: 3,
• atmospheric pressure: 1017 hPa, and
• air temperature: +5 ◦C.
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Due to the large amount of recorded measurement data, the authors focused only on the ship’s
departure from the Navy Port Gdynia.

2.3. A Neural Network

The study of the nervous systems is an important factor in the advancement of systems theory and
its practical applications. As early as 1943, McCulloch and Pitts developed a model of the nerve cell,
the idea of which has survived over the years and is still the basic of most models in use. An important
element of this model is the sum of the input signals with an appropriate weight and subjecting the
obtained sum to the non-linear activation function [28].

The neural network receives information in the form of numerical variables, which are then sent,
taking into account the weighting factors, to the individual neurons. Typically, the activation function
is a linear, sigmoidal unipolar or bipolar. In modeling emissions of the composition of exhaust gases
from marine diesel engine, it was decided to use the unipolar sigmoid function (Equations (2) and
(4)). The products of the weight variables are added up and sent to the next layers. The number
of operations depends on the number of neurons in the network. Figure 5 shows a diagram of the
operation of a neural network with mathematical relationships used in the approximation.

hj =
∑

t

wt, j × xt (1)

vj =
1

1 + exp
(
−hj

) (2)

sk =
∑

j

wt, j × vj (3)

yk =
1

1 + exp(−sk)
(4)

Figure 5. The signal direction in the neural network.

Backpropagation was used as the learning algorithm, which changed the weights, taking into
account the minimization of errors:

σk = yk × (1− yk) ×
(
yn

k − yk
)

(5)

σ j = vj ×
(
1− vj

)
×

∑
k

σk ×wj,k (6)

wj,k(t + 1) = wt, j(t) + μ× σk × vj (7)
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wt, j(t + 1) = wj,k(t) + μ× σ j ×wj,k. (8)

A model of a neural network in the 3-5-1 configuration was built to model the emission
concentrations. The choice of this configuration was dictated by the use of the simplest possible network
to model emissions in dynamic states. More neurons in the hidden layer could result in the so-called
“Overfitting the network” and receiving unreliable results, which would lead to more attempts to learn
the neural network. The diagram of the neural network is shown in Figure 6. The network has three
inputs, five neurons in the hidden layer, and one output neuron. The sigmoid function was used as the
activation function in hidden layer and output neurons.

Figure 6. The neural network in configuration 3-5-1. DP—the fuel dose
[ g

rot.

]
, u—the speed of a ship

[knots], TF—the exhaust gases temperature [◦C], Cj,i—the concentration of exhaust gases components
[ppm, %].

2.4. The Durbin–Watson Test

The Durbin–Watson test was used to check the fit of the model and empirical data [29] which
uses the residual differences in values between the data obtained from the model and the empirical.
The following relationship was used for the calculations:

DW =

∑n−1
i=1

(
R reg Cj(i+1) −R reg Cj(i)

)2

∑n
i=1 R2

reg Cj(i)

(9)

where:
n—the number of data items,
R reg Cj(i)—the regression residuum value,
R reg Cj(i+1)—next step value of the regression residuum.
To determine the value of the Durbin–Watson (DW) test it is necessary to use the DW distribution

tables [30]. Low (dl) and high (dg) limits are specified for the number of predictors and the number of
data items in the model. These values determine the range of the residual correlation test. The DW
statistic ranges from 0 to 4. The following range of the residual component correlation is assumed:

• if DW = 2, there is no correlation,
• if DW > 2, then

◦ if DW > 4 − dl, there is a negative correlation,
◦ if 4—dg < DW < 4 − dl, no conclusion/decision,
◦ if DW < 4 − dg, no correlation,

• if DW < 2, then

◦ if DW < dl, there is a positive correlation,
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◦ if dl < DW < dg, no conclusion/decision,
◦ if DW < 4 − dg, no correlation,

2.5. The Emission of the Composition of Exhaust Gases in Dynamic States

Due to the impossibility of installing a fuel flow meter on the ship’s engine, authors decided
to calculate the fuel consumption on the basis of MIP measurements. For this purpose, the thermal
efficiency was determined for SULZER type A engines. It has been done on the basis of previous
ship’s engine tests and preliminary tests carried out on a laboratory engine SULZER, type 6AL20/24.
The indicated power was calculated using the indicated pressure:

Nicyl =
Vs·n·pi·z

60
(10)

where:
z—number of ignitions (for 4-s engines z = 0.5),
Vs—displacement volume

[
m3

]
,

pi—mean indicated pressure [Pa], and
n—rotation speed

[
min−1

]
.

The fuel mass flow rate consumed by a diesel engine was calculated:

.
m f uel =

∑k
i=1 Nicyl

Wd ·ηi

[
kg
s

]
(11)

where:
ηi—thermal efficiency,
Wd—the calorific value of a fuel (for the NATO F–75 fuel is Wd = 42,700,000 J

kg ), and
k—number of cylinders.
The fuel dose for one cylinder during one work cycle was calculated:

DP =

.
m f uel·60, 000

n ·k
[

kg
rot

]
(12)

where:
nrotation speed

[
min−1

]
.

The fuel dose was linearly dependent on the load indicator:

DP = f (WO) (13)

The air mass flow rate and exhaust mass flow rate were calculated from the actual air demand,
taking into account the excess air factor λ:

LR = λ × [11.84× c + 34.214× h]
[

kgair

kgfuel

]
(14)

λ =
20.95

20.95− CO2

(15)

.
mair =

.
m f uel × LR

[
kg
s

]
(16)

.
mex =

.
m f uel +

.
mair

[
kg
s

]
(17)

where:
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CO2—oxygen concentration in exhaust gases [%].
The composition of the NATO F–75 fuel used in the Polish Navy is c = 0.87 i h = 0.13.
The intensity of mass emissions of individual components were calculated on the basis of the

equation:
Ei, j = uj ×Ci, j × .

mex (18)

where:
.

mex exhaust mass flow rate
[kg

s

]
,

Ci, jthe concentration of exhaust gas components [ppm, %],
uj—factor characteristic for a given compound j:
uCO = 0.000966, uCO2 = 15.19, uNOx = 0.001587
The emissions of components were calculated by integrating the intensity of mass emissions

over time:

mi, j =

∫ tkp

tpp

Ei, jdt [kg] (19)

where:
tpp—the beginning of the dynamic state [s],
tkp—the end of dynamic state [s].
Based on the measurement data from the GPS system, the distance traveled was calculated from

the relationship (20) using the law of cosines:

d = acos(sin(ϕ1) × sin(ϕ2) + cos(ϕ1) × cos(ϕ2) × cos(λ2 − λ1)·R (20)

where:
ϕ1—the latitude of the first point,
ϕ2—the latitude of the second point,
λ1—the longitude of the first point,
λ2—the longitude of the second point, and
R—radius of the Earth.
The route emission is used to assess the ecological properties of ships in terms of the emission

of exhaust gases components. It is used as a reference quantity for the distance traveled by the ship,
in emission models and emission inventories. The ship’s route emissions were calculated from the
following relationship:

bs =
mi, j

d

[
kg

NM

]
(21)

The presented calculation algorithm was implemented in the LabView development environment.
By this way, it was possible to analyze any interval of the recorded experiment. The next part of the
paper presents the results of the analysis of maneuvers carried out by the hydrographic ship during
departure the Navy Port Gdynia.

3. Results

The departure of the hydrographic ship was divided into four stages:

Stage 1—unberthing and hauling offmaneuver,
stage 2—moving offmaneuver,
stage 3—change of direction maneuver, and
stage 4—acceleration maneuver.

The ship way in port is shown in Figure 7. In the first stage, the main propulsion engines were
coupled to a line of shafts driving propellers. The ship’s propulsion operated at a constant rotation
speed of 600 min−1. The CPP’s were set to 0. At this stage, the engines of the generator sets were mainly
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loaded, which provided electricity for the working bow thruster. After unberthing and hauling off
maneuver, the ship was changed course to heads of breakwater and moved off. By the CPP’s changing,
the main propulsion engines were loaded and the ship reached an ahead speed of 4 knots which kept
until change of direction maneuver. The ship turned to port, causing the vessel roll to starboard. At the
time of turning, the ahead speed of the ship was slightly reduced. After establishing a course towards
the entrance, the ship began accelerating to the ahead speed of 11 knots.

 

Figure 7. Recorded way during the ship departure from the port.

Table 7 shows values of the distance traveled which were calculated on the basis of data obtained
from the GPS system. The ship’s speed changes during the departure from the port is presented in
Figure 8.

Table 7. Ship’s distance in the port.

The Stage
Distance

[NM]

No. 1 0.039
No. 2 0.15
No. 3 0.21
No. 4 1.1
Sum: 1.499

 
Figure 8. The ship’s speed change during the departure from the port as a function of time.

The pitch and roll of the ships were recorded using an inclinometer, which was mounted on the
main propulsion engine (port side). Admit mark of direction of pitch and roll are shown in Figure 9.
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(a) (b) 

Figure 9. Marks of pitch (a) and roll (b) changes.

The changes of the ship’s pitch and roll during departure from the port are shown in Figure 10.
The ship alongside the berth had starboard side list and small trim by the stern.

(a) 

(b) 

Figure 10. The ship’s pitch (a) and roll (b) change during the departure from the port as a function
of time.

The change of main engine load indicator is shown in Figure 11. In stage 1, the engine load was
constant because the ship was maneuvering only with the bow thruster. The first change in the main
engine load (increase) occurred while accelerating the vessel to the speed of 4 knots. After reaching the
set speed, the main engine load stabilized at the load indicator of 32%. The change of direction forced a
temporary, slight decrease in the value of the ship’s speed and an increase in the load to 48%. This was
caused by the helm angle to the port side, causing an increase in the hydrodynamic resistance of the
left side propeller and the hull. At the same time, the ship heeled to starboard. In order to maintain a
constant main engine rotational speed, the governor forced an increase the fuel dose injected into the
cylinders and was recorded on the waveform. The last increase in the load to the value of 81% was
caused by the acceleration of the ship to a cruising speed of 11 knots. At the same time, a temporary
change in trim towards the stern (immersion of the propeller) and a slight stabilization were recorded.
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Figure 11. The main engine (port side) load indicator change during the departure from the port as a
function of time.

Changing the CPP’s (connected with the engine load) caused a change concentrations of analyzed
substances in exhaust gases. The courses of changes in individual recorded and calculated on the basis
of the neural net’s concentration model are presented in Figure 12.

 
(a) 

(b) 

Figure 12. Cont.
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(c) 

 
(d) 

Figure 12. The courses of changes concentrations: (a) Carbon monoxide, (b) carbon dioxide, (c) nitrogen
oxides, (d) oxygen during moving offmaneuver as a function of time, red line—recorded data, blue
line—data from the model.

The recorded and calculated data regression differences were used for comparison (Figure 13).
The Regression residuum were subjected to the Durbin–Watson test, described in the previous section.

(a) 

(b) 

Figure 13. Cont.
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(c) 

 
(d) 

Figure 13. The courses of changes regression residuum: (a) Carbon monoxide, (b) carbon dioxide,
(c) nitrogen oxides, (d) oxygen during moving offmaneuver as a function of time.

The modelling of the concentrations of the composition of exhaust gases were performed only for
stages 2 to 4. In stage 1 the ship was maneuvering with the bow thruster and only the generator sets
were loaded. This fact was considered irrelevant in terms of modelling dynamic states.

The regression residuum of the composition of exhaust gases was subjected to the DW test.
The calculated values show that the model and empirical data show a strong positive correlation at the
studied stages. Table 8 shows the values of the regression residuum of the model and empirical data
during the departure maneuver from the port.

Table 8. The Durbin–Watson test values for the concentration of exhaust gases components
regression residuum.

The Stage The Concentration The Durbin–Watson Test

No. 2

CCO 0.694121033
CCO2 0.215164508
CNOx 0.203601472
CO2 0.390373856

No. 3

CCO 0.467848069
CCO2 0.857018339
CNOx 0.463965328
CO2 0.626851209

No. 4

CCO 0.471728494
CCO2 0.868353646
CNOx 0.149970084
CO2 0.778670739

On the basis of the concentrations’ courses of carbon monoxide, carbon dioxide, and nitrogen
oxides, the intensity of mass emissions of the exhaust gases components were calculated. Numerical
integration of the intensity of mass emissions courses made it possible to obtain a curve showing the
waveform in emissions during the maneuvers of the hydrographic ship in the port. In Figure 14 the
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waveforms of the emissions intensity and the emissions of the exhaust gases components during the
moving offmaneuver of the ship in the port (stage 2) are presented. Analyzing the waveforms, it can
be concluded that the fastest reaction to diesel engine load changes can be seen in the change of the
nitrogen oxides concentration. In order to maintain the set engine speed during load changes, the
governor increased fuel doses of all cylinders, which resulted in an increase in the fuel-air mixture
combustion temperature. The sudden engine load change caused a delay in the operation of the
turbocharger as a result of incomplete combustion. There was an increase in the carbon monoxide
emission intensity in the exhaust gases. The slowest reaction to a load change is seen in carbon dioxide
concentration change. By adjusting the ship’s speed, the crew forced a smaller change in the engine
load and propulsion system. The intensity of mass emissions gradually stabilized after the ship reached
the cruising speed set. The stabilization of the engine load and the intensity of mass emissions resulted
from the cooperation between the hull and the propulsion system of the ship. The stabilization of
the ahead speed of the ship was resulted of equal resistances of the hull components and the thrust
force of the propellers. The ship, performing the maneuvers in the port, was sheltered from the
hydrometeorological conditions in Gulf of Gdansk. In stage 4, the ship was leaving the port and began
to be affected by the waves coming from the waters of the gulf. It was recorded (t = 1750 s to t = 2000 s)
in the waveforms of the vessel’s pitch and roll angles (Figure 10), the engine load indicator (Figure 11).

(a) 

 
(b) 

Figure 14. Cont.
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(c) 

Figure 14. The courses of changes emissions intensity and emissions of exhaust gases components:
(a) Nitrogen oxides, (b) carbon monoxide, (c) carbon dioxide during moving offmaneuver as a function
of time.

The next step was to calculate the emissions in stages 2 to 4. The calculations were made on the
basis of model and empirical data (Figures 15–17). The performed calculations show that the highest
values of the exhaust gases components were emitted during the last stage of departure from the port.
The lowest values were recorded during changing the direction maneuver. The moving offmaneuver
to 4 knots (stage 2) slightly increased the values compared to the change of direction maneuver.

Figure 15. Carbon monoxide emissions from model and empirical data during the maneuvers:
1—Moving off, 2—change of direction, 3—acceleration.

Figure 16. Carbon dioxide emissions from model and empirical data during the maneuvers: 1—Moving
off, 2—change of direction, 3—acceleration.
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Figure 17. Nitrogen oxides emissions from model and empirical tests during the maneuvers: 1—Moving
off, 2—change of direction, 3—acceleration.

The determination of the emissions and the ship’s route made it possible to calculate road
emissions. In these calculations, the stage 1 was taken into account. The emission of the main engine
operated at a constant load was designated. The ship’s route emissions are presented in Figures 18–20.
The red bar shows the calculated mean value of the ship’s route emission for the entire range connecting
all maneuvers performed by the ship in the port. In stage 1 and 2 emission reached values greater than
the average, while the stage 3 and 4 emission were lower than the average value.

Figure 18. The ship’s route carbon monoxide emissions during the stages: 1—Unberthing and hauling
offmaneuver, 2—moving offmaneuver, 3—change of direction maneuver, 4—acceleration maneuver,
5—mean value of the ship’s route emission.

Figure 19. The ship’s route carbon dioxide emissions during the stages: 1—Unberthing and hauling
offmaneuver, 2—moving offmaneuver, 3—change of direction maneuver, 4—acceleration maneuver,
5—mean value of the ship’s route emission.
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Figure 20. The ship’s route nitrogen oxides emissions during the stages: 1—Unberthing and hauling
offmaneuver, 2—moving offmaneuver, 3—change of direction maneuver, 4—acceleration maneuver,
5—mean value of the ship’s route emission.

4. Conclusions

The results of the experiment confirmed that it is possible to calculate the emission of exhaust
gases components from the main propulsion engine in the dynamic states. If it is not possible to
measure fuel consumption directly, indirect methods can be used to obtain these values from MIP
measurements. The use of simple neural networks make it possible to model the concentrations of the
exhaust gases components in dynamic operating states. They are the input data for the calculation of
the emissions of exhaust gases components from the marine diesel engine. The presented experiment
took place during a routine task of the hydrographic survey vessel. Due to large amount of registered
data, only the ship’s departure maneuvers from the Navy Port Gdynia is presented. The results of the
experiment led to general conclusions:

1. Carrying out tests of multi-engine propulsion system, the measurement set should be extended
with additional sensors and an exhaust gases analyzer allowing for the parallel measurement of
all engines.

2. Approximation with the use of neural networks gives exact results of the fit, that was confirmed
by the analysis of regression residuum using the Durbin–Watson test.

3. The learned neural networks will be used to estimate the emissions of exhaust gases in a model of
ship’s propulsion. This solution will enable to build enhanced model that will estimate emission
in port and coastal areas traffic.

4. The ship’s route emissions for a vessel maneuvering at place or at low speed are higher than for
vessels realizing passage at cruising speeds.

5. Active slowing down (not described in the paper) involving the operation of the propulsion
system “backwards” while the unit is moving forward, also increases the value of the ship’s route
emissions than in the case of passive slowing down of the ship.

6. In the experiment, the position was recorded using the GPS system. The assumption was to obtain
the sampling time every 1 s. In future works, the AIS system collecting information about the
movement of vessels in the port will be used. This will allow the emissions of ships maneuvering
in port areas to be calculated. However, the system registration time is longer than the direct
GPS measurement.

The proposed methodology of dynamic emissions tests in port areas can be performed without
interfering with the ship’s propulsion system (in particular the fuel system of the marine diesel
engine). The presented devices and methods of analysis will be further developed. It is planned to
determine the influence of hydrometeorological conditions on the change the emissions of exhaust
gases components from marine diesel engine. The research should be extended to ship boilers and
generator sets, which also operate when the unit’s propulsion system is stopped or is in idle gear while
the ship is maneuvering or moored to the quay.
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Abstract: This study proposes an unsupervised anomaly detection method using sensor streams
from the marine engine to detect the anomalous system behavior, which may be a possible sign of
system failure. Previous works on marine engine anomaly detection proposed a clustering-based or
statistical control chart-based approach that is unstable according to the choice of hyperparameters,
or cannot fit well to the high-dimensional dataset. As a remedy to this limitation, this study adopts
an ensemble-based approach to anomaly detection. The idea is to train several anomaly detectors
with varying hyperparameters in parallel and then combine its result in the anomaly detection phase.
Because the anomaly is detected by the combination of different detectors, it is robust to the choice
of hyperparameters without loss of accuracy. To demonstrate our methodology, an actual dataset
obtained from a 200,000-ton cargo vessel from a Korean shipping company that uses two-stroke diesel
engine is analyzed. As a result, anomalies were successfully detected from the high-dimensional and
large-scale dataset. After detecting the anomaly, clustering analysis was conducted to the anomalous
observation to examine anomaly patterns. By investigating each cluster’s feature distribution, several
common patterns of abnormal behavior were successfully visualized. Although we analyzed the
data from two-stroke diesel engine, our method can be applied to various types of marine engine.

Keywords: marine engine; two-stroke diesel engine; onboard sensor; condition monitoring;
unsupervised anomaly detection; ensemble learning; clustering analysis; anomaly analysis

1. Introduction

The main engine is the most important subsystem that provides the propulsion power of the
vessel. Because the failure of the engine during the operation may cause a tremendous economic
loss [1], the maintenance of the engine is considered as a critical activity, not for the maintenance
routine, but for the vessel classification, which is a process that verifies equipment against a set of
technical standards [2]. In maritime industry, the standard practice of engine maintenance follows
Planned Maintenance System (PMS), where the machinery is replaced at predetermined time intervals
or operating hours, regardless of its actual status [3]. From the economic point of view, however,
PMS may not be an optimal strategy because it may have an unnecessary substitution of the machinery.

An alternative strategy to PMS is Conditioned-based Maintenance (CM), wherein the maintenance
is carried out based on the condition of the machinery, which is detected by measuring several
parameters during the vessel operation [4]. Fortunately, the recent development of IT technology has
enabled real-time access to the machinery’s condition and energy efficiency using data collected from
onboard sensors [5–13]. Such sensor-based monitoring can be used to detect abnormal behavior of the
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system that may indicate the degradation or fault of the system. This study proposes a data-driven
approach that enables conditioned-based monitoring of the vessel’s main engine utilizing a machine
learning algorithm.

We adopt an unsupervised approach in the detection of anomalous system behavior. Although
most industries, including the maritime industry, continuously collect data from sensors, most of
the data usually comes from the normal operating condition, and a comprehensive fault dataset is
usually hard to obtain. Thus, anomaly detected from our methodology may not be directly related
to the system fault because any behavior that shows a large deviation from the normal dataset can
be detected as an anomaly. However, they could be used for the initial screening of engine status
monitoring and can be combined with further analysis, including fault isolation and diagnosis.

Previously, several unsupervised methods have been proposed to analyze onboard sensor data in
anomaly detection for the marine engine. The clustering-based approach adopts a clustering algorithm
to identify clusters in the sensor data first and then check whether new data belongs to existing clusters.
They assume that normal instances have stronger adherence to clusters than the anomaly. Perera
and Mo [14,15] classified the most frequent operating regions of the marine engine. In their work,
the Gaussian Mixture Model is adopted to represent the cluster of operating regions as a mixture of
probability distributions. Brandsæter and Venem [16] proposes an efficient online method to calculate
the degree of abnormality from clusters. Vanem and Brandsæter [17] compare several clustering
algorithms by analyzing anomaly detection results. Although the Clustering-based approaches are
intuitive and easy-to-implement, it suffers from unstable because the clustering result may be largely
affected by the number of clusters, which should be specified by the user. Although there are several
guidelines for determining the good cluster numbers, they cannot be applicable to the unsupervised
dataset. As an alternative approach, Bae et al. [18] proposed a Statistical Process Control (SPC)-based
approach to the anomaly detection of the vessel engine. To remove the distributional assumption of
the dataset, a Bootstrap-based T2 multivariate chart proposed by Phaladiganon et al. [19], is adopted
to determine the threshold for each sensor data. If one of the sensor values is out of the threshold,
the data point is detected as an outlier. However, SPC-based approach suffers from low performance
when the dataset involves high dimensional spaces [20].

To overcome the limitation of the above approaches, we propose an ensemble-based anomaly
detection method to operate on a large-scale high-dimensional dataset. The idea is to apply several
algorithms with varying hyperparameters to the same dataset and then combine each classifier’s anomaly
detection result. Because the anomaly is determined by the combination of multiple classifiers, the result
is robust to the choice of hyperparameters without loss of its prediction power. To demonstrate our
methodology, a data stream obtained from a 200,000-ton bulk cargo ship operated by a Korean shipping
company that is collected during ten months are analyzed. The data set consists of comprehensive
parameters representing engine performance, including engine rotation per minute (RPM), temperature,
and pressures of lubricant oil and cooling waters. Several preprocessing steps were conducted to
reduce the data size and select the informative sensor parameters. The ensemble-based algorithm
then trains the preprocessed data to detect the anomalies from the input data. After detecting the
anomaly, clustering analysis was conducted to the anomalous observation to examine anomaly patterns.
By investigating each cluster’s feature distribution, several common patterns of abnormal behavior
were successfully visualized. The result shows that the proposed method can be successfully applied
to the large and high-dimensional sensor streams. Although we analyzed the data from two-stroke
diesel engine, our method can be applied to various types of marine engine.

The remainder of this paper is organized as follows. Section 2 explains about the target vessel and
data set collected from the vessel. Section 3 addresses the procedures used for data preprocessing.
Section 4 illustrates the ensemble-based machine learning model used for anomaly detection of the
engine status. In Section 5, an in-depth discussion about anomaly detection results was performed.
Finally, Section 6 addresses the limitation and future work of this study.
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2. Data Description

This section explains the description of our target vessel and the dataset used in anomaly detection.
The target vessel is a 200,000-ton bulk cargo ship, and its detailed specification is in Table 1. The data
collection period spans about ten months, starting from 2019 July to 2020 April. As shown in Figure 1,
its routes include main ports in Asian countries including Korea, Russia, Singapore, and Taiwan.
The sensor measured the data at a one-second interval, resulting in a total of 22,513,800 observations.

Table 1. Specification of the target vessel.

Specification

Length Overall
Length between perpendiculars

Breadth
Depth

Draught
Deadweight

269.36 m
259.00 m
43.00 m
23.80 m
17.3 m

152.517 metric t

 

Figure 1. Vessel operation routes over the data collection period.

The engine model used in the vessel is MAN B&W MC50, which is a slow-speed two-stroke
engine [21]. The engine adopted Variable Injection Timing (VIT) systems that control the timing of the
start of the fuel injection. The coolant system uses lubricant cooling for the rotating part (Crankshaft,
Piston), and the fixed part (Cylinder Head, Jacket) is cooled with fresh water. The coolant is cooled by
seawater in a separate heat exchanger.

In the raw dataset, more than 150 data streams were collected by onboard sensors. Some parameters
were related with navigational information such as Global Positioning System (GPS) location, ground
speed, wind speed, water level, etc. In contrast, others were related with subsystems’ status, including
engine, generator, thruster, and cargo management system, etc. In this study, we only included
parameters that are attached on main engine subsystems. Other parameters that come from other
subsystems were excluded because they are not in our interest. As a result, the chosen parameters are
shown in Table 2.
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Table 2. Description of parameters.

Sensor Name Description

ME1 FO FLOW HOUR INLET The consumption rate of fuel oil
ME1 FO TOTALIZER INLET Cumulative consumption of fuel oil

ME1 FO TEMP INLET The temperature of fuel oil
ME1 FO DENSITY INLET The density of fuel oil

ME1 RPM ECC Engine rotation per minute (RPM)
ME1 RPM Same as above

ME1 SCAV AIR PRESS ECC The Pressure of scavenging air
ME1 SCAV AIR PREE Same as above
ME1 FO INLET TEMP The inlet temperature of fuel oil
ME1 FO INLET PRESS Inlet pressure of fuel oil

ME1 CYL1 PCO OUTLET TEMP
ME1 CYL2 PCO OUTLET TEMP
ME1 CYL3 PCO OUTLET TEMP
ME1 CYL4 PCO OUTLET TEMP
ME1 CYL5 PCO OUTLET TEMP

The outlet temperature of cylinder piston cooling oil

ME1 JCW INLET TEMP The inlet temperature of jacket cooling water
ME1 JCW INLET OUTLET The outlet temperature of jacket cooling water

ME1 CYL1 CFW OUT TEMP
ME1 CYL2 CFW OUT TEMP
ME1 CYL3 CFW OUT TEMP
ME1 CYL4 CFW OUT TEMP
ME1 CYL5 CFW OUT TEMP

The outlet temperature of cylinder block cooling water

ME1 CYL1 EXH GAS OUTLET TEMP
ME1 CYL2 EXH GAS OUTLET TEMP
ME1 CYL3 EXH GAS OUTLET TEMP
ME1 CYL4 EXH GAS OUTLET TEMP
ME1 CYL5 EXH GAS OUTLET TEMP

The outlet temperature of exhaust gas

ME1 TC1 EXH INLET TEMP The inlet temperature of exhaust gas of turbocharger
ME1 TC1 EXH OUTLET TEMP The outlet temperature of exhaust gas of turbocharger

ME1 TC LO OUTLET TEMP The outlet temperature of lubricant oil

ME1 LO INLET PRESS Inlet pressure of lubricant oil
ME1 LO INLET TEMP The inlet temperature of lubricant oil

3. Data Preprocessing

All the data-driven approach requires representative training dataset. However, the raw data
stream is not complete. It may contain out-of-range values, missing values, redundant variables,
and irreverent information. If the raw data is not carefully screened, then the resulting model will not
perform well on the new data. Thus, in this study, several preprocessing methods were applied to
improve the quality of the dataset. The overall analysis framework is shown in Figure 2.

First, out-of-range values that exceed the acceptable sensor value ranges were removed. In some cases,
sensor value shows zero or extremely large values that are out of acceptable range of sensors. Those values
are usually the consequence of signal loss either from the sensors or from the communication. Because
both cases were not related to the failure of the engine, it is natural to remove such outliers in the
training data set.

Then, we reduce the dataset by averaging its value with a 10-min interval. One reason for this
transformation is that the current data set (measured with a second interval) is too huge to train the
model. Besides, the vessel engine usually undergoes slow changes during the operation compared to
other vehicles such as the car or the airplane. Thus, averaging the dataset with a 10-min interval may
be enough for training the model. As a result, the size of the dataset was reduced to 37,523.
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Figure 2. The overall framework for vessel main engine anomaly detection.

Next, we exclude the data collected when the vessel was idle because the vessel engine does not
operate during that period. As shown in Figure 3, the vessel shows the alternating operational status
(idle and normal operation) during the data collection period. This study adopts a window-based
change point detection algorithm to the ground speed time-series data to distinguish the vessel’s
operational status. The algorithm tries to detect the rapid change points using two windows, which
slide along the data stream. The statistical properties of each window are compared with a discrepancy
measure. For a given cost function c(·), a discrepancy measure d(·, ·) as follow:

d(yu,v, yv,w) = c(yu,w) − c(yu,v) − c(yv,w) (1)

where yt is the input time series at time point t and u < v < w are indexes. If the discrepancy measure
between two sliding windows is smaller, this indicates that there is no change point at v. On the
other hand, if the sliding windows fall into two dissimilar segments, the discrepancy is significantly
higher, suggesting that v is a change point. In this study, such a change point indicates the boundary
between the operational status of the vessel. Because the time window is considered for change point
detection, this method is less sensitive to the noise data. For more details about the methods, please
refer to [22]. Figure 3 also shows change points detected by the time-window based method. In this
study, we consider the area whose average ground speed is over 6 knots. Further, according to an
expert opinion, we determined to consider the dataset whose RPM value is over 70.

Then, feature selection and transformation was conducted. The feature selection result and was
summarized in Table 3. As shown in the table, from the original dataset, some parameters (ME1 RPM
ECC, ME1 SCAV AIR PRESS ECC) were obtained from duplicated sensors of other sensors (ME1
RPM, ME1 SCAV AIR PRESS) in case of sensor failures. Because parameter values of original and
duplicated sensors were exactly same throughout the data collection period, we excluded duplicated
sensor parameters from the dataset. In addition, parameters related with the fuel status (ME1 FO
FLOW INLET, ME1 FO DESNITY INLET, ME1 FO TEMP INLET, ME1 FO TOTALIZER INLET) were
removed. Of course, the change in fuel density or temperature may affect the performance of the
engine. Especially, if a vessel sailed through an emission control area, such as the western part of the
United States that regulates the use of low sulfur oil, the reduced lubrication effect due to low-sulfur
oil might increase the probability of accidents, such as piston sticking. However, because our vessel
has not sailed through an emission control area, there was no significant change in fuel oil (such as
viscosity) during the data collection period. Moreover, the vessel used fuel additives to prevent the
problem that may arise from fuel status. Finally, instead of using individual sensor value of individual
cylinder, we use averaged value because sensor values from five cylinders show high correlation with
each other as shown in Figure 4. As a result, the variable size was reduced from 32 to 14.
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Figure 3. Time series of the vessel ground speed. Moreover, the windows-based change detection
method is also applied to find operational regions among the dataset. The alternating color region
indicates whether the vessel operates or not.

Table 3. Removed Parameters and Reason.

Reason Parameters

Fuel Oil Status Indicator
(not affect engine condition)

ME1 FO FLOW HOUR INLET, ME1 FO DENSITY INLET,
ME1 FO TEMP INLET, ME1 FO TOTALIZER INLE

Duplicated sensors ME1 RPM ECC, ME1 SCAV AIR PREES ECC

Aggregate value by averaging
ME1 [CYL1~CYL5] PCO OUTLET TEMP
ME1 [CYL1~CYL5] PCO OUTLET TEMP
ME1 [CYL1~CYL5] CFW OUTLET TEMP

 

Figure 4. Correlation heatmap among entire feature set.
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We may use more sophisticated variable reduction techniques such as Principal Component
Analysis (PCA) or Independent Component Analysis (ICA) to reduce the variables further. However,
we determine to preserve the current variables to utilize them in several analyses after detecting
anomalies for examining common patterns and causes for anomalies. As a result, the comparison
between dataset and preprocessed dataset is shown in Table 4.

Table 4. Comparison between original dataset and preprocessed dataset.

Original Dataset Preprocessed Dataset

Parameters

ME1 FO FLOW HOUR INLET
ME1 FO TOTALIZER INLET
ME1 FO TEMP INLET
ME1 FO DENSITY INLET
ME1 RPM ECC
ME1 RPM
ME1 SCAV AIR PRESS ECC
ME1 SCAV AIR PRESS
ME1 FO INLET TEMP
ME1 FO INLET PRESS
ME1 [CYL1~CYL5] PCO OUTLET TEMP
ME1 JCW INLET TEMP
ME1 JCW INLET OUTLET
ME1 [CYL1~CYL5] CFW OUT TEMP
ME1 [CYL1~CYL5] EXH GAS OUTLET TEMP
ME1 TC1 EXH INLET TEMP
ME1 TC1 EXH OUTLET TEMP
ME1 TC LO OUTLET TEMP
ME1 LO INLET PRESS
ME1 LO INLET TEMP

ME1 RPM
ME1 SCAV AIR PRESS
ME1 FO INLET TEMP
ME1 FO INLET PRESS
ME1 CYL PCO OUTLET TEMP
(Average value of 5 cylinders)
ME1 JCW INLET TEMP
ME1 JCW INLET OUTLET
ME1 CYL CFW OUT TEMP
(Average value of 5 cylinders)
ME1 CYL EXH GAS OUTLET TEMP
(Average value of 5 cylinders)
ME1 TC1 EXH INLET TEMP
ME1 TC1 EXH OUTLET TEMP
ME1 TC LO OUTLET TEMP
ME1 TC LO INLET TEMP
ME1 TC LO INLET PRESS

Number of Observations 22,513,800
(one second interval)

37,523
(ten minutes averaging)

4. Ensemble-Based Method for Anomaly Detection

This section outlines the anomaly detection algorithm applied to the preprocessed dataset.
This study adopts an unsupervised approach because we have no labeled dataset about the failure
of the vessel’s main engine during the data collection period. The unsupervised approach assumes
that all the training data shows the normal condition [23]. Thus, if a new observation shows a large
deviation from the training set, it is considered an anomaly. Unsupervised anomaly detection may
show poor performance if the distribution of the normal dataset is heavy-tailed, or the normal data
point is too centered to mimic the anomalous data point [24]. Moreover, the low-accuracy problem
may be more severe when the feature space of the dataset is high-dimensional [23].

To remedy this problem, ensemble learning is also applied to model learning. The ensemble
approach, which combines multiple base estimators in anomaly detection, is considered as a strategy
to improve the model accuracy and stability because one can reduce the effect of variance on modeling
accuracy by running the model multiple times [25]. Ensemble approach can be categorized as
model-centric when multiple based estimators of the different hyperparameter are combined to predict
anomaly score, while it is categorized as the data-centric when the different derivatives of the dataset are
applied to the same model. Several ensemble-based approaches, such as feature bagging, parametric
ensemble, and sub samplings, are available.

4.1. Base Anomaly Detection Algorithm: Local Outlier Factor

In this study, the Local Outlier Factor (LOF) [26] is applied as a basic anomaly detector. LOF is
considered as an instance-based method because it firstly finds a relevant instance of the training data
and makes a prediction using the information of these instances. Because this approach does not
require the design of generic models, it is often referred to as memory-based methods. LOF [17] and the
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k-nearest neighborhood-based method [27] was its successful implementation. One of the problems in
instance-based methods is that the performance of the anomaly detection may be severely affected by
the local distributions of the data. LOF addresses this problem by using density information of its
neighborhood point. For a given data point xi, let Dk(xi) be the distance between xi and its k-nearest
neighbor, and Lk(xi) be the set of points within the k-nearest neighbor distance. Then, we calculate the
reachability distance between two data points xi and xj Rk(xi, xj) is calculated as follows:

Rk(xi, xj) = max
{
dist(xi, xj), Dk(xj)

}
(2)

when j is in a dense region and the xi is far from xj, the reachability index will be equal to the true
distance. If j is in sparse region, on the other hand, the reachability index will be smoothed out by its
k-nearest neighbor distance. In this way, we can calculate the average reachability distance ARk(xi) of
xi by averaging reachability distance of its k-nearest neighborhood points:

ARk(xi) = MEANj∈Lk(xi)
Rk(xi, xj) (3)

the local outlier factor is the average ratio of ARk(xi) with respect to its k-nearest neighborhood of xi:

LOFk(xi) = MEANyi∈Lk(xi)
ARk(xi)

ARk(xj)
(4)

As the LOF algorithm can detect “local” outliers regardless of the data distribution of normal
behavior, it has been applied to various applications, including network intrusion detection and process
monitoring [28]. Due to the computational complexity of the LOF algorithm, however, its application
to large data with high dimension has been limited. This issue can be more critical for real-time
application systems.

4.2. Ensemble-Based Approach to Anomaly Detection: LSCP

As an ensemble approach to anomaly detection, Locally Selective Combination in Parallel Outlier
Ensembles (LSCP), which is proposed by Zhao et al. [29], is adopted. LSCP is proposed to solve the
local data problem when the data consists of heterogeneous distribution, thus cannot be represented
by the one generic model. The presence of the local data structure, thus, is considered as one
of the main causes that lower the performance of the unsupervised anomaly detection algorithm.
LSCP tries to solve this problem by identifying local regions obtained from its nearest neighbor and
building competitive ensemble detectors for each local region, thus, providing more robust predictions.
Moreover, LSCP utilizes a feature bagging strategy to cope with the problem arise in high-dimensional
feature space.

LSCP consists of four major steps, as shown in Figure 5. In the first stage, generate pseudo-ground
truth labels are generated from the ensemble. Let Xtrain be training data, and C = {C1, C2, . . . , CR} be
a collection of base detectors with different hyperparameter settings. Moreover, let O(Xtrain) be the
matrix of the anomaly score O(Xtrain) = [C1(Xtrain), . . . , Cr(Xtrain)]. Then, the pseudo ground truth
denoted by the target is obtained by score aggregation of base estimators C as follows:

target = f (O(Xtrain)) (5)

In the second stage, local region is constructed. Given a data instance to test xj, the local region ψ j
is defined as its k-nearest neighborhood defined as the follows:

ψ j =
{
xi
∣∣∣xi ∈ Xtrain, xi ∈ Lk,ENS(xj)

}
(6)

To define the local region Lk,ENS(xj), t groups of [d/2, d] features are randomly selected and k
nearest data object is identified. xi is included in Lk,ENS(xj) when xi are included in the neighborhood
more than t/2 times.
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In the Third stage, model selection and combination are conducted. For testing instance xj,
let targetψ j be the pseudo ground target value from its k nearest neighborhood:

targetψ j =
{
targetxi

∣∣∣xi ∈ ψ j
}

(7)

O(ψ j) = [C1(ψ j), . . . , Cr(ψ j)] (8)

Moreover, let O(ψ j) be the training score matrix retrieved from its anomaly score matrix:
Then, the correlation between each base detector and pseudo ground truth over the local region is

calculated. Pearson correlation is applied between targetψ j and O(ψ j).
In the final step, a histogram of the Pearson correlation score of each detector is constructed,

and then binned with b equal intervals. Then, the collection of detectors belonging to the most frequent
intervals are kept for the ensemble for the later stage. Finally, selected detectors scores are combined
with the average of maximum strategy. In Zhao et al. [29], LSCP shows better performance on many
real datasets. LSCP is also considered in this study because our vessel dataset is collected from several
heterogeneous routes, indicating the presence of local structures.

RC C C

trainX

train

train
train

R train

C X
C X

O X

C X

=

testX

target

j testx X∈ jψ
j j r jO C Cψ ψ ψ=

jtargetψ

j
jO targetψψ

Figure 5. Locally Selective Combination in Parallel Outlier Ensembles (LSCP) Procedure (adopted from
Zhao et al. [22]).

5. Experimental Result

5.1. Anomalies Detection Result

This section illustrates the result of the anomaly detection analysis. To make an ensemble anomaly
detector, we combined 30 different LOF detectors. To enhance the robustness of an ensemble detector,
it is required to ensure the diversity of base detectors by setting different hyperparameters. In the
case of LOF, the dominant hyperparameter is k, which is the number of nearest neighbors to consider.
Thus, 30 different hyperparameter set is randomly drawn from integer intervals ranging from 5 to 150.
The numerical experiment was performed on Python 3.6. We used the PYOD (python toolkit for
detection of outlying objects) in the implementation of LSCP [30]. The computing environment was
CPU 2.2 Ghz, RAM 13 Gb.

Figure 6 shows the histogram of the anomaly scores obtained from the LSCP algorithm. The vertical
line indicates the anomaly thresholds with different percentile values. Because the histogram has a
very thin tail part, it seems that the anomalous data object is well separated from the normal dataset.
As shown in Figure 6, we further highlighted the tail part by limiting the y-axis value to determine the
proper threshold. In this study, percentile 0.998 is considered as the threshold because there is a small
inflection of histogram, which may suggest the separation between different groups.
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Figure 6. Histogram of anomalies score.

In Figure 7, we compared the anomalies obtained from our ensemble-based model (LSCP) with
several individual detectors (LOFs) of varying hyperparameters. As shown in the figure, the anomaly
detection result of an individual detector varies according to the hyperparameter. This result suggests
that depending only on a single anomaly detector may be biased with the local data structure. On the
other hand, anomalies detected from the ensemble-based method seems to be more robust because it
includes data points that commonly appear across individual detectors.

 

Figure 7. Comparison of anomaly detection results. The red mark indicates anomalies detected by the
ensemble-based approach (LSCP), while the black mark indicates anomalies from individual detector
Local Outlier Factor (LOF).
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5.2. Anomalous Pattern Identification Using Clustering Analysis

We identified clusters of an anomalous dataset to examine the typical patterns of anomalous
engine behavior. To this, we applied the K-means algorithm to the anomalous data points detected
from our ensemble-based algorithm. As a result, we found four clusters of anomalous engine behavior.
Figure 8 compares the distribution of entire variables of each anomalous data cluster. For each sensor
variable, we = highlighted the cluster that shows a large deviation from the distribution of normal
data points. As shown in the figure, most of the variables were highlighted by cluster 0 (highlighted
by the blue line) or cluster 1 (highlighted by the green line). However, cluster 2 and 3 show little
distinction from the normal data distribution. Table 5 summarizes the anomalous features associated
with each cluster.

Figure 8. Comparison of boxplots among anomalous data cluster. Clusters that show large deviation
from other groups are highlighted by the cluster colors.

Anomalies detected from Cluster 0 show a high value in fuel oil flow rate, RPM, scavenging air
pressure, and turbocharger lubricant oil temperature. A possible cause of this anomaly may be the
engine’s acceleration because all of the relevant parameters seem to be the result caused by the engine
acceleration [21]. On the other hand, the possible explanation about the anomalous parameters in
cluster 1 seems to engine overcooling of the engine, wherein the normal temperature at which the
engine operates cannot be reached. Because the engine overcooling also can damage an engine just as
overheating, this region requires further investigation [31]. Cluster 3 is almost the same as cluster 0
except for lower turbocharger exhaust gas temperature. One of the possible causes of this anomaly
may be the abnormal intake airflow in a marine engine [32].
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Table 5. Anomalous Parameters of Each Cluster.

Clusters Anomalous Features

Cluster 0

High fuel oil flow rate
High engine RPM

High scavenging air pressure
High turbocharger lubricant oil outlet temperature

Cluster 1

Low jacket cooling water inlet temperature
Low turbocharger exhaust gas inlet temperature

High turbocharger lubricant oil inlet pressure
High lubricant oil inlet temperature

Low cylinder block cooling water temperature
Low cylinder exhaust gas outlet temperature

Cluster 3 High scavenging air pressure
Low turbocharger exhaust gas inlet temperature

5.3. Anomalous Engine Status Analysis with Vessel Operational Information

We conducted several analyses to find some potential causes of the anomalous data point. First,
we analyzed the anomalous data point by examining its location on the vessel speed vs. power curve,
as shown in Figure 9. Usually, there is a positive relationship between the rpm of the engine and the
vessel’s ground speed. If most of the anomalous data points have high speed and RPM value, then the
engine’s load required to operate the vessel at high speed may cause the anomaly. However, as the
figure suggests, except for cluster 0, the anomalous data point in other clusters seems to spread over
the speed vs. power curve. This result suggests that our anomalous data points may not have a single
cause and calls for further investigation.

Figure 9. Anomalies plotted over speed vs. RPM scatter plot.

We also examined the anomalous data point and the time series of ground speed, as shown in
Figure 10. As the figure indicated, most of the data points in cluster 1, cluster 2, and cluster 3 involved
the rapid vessel speed change. This result suggests that the anomaly may be related to the acceleration
or deacceleration, which may cause damage to the engine.
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Figure 10. Anomalies plotted over the ground speed of the vessel.

Finally, we plotted the anomaly over the vessel route, as shown in Figure 11. The thin black line
illustrates the navigation route of the ship for over ten months. As shown in this figure, most of the
anomalies occurred in near lands, except few cases. The possible explanation for this might be that the
vessel is usually driven at a low speed in the coastal waters to prevent an accident, and the engine is
operated in a different pattern than usual due to frequent changes in speed. For this reason, data in
the coastal waters can be classified as anomalous. We think that such information will help locate the
cause of engine anomaly during ship operation in the future.

Figure 11. Anomalies plotted over the vessel routes.
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6. Conclusions

In this work, a machine learning approach is adopted to detect the anomalous vessel main engine.
We collected an actual dataset of a large-scale bulk carrier over ten months. This study adopted
an ensemble-based algorithm to learn the large-scaled and high-dimensional engine sensor streams.
As a result, each data point was successfully measured with a unified measure. With this framework,
one can detect the anomalous engine behavior that shows a large deviation from the normal condition.
In this study, we also conducted a clustering analysis to examine the common patterns of anomalies
and which can provide information for the engine diagnosis.

The limitations of our research are as follows. First, the current dataset does not include external
factors, such as the seawater temperature or air temperature. Although the cooling system in our
target vessel operates to control the effect of such external factors, the relationship between external
factors and engine performance should be investigated in future studies. Moreover, more rigorous
preprocessing may improve the analysis result. Currently, only the outlier whose sensor value is
outside of measurement range were removed from the dataset. However, some outliers may be within
the measurement range, but does not satisfy the physical constraint. For example, the temperature of
the exhaust gases at the inlet of the turbocharger must be higher than at the outlet. Accommodating
such physical condition across sensor variables could be considered in the future works. Moreover,
in future studies, we need to obtain a complete dataset. We need to increase the dataset size by
extending the data collection period or combining another vessel’s dataset with the same engine type.

Despite the above limitation, the unsupervised approach proposed in this paper could be used
for the initial screening of the engine status monitoring and can be combined with other fault
diagnosis methods. One of the natural extensions of this work is to apply an existing failure mode
analysis framework to the anomalies detected by our data-driven approach. There are several works for
identifying possible cause and symptoms of marine engines. Those failure modes were usually obtained
from the expert knowledge [33] or the simulation experiment [32]. The development of the framework
and visualization scheme for relating such failure modes and the anomalies may be helpful for fault
isolation and diagnosis. Our methodology can also be extended to another subsystem. The current
work only analyzed the engine-related parameters. However, the modern vessel collects sensor stream
from various subsystems including cargo management, or power generation system. Considering
those subsystems, thus, would be a fruitful area for future works. Another possible extension of this
work is to develop more efficient method for analyzing anomalies patterns. Even though clustering
analysis was conducted to explain the common cause of anomalous data, it still depends on the
visual inspection, making it difficult to explain the cause of anomaly quantitatively. We can improve
the analysis by adopting an Explainable Artificial intelligence (EAI) framework, such as Shapley
Additive Explanation (SHAP) [34] or Local Interpretable Model-agnostic Explanations (LIME) [35],
which quantifies feature contribution to an individual anomalous data point. With feature importance
information, more rigorous analysis for categorizing anomalous patterns by focusing on problematic
sensor values may be possible.
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Abstract: Modern seagoing ships are often equipped with converters which utilize semiconductor
power electronics devices like thyristors or power transistors. Most of them are used in driving
applications such as powerful main propulsion plants, auxiliary podded drives and thrusters. When
it comes to main propulsion drives the power gets seriously high, thus the need for use of medium
voltage power electronics devices arises. As it turns out, power electronic parts are the most
susceptible to faults or failures in the whole electric drive system. These devices require efficient
cooling, so manufacturers design housings in a way that best dissipates heat from the inside of the
chips to the metal housing. This results in susceptibility to damage due to the heterogeneity of
combined materials and the difference in temperature expansion of elements inside the power device.
Currently used methods of prediction of damage and wear of semiconductor elements are limited to
measurements of electrical quantities generated by devices during operation and not quite effective
in case of early-stage damage to semiconductor layers. The article presents an introduction and
preliminary tests of a method utilizing an acoustic emission sensor which can be used in detecting
early stage damages of the gate turn-off thyristor. Theoretical considerations and chosen experimental
results of initial measurements of acoustic emission signals of the medium voltage gate turn-off
thyristor are presented.

Keywords: acoustic emission; sensor; transducer; gate turn-off thyristor; power electronics

1. Introduction to the Subject Matter

The analysis of acoustic emission (AE) signals is widely used to detect damage in solid
materials. The most popular areas of application are the supervision of fatigue phenomena
and cracks in steel structures [1–4], rolling elements in bearings [5,6] or the occurrence
of partial discharges in power transformers [7,8] and medium voltage switchgears [9–11].
There have been attempts at recognizing AE signals in low voltage insulated gate bipolar
transistors (IGBTs) [12–16] even with changes of junction and case temperature [17]. It
must be noted that AE tests were applied to small packaging low-voltage semiconductors
(without electrical insulation inserted between AE sensor and device case) but it can be
assumed that the propagation of elastic waves in much bigger structures will behave
differently because of the extended internal volume of different types of packaging and the
use of insulating inserts for medium-voltage operation.

That is the main reason gate turn-off (GTO) thyristors and newer gate-controlled
thyristors are still widely used in high-power medium voltage applications such as ships
main propulsion plants. The article presents possibility of using an acoustic emission
sensor for diagnostics of early-stage dislocations and structural cracks inside gate turn-
off thyristors.

Sensors 2021, 21, 70. https://dx.doi.org/10.3390/s21010070 https://www.mdpi.com/journal/sensors
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1.1. Types of Power Electronics Devices Cases and Packaging

The silicon-controlled rectifier thyristor (SCR) can be considered as the first semi-
controlled device that started medium voltage power electronics. Currently, this device in
its basic not fully controlled form has largely disappeared from medium voltage applica-
tions, having gradually been replaced by exclusive GTOs and for several years now, by their
upgraded version called gate controlled thyristors (GCTs) and integrated gate controlled
thyristors (IGCTs). It can be assumed that the integrated gated controlled thyristor consists
of the GTO structure integrated with an electronic driver circuit providing operation within
a safe operation range, reduced switching losses and a short storage time [18].

Thyristors designed for medium voltage operation are usually made as a ceramic
disc with metal anode and cathode plates. For proper operation they have to be efficiently
cooled with means of a radiator stuck to the medium voltage plates. This is of course
a main source of noises coming out of strong electric field (because of vicinity of high
voltage electrodes) and electromagnetic field (coming from the current flow). Due to
the switching cycle, the internal structure and inner silicon layers will be subjected to
continuous mechanical stresses resulting from the repeated heating and cooling cycles.

Repeating temperature changes are the main cause of thermal stress, wear and in
the end semiconductor structure failures. For designers these stresses are a quite bit of
concern in the design and operation of power electronics devices, and a large number of
publications have been devoted to thermal phenomena occurring inside of silicone-based
electronics.

It can be assumed that the power electronics devices thermomechanical design prob-
lems can be defined in terms of the following categories [19]:

- slight temperature changes causing thermoelastic deformation,
- stress fields resulting from major changes of junction and internal temperature and

displacements, along with erratic temperature distribution effects.
- elastic or elastoplastic deformation due to the effects such as thermal shock, creep,

stress relaxation, stress rupture, and thermal fatigue.

To master some of aforementioned issues two main technologies are utilized in the
manufacture of power thyristors: alloying and free-floating silicon technology [20].

Vacuum brazing using aluminum and silicon alloys is a commonly used method
in alloy brazing to join silicon chips with molybdenum thermal compensators. Use of
such technology provides a firm silicon chip-molybdenum disc junction with good cycling
capacity and quite low thermal impedance.

In this case some external force is needed for installation purposes from the cathode
side of thyristor is required to prove firm thermal contact. Even so, since alloying is a
high-temperature process, thermomechanical stresses show up in Si-Mo structure because
of the different thermal expansion coefficients of silicon and molybdenum.

However, when combining silicone chips with larger diameter outer chassis plates,
this issue becomes even more important. Free-floating silicon technology introduces a
semiconductor layer with the cathode and anode, metallization between them and thermal
compensators. Because of the lack of soldered joints, only pressure thermal and electrical
contacts between the silicon plate and thermal compensator can be distinguished. The
advantage of the pressure contact design is the absence of deformation and residual
stresses that occur when soldering a silicon plate with a thermal expansion joint due to the
difference between the expansion coefficients. This feature is extremely important in the
fabrication of semiconductor components, especially those of bigger diameter. Another
important advantage of free-flowing silicon technology is that the surface layers of silicon
do not dissolve during the manufacturing process. On the other hand, there is higher
thermal resistance from the anode side in comparison to the soldering technology.

Another factor related to temperature expansion phenomena and changes in geometric
dimensions is the type of thyristor housing [21].

There are several types of thyristor packages presented in Figure 1, ranging from
low power devices enclosed in small plastic housings, then bolted medium power devices
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to flat-pack (or press-pack) systems for high power and high voltage systems. Due to
technological restrictions the thyristors enclosed in the flat-pack cases must be mounted
under certain and precisely controlled pressure in order to get proper electrical and thermal
contact between the semiconductor layer and the external metal electrodes. Huge diameter
thyristors should not be directly soldered or glued to the large copper pole piece of the
flat-pack because of the significant difference in the coefficient of thermal expansion (CTE).
To avoid this issue the contact for both anode and cathode is obtained by means of pressure
assembly.

 

Figure 1. Example of thyristors in plastic, stud-mount and press-pack packaging.

Due to the differences in the way the inner layers are installed and connected, as well
as the type of enclosure, it is expected that the acoustic emission signals will also vary
during switching.

1.2. Phenomena inside of Cycling GTO Thyristor

Gate turn-off thyristors, as opposed to SCRs are fully controllable switches that allow
turning on and off by applying a voltage to the gate lead. Classic silicon rectified thyristors
can only be switched off by decreasing the anode current below the value of the holding
current. Therefore, semi- controlled SCR thyristors are not the best choice for direct current
applications. The GTO thyristor can be turned on by a certain current injected into the
gate and anode gate and it conducts until this sustaining current has a proper value. It
is possible to turn off this kind of thyristor simply by applying a gate current signal of
negative polarity. The turn-on phenomenon in GTOs is more reliable than in a SCR thyristor
and a continuous gate-anode current should be maintained in order to improve reliability.

An important issue in constructing power electronic devices is to minimize stray
inductance inside the structure and to reduce the inductance value between terminals and
anode and cathode plates. The mounting to the terminals should be designed in the way
it minimizes inductances in order to eliminate overvoltage spikes during the switching
process. Due to parasitic inductances inside the semiconductor structure, there may occur
high frequency ringing when changing states fast. As occurs in every power electronics
design, the capacitance of semiconductor layers and cast also creates the problem of a
mutual electromagnetic interference noise between two or more devices when placed close
to each other. In some situations, these capacitances may cause firing of gate circuitry
charging and thus unwanted switching and serious equipment failures [21].

In addition to the aforementioned, designers of power electronic devices must pri-
marily take into account the thermal effects occurring during conduction and switching of
thyristors. In contrast to SCR thyristors, during the turn-on time the GTO thyristor needs a
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gate current ranging from 20 up to 30 percent of the conductive current at all times. This
additionally increases the temperature of the junctions and greatly affects the deformations
and dislocations within the structure. The turn-off process is initiated by applying a neg-
ative voltage between the gate and cathode of thyristor. The forward current is used to
induce a cathode-gate voltage what results in a decrease of the anode forward current, and
thyristor will switch off. As for the inner semiconductor structure there are identical in
width and length tiny emitter mesa spots distributed inside the structure (Figure 2), which
allow similar flow of the turn-off current in every path.

 
Figure 2. Cross section of a GTO showing the cathode islands and interdigitation with the gate
(p-base).

In the case of no homogeneous current flow during the turn-off period can result in
filamentation and with it in dynamic avalanche thus enormous silicon element heating and
burn out.

The fatigue of semiconducting material comes from coefficient of thermal expan-
sion mismatch between sticking materials of different coefficients because the switching
frequency thermal cycling can significantly increase the fatigue process what can be de-
tected with means of elastic waves inside the structure. With the temperature changes
and variations, the internal wafers expand and contract at different rates what is main
cause for soldered layer cracking and debonding. Some CTEs of popular materials used
in power electronics devices are given in the Table 1. The extensive temperature rise also
plays an important role in the chemical degradation processes such as dendritic growth
and protrusion migration, therefore keeping the size of cooling plates large enough and
ensuring efficient cooling is one of the most important issues related to the design and
proper operation of power electronic devices [22].

Table 1. Coefficient of thermal expansion for chosen materials.

Material CTE (mμm/mK) at 300 K

Silicon 4.1

Copper (baseplate and pole pieces) 16–16.7

Al2O3 (Aluminum Oxide AL98) 6.2

Tungsten (W) 4.5

Molybdenum (Mo) 4.9

Aluminum (Al) 13.1

60/40 solder (Pb/Sn eutectic) 25

The time rates of anode current during turn-on and anode-cathode voltage while turn-
off are parameters needed to properly control the system and achieve reliable operation.
These values should never exceed the permissible level stated by the manufacturer. When
in the conducting state the areas of a device near the gate begin to conduct current sufficient
time must be provided for the whole cathode area to begin conducting before the short-
circuit currents become too high. If the rate of rise of forward anode-cathode voltage is too
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high thyristors can trigger (or self-trigger) into a conduction mode from a forward-blocking
mode because of junction capacitance. To avoid any influence of switching voltage spikes
additional capacitors and resistors known as snubbers are used as protection circuits. These
can be found in other power semiconductor devices. A lack of snubbers can damage the
silicon structure and contribute to the creation of unwanted acoustic emission signals
which distort the frequency spectrum. All of aforementioned processes are the part of the
thyristor wafer wear process along with natural structure aging. According to [23] due to
aging some subtle changes occur such as waveform anode voltage alterations during turn
on processes indicating physical changes in the thyristor gating circuit.

1.3. Acoustic Emission Signals and Analysis

Because of the cyclic nature of GTO switching the phenomena occurring inside its
structure will be most notable at the working frequencies of the thyristor. There can be dis-
tinguished the following types of thyristor operation: the turning on, conducting/blocking
state and turning-off events. This article covers use of AE signals obtained in the rectifying
mode of operation so the expected elastic waves spreading across press-pack GTO structure
would eventually contain power grid frequencies and its multiples as some of internal
wave bouncing occurs. The acoustic signal analysis can be recognized as mathematical
methods of signal processing in order to obtain valuable information about the inner state
of a solid object. In the case of power electronics devices, the signals coming from a sensor
can include a lot of “contamination” in a form of EMI or strong electric field noise which
must be removed. The useful signals obtained during nominal parameter (current, voltage
or junction temperature) operation can become a pattern and any abnormal state of the
inner structure of the thyristor should result in change of the AE signal. When analyzing
AE signals in the time domain, namely acceleration amplitude against time to quantify
the strength of an elastic wave signal, a few parameters are needed (and observable):
amplitude, peak-to-peak value and RMS. As was mentioned any signal coming from a
semiconductor device includes a lot of additional information which can be represented
as a mix of signals of different amplitudes and frequencies. The analysis of such in the
time domain is not very useful so proper methods of signal analysis were introduced and
now are widely used in diagnostics. Each of these have different properties and better fit
various applications. These are the fast Fourier transform (FFT), frequency spectrogram
and power spectral density (PSD).

The FFT decomposes the obtained signal into a Fourier series containing individual
sine wave components. In numerical-based applications the fast Fourier transform in its
fastest Radix-2 decimation-in-time (DIT) form is willingly used. It can be easily applied
to the digital signal processor code [24] and operate in real-time. The result of Radix-2
operation over incoming signals is data containing acceleration amplitude as a function of
frequency. This data enables signals analysis in the frequency domain and in diagnostic
applications, the vast majority of analyses are typically done in such a domain. The FFT is
fairly good for the detection and analysis of stationary state signals but with prolonged
operation of the power electronics devices, the parameters like junction temperature along
with geometrical dimensions (due to CTE) will change. This in turn would have an impact
on the acoustic emission signals coming from the structure. In such a case it is more
convenient to use the frequency spectrogram which basically creates and combines a series
of FFTs and overlaps them into one plot to illustrate how the spectrum in the frequency
domain changes with time. The frequency spectrogram can be very useful to illustrate
how the spectrum of the acoustic emission varies in a changing environment. Another
way of describing the contribution of individual frequency components to the total signal
is the so-called power spectral density. A lot of acoustic signals during transient states
include some noise arising from states that are dynamically changing at many frequencies
at the same time. While the FFT is good enough at analyzing elastic waves signals when
there is a finite number of dominant frequency components the power spectral densities
are mainly used to characterize random signals. Because an ideal spectrum consists of
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an infinite number of components, easy calculation of the total dissipated power is not
possible, so it is more convenient to denote it by power per frequency (or bandwidth)
obtaining the units of V2/Hz. Such a spectrum is called power density spectrum (PDS)
and the value of the density is called power spectral density (PSD) [25]. The values of PSD
are obtained by multiplying each frequency bin in a fast Fourier transform by its complex
conjugate which results in the real spectrum of amplitude described in g2. The power
spectral density analysis in the case of changing, noisy signals seems to be more useful than
a FFT because amplitude value is normalized to the frequency bin width which in turn
leads to units described as g2/Hz. Use of PSD has another advantage over FFT namely the
dependency on bins width disappears, so comparison signals of different lengths become
straightforward.

Considering its Fourier transform over the interval ±T/2 as X(ω) for a time domain
signal denoted as x(t) the power spectral density is given by:

SX(ω) = lim
T→∞

E
{
|X(ω)|2

}
T

(1)

and the area under the spectrum curve represents the total power of the signal, which is
given by following equation:

x−2 =

+∞∫
−∞

SX( f )d f = 2
∫ ∞

0
SX( f )d f (2)

What can be considered as an advantage is that nonstationary AE signal time series
analysis presents how the energy is distributed during a measurement time span. Nowa-
days there is widely used software which performs the aforementioned operations in
real-time thus the analysis and on-line monitoring of internal state of materials is also
possible for offline work. There are of course preprogrammed, compact systems created
for such operations, but they are dedicated to specialized areas and the signals coming out
can be heavily filtered what makes them not very practical for power electronics emission
signals analysis [26].

2. Materials and Methods Used in the Experiments

In practical applications of acoustic emission sensors, they are used to detect the high
frequency energy signals which are generated in inner structure cracks when part of the
material is displaced or when the contacting layers have different expansion coefficients.
These signals are spread in all directions inside the structure and of course they bend
and bounce at the material borders of different densities. Knowing these issues there is
a good chance to measure such signals (appearing as elastic waves), convert them into
electrical signals and send them to a monitoring or diagnostic system. The more complex
the structure is the more bounced, bent and overlaid signals must be expected but after
precise filtering a lot of diagnostic information can still be obtained. The amplitude of
electrical signals is quite low (up to dozens of millivolts) so the signals are amplified, and
final step detectors have built-in filters. These signals can be analyzed in different ways
depending on the nature of the expected phenomena. In most of the cases such signals
are used for the detection of cracks, breaks and wear inside mechanical structures and the
detection of electrical partial discharges. All of the aforementioned facts are well known
and the detection devices have filters which are tuned in order to amplify interesting and
well-known frequencies indicating the beginning of destructive processes. The nature of
phenomena occurring inside multilayered press-pack type semiconductor devices is not
entirely known, so it is crucial to get AE signals unaltered in any way which means that
widely used front end commercial and dedicated recorders and detecting devices cannot
be used. The most convenient and obvious way to get the wide spectrum of acoustic
emission signals generated inside the semiconductor structure is to use a wideband AE
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sensor connected directly to an oscilloscope without preamplifiers and filters on. This
allows the observation of pure, raw electrical signals which of course include a lot of useless
information, but further analysis can reveal interesting behavior of the switching elements
and can lead to the creation of unique, proper switch pattern signals. This pattern can be
used for real-time observation of outgoing signals and can report early-stage malfunctions
or premature failures.

As long as there are no references to informative sources covering frequencies gen-
erated inside switching thyristors the wide band frequency sensor was typed for use
and detection of every kind of acoustic emission occurring in the tested semiconductor
structure.

The thin disc-shaped piezoelectric material which converts material deformation
into electrical signal is an important, active element of an AE sensor. To assure good
electrical conductivity the piezoelectric surfaces are metalized and in order to prevent
EMI interferences the whole structure is placed inside a closed cylinder made out of
metal. Titanate and zirconate crystals mixed with other materials are widely used in AE
transducers. The piezoelectric properties are obtained by ceramic material poling. This
process involves heating the element above the Curie point in the presence of electric field
and finally it produces asymmetrical internal crystal structure [27].

As the most promising and widely used device the WSα factory-calibrated sensor
was chosen. The frequencies detected by WSα according to Figure 3 ranging from 0 up
to 1000 kHz, thus any potentially interesting frequencies are fully covered by the chosen
sensor.

 
Figure 3. WSα sensor signals amplitude attenuation dependent on the frequency.

2.1. Recognition of AE Sensor Immunity to EMI Noise

The major question is what kind of signals an acoustic emission sensor detects while
operating at a close distance to the conducting current object. In the article the high-power
GTO thyristor is an object which produces specific AE raw signals in blocking/conducting
mode and a notably high current flows through its structure. This high current produces
a magnetic field which moves through the semiconducting layers, metal case and wiring
harness so it will have an impact on transducer operation and final readings. Because the
propagation paths and nature of AE signals in semiconductor layers is not exactly known,
it seems to be reasonable to perform measurements with use of wide-band sensor and
apply filtering at the very end.

The construction of the wideband AE sensor (WSα) used in our experiments consists
of layers which are placed on the ceramic plate. This ceramic plate is laid on the surface
of the tested material or semiconductor device (see Figure 4). In addition, it creates an
insulating layer to prevent short circuits on the conducting surface.
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Figure 4. The acoustic emission sensor in the metal case placed on the GTO.

Inside the metal case there is a completely enclosed crystal for RFI/EMI immunity,
which converts the vibrations into electrical signals. Because of the ceramic plate width and
the presence of a strong magnetic field created by the current flowing through the tested
thyristor there arises questions about the magnetic field influence on the measurements. It
is crucial to know how prone the sensor is to EMI noise before conducting further acoustic
emission measurements. Unfortunately, acoustic emission sensor manufacturers do not
provide detailed information on their resistance to magnetic and electric field interference,
so it was necessary to check sensor responses in the presence of a magnetic field. To answer
this question, a laboratory stand was set up, which was equipped with an autotransformer,
a laboratory coil, diode, acoustic emission and magnetic field Hall-effect sensor. The
latter transducer used was an AH49E type with a LM393 amplifier embedded on a PCB
and powered by a battery. Both sensors were placed on top of the coil secured in the
place and with means of an autotransformer the current flow across the coil was changed
(Figure 5). The tests covered placing the AE sensor away from top of the solenoid just to
find relationship between the near magnetic field and the acoustic emission transducer
readings. The AE sensor was placed on a paper stack of different thicknesses of 0.05 mm
(one sheet), 20 mm, 45 mm and 85 mm.

Figure 5. The sensors for AE and magnetic field signals detection.

The sinusoidal voltage coming from autotransformer was applied to the coil and
acoustic emission, magnetic field and current signals were recorded on the oscilloscope.

Taking into account that the coil wire length is much larger than its diameter the
magnetic field within the winding is given by B = μ0nl where μ0 is the permeability
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constant, n—number of coil turns and I denotes current flow. With a current flowing
through the coils, the magnetic field produced within the solenoid can be written as:

B = μ0

(
N
l

)
I (3)

Knowing that the magnetic flux for a given area equals to the area value multiplied
by the component of magnetic field perpendicular to the penetrated area according to
following equation.

This relationship can be presented as:

Φm = BS =
μ0NS

l
I (4)

Assuming that magnetic flux depends on current flow and introducing parameter
of the coil known as self-inductance Φm = L I the inductance of N turns inductor can be
expressed as:

Lcoil =
NΦm

I
=

μ0N2S
l

(5)

where l is the coil wire length, S means cross-sectional area and N is a number of copper
wire turns.

After applying known value of the current and coil parameters into Equations (4) and
(5), the values of magnetic induction and flux were calculated. These figures have been
confirmed by the results of measurement tests using a Hall sensor attached to the scope.

The solenoid chosen for the test had a self-inductance of 0.17 H with diameter equal
to 11 cm, and the current flowing across coil was set to 1 A RMS (1.41 A in peak). The value
of magnetic field measured directly in the center point of the coil was equal to 25 Gauss
and the waveforms acquired on oscilloscope are presented in the following figures. As
can be seen from Figure 6 the sinusoidal current signal creates a sinusoidal magnetic field
signal (both of them are in phase) what causes oscillations. The acoustic emission signals
are rapidly changing when current and magnetic field are crossing the zero value.

 
Figure 6. The magnetic field, current and AE signals obtained for different distances of the AE sensor from top of the inductor.
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From the waveforms obtained it can be deduced that the signal detected by the WSα
sensor depends on the magnetic field strength. In the case shown, the magnetic field
decreased with the distance. When the distance between the sensor and the center of the
coil was 85 mm, there was no noise interference in the signal obtained and the magnetic
field was not observable.

The next tests covered AE sensor response to rectified direct current flow. Again,
the same coil was used, and the power diode was placed in series connection. Similar
to previous tests the magnetic field values were recorded along with the sensor—coil
increasing distance. In this case, no specific parasitic signal of significant value was detected,
so it can be concluded that the rectified current and the constant sign magnetic field have no
impact on the AE signal readings (see Figure 7). The presented results depicting behavior
of AE transducer are valid for strong magnetic fields produced intentionally with means of
current flowing across massive inductor. It should be noted that in practical application,
there will not be such high values of magnetic fields generated by semiconductor structures.

Figure 7. The test AE and magnetic field signals for rectified direct current flowing across the induction coil.

These relatively weak fields will occur mainly due to electrons vorticity transport [28]
and most of it will be “intercepted” and dissipated in metal plates which are integral part
of a press-pack GTO casing.

2.2. AE signals Detection of GTO in Rectifying Mode of Operation

In order to get acoustic emission signals coming out of brand-new and unused thyris-
tor in rectifying mode the laboratory test stand was prepared. Because of the nature of
acoustic emissions, the longitudinal and shear wave propagation in solid materials comes
mainly from rapid movement of the material particles during cracks on a micro scale.
Much bigger dislocations, cracks and fractures can be the source of low frequency signals
which in turn can be detected with use of electromagnetic field detector [29,30]. The latter
method was not considered in the accomplished tests but due to the necessity minimizing
the influence of the magnetic fields on the readings from the transducer all elements of the
investigated system were placed as far apart as possible. Similar to previous tests the Hall
effect magnetic field probe along with WSα was used. Both sensors were placed on the top
of metal case on the anode side just like in Figure 8.

The GTOs firing circuit was attached to 30 V, 20 A DC supply which provided enough
current for the gating circuitry. Unlike most of classic SCRs used in experiments a GTO
needs firing current all the time when in conducting mode and its value heavily depends
on the conducted current.

The thyristor and AE transducer were pressed down firmly with a non-conductive
acrylic plate. To improve wave propagation into the transducer the contact surface was
coated with a silicone-based gel. The thyristor anode-cathode terminals were supplied
with alternating high-current, low voltage supply.
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Figure 8. The laboratory test stand arrangement (left) and GTO 5SGS16H2500 symmetrical thyristor with AE and Hall
effect sensors placed upon without a top pressing plate (right).

The tests carried out consisted in supplying the thyristor anode circuit with controlled
by high-current autotransformer alternating voltage and firing the gate circuit by applying
DC current to the gate-anode terminals. This forced the flow of rectified current of values
dependent on the applied voltage, leads and the semiconductor structure anode-cathode
resistance. The tests were conducted for 40, 60, 80 and 100 Amperes, respectively. Chosen
results are presented in Figure 9.

 

Figure 9. The chosen waveforms of raw AE signals (blue) detected by WSα transducer placed on
the anode plate of conducting different currents (rectifying mode) GTO. Current and magnetic field
waveforms placed for reference.

As it can be observed the magnitude of acoustic emission signals (raw data) increased
with increasing current values. Because the tested thyristor is capable of long-term conduct-
ing 1200 A (with proper cooling) the magnitude of raw AE signal may reach roughly 80 mV
(assuming a linear increase with current—Figure 10) so in order to get the full spectrum of
acoustic emission signal the proper type of transducer should be used.
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Figure 10. Graph showing the emission signal magnitude dependence as a function of the current
flowing through GTO.

The oscilloscope with connected to the AE transducer, Hall effect sensor and a Dietz
ammeter recorded three waveforms that were later imported into the Matlab workspace in
order to perform offline signal analysis.

The last, additional test that was performed covered pencil lead break. The pencil lead
has been broken on the flat, hard surface of the upper pressing plate. The objective of such
test was to check if it was possible to get external emission signal in the presence of current
flow and line thyristor commutation in rectifying mode. As it can be seen in Figure 11, the
amplitude of the pencil break signal was so high in comparison to regular signals coming
from inside of conducting thyristor the vertical scale of the scope was increased 5-fold from
2 mV/div up to 10 mV/div.

Figure 11. Waveforms of current, magnetic field and acoustic emission in regular GTO rectifying mode (left) and AE signal
of break pencil lead test while GTO operating (right).

While conducting the test the broken part of the lead bounced on the surface of
pressing plate thus additional emission signal occurred. The data obtained in the test were
transferred into the Matlab and FFT analysis of the signals was performed.

3. Results

For the signals obtained in experimental studies in the time domain, FFT conversion
was used in the frequency range of acoustic emission extended up to 5 MHz. As it turned
out the only visible bins of spectrum are present in a very low frequencies range as can be
seen in the Figure 12 (blue, vertical line overlapping AE signal axis).
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Figure 12. Wideband frequency spectrum of acoustic emission signal obtained for 40, 60, 80 and 100 amperes current.

This clearly shows that the inner structure of the GTO thyristor during regular rectify-
ing operation is not a source of high frequency acoustic signals. The obtained results of the
fast Fourier transform were magnified, and the frequency axis limited up to 2 kHz.

The magnitude of transducer signals increases with the current amplitude and the
significant spectrum bins are observable up to 600 Hz. From the Figure 13 it is clear that
the elastic wave frequencies inside the semiconductor structure depend only on frequency
of rectified current. The displacement that takes place in the material of press-pack creates
signal of base frequency (50 Hz) and wave propagates in all directions of the thyristor
volume. On the basis of the spectrum analysis, it can be seen that the harmonics present
in the signal are multiples of the fundamental 50 Hz harmonic. They are generated by
reflecting elastic waves from the boundaries of the thyristor structure. Higher values of the
signal are sensed by AE transducer located closer to the reflected waves and main source
of material displacement and friction.

As it can be observed in the Figure 14 the transducer detected the pencil break elastic
waves, but the energy of the signal overlapped signals coming from the internal material
expansion and all additional reflected waves were present inside the GTO structure.

The FFT analysis seems to be good enough for signals of short duration analysis (up
to a few cycles) but it does not take account of thermal expansion which shows up in long
time operation.

In order to get the desired information about how acoustic emission signals are
changing with temperature deviations the system performing the power spectral density
in real-time should be chosen.
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Figure 13. Narrowed frequency spectrum of signal recorded for 40, 60, 80 and 100 amperes anode-cathode rectified current.

 

Figure 14. The frequency spectrum of signal recorded for 40 amperes anode-cathode rectified current
(upper) and pencil lead break test effects in the presence of 40 A current (lower).

4. Discussion on Results

The following conclusions can be drawn from the carried out experimental tests. It
is possible to use a broadband AE sensor to determine the acoustic emission signals of a
brand new GTO thyristor operating in rectifier mode. The obtained waveforms are char-
acterized by a strong dependence on the thyristor switching frequency. Regular systems
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equipped with preamplifier filter out low frequencies but in the case of semiconductors
this information may be useful for on-line condition monitoring or diagnostics. According
to the nature of flexible wave propagation, the AE sensor also detected waves reflected
inside the semiconductor structure which could be used to observe changes in volume
caused by abnormal conditions such as overheating, internal dislocations or a decrease of
wafer plate pressure.

The conducted tests did not show the existence of signals of frequencies typical for the
acoustic emission band (range from 1 kHz to 1 MHz) during regular GTO operation. The
WSα sensor is sufficiently resistant to electromagnetic interference occurring on press-pack
enclosure metal plates and, as the test results have shown, the magnetic fields resulting
from a direct current flow up to 100 A do not interfere with the AE sensor’s operation.
According to our tests the use of such type of transducer in the vicinity of inductive
elements generating strong magnetic fields will result in creation of parasitic signals, which
may cover useful acoustic emission signals.

5. Conclusions

The presented method can be considered as a new approach to diagnose press-packed
power electronics devices. As of now there is no widely available information about
practical applications of acoustic emission signals and their changes with degradation,
aging or any other concerning processes occurring in switching semiconducting devices.
The obtained AE signals can be used as a reference in online monitoring systems which
supervise the operation of the thyristor. By comparing them to the actual signals coming
from a working GTO any changes noticed can be a sign of disturbances occurring in
the structure. Because of possible internal semiconducting structure dislocations, cracks
and fractures high frequency AE signals are expected to happen although up to now no
evidences of such an effect were presented. On the other hand, due to multilayer structure
aging observable, especially after prolonged time, the signal characteristics in current
amplitudes coming especially from gate circuitry structures, slight but notable changes are
expected to show up. The obtained results will be then some kind of a benchmark taken
for good, fully operational thyristor so any signals which does not fit the pattern may be
analyzed as a possible structure degradation.

In order to fully check the suitability of the presented method for testing the state
of a semiconductor system, additional tests should be carried out, including prolonged
exposure to higher values of currents (at least up to the nominal values) and power
supply of the thyristor with the nominal medium voltage. The latter requirement makes it
necessary, in order to ensure the safety of the equipment and operators, to use insulating
spacers (e.g., mica plates), which will act as an electrical insulation but disperse a large
amount of useful high frequency acoustic emission signals. This makes it necessary to use
other types of sensors prone to strong electrical field for example made out of fiberglass.
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Abstract: Due to the unique properties of polymer composites, these materials are used in many
industries, including shipbuilding (hulls of boats, yachts, motorboats, cutters, ship and cooling doors,
pontoons and floats, torpedo tubes and missiles, protective shields, antenna masts, radar shields,
and antennas, etc.). Modern measurement methods and tools allow to determine the properties
of the composite material, already during its design. The article presents the use of the method of
acoustic emission and Kolmogorov-Sinai (K-S) metric entropy to determine the mechanical properties
of composites. The tested materials were polyester-glass laminate without additives and with a
10% content of polyester-glass waste. The changes taking place in the composite material during
loading were visualized using a piezoelectric sensor used in the acoustic emission method. Thanks
to the analysis of the RMS parameter (root mean square of the acoustic emission signal), it is possible
to determine the range of stresses at which significant changes occur in the material in terms of
its use as a construction material. In the K-S entropy method, an important measuring tool is the
extensometer, namely the displacement sensor built into it. The results obtained during the static
tensile test with the use of an extensometer allow them to be used to calculate the K-S metric entropy.
Many materials, including composite materials, do not have a yield point. In principle, there are
no methods for determining the transition of a material from elastic to plastic phase. The authors
showed that, with the use of a modern testing machine and very high-quality instrumentation to
record measurement data using the Kolmogorov-Sinai (K-S) metric entropy method and the acoustic
emission (AE) method, it is possible to determine the material transition from elastic to plastic phase.
Determining the yield strength of composite materials is extremely important information when
designing a structure.

Keywords: composites; recycling; acoustic emission; K-S metric entropy; mechanical properties

1. Introduction

In recent years, an increase in the use of glass fiber reinforced polyester laminates
has been observed in many industrial branches, including shipbuilding [1–3]. The use
of composite materials in shipbuilding results from their specific properties, such as
resistance to rotting in the sea water environment, as well as corrosion and the effects of
chemicals. These materials are characterized by high resistance to fatigue loads, especially
typical for the operation of the hull or elements of the marine propulsion system on a sea
wave [1–3]. Ship propulsion systems require specific technical solutions, the features of
which result not only from engineering practice, but mainly from the requirements of
classification societies [2–4]. Polyester laminates in conditions of salinity with air mist show
high resistance to corrosion. They are also used for bearing and sealing propeller shafts.
Laminates are used for sealing and bearing the rudder stocks, they are also used for such
elements as deck crane bearings, washers for the sliding hatch cover, in mooring systems
and in hydraulic devices for operating pressures ranging from 25 to 100 MPa [5].

Due to their anisotropic properties, composite materials constantly ask designers to
define the parameters of mechanical properties with high precision. One such problem
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is determining the transition of a material from elastic to plastic. Such a problem does
not exist in elastically plastic materials. Currently, the researcher has more and more
perfect machinery and equipment facilities, which creates new opportunities for a more
detailed understanding of the properties of anisotropic materials, which are undoubtedly
polymer composites.

Having the appropriate equipment facilities, the authors set themselves the goal of
determining the yield point of the composite material with the greatest possible accuracy.
The knowledge of this material parameter allows for greater use/effort of the material,
which is of great importance when designing the structure. For composite materials,
the standards do not provide for the determination/knowledge of the yield point. For this
reason, the calculations of composite-based structures are most often underestimated.
One of the methods allowing to determine the yield point of the tested polymer composites
is the method of acoustic emission. Basically, this method, classified as a non-destructive
method, is used to monitor the process of damage to materials (structures). Monitoring
can be carried out under both operational and laboratory conditions. The tested object
is subjected to a load that is recorded. The applied amount of force cannot lead to the
complete destruction of the structure [6]. Acoustic emission (AE) is a phenomenon in
which elastic waves are generated, forced by stresses resulting from structural changes
(fiber cracking, matrix cracking, etc.) in solids. The frequency of AE waves in the range
from a few kHz to 1 MHz is detected on the structure surface by piezoelectric sensors that
convert the strain energy into an electrical signal [6–17].

The AE method is especially used to test fiber-reinforced polymer structures [6,7,9,12–17].
The AE bending test described in [6] contributed to the development of the AE signal
identification methodology. This resulted in the identification of three characteristic time in-
tervals: initiating damage (DI), cumulative damage (DA), and localization damage (DL) [6].

The static tensile test of bars reinforced with polymer fibers, during which various
damages were registered (delamination, matrix cracking, fiber detachment and cracking)-
contributed to the determination of the size and frequency of each signal [13].

The paper [14] describes the mechanical damage of a thick laminated carbon-epoxy
composite subjected to static and fatigue tests. Three types of signals were related to
three failure modes (matrix cracking, delamination, fiber breakage). Parameters such as
amplitude, duration and energy were analyzed [14]. The papers [15–17] describe the use of
acoustic emission parameters to identify the type of damage.

Various mathematical methods are used to study the properties of materials. Modern
measurement tools and methods ensure their very high accuracy and obtain large data
sets. In order to organize these sets and obtain results, one can use the methods used,
among others, in mathematical statistics. In search of deviations of experimental data
from their mean values, an analysis is performed, and the interpretation of measurement
errors and distortions is made. The end result is specific procedures which include, among
others, limits, frames, and divisions of numerical values to which further experimental
data should be assigned. In engineering practice, there are numerous obstacles resulting
from a significant dispersion of mean values. Spreading measurement data across studies
can take complex forms, and it can be difficult to identify a single parameter to control
a particular process. Examples are the graphs of the static tensile test, on the basis of
which the internal dynamics of the material deformation process cannot be observed.
The dynamics of the tensile deformation process of the sample in the form of chaotically
arranged measurement points (especially in the elastic range of the material) can only be
observed by significantly enlarging a part of the graph [18–22].

The occurrence of deterministic chaos in experimental data sets, characterized by the
behaviour of materials under given loads in real structures or in laboratory conditions on
strength machines, has not yet been sufficiently described [22].

Earlier tests carried out on materials showing a clear yield point showed a high
agreement of the yield strength values obtained in accordance with the standard and the
specified K-S entropy method [18–23]. On the basis of a series of laboratory tests carried

250



Sensors 2021, 21, 145

out by the authors of the study for isotropic and anisotropic materials, it was assumed that
the application of the K-S method allows to determine the transition of the material from
the elastic to the plastic phase. The method of visualizing the changes in the dynamics of
data obtained from strength tests in laboratories or from measurements on real objects may
be of great importance for the future of design and modelling of composite materials.

In the article, on the example of a polyester-glass composite with and without recyclate,
research was undertaken to determine the yield point. For this purpose, the acoustic
emission (AE) method and the K-S metric entropy method were used.

2. Materials and Methods

The glass polyester recyclate used for testing is a fragment of the main deck sourced
from one of the ships. This scrap was pre-crushed using a mechanical hammer, and then
ground in a dedicated plastic waste processing station. Crushed this way, the material was
screened on sieves to obtain various fractions. A 1.2 mm sieve mesh was used. The 1.2 mm
granulate obtained is referred to as the recyclate and was used as the filler of a newly
produced glass polyester composite matrix.

Producing a proper grain-sized recyclate was followed by producing a composite
on the basis of resin, glass mat used as reinforcement, and the recyclate-used as the filler.
Manual contact lamination was used to produce the new composite. Polyester, structural,
orthophthalic, rigid POLIMAL 109A resin manufactured by Organika-Sarzyna S.A. and
a hardening and booster agent were used as matrix for all materials produced. Two different
composite materials with different weight additives were produced: basic material without
recyclate (pure), material with a 10% recyclate content [24–29]. The contents of% by weight
of the reinforcement, matrix and recyclate are presented in Table 1.

Table 1. The contents of% by weight of the reinforcement, matrix and recyclate in prepared materials.

Number of Layers
of Reinforcement

Matrix,
% by Weight

Resin,
% by Weight

Recyclate,
% by Weight

0%, without recyclate 12 40 60 0

10% recyclate,
≤1.2 mm granulation 12 29 61 10

Prepared materials are shown on Figure 1.

Figure 1. Cross-sections of composite materials with recyclate content of 1.2 mm granulation and
percentage content: (a) 0%, (b) 10%, magnification ×3 (confocal microscope).

The mechanical properties of composites with the addition of glass polyester recyclate
were determined according to PN-EN ISO 527-4_2000P. For this purpose, each of the
two composites was used to prepare samples for static tensile testing. The shape and
dimensions of the samples are shown in Figure 2.
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Figure 2. Dimensions of samples for static tensile test in accordance with PN-EN ISO 527-4_2000P.

The static tensile test of the samples from the tested composites was carried out
on a universal testing machine with hydraulic drive, type MPMD P10B, with TestXpert
II software, version 3.61. by Zwick & Roell with the Epsilon model 3542 extensometer
(Epsilon Technology Corp., Jackson, WY, USA). The tests were carried out on tests at
ambient temperature (22 ◦C) at the strain rate equal to 2 × 10−5 s−1.

2.1. Acoustic Emission Method

The research was carried out at the universal hydraulic testing machine Zwick&Roell
MPMD P10B with TestXpert II software. Additionally, Epsilon 3542 extensometer was
used for measuring elongation during test. For monitoring tensile test of chosen specimens
Physical Acoustics Company (Physical Acoustic Corporation, 195 Clarksville Rd, Princeton
Junction, NJ, USA) acoustic emission system was used. A general view of the laboratory
stand is presented in Figure 3 [30].

Figure 3. General view of laboratory stand: 1–tensile stress machine, 2–tensile stress machine
computer, 3–AE sensor, 4–preamplifier, 5–AE recorder, 6–AE computer [30].

A view of the specimen fixed into tensile testing machine grips during research,
with AE sensor and extensometer, is shown in Figure 4.

Research AE was performed using set consisted of a single channel recorder USB
AE Node (Physical Acoustic Corporation, Princeton Junction, NJ, USA), type 1283 with
bandpass 20 kHz–1 MHz, preamplifier with bandpass 75 kHz–1.1 MHz, AE-Sensor vs.
150 M (with a frequency range of 100–450 kHz), computer with AE Win for USB Version
E5.30 software for recording and analysing AE data.
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Between the sensor and a surface of the specimen a coupling fluid was used. AE Sensor
was fixed to specimen by elastic tape.

Figure 4. View of specimen fixed into tensile testing machine grips: 1–tensile testing machine grips,
2–specimen, 3–extensometer, 4–AE sensor [30].

2.2. Metric Entropy Method

Figure 5 shows an example graph of a static test on stretching the composite with
a 10% recyclate content. This kind of a graph doesn’t present the inside dynamics of the
process of distorting materials. The chaotic arrangement of the measurement points is
presented on the Figure 6 by means of the consecutive enlargements of the fragments
marked of the graph on the Figure 5.

Figure 5. An example graph of a static test on stretching the composite with a 10% recyclate content.

Figure 6. Chaotic arrangement of the measurement points.

Figure 6 shows a fragment of a static tensile test of the composite containing 10%
of recyclate.
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The most important factor that influences the precision of a test concerns the type of
a specimen that generates measurement distortion, depending on the starting point state
of a specimen’s material and the conditions of its fixing. Anisotropy and distribution of
stresses within the material, the structure and material’s crystallographic defects distort the
homogeneity of the stresses’ distribution and strains in the specimen’s measurement field.
They lead to the development of local fields of plastic strains also when treated with small
forces, which don’t exceed the elastic limit. Resolution, in other words, the precision of the
measurement, is defined on the basis of the noise measurement. Other factors that influence
the test’s results are related to one another in a system machine-specimen, that is controlled
in a loop of feedback. The behaviour of this system depends on hydraulic system’s quality
and efficiency as well as the characteristics of a specimen being tested. Parameters of
the feedback between the specimen and the machine must be regulated according to the
specimen’s predicted characteristics. Any distortions in the system machine-specimen,
are visible especially when the characteristic of a certain material changes, i.e., during the
transition from an elastic into a plastic range, when transition into plastic strains occurs and
rigidity of the measured system undergoes a sudden decrease. Damage of the specimen
initiates a local process, which has got an effective impact on the dynamic characteristic
of the whole system. During this transition, we can observe an increase of force error in
relation to the applied force, but it is not only due to the measurement precision, but the total
effect of the measurement track’s resolution, the efficiency of hydraulic system, the setting
of the steering, and the degree of changes of the material’s characteristics.

Classic thermodynamic entropy entails the flow energy from large to small scale [31–34].
According to the second law of thermodynamics, the total entropy of an isolated system
can never decrease over time, and will thus always approach positive values. A statis-
tical interpretation of the second law of thermodynamics was coined by L. Boltzmann.
He demonstrated that macroscopic state entropy S is proportional to the thermodynamic
probability of this state. This interrelation was expressed by formula:

S = k ln W (1)

This means that the dynamics of a system leads to the formation of increasingly proba-
ble states as it approaches the maximum value of thermodynamic probability.
K-S metric entropy [22,31–34] joins opposite-direction energy flow, i.e., transitions from
small-scale to large-scale dispersion. Energy dispersion is never a continuous process.
As a dynamic notion, K-S entropy is the “entropy of a time unit” [22], and is therefore
non-negative, but can both increase and decrease. The relationship between statistical
mechanics and the chaos theory reflects the notion of K-S metric entropy, which was
introduced by Kolmogorov [35].

The essence of metric entropy is that it is dynamic by nature, as it describes system
movement typical for chaotic processes [22,31–34]. Metric entropy is a value that measures
the instability of the dynamics of a system, i.e., expresses a method for the numerical
description of chaos.

Works [18–23] present an overview of a measurement collection and a diagram for
calculating K-S entropy for successive positions of measurement collections containing
an n number of items, relative to measurement data.

For a discrete probability distribution, K-S metric entropy [35,36] is described using
the following formula:

S = −
N

∑
i=1

pi lnpi (2)

where:
N denotes number of partitions, into which the set of all possible results was divided

and pi is the probability of occurrence of results in the ith partition (according to p ln p = 0,
if p = 0).
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If the partitions are equally probable, which means that pi = 1/N for all i, then entropy
is defined by S = ln N and assumes its maximum value. However, if the results are known
for specific partitions, then entropy will assume its minimum value of S = 0, since pi = 1.
The conditional extremes of the entropy function were determined using the Lagrange
multiplier method [35,36].

The K-S metric entropy method assumes that the qualitative changes which take place
at the structural threshold separating the elastic state from the plastic state correspond
to a specific measurement point. Energy dissipation takes place in the system, and the
deterministic chaos of data related to this phenomenon causes the variability of entropy.

In this method, it is essential to prepare the input data used to calculate metric entropy
correctly. In the sample stretching process, the tester must record the stress and the strain,
and a column of ε σ quotients must be created at the same time. The sequence of successive
strains, stresses and ε σ quotient remainders is formed by deducting successive rows.
As the first derivative of the time sequence, it reflects the local dynamic of measurement
data. For input data prepared in this manner, a measurement collection occupies successive
positions in a column of numbers, shifting by a single row every entropy calculation step.
Determined this way, entropy is them recorded on a diagram.

The minimum value of metric entropy in the vicinity of the passage from elastic to
plastic state is marked by the point that separates individual states of the process. The value
of stress corresponding to the passage of the tested material from its elastic to its plastic
state is determined on the basis of the “critical” point [18–23].

To determine the “critical” point which corresponds to the transition of the material
from one state to another, we need to have a declared number of constituents k in the
measurement collection, and a number of sub-partitions N, into which the measurement
collection will be divided. Based on the data from tensile testing, the effect of k and N
values on the shape of the entropy diagram and the position of the minimum value relative
to the tensile curve were analyzed. Measurement data includes 1000 to 2000 points in the
elastic scope. The N number was adopted according to a formula applied in mathematical
statistics in the construction of histograms: N ≤ 5 log k [18–23].

An analysis of determination of passage from the elastic state to the plastic state,
applying the “minimum entropy” method on tested materials, has indicated that the
correct selection of the k number of constituents of the measurement collection and the N
number of sub-partitions, is key to drawing the K-S metric entropy fluctuation diagram,
marking a clear minimum which confirms the passage from one state to another. Correctly
prepared data can be then entered to calculation software [18–23].

3. Results

Table 2 shows all results of a static tensile test of samples of composite materials
tested are given.

Table 2. Mean values of a static tensile strength test carried out on composite materials obtained
from three samples taken from each material.

Recycled Content,
% Weight, mm

E, MPa Rm, MPa ε, -

0
Mean Value 8982 135 0.0216

Standard Deviation 0.53 0.87 0.0057

10%, 1.2
Mean Value 7830 110 0.0201

Standard Deviation 0 0.39 0.0057

Table 2 presents the mean values for two composite materials. Three samples were
taken from each material for the static tensile tests.

The study of the structure of the composites was carried out on samples by optical
microscope (Axiovert 25, Carl Zeiss AG, Oberkochen, Germany). The samples were cut
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across (in thickness) and the surface was analyzed. Figure 7 shows the structures of
composite materials.

Figure 7. Composite structures: (a) without recyclate, (b) 10% of recyclate, magnification ×100.

In general, the mechanical properties of the composite depend greatly on the ability
of the matrix and filler to adhere well to each other. The structures of composites presented
in Figure 7 slightly reflect their mechanical properties. In the case of a material without
recyclate (Figure 7a), evenly distributed glass fibers are visible, which results in high
adhesion of the resin to the glass fiber. This guarantees a high physical contact of the fiber
with the polyester, which results in high strength properties of the composite.

The introduction of polyester-glass recyclate to composites reduced their tensile
strength. In the structure of the composite with 10% recyclate content (Figure 7b), air pores
and areas in the form of recyclate clusters are visible. The result is a reduction in the
strength properties of the material. Figure 8 shows the results of a static tensile test for
composite materials.

A static tensile test carried out on composite samples without recyclate content and
with 10% recyclate content pointed to a clear impact of recyclate content on the mechanical
properties of the composites tested. The results of the static test pointed to a deterioration of
the mechanical properties of the composite, proportional to the increase in recyclate content.

Obtained results from the static tensile test of composite materials with the addition of
recyclate served as the input material for the application of metric entropy K-S to determine
the yield point of the composite materials tested.

Entropy is calculated using stress and strain data measured in the process of stretching
the samples. In this study, the samples were stretched by applying fixed force (fixed move-
ment speed is also possible). The resultant diagram of K-S entropy in the function of time
is closely related to the stress diagram, which also entails the function of time.

Figure 8. Results of the static tensile test for composite samples.

Before proceeding to the primary calculations, the number of n-elements of the data
collection divided into an N number of partitions must be determined. The ultimate n
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and N values are heuristically determined. The correct selection of n-elements and N-
partitions affects the correctness of the problem to be solved, and this on the correctness
and transparency of the resultant diagrams. Correctly solved, the problem can be used to
point the local minimum of K-S entropy, which indicates the passage from the elastic state
to the plastic state.

To calculate metric entropy, deformation data is used during a static tensile test. In the
example below the first 60 deformation results were used. (Table 3). Their minimum and
maximum for the selected 60 values (n-elements) have been established (min = 0.00002711,
max = 0.00014899). The minimum value was subtracted from the maximum value and
this value was divided into 4 (N—number of subsets). Then this value (0.00003046) was
added to the minimum value, thus obtaining the first subset, subsequent subsets were
created while adding the calculated value in sequence. Then the probability of finding
the deformation value in the next subset is determined. The next step is to calculate
the logarithm of probability and multiply the probability and logarithm of probability.
Substitution of the obtained values, using the K-S entropy formula, allows calculating the
values for 30 deformation values, i.e., half.

S = −
N

∑
i=1

pi ln pi = −(−0.3535 − 0.3380 − 0.3466 − 0.3466) = 1.3847 (3)

Table 3. Procedure of calculating K-S metric entropy.

I II III IV

min 0.00002711 0.00005758 0.00008805 0.00011852

max >0.00005758 >0.00008805 >0.00011852 ≥0.00014899

0.00002711 0.00005880 0.00008959 0.00012039

0.00002902 0.00006131 0.00009106 0.00012227

0.00003102 0.00006385 0.00009264 0.00012416

0.00003303 0.00006645 0.00009452 0.00012596

0.00003495 0.00006902 0.00009647 0.00012759

0.00003673 0.00007160 0.00009849 0.00012943

0.00003847 0.00007398 0.00010057 0.00013141

0.00004022 0.00007624 0.00010277 0.00013364

0.00004198 0.00007846 0.00010498 0.00013593

0.00004370 0.00008050 0.00010739 0.00013817

0.00004553 0.00008252 0.00010979 0.00013997

0.00004745 0.00008415 0.00011209 0.00014220

0.00004961 0.00008603 0.00011432 0.00014466

0.00005190 0.00008779 0.00011646 0.00014675

0.00005407 0.00011848 0.00014899

0.00005637

pi 0.27 0.23 0.25 0.25

ln pi −1.30933332 −1.46967597 −1.38629436 −1.38629436

pi ln pi −0.35352000 −0.33802547 −0.34657359 −0.34657359

S 1.38469265

This is exemplified by a study [18–23], in which the application of correct procedures
and an authorial program yielded correct results. Figure 9 presents a metric entropy
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diagram applied on a strain diagram in the function of time for a sample of composite
without recyclate.

Figure 9. A metric entropy diagram applied on a strain diagram in the function of time, for a sample of composite
without recyclate.

In the 90 s of time, the lowest entropy value corresponded to strain ε = 0.014. At this
point, according to the K-S metric entropy theory, structural changes occur in the material.
Analyzing previous test results for isotropic materials with a clear yield point [18–21],
the mathematical statistics method showed exactly the same point as the yield point on the
tensile graph. It can be stated that irreversible changes occur in the material at this point and
can be defined as the transition from the elastic to plastic phase in the composite material.
Figure 10 presents the diagram ε-σ with the strain of 0.017 marked and corresponding to
a stress of 116 MPa.

Figure 10. Determination of stress value on a composite without recyclate sample corresponding to strain ε = 0.014
(90 s of time in Figure 9).

After transferring the dependence of strain and K-S entropy from time, the strain
values in the strain stress diagram, we obtain the stress value for the transition from the
elastic (linear) phase to the nonlinear phase. In the case of the material without recyclate
content, the structural change, defined as the transition from the elastic phase to the non-
linear range phase, occurred at a stress value of about 116 MPa and a strain of about 0.014.
Figure 11 presents a graph of the value of the effective acoustic emission signal as a function
of time, plotted on the stress–strain graph for a composite without recyclate.

The diagram presented in Figure 11 shows that the beginning of structural changes
in the material occurred in the range of 78–80 s, which corresponded to the stress of
89 ÷ 92 MPa. The calculations carried out by the K-S method showed that it corresponds
to the transition of the material from the elastic to the plastic phase. Figure 12 presents a
metric entropy diagram applied on a strain diagram in the function of time, for a composite
sample with a 10% recyclate content and 1.2 mm in mesh size.
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Figure 11. Graph of the value of the effective acoustic emission signal as a function of time, plotted on the stress-strain
graph for a composite without recyclate.

Figure 12. A metric entropy diagram applied on a strain diagram in the function of time, for a composite sample with a 10%
recyclate content and ≤1.2 mm in mesh size.

In the 99 s of time, the lowest entropy value corresponded to strain ε = 0.015. For a ma-
terial with a 10% recyclate content, the deformation, with a significant decrease in entropy,
metric K-S, was 1.34. Structural changes have occurred in the material with less defor-
mation than in the material without recyclate content, which results directly from the
mechanical properties of the material. Figure 13 presents the diagram σ(ε) with the strain
of 0.015 marked and corresponding to a stress of 82 MPa.

Figure 13. Determination of stress value on a composite sample with a 10% recyclate content and 1.2 mm in grain size
corresponding to strain ε = 0.015 (99 s of time in Figure 12).

As a result of the transfer of the dependence of strain and entropy K-S on the time
of the strain value on the stress strain graph, we obtain the stress value for the transition
from the elastic phase to the non-linear range phase. In the case of a 10% recyclate content,
a structural change occurred, defined as the transition from the elastic to the non-linear
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range phase at a stress of about 93 MPa and a deformation of about 0.015. Figure 14 presents
a graph of the value of the effective acoustic emission signal as a function of time, plotted
on the stress–strain graph for a composite with 10% content of recyclate.

–

–

Figure 14. A metric entropy diagram applied on a strain diagram in the function of time, for a composite sample with 10%
recyclate content.

Based on the results obtained by the AE method, a significant increase in the RMS value
of the signal appeared in 68–74 s, which corresponds to a stress of 66–70 MPa. The values
of stresses obtained by the method of K-S metric entropy and acoustic emission are similar,
which indicates the occurrence of a qualitative change in the material, i.e., a transition from
elastic to non-linear range phase. Table 4 presents a summary of the results obtained using
the K-S and AE method.

Table 4. Summary of results for analysed samples obtained with the AE method and the K-S
metric entropy.

Recycled Content, %
Weight, mm

Transition from Elastic to
Nonlinearity by the Method of
K-S Metric Entropy, RK-S, MPa

Transition from Elastic to
Nonlinearity (Range) by AE

Method, RAE, MPa

0% ~100 MPa 89–92 MPa

10%, ≤1.2 mm ~93 MPa 68–74 MPa

The results obtained by the K-S entropy method and the acoustic emission (AE)
method show good agreement. Interpretation of the charts presented in Figures 8–14 allows
for the assessment of qualitative changes in the material. In particular, the transition of
the composite without recyclate from the elastic phase to the nonlinear phase, determined
by the K-S method, took place at a stress of approx. 100 MPa and the AE method in
the range of 89–92 MPa. In the case of a composite with the addition of 10% recyclate,
the appropriately determined stress values by the K-S method are 93 MPa, and by the
AE method are 68–74 MPa. Characteristically, the emission shows results that are on
average 15 MPa lower than the metric entropy. In each analyzed case, using the acoustic
emission method, changes are detected earlier and at lower stress values. The K-S metric
entropy method is based on elongation data (in the case of constant force growth rate)
and it is a mathematical statistical method. Metric entropy is a value that measures the
instability of the dynamics of a system, i.e., it expresses a method of numerically describing
chaos. This means that the metric entropy method, using the machine-sample relationship,
allows you to determine the point (local minimum K-S metric entropy) at which there
is chaos in the obtained measurements and at the same time the transition from elastic
to nonlinear phase. The acoustic emission analyzes the transient elastic waves resulting
from the processes taking place in the composite during loading, such as the cracking of
fibers, matrix, etc. The shift in time results from the fact that the acoustic emission ‘detects’
changes in the material before the elastic to nonlinear. The AE method is a very accurate
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method that allows you to directly record test results. However, the K-S metric entropy
method can also serve as a tool to assist in the description of material changes under stress.
This method should be improved and successfully used in material testing.

4. Discussion

The results of the research showed that the addition of a larger number of granules
(over 10%) has an unfavorable effect on composites, as it significantly reduces their strength.
The mechanical strength of the composite depends largely on the ability of the matrix and
filler and their good adhesion to each other. Basically, the addition of milled polyester/glass
granules to composites resulted in a reduction in tensile strength due to poor interfacial
adhesion of the granule and matrix particles.

Due to their granular nature, higher contents of granules result in a rougher sur-
face with numerous microcracks, making the composite surface rougher. Research has
shown that composites containing granules have a rough surface with many microcracks
(Figure 7a,b). The surface of the composite without granules shows a smooth surface with
few microcracks. The smooth surface is associated with strong intermolecular bonds,
which in turn leads to an increase in tensile strength. The microstructure tests showed that
in the tensile test, stronger adhesion between the matrix granules was observed, which gave
the composite higher tensile strength.

An analysis of the diagrams presented in Figures 9, 10, 12 and 13 points to a close
relationship and regularity between metric entropy diagrams and tensile diagrams. Ap-
plying the values of this strain on the diagram σ(ε) (Figure 10), we can define the value of
stress (100 MPa). Analogously, in Figure 13, minimum entropy value was determined for a
sample with a 10% recyclate content and 1.2 mm in grain size, for which the strain was ε =
0.015. The values of this strain correspond to a stress of σ = 93 MPa (Figure 13).

The tensile strength of the composite without recyclate is 135 MPa (Table 2), and the
yield point is in the range of 89–100 MPa. In the case of a composite with 10% recyclate
content with a tensile strength of 110 MPa, the yield point is in the range of 74–93 MPa.
This requires clarifying the research methods. Research results indicate that research should
be continued and research methods improved.

In addition to the decrease in tensile strength, the value of the composite elasticity
modulus also decreases with the increase in the granulate content. Due to the lower content
of granules, the bonds between the granulate particles and the polyester matrix have
a positive effect on their interfacial adhesion and prevent damage to the composite.

Two research methods presented in the paper, aimed at determining the transition
of a material from the elastic phase to the nonlinearity phase, have shown their practical
usefulness. While the AE method is commonly used in material research, the K-S metric
entropy method requires elaboration. The difference between the results obtained when
using these methods is approx. 10–20%. It is small, and so, when calculating marine
structures made of composite materials, the safety factor should be taken into account, the
value of which is within a large range. The accuracy of the results obtained may not be of
great importance. The use of modern instrumentation and new calculation methods creates
great opportunities for detailed values of material parameters. It is of great importance
considering the increasing use of composite materials for very complex and complicated
ship structures.

5. Conclusions

1. The use of modern measuring devices and calculation methods enables the determi-
nation of material parameters with extremely high accuracy.

2. The method of metric entropy (K-S and acoustic emission AE) allows to determine
the transition of the material from elastic to non-linear range phase.

3. K-S metric entropy and acoustic emission method are an excellent engineering tool
useful for determining material constants.
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4. Both methods create new possibilities for testing materials, especially in terms of
fatigue strength.

5. Research should be continued in order to improve research methods of materials due
to more and more modern test stands and measuring instrumentation.
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4. Kyzioł, L. Możliwości Wykorzystania Tworzyw Kompozytowych Do Wałów Okrętowych. In Zeszyty Naukowe AM Gdynia;
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Abstract: The study aimed to verify whether it is possible to diagnose the coking of a marine diesel
engine injector nozzle by performing a spectral analysis of the crankshaft’s torsional vibrations. The
measurements were taken using laser heads, clocked at 16 MHz. The reasons for selecting this type
of optical sensors are described as well. The tests were carried out under laboratory conditions, using
a test stand with a Sulzer 3AL 25/3 engine, operating under a load created by a Domel GD8 500–50/3
electric generator. A unique method is presented in the paper, which enables the measuring and
calculation of torsional vibrations of engine crankshafts. The method was developed at the Chair of
Marine Power Plants at the Maritime University of Gdynia. It has been proven that the distribution of
differences in the values of individual harmonic components depends on the location of a defective
injector nozzle in the cylinder.

Keywords: marine propulsion; marine power plants; condition monitoring; torsional vibration
spectra; diagnostics; marine diesel engines; coked injector; frequency; harmonic orders

1. Introduction

Internal combustion engines with reciprocating pistons are one of the most complex
pieces of machinery operating in ship engine rooms. In the course of their operation,
frequent defects affecting the fuel system, including injector nozzles, are experienced. The
reasons for this are the long-term supply of the engine with fuels of poor quality or with
high contents of bio-additives, and poor technical condition of the system piston, piston
rings and cylinders, resulting in the combustion of engine oil. The frequency of incidents
of this type has been increasing since 2012, mainly due to the introduction of low-sulfur
fuels used that are used in the marine industry to ensure compliance with ISO 8217:2012
and ISO 8217:2017 standards mandated by the International Maritime Organization. Low
sulfur fuel oils (LSFOs) are characterized by a higher catalytic mud (consisting, inter alia,
of very hard aluminum and silicon compounds) content (up to 60 ppm), compared to fuels
with a high sulfur content. This is caused by the fact that fine particles end up in low-sulfur
by-products of the refining process which are then mixed with residual fuels to reduce
sulfur content. Marine engine manufacturers, such as MAN and Wärtsilä, recommend a
maximum content of these hard fractions of 15 ppm [1].

The current methods used for diagnosing the operation of fuel systems of internal
combustion engines are mainly based on indirect parametric methods that rely on the
analysis of variability in selected parameters, induced by damage to the injection system.
On the other hand, methods based on injection system pressure measurements seem to be
much more effective [2]. The main disadvantage of this solution is the fact that it cannot be
usually applied in engine rooms of sea-going vessels and ships operating on inland waters.
This is caused, inter alia, by the high cost of piezoelectric pressure sensors, the requirements
of classification societies that prohibit any welded and soldered joints, and the need to use
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certified covers on the pipelines concerned [3,4]. Research performed over the years, as well
as experience gathered while evaluating practical applications, continuously increases the
degree of efficiency and diagnostic suitability of information concerning machine vibrations.
The operational diagnostics of ship propulsion shafts, based on the measurements of
mechanical vibrations, consists of measuring specific physical quantities that characterize
vibrations of selected driveline components [5]. Such quantities include the displacement,
velocity, and acceleration of vibrations. However, diagnosing machinery and mechanisms
aboard a vessel, using vibroacoustic methods, creates a number of problems. This stems
primarily from a significant concentration of machinery and equipment in a confined area.
Other factors include common power sources, the connection of machine foundations
by fixed elements of the hull, and, finally, the fact that individual components operate,
simultaneously, inside and outside the hull. This results in the overlapping of vibrations
from different sources [6–9]. Torsional vibrations of drive shafts, which are least susceptible
to such phenomena, seem to be the most difficult to measure. The crankshaft of an internal
combustion engine is a flexible component that is exposed to periodic forces generated
by gases and mass. These forces serve as impulses that generate different forms of forced
vibrations of the shaft. In a piston engine, these forces generate—in addition to bending
and longitudinal oscillations—torsional vibrations as well [10]. A defect of the injector
nozzle of an internal combustion engine injector reduces the gaseous forces in a given
cylinder, thus changing the distribution of torque affecting the crankshaft.

The search for a reliable method allowing the recreation of the pressure values de-
veloping inside a cylinder, based on indirect measurements, has been ongoing for over
30 years. The focus is two-fold: on the one hand, measurements of instantaneous angular
velocity of the crankshaft are performed [11–14], while on the other, measurements of the
engine’s lateral vibrations [15–18] are taken.

These studies prove that both lateral vibrations and angular velocity contain informa-
tion about the pressure inside engine cylinders but pertain to different frequency ranges.
For the reasons described above, i.e., due to the fact that vibrations overlap, the decision
was made to rely, in our study, on instantaneous angular velocity measurements.

Rotational speed fluctuations are mainly caused by low-frequency portions of the
pressure curve and, therefore, angular velocity is much less sensitive to sudden pressure
changes, compared to lateral engine vibrations.

There are some commonly known ways to diagnose engine operation based on the
fluctuations of angular velocity of the flywheel. Under specific engine operating conditions,
changes in instantaneous angular velocity may be a source of information on the incorrect
operation of specific cylinders [19–22]. Considering the fact that instantaneous velocity is a
derivative of displacement in time (displacement is the function of time, thus it is a classic
example of a derivative function based on its argument), a decision was made to check
whether this signal may be relied upon for diagnostic purposes.

In consideration of the planned future application of the experiment’s results in diag-
nosing interference/damage of medium- and high-speed marine diesel engines in actual
engine room conditions, the selection of an appropriate measurement method was crucial.
Vibrations present in a vessel’s engine room are caused both by operating machinery and
auxiliary devices, as well as by the ship’s hull that is exposed to waves, precluded the
use of most contact-based (i.e., rotating together with the shaft) and contactless torsional
vibration measurement methods.

High cost and difficulties experienced while ensuring rigid installation of the mea-
suring head (making sure that it does not move in relation to the rotating shaft), preclude
the use of the contactless method based on laser interferometers. Unfortunately, the use
of cheap and popular passive magneto-resistive or magneto-inductive sensors was ruled
out as well—as was the use of induction sensors relying on the Hall effect, because they
generate an insufficient number of pulses per revolution, need to be positioned very close
to the shaft (less than ~5 mm), and are sensitive to lateral vibrations [23].
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Contact-based methods relying on the use of relatively cheap and commonly applied
piezoelectric vibration acceleration transducers could not be used either. Installation of
accelerometers poses a risk of the instrumentation being disconnected due to excessive
centrifugal loads. The centrifugal force affecting a typical AT3/500 piezoelectric accelerom-
eter that weighs 90 g and is mounted on a shaft with the diameter of 0.2 m equals 222 N
at 1500 rpm (described method for diagnosing injector nozzle coking is also planned for
low power generators). Additionally, an expensive telemetric system or “sensitive” slip
rings are required to transmit the acceleration signals obtained. Acceleration values are
measured. The angle of torsion is obtained by integration. The absolute reference position
is not available, and thus processing in the domain of angles is impossible as well [24].

For reasons similar to those applying to accelerometers, another contactless method
based on tensometric bridges was excluded as well. A method using the newest sensors
with fiber grating (FBG—fiber Bragg grating) could not be applied either [25].

Having excluded the above-mentioned methods, a contactless method relying on the
use of optical sensors was the only option left. There are many types of optical sensors
available on the market, but the majority of them are designed to detect objects. In order
to measure angular velocity, encoders which use two types of tapes are most commonly
used, depending on whether they are to be glued around the shaft (with zebra tape) or
attached to the shaft (disc/zebra disc). Zebra disks and tapes are available in a variety
of strip widths in order to adjust the number of pulses per revolution to the diameter of
the shaft.

This method was rejected as well due to an insufficient number of pulses per revo-
lution. A decision was made to choose a contactless method that relies on incremental
encoders, taking into account the following:

(a) Measurement accuracy resulting from a large number of pulses per revolution;
(b) Absolute reference to the accurate identification of the phase and processing in the

domain of angles;
(c) Ability to mount on the free ends of the shaft of a generator set.

Manufactured for industrial applications by the leading brand of Leine Linde, in-
cremental encoders generate up to 10,000 pulses per revolution. Attempts were made to
use the encoders of this particular manufacturer for taking the measurements. Unfortu-
nately, due to the length of the free end of the vessel’s engine shaft and, consequently,
the rather considerable transverse vibration amplitude values, frequent ruptures of the
encoder’s nylon driving shafts were experienced. Enamor Sp. z o.o., a Polish manufacturer
of electronic ship optimization and monitoring gear, offered similarly priced upgraded
ETNP-10 encoders with laser heads clocked at 16 MHz. Those heads were used (based
on our proprietary method) to determine displacement changes of two shaft ends (i.e., to
measure torsional vibrations) [26,27].

2. Materials and Methods

The measurements were taken on a laboratory test-stand at the Chair of Ship Power
Plants of the Maritime University of Gdynia, equipped with a diesel–electric unit (DEU)
operating at the speed of 750 rpm. The unit consisted of a three-cylinder Sulzer 3AL25/30
diesel piston engine and a Domel GD8 500-50/3 three-phase synchronous generator. The
electricity generated is released by the generator to a water blade resistor. The engine is of
the supercharged variety and is equipped with a VTR 160 Brown-Boveri turbocharger with
an intercooler. The characteristics of the generator are presented in Table 1. An electronic,
stationary Unitest 2008 indicator was used to measure and record pressure waveforms.
The measuring system included a recorder with a power supply, three Kistler 6353A24
piezoresistive combustion pressure sensors (reads the pressure with an error < ±0.75,
operating range from 0 to 20 MPa), three Kistler 4067E piezoresistive injection pressure
sensors (reads the pressure with an error smaller than ±0.8, operating range from 0 to
300 MPa) (Figure 1), and an angular position decoder with an integrated sensor operating
with the resolution of 720 pulses per crankshaft revolution.
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Table 1. Test-stand technical and nominal parameters.

Sulzer 3AL25/30 Four-Stroke Engine

Piston diameter 250 (mm)
Piston stroke 300 (mm)

Nominal effective power 408 (kW)
Mean effective pressure 1.47 (MPa)

Injector opening pressure 25 (MPa)
Fuel delivery advance angle 17 (deg)

Nominal rotating speed 750 (rpm)
Number of cylinders 3 (-)

Firing order 3-2-1 (-)

GD8 500-50/3 Synchronous Generator

Power 500 (kVA)
Rotating speed 750 (rpm)
Stator voltage 400 (V)
Stator current 723 (A)

Frequency 50 (Hz)

 

Figure 1. Installation of the Kistler 4067E injection pressure sensor (in the background, the electric
cable of the Kistler 6353A24 combustion pressure sensor protruding from the indicator cock).

The recorder communicated with a PC via a USB 2.0 interface. The indicator recorded
combustion and fuel injection pressure every 0.5◦ of crankshaft rotation, based on sixteen
full engine cycles, i.e., 32 crankshaft rotations, rendering 1440 pressure measurements per
one engine cycle (720 degrees of crankshaft rotation).

A modified ETNP-10 redundant measuring system was used to measure torsional
vibrations of the DEU shaft. It consisted of the following:

(a) Two laser heads;
(b) An electronic block, converting the voltage signal from the measuring heads into

digital records;
(c) A Saia Burgess Controls programmable logic controller (PLC) for data recording.

The signal was processed and recorded in the measuring and control block (Figure 2).
The laser heads, being the source of the shaft torsion signal, tracked the movement of two
perforated discs with 180 symmetrical slots along their perimeter (Figure 3).
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Figure 2. Block diagram of the test stand: 1—SULZER 3AL25/30 marine diesel engine; 2—Domel
GD8 500-50/3 synchronous generator; 3—Kistler 4067E sensors for measuring pressure in the injection
system; 4—Kistler 6353A24 sensors for measuring combustion pressure; 5,6—ETNP-10 laser heads
tracking the movement of the perforated disc; 7—Unitest 2008 indicator; 8—ETNP-10 measuring and
control block; 9—computer system for recording measurement data.

 

(a) 

 

(b) 

Figure 3. ETNP-10 laser heads are mounted on both free ends of the shaft and track the movement of
perforated discs with 180 symmetrical slots along their perimeter ((a)—view from the engine side,
(b)—view from the generator side)).

The diesel–electric unit (DEU), operating in the capacity of a vibration signal generator,
is a very complex system. This results partly from the following:

(a) As the load of the generator changes, a phase shift occurs between its electromotive
force and the voltage in the mains to which electric energy is generated. Any further
increase in the load on the unit elevates the value of the phase shift, which also affects
the distribution of torsional moments of the drive shaft;

(b) In order to achieve the run uniformity factor of ≤1/250, the unit was equipped with
a heavy flywheel. The rotor of the generator is heavy as well;

(c) The shaft is of the resilient variety.
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The laser head emitted a laser beam with a frequency of 16 MHz, which was directed
onto a photodiode. Assuming sensitivity of photodiode at level ∓10 impulses, the accuracy
of measurement depends on the engine’s revolutionary speed, and medium speed diesel
engines typical for marine electro-generators reach the level of 0.015% [28]. The gaps
and teeth, when passing through the light beam, create groups of signals in the form of a
number of pulses with the value of “1” as the light passes through a gap, and of “0” when
the light is covered by a tooth. The measured values must be related to angular positions
of the shaft. For this purpose, an additional gap was created in the tooth of the first disc.
The disc was positioned in such a way that the additional gap corresponded to the top
dead-center of the first cylinder (Figure 3a). In addition, the gap serves as a signal that
triggers the measurement. The electronic system recognizes two types of signals, so both
the gap and the tooth provide information about the instantaneous angular velocity of one
of the discs. Then, in order to calculate the torsion of the DEU shaft, the method developed
at the Chair of Ship Power Plants was applied, consisting of:

(a) Counting the pulses (i1i) generated by the first measuring head while the first perfo-
rated disc moved by two teeth and two gaps (i.e., by 4 degrees of the crankshaft’s
rotation). Because the validation of results is based on indicator charts, a gradual
measure of the angle was adopted;

(b) Counting the pulses (i2i) generated by the second measuring head while the second
perforated disc moved by two teeth and two gaps (i.e., by 4 degrees of the crankshaft’s
rotation);

(c) Calculating the time (t1i) in which two teeth and two gaps of the first disc moved by
4 degrees of the crankshaft’s revolution:

t1i =
i1i
f

(1)

where f is the frequency of the laser beam emitted by the measuring head
(16,000,000 Hz);

(d) Calculating the time (t2i) in which two teeth and two gaps of the second disc moved
by 4 degrees of the crankshaft’s revolution:

t2i =
i2i
f

(2)

(e) Calculating the mean angular velocity (ω1i) for the movement of the first disc by 4◦
of the crankshaft’s revolution:

ω1i =
4◦

t1i
(3)

(f) Calculating the mean angular velocity (ω2i) for the movement of the second disc by
4◦ of the crankshaft’s revolution:

ω2i =
40

t2i
(4)

(g) Calculating the displacement of the second disc (ϕ2i), assuming that the displacement
of the first disc (ϕ1i) was increasing every 4◦ of the crankshaft’s revolution (i.e., it
equaled 4; 8; 12; 16◦ . . . of the crankshaft’s revolution), meaning that the displacement
of the second disc was the product of the second disc’s velocity and the time during
which the two teeth and two gaps of the first disc moved by 4◦ of the crankshaft’s
revolution:

ϕ2i = ω2i · t1i (5)

(h) Adding all partial displacements of the second disc in order to obtain the total dis-
placement value of the second disc (ϕ2). The system measures displacements by one
section, consisting of two teeth and two gaps, which is equal to 4◦ of the crankshaft’s
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revolution. This means that one full rotation is divided into 90 sections. The system
measures 10 crankshaft revolutions, so the total number of sections equals 900:

ϕ2 = ϕ2i +
900

∑
i=1

ϕ2i (6)

(i) Adding all partial movements of the first disc (ϕ1):

ϕ1 =
900

∑
i=0

ϕ1i (7)

(j) Calculating torsion fluctuations (ϕ) by subtracting the sum of the first disc’s displace-
ments from the sum of the second disc’s displacements:

ϕo =
900

∑
i=0

ϕ1i −
(

ϕ2i +
900

∑
i=1

S2i

)
= ϕ1 − ϕ2 (8)

The data obtained in the course of the experiment were collected at equal time intervals
(determined by the frequency of the measuring head). They are periodic and continuous,
and can therefore be subjected to spectral analysis [29]. As proven in [30], in the case of lat-
eral vibrations of intermediate and helical shafts, amplitudes of the frequency components,
and their changes recorded during engine operation may provide a detailed information
about local resonance phenomena. This allows the identification and localization of a
defect of a specific element, e.g., a bearing, or to detect excessive misalignment between
shaft axes.

In consideration of the above, a decision was made to verify whether it was possible
to detect fuel system defects based on the spectral analysis of torsional vibrations in a
diesel–electric unit. Due to the limited computing power of the hardware available and
due to the fact that digital signal analysis is based on the discrete Fourier transform (DFT),
the decision was made to use the fastest version based on the Cooley and Tukey algorithm,
known as FFT (fast Fourier transform) [31]. The Hamming window was used as the
smoothing window (being a modified version of the Hanning window), because it allows
the obtaining of a good amplitude accuracy and frequency resolution [32].

3. Results and Discussion

The engine was adjusted statically before the laboratory tests commenced. Standby
and prime-rated diesel generator sets are designed to operate between 50 and 85% of the
full nameplate, while continuous-rated diesel generator sets are optimized between 70 and
100% maximum continuous rating (MCR). Due to the fact that:

(a) The use of the method is planned for use as an on-line diagnostic system on au-
tonomous and unmanned ships;

(b) Failures introduced on one cylinder increase the load on other defect-free cylinders,
which often results in exceeding the alarm thresholds of permissible exhaust gas
temperatures, the most universal level 70% of loading of the diesel–electric unit
was adopted.

Three main research tasks were performed for the generator power rating of 250 kW,
which corresponded to 70% of its MCR.

Task 1. Measurement of pressure in cylinders, pressure in the fuel injection system,
and torsional vibrations in the diesel–electric unit’s shaft—performed in a defect-free
ship engine.

Task 2. Measurement of pressure in cylinders, pressure in the fuel injection system,
and torsional vibrations in the diesel–electric unit’s shaft—performed in a marine engine
with one coked injector nozzle (Figure 4) moved from one cylinder to the next. The factory-
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assigned cylinder number system was relied upon, meaning that cylinder one was nearest
to the timing system drive. The task was divided into the following stages:

stage 1—coked injector nozzle in cylinder one,
stage 2—coked injector nozzle in cylinder two,
stage 3—coked injector nozzle in cylinder three.

 

Figure 4. Fuel stream sprayed by a coked injector nozzle (naturally coked obtained from the engine
department of the repair shipyard). Three out of nine ports are clogged.

Task 3. Developing the spectra of the shaft’s torsional vibrations and analyzing these.
The ship’s diesel–electric unit is a generator of vibration signals leading to time-

varying shaft torsions. It was assumed that the shaft torsion signal would be the highest
at the time the fuel ignites, i.e., once per two crankshaft revolutions. In the case of a
three-cylinder engine, this harmonic component should be tripled to obtain the combustion
harmonic component of 1 1

2 (Table 2).

Table 2. Orders of selected harmonic components and corresponding frequencies.

Order of a Harmonic (k) Frequency (Hz)

1
2 6.25 (one cylinder combustion)
1 12.5 (basic harmonic component)

1 1
2 18.75 (combustion harmonic component)

2 25
2 1

2 31.25
3 37.5

3 1
2 43.5

4 50 (polar pulsation for four pairs of poles of
a single voltage phase)
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3.1. Results of Tests of a Diesel–Electric Power Unit with a Defect-Free Ship Engine

As indicated by the diagrams (Figure 5), fuel injection characteristic curves pinj = f(α),
as well as variations in instantaneous cylinder pressure pcyl = f(α), reveal similar waveforms
and do not differ significantly in terms of their values.

Figure 5. The diagram (screenshot of Unitest 2008) illustrates the pcyl = f(α) function with fuel injection characteristics of
pinj = f(α) for a diesel–electric unit (DEU) with a defect-free/healthy ship engine loaded at 70% of MCR. Waveforms for
cylinder: — No. 1, — No. 2, — No. 3.

The maximum fuel injection pressure values pinj are slightly different, while the angles
at which the injection of fuel commences have the same value. This proves that the static
adjustment of the fuel injection system was correct. Torsional vibration waveforms in the
case of a unit operating under such a load are shown in Figure 6.

 
Figure 6. Torsional vibrations of the shaft as a function of the shaft rotation angle. DEU with a defect-free/healthy ship
engine (ten turns and one cycle).
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In order to generate the spectra, torsional vibrations recorded were subjected to the
discrete Fourier transform (DFT). The spectra obtained are shown in Figures 7 and 8.

 

Figure 7. Full spectrum of torsional shaft vibrations. Diesel–electric unit with a defect-free ship engine.

Figure 8. Mean value of torsional shaft vibration spectra. The diagram shows the 8th harmonic
component only. Diesel–electric power unit with a defect-free ship engine.

For the total of 124 measurements of the shaft torsional vibrations and the prepared
amplitude-frequency spectra, the matrices were developed, and the average Pearson’s
correlation coefficients were calculated. Comparisons were made for full spectra, and also
truncated to the first sixteen harmonics. The obtained results are characterized by a strong
correlation (Table 3).

Table 3. Sample Pearson’s correlation coefficient.

Engine Condition
Sample Pearson’s Correlation Coefficient

Full Spectra/First Sixteen Harmonics

Defect-free/healthy engine 0.84/0.83
Coked injector nozzle in the first cylinder 0.80/0.78

Coked injector nozzle in the second cylinder 0.92/0.93
Coked injector nozzle in the third cylinder 0.82/0.81

For the speed of the tested engine equaling 750 rpm, the value of the combustion
harmonic component k = 1 1

2 was 18.75 Hz, while the frequency of the basic harmonic
component was 12.5 Hz. (Table 2). After decomposition of the signal, these two main
harmonic components are clearly visible in the spectrum (Figure 8). The diagram also
shows other harmonic components of orders 2 (25 Hz), 2 1

2 (31.25 Hz), 3 (37.5 Hz), and
3 1

2 (43.5 Hz). In accordance with the previous assumption that was supported by the
literature [20], it was the harmonic component of combustion which achieved the highest
amplitude value.
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3.2. Results of Tests with a Diesel–Electric Power Unit and a Coked Injector Nozzle

After installing a coked injector nozzle (in one cylinder at a time), the following have
been recorded:

(a) An increase in the pressure of fuel injected by the coked nozzle, to approximately
100 MPa (Figures 9–11). Injectors in a defect-free engine spray fuel at the pressure
of approximately 70 MPa (Figure 5). The difference was 30 MPa and maximum
permissible error in this case was 0.8 MPa;

(b) An increase in the pressure of fuel sprayed by the two remaining, non-defective
injectors, to approximately 75 MPa (Figures 9–11);

(c) A drop of the maximum combustion pressure in the cylinder with the coked injector,
to approximately 7 MPa (Figures 9–11). The maximum combustion pressures in
cylinders of a defect-free engine were almost equal and amounted to approximately 8
MPa (Figure 5). The difference was 1 MPa and the maximum permissible error in this
case was 0.075 MPa;

(d) An increase in the maximum combustion pressure in the two remaining, defect-free
cylinders, up to approximately 9 MPa (Figures 9–11).

 
Figure 9. The diagram (screenshot of Unitest 2008) illustrates pcyl = f(α) with the fuel injection
characteristics of pinj = f(α) for a DEU with a defective ship engine-coked injector nozzle in the first
cylinder, loaded at 70% MCR. Waveforms for cylinder: — No. 1, — No. 2, — No. 3.

Figure 10. The diagram (screenshot of Unitest 2008) illustrates pcyl = f(α) with the fuel injection
characteristics of pinj = f(α) for DEU with a defective ship engine-coked injector nozzle in the second
cylinder, loaded at 70% MCR. Waveforms for cylinder: — No. 1, — No. 2, — No. 3.
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Figure 11. The diagram (screenshot of Unitest 2008) illustrates pcyl = f(α) with the fuel injection
characteristics of pinj = f(α) for DEU with a defective ship engine-coked injector nozzle in the third
cylinder, loaded at 70% MCR. Waveforms for cylinder: — No. 1, — No. 2, — No. 3.

This means that the differences in torque values generated by each cylinder will be
greater and, consequently, the pulsation/distribution of torsional forces affecting the drive
shaft will be changed. In this case, the recorded waveforms of torsional vibrations were
also subjected to the discrete Fourier transform (DFT) in order to obtain the spectra. The
spectra obtained are shown in Figure 12. The spectra of torsional vibrations of a unit with
a coked injector nozzle, installed in one cylinder at a time, show a clear domination of
the combustion harmonic component’s amplitude. After a preliminary analysis, it was
found that, unlike in the case of spectra obtained for a defect-free ship engine, a harmonic
component of the order of 1

2 (6.25 Hz) was clearly visible. This component corresponds to
the combustion of a fuel–air mixture in a single cylinder (Table 2).

Figure 12. Mean value of torsional shaft vibration spectra. The diagram is limited to the 8th harmonic component only.
Ship engine with a coked injector nozzle.

Torsional vibration spectra of the DEU with a defective injector nozzle were different
from those obtained for a defect-free engine (Figure 13):

— With the first injector nozzle defective, the largest differences in amplitude values
were observed for seven harmonic components of the following orders: 1

2 (6.25 Hz),
1 (12.5 Hz), 1 1

2 (18.75 Hz), 4 (50 Hz), 6 (75 Hz), 6 1
2 (81,25 Hz), and 8 (100 Hz);

— With the second injector nozzle defective, the largest differences in amplitude values
were observed for twelve harmonic components of the following orders: 1

2 (6.25 Hz),
1 (12.5 Hz), 1 1

2 (18.75 Hz), 2 (25 Hz), 3 (37.5 Hz), 3 1
2 (43.5 Hz), 4 1

2 (56.25 Hz), 6 (75 Hz),
6 1

2 (81,25 Hz), 7 (87.5 Hz), 7 1
2 (93.75), and 8 (100 Hz);

— With the third injector nozzle defective, the largest differences in amplitude values
were observed for nine harmonic components of the following orders: 1

2 (6.25 Hz),
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1 (12.5 Hz), 1 1
2 (18.75 Hz), 2 (25 Hz), 3 1

2 (43.5 Hz), 4 1
2 (56.25 Hz), 6 (75 Hz), 6 1

2 (81,25 Hz),
8 (100 Hz).

Figure 13. Absolute values of differences in the spectra related to a diesel–electric unit with a defect-free engine and with
a defective injector nozzle. The diagram is limited to the 16th harmonic component only. Waveforms for: differences
between defect-free and first coked; differences between defect-free and second coked; differences between defect-free and
third coked.

4. Conclusions

The results obtained while testing the system for measuring torsional vibrations,
designed and built at the Maritime University of Gdynia, allow us to conclude that:

(a) The assumptions adopted for the proprietary algorithm used for calculating torsional
vibration values were correct;

(b) The data, recorded by 16 MHz laser heads, are sufficient to determine torsional
vibrations of the diesel–electric unit’s shaft;

(c) The spectra obtained for the defect-free/healthy ship engine are strongly correlated
(Table 3). It proves the high repeatability of the results for a given sample;

(d) The spectra obtained for the engine with a particular coked injector are strongly
correlated (Table 3), which also proves the high repeatability of the results for a given
sample;
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(e) The values of harmonic component orders obtained are clearly visible in the spectra
(Figure 8);

(f) Torsional vibration spectra of the DEU with a defective injector nozzle were different
from those obtained for a defect-free engine (Figure 13);

(g) The distribution of differences in the values of the first sixteen harmonic components
depend on the cylinder in which the defective injector nozzle was installed.

The observations made lead to a conclusion that it is possible to diagnose coking of a
ship diesel engine injection nozzle by relying on spectral analysis of the shaft’s torsional
vibrations which are measured by optical sensors.
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Abstract: Unmanned autonomous transport vessels (MASS) are the future of maritime transport. The
most important task in the design and construction of unmanned ships is to develop algorithms and a
computer program for autonomous control. In order for such a computer program to properly control
the ship (realizing various functions), the ship must be equipped with a computer system as well as
measurement sensors and navigation devices, from which the recorded parameters are processed
and used for autonomous control of the ship. Within the framework of conducted research on
autonomous ships, an experimental model of an unmanned ship was built. This model was equipped
with a propulsion system not commonly used on transport vessels (two azimuth stern thrusters
and two bow tunnel thrusters), but providing excellent propulsion and steering characteristics. A
complete computer system with the necessary measuring sensors and navigation devices has also
been installed in the model of the ship, which enables it to perform all functions during autonomous
control. The objective of the current research was to design and build a prototype computer system
with the necessary measurement sensors and navigation devices with which to autonomously control
the unmanned ship model. The designed computer system is expected to be optimal for planned
tasks during control software tests. Tests carried out on open waters confirmed the correctness of the
operation of the computer system and the entire measurement and navigation equipment of the built
model of the unmanned transport vessel.

Keywords: autonomous unmanned vessel (MASS); computer control system; measuring sensors
and navigation devices; model tests of unmanned vessel in open water; recording of movement
parameters and images from lidars and cameras

1. Introduction

In maritime transport, since the beginning of the 21st century, new technological
solutions have been designed and researched to lead to:

• Improvements and further increases in the safety of maritime transport: the analyses of
maritime accidents and catastrophes carried out indicate that their cause is not a failure
of the ship’s equipment, but only human error (depending on the type—collision,
grounding, fire—man is responsible for from 80–96% of all accidents, [1–3];

• Reduction in ship operation costs: about 20–30% of these costs is the maintenance of
the crew and shipowners’ services dealing with the crew;

• Environmental protection: although maritime transport accounts for about 3% of the
world’s CO2 emissions to the atmosphere, new ship designs are expected to have
completely green propulsion systems;

• Improvements in other indicators affecting the economic side of maritime transport:
new hull design with less weight will result in better use of ship displacement;
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• More accurate running of ships on the shipping lines, which can lead to a reduction in
energy expenditure, reduced voyage time, or improved punctuality of entry into the
port of unloading.

Such a new solution in maritime transport, which will meet higher expectations, is
unmanned autonomous vessels. The most important task during the design and construc-
tion of autonomous ships is to develop computer control systems. Such a system has to be
equipped with special software that allows the determination of the route of the voyage
and the realization of various tasks (maneuvers) during the autonomous control, as well as
starting of the remote control during e.g., change in the autonomy level because of various
emerging threats or difficult tasks during the operation of the ship, e.g., voyage through
areas with a high intensity of ship traffic or entry into ports.

In order for the software installed in the computer system to be able to perform various
tasks during autonomous control, the ship must be equipped with various measuring and
navigation devices. This paper will present an experimental model of an autonomous
transport ship, equipped with a computer control system and the necessary measurement
and navigation equipment. A prototype of the measurement and navigation system will be
presented, as well as research and tests of the use of measurement sensors and navigation
devices for the autonomous control of an unmanned ship model.

2. Status of Research on Autonomous Control Systems for Unmanned Ships

The first research work on the possibility of building unmanned autonomous transport
vessels began in the early 21st century.

In 2013, Rolls-Royce Marine began working on the design of an autonomous ship. The
Advanced Autonomous Waterborne Applications Initiative (AAWA) project was launched
to develop the design and technical solutions (navigation, safety, monitoring, collection,
and processing systems) for building autonomous vessels. The AAWA project has also
developed a virtual center for controlling the fleet of unmanned vessels [4].

Currently, research and experimental work on MASS’s are being carried out world-
wide in two directions:

• Construction and testing of remote and then autonomous control systems on existing
crew ships (usually small car-passenger ferries operating at short distances);

• Design, construction and experimental research of unmanned transport vessels in the
first stage, these are physical models of ships with a length of several meters and then
the construction of target unmanned vessels.

Examples of conducted tests of autonomous control systems installed on unmanned
ships are listed below:

• Tests of autonomous control on Falco’s Finnish car ferry—December 2018 [5]: the ferry
performs autonomous maneuvers, is supervised by an operator from the land-based
center in Turku. No information about the applied measurement and navigation
devices, algorithms, and control programs is available.

• Tests of autonomous control of the ferry Suomenlinna II—Finland, December 2018 [6]:
tests monitored from the land-based center in Helsinki. No information about the
applied measuring and navigation devices, algorithms, and control programs.

• Autonomous control tests on the supply vessel SeaZip 3, the Netherlands, in the North
Sea—March 2019 [7]: no information about the applied measuring and navigation
devices, algorithms and control systems.

Examples of projects and studies for new unmanned autonomous vessels are listed:

• The Re-Volt—remote container ship with electric drive (Norway) [8]: designed from
2017 by DNV GL, it is to carry 100 TEU; there is no information about the ship’s
construction and propulsion and no information about the applied, for autonomous
control, measuring and navigation devices, and about the effects of experience from
the realized project.
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• Ship Yara Birkeland—designed since 2017 unmanned container ship (Norway) [9].
Figure 1 shows model tests in 2018.

  
(a) (b) 

Figure 1. Model of the ship Yara Birkeland for research and testing (a) [9], and the autonomous container ship Yara Birkeland
launched in February 2020 (b) [10] (120 TEU, L = 79.5 m, B = 14.8 m).

Apart from the pictures of the model and the launched ship (Figure 1), there is
no information about the results of the model tests, about the applied measuring and
navigation devices, about the construction of the built ship, and about the algorithms and
systems of remote and autonomous control of the ship.

There are also other projects, such as the ShippingLab Project (Denmark), SeaShuttle
Project (Norway and the Netherlands), Autoship Project (United Kingdom R-R and Norway
Kongsberg), but also in these cases, there is no practical information available.

The information about the implemented unmanned ship transport projects is placed
on the Internet in the form of notes and not in scientific publications. Apart from modest
information about conducted trials, they do not contain any important information about
specialist equipment, construction of a control system, and about the algorithms and
computer control programs.

In addition to online information on research or tests of autonomous control systems
for unmanned transport vessels, a few articles have been published on other unmanned
waterborne objects, e.g., small, unmanned hydrodrones for measurement or research.
The publication [11] presents a concept and electronic system for planning bathymetric
measurements in shallow waters using an autonomous unmanned MASS. The article lacks
data concerning the vehicle structure and control algorithms. The article [12], consisting
of two parts, presents the classification of floating autonomous objects, a proposal of
autonomy levels, and an extensive review of prototypes of autonomous units without
information about the design, construction, and results of autonomous control tests.

The most information on the structure and equipment of hydrodrones for hydro-
graphic research is presented in [13]. The article presents a functional diagram of the
hydrodrone with a description of the possibilities of realizing different levels of autonomy,
hardware architecture with a list of measuring and navigation devices used during op-
eration at selected autonomy levels, and software architecture. The construction of the
hydrodrones with the measurement and navigation sensors installed was not included,
nor were the results of tests and studies conducted in the open water.

Publications [14–17] present the results of tests in the basin model carried out on
remote-controlled models equipped with navigation devices and a computer system for
autonomous execution of some maneuvers. Publications [14] and [15] examine the pos-
sibility of cruising the model ship “Essp Osaka” on a given trajectory and performing
circulation tests. The publication [16] presents a control and measurement system for real
time maneuvering of the transport ship model. The publication [17] presents a computer
system for research and evaluation of autonomous maneuvers to avoid collision at sea. In
these publications, a model of a transport vessel with classic propulsion was examined:
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one propeller and one finned rudder placed behind the propeller. In addition to these pub-
lications, there are also articles on dynamic systems of vessel positioning and movement
along a given trajectory. These publications include control algorithms, a description of
the control and measurement system installed, and the results of tests carried out. The
information from these publications can also be useful for the design, construction, and
testing of unmanned transport vessels with autonomous control.

Subsequent publications [18–21] presented the results of computer simulation studies
and experiments of autonomous ship models. The studies presented there concerned
the detection of obstacles at sea by means of radar, lidar, sonar, or cameras and the de-
termination of a safe navigation route. The configuration of the computer systems used,
the technical parameters of these systems, and the measurement and navigation equip-
ment were not included; neither are the methods of measurement data processing nor
their registration and transmission to land-based centers monitoring the movement of the
autonomous vessels presented.

3. Purpose, Scope, and Test Method

The analysis of the available literature shows that although research and tests of
autonomous control systems for floating objects are being carried out, there is very little
relevant information given in these publications useful for practical use in the design and
construction of autonomous control systems for unmanned transport vessels.

The requirements and functions to be performed by an unmanned, autonomously
operated transport ship are defined mainly in IMO (International Maritime Organization)
regulations and in regulations of Classification Societies. It follows from these regulations
that the ship must be equipped with a computerized control system enabling the change
of autonomy level—switching to remote control by the operator (navigator) from the
land-based center. In addition, the equipment of the ship with measuring sensors and
navigation devices must provide full navigational information and diagnostic information
about the operation of all devices on the ship (mainly propulsion). An example of the
complexity of navigation equipment is the proposal of an integrated navigation bridge
on an autonomous ship presented in the publication [22]. The anticipated navigation
and measurement equipment on an actual ship are very sophisticated; there are various
devices and sensors measuring the same parameters (there must be an appropriate level of
redundancy required by the relevant regulations).

Since it is very expensive to build an unmanned transport vessel and to carry out tests
on the autonomous controlling system, such tests are carried out on physical models of
unmanned vessels.

The analyzed scientific publications lack information on the configuration of the com-
puter system with measurement and navigation equipment. There is also no information
on the technical parameters of the measurement and navigation equipment and the on-
board computer, in particular its computing power necessary for autonomous control of
the unmanned ship model.

The aim of the conducted research on unmanned transport vessels is the design and
construction of a prototype model of the ship together with a computer system and the
development of software for autonomous control. The autonomous control system must
perform the following functions:

• Automatic mooring/unmooring to the quay;
• Selection and optimization of the shipping route from one port to another;
• Maritime detection of fixed and mobile objects (other vessels);
• Possibility to switch to remote control (change of autonomy level);
• Performing anti-collision maneuvers;
• Electronic communication between ships;
• Other functions (after the formulation of rules for autonomous vessels).

Checking if the developed computer program will correctly perform the listed func-
tions will be carried out by the experimental method using a model of an unmanned vessel
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and by the simulation method (computer simulation). The whole research task has been
divided into two stages. The first stage of the research is the design and construction of an
experimental model of an unmanned vessel and its equipment with: a propulsion system,
computer control system, and all those necessary for autonomous control sensors and
navigation devices. The second stage is the development of algorithms and a computer
program for autonomous control.

The objective of stage I is to develop and build a computer control system for a model
of an unmanned vessel under the following assumptions:

• The propulsion system of the model of the ship must be ecological and emission-free
with smooth regulation of control parameters;

• Computer system parameters (computing power, memory capacity, speed of process-
ing measurement data, their recording in the memory, and transmission to the Ground
Control Station (GCS) must be adjusted to the volume (number) and frequency of
recorded parameters;

• The set of measurement sensors and navigation devices must be able to perform all of
the above functions;

• Technical and operational parameters of the computer system components (e.g., di-
mensions, range, measurement accuracy, etc.) must be appropriate for the ship model
(dimensions, speed of movement of the ship model—Table 1);

• The cost of building the system should be as low as possible.

Table 1. Technical and operational parameters of an unmanned vessel.

Parameter Unit Ship Model (Scale 1:25)

Length over all Loa m 78.75 3.15
Length between perpendiculars LPP m 75.00 3.00

Breadth B m 11.10 0.47
Draft T m 4.33 0.17

Displaced value ∇ m3 2500.00 0.16
Block coefficient cB - 0.6589 0.6589

Velocity V m/s 8.22 1.64

The scope of the study for the implementation of stage I performed by the experimental
method in open water is to check:

• Correct operation of the computer system, measurement and navigation sensors, and
registration of all parameters;

• Correctness of processing and sending received signals from these sensors to the
computer control system;

• Computing capacity of a computer made in industrial technology receiving and
processing the recorded and measured parameters from measurement sensors and
navigation devices;

• The correctness of sending the recorded parameters from the measurement and navi-
gation sensors in real time to GCS;

• Correct detection of obstacles set on the water and performing anti-collision maneuvers;
• The correctness of switching to manual or remote control with GCS or when changing

the autonomy level.

4. Experimental Model of an Unmanned Transport Vessel Controlled Autonomously

Source data analyses suggest that the first unmanned transport autonomous vessels
will be small container ships operating in internal waters or dedicated waters [10], equipped
with environmentally friendly electric propulsion systems.

Based on these projections, in 2018, the project of an unmanned container ship (bulk
carrier, Table 1), autonomously controlled, was made (Figure 2). The model of the un-
manned ship in scale 1:25 (Figure 3) was built for testing of the autonomous control
system (Table 1).
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Figure 2. Project visualization of an unmanned container ship (bulk carrier), controlled autonomously.

       

(a) (b) 

Figure 3. Unmanned vessel model propulsion system: (a) azimuthal stern thrusters, (b) bow tunnel thrusters.

The experimental model of an unmanned ship has been equipped with an ecological,
electric propulsion system of the same design as the actual ship. The propulsion system
was designed so that the actual ship (and its model) would have excellent propulsion and
maneuvering characteristics and could autonomously (or remotely) perform all possible
maneuvers. The propulsion system consists of (Figure 3):

• Two stern azimuthal thrusters;
• Two bow tunnel thrusters.

This type of propulsion of the ship (or model) allows for very accurate and safe execu-
tion of all necessary maneuvers during autonomous control without human intervention.

The hydrodynamic characteristics of the model propellers were tested experimen-
tally in the model basin (description of the research and measured characteristics are
included in [23]).

Planned research and tests of the autonomous control system (automatic mooring,
selection and optimization of the navigation route, obstacle detection at sea and anti-
collision, and other maneuvers) require a land-based system for controlling and monitoring
the movement of the ship model and a computerized control system installed in the
ship model.

The computer control system installed in the model consists of:

• PC-class computer;
• I/O cards (analog–digital and digital–digital);
• Individual controllers for each drive motor;
• RC receiver (remote control in emergency situations or change of autonomy level);
• Internal Ethernet network;
• External antennas for communication on different frequencies;
• A set of measuring sensors and navigation devices adequate for the model of an

unmanned transport vessel and planned tests of autonomous control.
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The control computer is an industrial-grade PC mini equipped with a passive cooling
system, SSD drive, and Intel i7 processor (Advantech, Warszawa, Poland). The parameters
of the control computer was sufficient for:

• Processing data from all sensors;
• Performing calculations resulting from ship model control algorithms;
• Machine learning using artificial intelligence.

All these computing tasks must be performed in real time.
The computer works with an I/O module whose purpose is:

• Conversion of data sent by the computer into motor control signals—PWM;
• Sensor readings for measuring the power consumed by motors;
• Reading the system supply voltage;
• Reading data from the ship’s emergency manual control system;
• Reading data from the direct control receiver.

The I/O module uses an ARM® 32-bit Cortex®-M3 single-chip microcontroller running
at 72 MHz.

When controlling the drive motors, the value and direction of rotation is determined
by applying a PWM signal from the I/O module at a frequency of 400 Hz and a pulse
width of 1000–2000 μs (neutral, motor stop 1500 μs). The PWM signal is generated in the
I/O module by an 8-channel PWM generator with a resolution of 12 bits controlled by a
bidirectional I2C digital bus controlled by the microcontroller.

The use of a separate I/O module with its own software instead of directly con-
trolling the motors and reading their parameters via a PC was dictated by safety and
functionality considerations:

• The I/O module has a Fail Safe mode—in case of suspension of the PC software during
testing new algorithms, it allows one to take over manual control of the ship model;

• Independent power system monitoring and response to battery charge status;
• Prevents accidental startup of drive systems during software testing;
• Provides a long-range emergency communication channel;
• It is possible to modify the I/O module software to implement a simple software

controlling system, which, in the event of a Fail Safe condition, will allow the ship
model to return to a preset position.

The I/O module uses several Fail Safe systems for the following events:

• Suspension or lack of communication between the PC and I/O module: the software
sends cyclically, in addition to control and read commands, a data frame called heart
beat—a frame of a few bytes sent at a software-controlled frequency of 1–0.1 Hz as a
request–response. If the frame does not arrive in the expected time, the I/O module
stops the thrusters and switches the control mode to manual.

• I/O Module Software Suspend: Software Watchdog 500 ms (can be reduced if necessary).
• Loss of the manual control signal (priority—the system provides for manual control

of the ship model in every situation): then, the thrusters are stopped (worst case
scenario) and the ship model has to be recovered by itself. It is possible to extend the
I/O module by a function for automatic ship model return.

• Supply level too low: A two-stage action is provided. When the first level is ex-
ceeded, the I/O module will not allow a high-power task. When the second level is
exceeded, the thrusters are stopped, but the system can be switched to manual mode
and the thrusters can be forced to work manually until the batteries are completely
discharged—this is an extreme emergency situation and destructive for the batteries,
but in some situations, it must be possible to move the model ship away from a
dangerous place, e.g., to avoid a collision. All values are configured in the I/O module.
The operator can view these data in the GCS and is informed in advance when the
critical values are approached.
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The system uses a 115,200 bit/s serial link for communication between the PC and
the I/O module. Communication based on commands issued in ASCII format has been
developed for the system. The time delay for the I/O module to respond to a query from
a PC is between 50 and 100 ms. To speed up communication, it is possible to change
communication from ASCII to binary format.

Due to the variety of data exchange systems between subsystems, the computer has a
driver software, processing data from sensors and I/O module to a common JSON protocol,
with which the software controlling the ship model communicates. In addition, the driver
has a module to log data for further analysis.

The communication system with the Ground Control System (GCS) uses a broadband
network operating in the 2.4 and 5 GHz bands, and the 433 or 868 MHz Long Range System
(LRS) low-bandwidth band for emergency communications. Two omnidirectional antennas
with 3.5 dBi gain for the 2.4 GHz band and 5 dBi gain for the 5 GHz band and a dual-band
directional panel antenna with 9 dBi gain for the 2.4 GHz band and 11 dBi gain for the
5 GHz band in GCS were used for MASS communications. In addition to broadband
communications, basic exchange of telemetry and control data with the MASS is conducted
at all times via a narrowband 433 or 868 MHz LRS-type link, which allows for control of
the MASS when other communications systems fail.

By using a PC-class computer and internal LAN MASS, it is possible to install any
other communication systems.

The GCS system is based on a built-in industrial PC-class computer with an LCD
monitor. Due to the extensive communication systems and safety systems (Fail Safe), the
MASS manual control system is based on a separate proportional control controller, a
separate LRS narrowband communication module, and a dual 2.4 and 5 GHz broadband
communication system, as well as having a built-in LTE modem.

5. Measuring Sensors and Navigation Devices Used in the Autonomous Control System

The developed computer system of autonomous control, during the ship’s model task
(e.g., cruise on a given route and performing an anti-collision maneuver), must receive the
necessary information concerning not only the vessel’s movement parameters (position,
speed, course), but also information or warnings about an emerging fixed or moving
obstacle (another floating vessel).

The model of the unmanned vessel has been equipped with the following
measurement and navigation devices, connected to the I/O cards of the computer
system (Figures 4 and 5):

• Lidars working in the 360◦ range (bow and stern);
• Global Navigation Satellite Systems (GNSS) receivers (bow and stern);
• Electronic compass;
• HD cameras (bow and stern).

The block diagram of the computerized control system of the unmanned vessel
transport model is shown in Figure 5.

The parameters of the measuring and navigation sensors installed in the ship’s model
have been selected so that the measured values are sufficiently accurate for the model with
specified dimensions and speed of sailing (Table 1) and for the planned tests on the water
during calm weather (no undulations and high wind speed).

Laser lidars for measuring the distance and angular position of the ship from an
obstacle in the 2D plane in the range of 360◦, measurement frequency from 5 to 15 Hz, time
of a single measurement 0.25 ms, range of the rangefinder from 0.15 to 12 m, and data
transmission—115.2 kbit/s via USB port.

Cameras: for observation of the environment in the bow of the model and behind the
stern, recording and transmitting HD video using IP protocol, and data transmission is via
Ethernet, using an encoding system (H264 or H265 codec).
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Figure 4. Computer system and navigation and measurement devices in the transport model of an autonomous ship.

 
Figure 5. Block diagram of the unmanned ship control system, with navigational measurement devices.

GNSS receivers: for measuring the position and speed of the model ship, data trans-
mission 9.6 kbit/s, via NMEA protocol, USB port.

Electronic compass: for ship course measurement, a three-axis compass with electronic
inclination compensation, data transmission 4.8 kbit/s, NMEA protocol, USB port.

Parameters (images) from measurement and navigation devices are recorded and
transmitted in real time to the I/O module and to GCS. To integrate all elements of the
computer system, an Ethernet switch was used.
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6. Results of Tests of the Computer System and Measurement and Navigation Devices

Experimental research on the model of an unmanned ship equipped with a computer
system for autonomous steering was carried out in December 2020 on “Głębokie” Lake in
Szczecin (Figure 6).

Figure 6. “Głębokie” Lake, which has been tested on for the system of autonomous control of an
unmanned ship model [24].

During testing of the computer system and measurement and navigation equipment
of the unmanned transport vessel, the model was controlled remotely and wirelessly from
GCS. Figure 7 shows a commissioning GCS, which displays an image from two cameras
and lidars and a model of the ship during the tests.

In order to achieve the assumed objectives of the experimental research, many tests
and performance tests of the computer system and the measurement and navigation
sensors installed in the model of unmanned ship were performed. One of the tests with the
registration of all parameters is shown on the drawings and pictures below.

An example of the trajectory of the unmanned vessel model’s movement, drawn on a
map of the basin on the basis of measuring the model’s position from the GNSS antenna, is
shown in Figure 8.

290



Sensors 2021, 21, 1312

  
(a) (b) 

Figure 7. Experimental model of an unmanned, autonomous transport vessel with navigation equipment—tests on
open water (“Głębokie” Lake): (a) land-based control station GCS; (b) unmanned ship model with computer system and
navigation equipment.

 

 

mooring from the quay (platform); 
the model is approaching an obstacle; 
the model, after the maneuver, floating along the obstacle. 

 

(a) (b) 

Figure 8. Registered (GNSS antennas and electronic compass) example of the movement trajectory of an unmanned ship
model during one of the tests (the ship model is not drawn on the appropriate scale in relation to the quay (platform): (a) the
movement trajectory of the ship model from one of the tests; (b) parameters recorded and saved from the GNSS antenna.

In the ship model, during the tests, the parameters of the propulsion system were also
measured in real time (model speed, power (voltage and current) of individual propulsion
engines, battery capacity). An example record of the measured parameters is shown
in Figure 9.

During the tests, the correctness of the operation of the cameras and laser lidars
was checked, as well as the processing of the received image in the computer system for
model control of the ship, image recording, and sending it to the land station. Example
images from the cameras and lidars recorded during the test for the trajectory points from
Figure 8 and the corresponding ship model images are shown in Figures 10 and 11 (point 1),
Figures 12 and 13 (point 2), and Figures 14 and 15 (point 3).
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Figure 9. Example recording variables parameters of the ship model: speed (from a GNSS antenna) and power supply of
one of the azimuthal thruster motors (from power measurement sensors).

 

Figure 10. Unmooring maneuver from the platform (Pos. 1 from Figure 8)—photo of the model
during unmooring from the platform.

292



Sensors 2021, 21, 1312

  
(a) (b) 

  
(c) (d) 

MASS bow MASS stern 

Figure 11. Unmooring maneuver from the platform (Pos. 1 from Figure 8)—snapshot from lidar and camera screens:
(a) stern lidar image; (b) bow lidar image; (c) stern camera image; (d) bow camera image.

 

Figure 12. Model floating towards the obstacle (Pos. 2 from Figure 8)—photo of model floating
towards the obstacle.
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(a) (b) 

  
(c) (d) 

MASS bow MASS stern 

Figure 13. The model is floating towards the obstacle (Pos. 2 from Figure 8)—snapshot from lidar and camera screens:
(a) stern lidar image; (b) bow lidar image; (c) stern camera image; (d) bow camera image.

 

Figure 14. The model floating along a fixed obstacle (Pos. 3 from Figure 8)—a photo of the model
floating along the obstacle.
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(a) (b) 

  
(c) (d) 

MASS bow MASS stern 

Figure 15. The model floating along a fixed obstacle (Pos. 1 from Figure 8)—snapshot from lidar and camera screens:
(a) stern lidar image; (b) bow lidar image; (c) stern camera image; (d) bow camera image.

7. Discussion of Test Results

The main objective during the conducted tests was to determine whether the designed
and built computer control system including all measurement and navigation sensors
will be able to perform all tasks (functions) during autonomous control and whether the
applied computer system will have sufficient computing power.

During the tests, the time of realization of individual computer operations and the
delays occurring in the system were determined:

• During the software hang of the I/O module, the software Watchdog was 500 ms (can
be reduced if necessary).

• The time delay for the I/O module to respond to a command from the PC is between
1.2 and 1.6 ms. To speed up communication, it is possible to change communication
from ASCII to binary format. The system is equipped with a CAN bus, which can also
be used for future data exchange between the PC and I/O module.

• The conversion time in the I/O module of the analog signals to digital was about 1 μs
(12-bit converters). The total conversion time of analog values is, for 5 A/D channels,
about 5 μs. Each measurement channel is software averaged and also filtered using a
median filter for a sequence of 5 samples. The result is then converted to an output
value (mA) and compared to a 5-point calibration curve for each sensor (calibration
performed according to a certified current meter with adjustable current load).

• Approximate delay time between issuing the command from the PC to change the
speed of the thruster and its execution is about 2–3 ms. The delay is the sum of
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communication time—UART, ASCII, decoding of information sent over the I2c bus
(400 kHz) to the PWM generator, and the response of the generator itself.

The execution time of all operations (The execution time of all operations (processing,
transmission, recording, computation)) was about 0.5 s, and the control loop delays were
minimal, and, for the tested ship model, did not significantly affect its control. The model
floats at a maximum speed of 1.64 m/s (Table 1), which is a very low speed relative to fast
flying drones, for example, and during maneuvers, the model speed can be much lower.

The following conclusions can be drawn from the experimental study:

• All measuring sensors and navigational equipment were working properly and all
recorded parameters were transmitted in real time to the control computer installed in
the model vessel.

• Lidars were installed to detect obstacles on the water, regardless of the course of the
ship in relation to the obstacles (the distance and position of the model ship in relation
to the obstacle was determined on the basis of the image from the lidar).

• All recorded parameters from measuring sensors and navigation devices were prop-
erly registered in the on-board computer and prepared for transmission to the land
station (GCS).

• All computational operations connected with recording and processing parameters
from measurement sensors and navigation devices required from 10 to 15% of the
total computational power of the on-board computer.

• After changing the broadband network frequency, the interference in the transmission
of video from cameras and lidars no longer occurred; after a series of tests, it was
concluded that the broadband transmission should be modified and the 5G LTE
network should be used.

Based on the experimental study, it is concluded that the designed and built computer
control system works properly and is optimal for the built unmanned autonomous vehicle
model, and the on-board computer not only performs all computational processes, but still
has reserves of computing power necessary for the expansion of the control system.

8. Conclusions

The presented computer system with a complete set of measurement and navigation
devices, including the propulsion system of the ship model and the conducted experimental
tests, can be considered as a new approach to research on autonomous control systems for
unmanned ships. During the conducted tests, it was found that the technical parameters of
the computer system were correctly selected for this unmanned ship model and the planned
further research, which can also be considered as a new approach (such information is
missing in the available literature). During the experimental tests, the computer hardware
and the measurement and navigation equipment worked properly, although we anticipate
some modifications (broadband transmission), and the results of the tests can be used for
the design and construction of the computer control system of the actual unmanned vessel.

The information gathered from the tests and the conclusions drawn allow the devel-
opment of guidelines for the design of a computer system for a real ship that will travel at
a much higher speed (Table 1) than the tested ship model.

Since the hardware tests so far are positive, the next stage of the research will be to
test the software for autonomous control of the ship model.

The control software consists of many modules—the autonomous ship must indepen-
dently implement various maneuvers resulting from different situations arising during the
voyage from the starting port to the destination port.

Author Contributions: Design of unmanned ship model, propulsion system, and computer control
system, T.S.; design and preparation of computer software, K.Ż.; construction and installation of
computer control system, tests of computer system in ship model; A.A.; construction of ship model,
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Abstract: This paper is an attempt to evaluate the effectiveness of the ship’s hull air lubrication
system in order to reduce the drag leading to fuel consumption reduction by ships. The available
papers and reports were analyzed, in which records of the operation parameters of the propulsion
system of ships equipped with this system were presented. These reports clearly show the advantages
of using air lubrication system. On the basis of collected operating parameters of the propulsion
system the authors performed analysis of operation effectiveness of the Air Lubrication System on
the modern passenger ship was. The results of this analysis do not allow for a clearly positive opinion
about its effectiveness. Additionally, the conditions that should be met for the system to be more
effective and to significantly increase the propulsion efficiency were indicated.

Keywords: emission reduction; air lubrication system; drag reduction; energy efficiency design index

1. Introduction

The MARPOL Annex VI came into force on 19 May 2005, concerns on the prevention
of air pollution by ships. It forced the ship-owners to apply solutions aimed at reducing
the emission of harmful substances, such as nitrogen oxides (NOx), sulphur oxides (SOx),
carbon oxides (CO), hydrocarbons (HC) and particulate matter (PM) into the atmosphere.
This annex did not initially include carbon dioxide emission reductions. However, interna-
tional institutions including the International Maritime Organization (IMO) have noticed
the threat of the greenhouse effect, caused in a large scale by carbon dioxide. In July 2011,
the Annex VI of the MARPOL Convention was extended by Chapter IV that aims to reduce
greenhouse gases emissions in particular carbon dioxide by ships [1,2].

The reduction of CO2 emissions is to be achieved by introducing for all newly built
vessels greater than 400BRT, the Energy Efficiency Design Index (EEDI) [3]. The EEDI
index is defined as the ratio of the amount of CO2 [g] to the amount of cargo [t] on a
specific shipping distance [Mm] and is a specific balance between the social benefit of cargo
transport and the negative phenomenon of CO2 emissions to the atmosphere. It is to be
used as a tool to indirect control of CO2 emissions and to increase the energy efficiency
of ships power plants. The EEDI value for the ship is calculated in accordance to the
procedure contained in Resolution MEPC.308(73) [4] and must be equal to or lower than
the value required for the type and size of the vessel. It is calculated based on the formula
presented on Figure 1.

In 2018, the IMO published a preliminary strategy to reduction of the greenhouse
gases emissions reduction from ships with the principles of its application [4]. This forced
ship-owners to search technological solutions aimed at reducing carbon dioxide emissions
and improving sailing efficiency by decreasing fuel consumption. These goals can be
achieved, inter alia, by reducing the vessel’s hydrodynamic resistance [5–9]. One of the
methods to reducing the drag by reducing frictional resistance is insertion of an air layer
between the underwater part of ship’s hull and water. The air bubbles in this method
are used as lubricant and it is called Air Lubrication (AL) [10–12]. AL systems (ALS) are
recognized by IMO as category B-1 (Innovative Energy Efficiency Technology) as described

Sensors 2021, 21, 1357. https://doi.org/10.3390/s21041357 https://www.mdpi.com/journal/sensors

299



Sensors 2021, 21, 1357

in MEPC.1/Circ.815 [4]. This technology significantly lowers the EEDI value, mainly by
reducing the components surrounded by the frame in formula (Figure 1).

(A) The combination of PP and Vref  
as reflected in the power curve 

(C) Emission reduction through the aux. power
reduction by generating electricity for normal
maximum sea load 
 
 
 

(B) Emission reduction through  
the propulsion power reduction 

Figure 1. The Energy Efficiency Design Index (EEDI) formula with indicated elements that may affect the emission reduction
by the use of ALS.

2. Ship Hull Resistance

The ship moves on the boundary of two fluids-air and water, which counteract
movement by causing hydrodynamic and aerodynamic forces that, create movement
drag. The total resistance R includes the sum of the aerodynamic resistance RA and
the hydrodynamic resistance RH. The hydrodynamic resistance RH is the sum of the
components of the frictional resistance RF and the pressure RP (wave resistance RW and
viscous pressure resistance RVP). Thus, the total resistance of a ship moving through the
water is given by the formula:

R = RF + RW + RVP +RA (1)

The structure of the total hull resistance is shown on Figure 2.

.

Figure 2. The total hull resistance structure [13].
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The distribution of the total resistance components is presented in Figure 3. Both, hydro-
dynamic and aerodynamic resistance are described by the general resistance forces equation:

R = c · ρ · v2

2
· S (2)

where, R is the drag force, c the dimensionless drag coefficient, ρ is the fluid density, v is
the velocity, S is the hull surface in fluid.

 

Figure 3. Distribution of the total hull resistance [13].

The individual components of a ship total resistance affect its size to a different
extent [14,15]. The pressure RP (viscous pressure resistance RVP and in particular, wave
resistance RW) and frictional resistance have the greatest share in the structure of total
resistance. The shape of the hull-its slenderness, fullness and the speed of the vessel
significantly influence the wave resistance RW. For lower sailing speeds, the average value
of the wave resistance is 8 ÷ 25% of the total resistance while at high sailing speeds it
may reach the value of 40 ÷ 65% of the total resistance [13]. In order to minimize the
resistance associated with sea waves the hull shape is optimized already at the design
stage. Designers use computer simulations during design and then models’ tests in the
ship model basin in order to reduce this resistance to a minimum.

On other hand, the frictional resistance increases with the ship’s operation (service)
time. It is caused by an increase of roughness of the underwater part of the hull as a result
of its overgrowing with seaweed, crustaceans, algae, mollusks and other organisms living
in the water. It is estimated that from the moment the ship leaves the dry dock, the daily
increase of resistance due to fouling of the hull is 0.2 ÷ 0.5% of the total resistance, although
there are lower values for colder waters and higher values for warmer waters riche in flora
and fauna [16–19].

To reduce viscosity friction the area of the hull wetted surface needs to be reduced.
This can be performed by separating the underwater part of the hull surface from the water
with a layer of air [20]. The general term used to describe this phenomenon is called hull
“Air Lubrication” (AL).

The remaining components have a smaller influence on the total resistance, although
it they may be different in particular ship sailing conditions. A good example can be large
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container ships, where during the ship’s movement in a direction opposite to a very strong
wind the containers loaded on board (even up to ten layers) create above water part of the
hull resistance (aerodynamic resistance) which is a significant share in the total resistance
of the ship.

3. Method to Reduce the Ship’s Hull Resistance by Introducing an Air Layer under the Hull

Surface frictional resistance is proportional to the wetted surface of the ship’s hull;
therefore the ALS works on a simple principle of keeping a layer of air bubbles under the
hull [21]. The method of producing and introducing the air layer under the bottom of the
passenger ship’s hull is presented in Figure 4 [22–24].

Figure 4. Diagram of the system of introducing the air layer under the hull bottom of the passenger
vessel-Air Lubrication System (ALS).

High-capacity blowers are used to generate air bubbles that flow at a constant speed
under bottom of the hull. The air bubble outlets are located along the bottom of the hull,
symmetrically on both sides of the ship’s center line [13,23]. A schematic diagram of the
ALS with two blowers, distribution line of compressed air and with air distribution boxes
on a large passenger vessel (cruise liner) is presented in Figure 5.

 

Figure 5. Compressed air supply system (ALS) of the underwater part of the hull on a large cruise liner.
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The blowers forced compressed air to 20 distribution boxes (10 pairs) which are a
structural element of the ship’s hull. Two distribution boxes: one box on the port side and
one on the port side are symmetrically connected to one supply subline. The boxes are
equipped with corrosion protection (zinc anodes). The compressors run at a constant speed
and are controlled by a control system, which can reduce the capacity of one compressor to
about 45% of nominal value. This is executed by regulating the air supply with steering
wheel with variable angle blades. In this way the energy consumption of the blowers
driving motors can be reduced.

The ALS method may be applied at the design stage and built on a new vessel as well
as installed on the vessel after a certain period of operation. The introduction of ALS on
operated ship is a complicated process and requires comprehensive analyses, calculations,
measurements and most often computer simulations [24]. There are several companies
specializing in the design and installation of ALS on the vessels and each company calls
this system otherwise i.e.: Mitsubishi Co. – Mitsubishi Air Lubrication System (MALS),
R&D Engineering – Winged Air Induction Pipe System (WAIP), Samsung Heavy Industries
– SAVER System (SAVER Air), Silverstream-Silverstream System, Foreship-Foreship Air
Lubrication System (Foreship ALS) and others [5]. The first installation of the ALS called
Silverstream System (Addlestone, UK) was applied on a chemical tanker MT Amalienborg
with a carrying capacity of 40,000 DWT. This vessel was equipped for propulsion with
a low-speed B&W 6S50MC main engine with power of 13,452 BHP [25]. After installing
this system on the ship many operation parameters when ALS was ON and OFF were
recorded, among others: propulsion system operation parameters and ship speed (on
water and GPS), as well as power consumption by blowers, main engine speed, shaft
power (torque), fuel consumption by main engines. And additionally, weather conditions
(hydrometeorological conditions).

Figure 6 shows the impact of ALS (Silverstream system) operation installed on MT
Amalienborg on the changes of the propulsion power (shaft power) and ship speed. The
course of the parameters presented in this diagram shows that, while maintaining a constant
rpm of main engine, activation of the ALS system causes a decrease in the propulsion
power demand and does not significantly affect ship speed, moreover the lower part of the
diagram shows the energy consumption by ALS blowers.

 

Figure 6. Example of Air Lubrication Effect from Monitoring System on MT Amalienborg [26].
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Using the operating parameters of the propulsion system during the sea test of the
ALS system the power consumption curve as a function of ship speed (propeller curve)
were prepared, shown in Figure 7.

 

•
•

Figure 7. Average Shaft Power for given RPM (Revolution Per Minute) against Speed from MT
Amalienborg [26].

The propeller curve for ON and OFF ALS system presented in the diagram P = f (v)
shows the benefits of this system operation in the form of lower demand for propulsion
power at the same ship speed. This is evidenced by the shift of the propeller curve (a)
towards the so-called lighter propeller curve (b).

Measurements results taken on a vessel with ALS were processed by the authors [26,27]
and allowed to determine the net energy savings required to propel the vessel, amounting
to about: 0.1 ÷ 4.5% (at the sailing speed of 11 ÷ 14 kn). Although these results took into
account additional losses related to the blowers drive energy and the resistance of the air
distribution boxes, the method of data processing and the obtained results is not precisely
explained in the study.

4. Assessment of the ALS Operation

Promising results of operation obtained after installing the ALS on the chemical tanker
Amalienborg and other ships encouraged many ship-owners to install this system on their
vessels, especially on cruise ships [28–30]. The Silverstream systems were installed, among
others on Carnival cruisers (Sapphire Princess, Diamond Princess). On the other hand,
the Foreship ALS were installed among others on Royal Caribbean International’s large,
modern passenger ships. The list of cruise ships equipped with the ALS and delivered up
to 2019 is shown in Table 1 [5].

Table 1. The list of cruise vessels with Air Lubrication System delivered 2015–2019.

Year Vessel Name Type System

2015 Quantum of the Sea Cruise Foreship
2016 AIDAprima Cruise MALS
2017 AIDAperla Cruise MALS
2017 Norwegian Joy Cruise Silverstream
2018 Diamond Princess Cruise Silverstream

The ALS system has been installed on one of the large cruise liners since the ship was
put into service. To generate air with the required parameters, two single-stage centrifugal
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blowers integrated with the gearbox, driven by a motor with power of 700 kW each and a
capacity of 5 kg/s at an overpressure of 1.4 bar, were installed on the ship.

On similar passenger vessels, the ALS was installed after some of operation time.
Ship-owner decided to install three blowers similar to the ones on the previous cruiser.
These vessels are equipped with diesel-electric propulsion system, consisting of six engines
driving the main generators with the capacity of 12600 kW each, and two auxiliary genera-
tors with a capacity of 2500 kW each. Distribution of the generated electric power is shown
in Figure 8.

Figure 8. Ae example of simplified diagram of power distribution on a passenger ship with diesel-
electric propulsion system.

Electricity is generated by main generators (G1÷G6) and auxiliary generators (AG+EG).
The highest voltage current (11 kV) is directed through the Main Bus Bars (MBB) to supply
three gondola propellers (2 × AZIPOD + 1 × FIXPOD) and four bow thrusters (BT). Main
Switchboard Bus bars (MSB) with a voltage of 450 V power most of the machines and
devices in the engine room, including ALS blowers, while the receivers with the lowest
power are supplied with 230 V.

After starting the vessel operation with ALS installed, modified propulsion system
was tested. Operating parameters of the propulsion system were recorded with the ALS
ON and OFF. The system was turned on for a period of 2 ÷ 3 h, and the parameters were
recorded before turning on, during operation and after turning off the system. Due to
the relatively short time intervals (30 ÷ 60 min) between the recording of parameters it
was assumed that the weather conditions were constant. Table 1 shows the recorded and
calculated parameters such as energy consumption for propulsion, energy consumption
for the other needs of the vessel, the power used by the ALS blowers, fuel consumption of
generators engines, etc.

Based on the data from Table 1, the variability of selected parameters is shown in
Figure 9. It presented the impact of the ALS operation on the change of the propeller power
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PP (Propeller Power/Shaft Power), vessel speed and the power used by blowers ALSP (Air
Lubrication System Power). It also took into account the summary power SPP (Summary
Propulsion Power) used for the ship propulsion and to drive ALS blowers. The list of
selected i.e., measured and calculated parameters is presented in Table 2.

 

Figure 9. Air Lubrication Effect from Monitoring System on the large cruise liner.

Table 2. Calculated parameters of propulsion system, based on the operating parameters recorded during passenger vessel
sailing with ON and OFF ALS.

Probe
No.

ALS
State

ALS Power
Consumption

1 Propeller
Power

Distribution

2 Fuel
Consumption

Difference

Fuel
Consumption

Difference

3 Propeller
Power

Difference

4 Summary
Propulsion Power

Difference

5 Average
Speed

Difference

- - [MW] [%] [kg/h] [%] [MW] [MW] [kn]

- - A B C D E F G

6 off 69%
7 on 0.47 68% 97 0,8 0.3 −0.17 0.3
9 on 0.51 66% −0.31

10 off 69% −107 -0.9 −0.3 −0.30 0.1
16 off 71% −1.30
17 on 0.47 70% 125 1.0 0,7 0.23 0.1
19 on 0.51 69% −0.51
20 off 70% −68 -0.6 −0.1 −0.10 −0.2
22 off 71% 0 1.0 1.00
23 on 0.51 68% 75 0,6 0.5 −0.01 −0.1
24 on 0,51 69% −0.71
25 off 69% 299 2.4 −0.6 −0.60 0.0
26 off 78% −2.10
27 on 0.35 77% 237 1.7 −0.3 −0.65 −0.4
28 off 72% −0.10
29 on 0.48 69% 20 0.2 0.8 0.32 −0.4
30 on 71% −101 −0.8 −0.2 −0.20 0.0
31 on 0.63 69% 146 1.2 0.6 −0.03 −0.1
32 off 68% −95 −0.8 0.3 0.30 −0.1
33 off 71% −0.60
34 on 0.46 69% 189 1.5 0.0 −0.46 0.0
37 on 0.46 68% −0.36
38 off 70% −102 −0.8 −0.3 −0.30 −0.1

1 Propeller Power distribution-the part of total power produced on the vessel used for propulsion purposes. 2 Fuel consumption difference-
difference of fuel consumption when ALS is ON or OFF. 3 Propeller Power difference-difference of propeller power consumption before
and after start ALS. 4 Summary Propulsion Power difference-difference of propulsion purpose power consumption before and after start
ALS. 5 Average speed difference-difference of ship speed before and after start ALS.
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The course (track) of parameter variability shown in the diagram (Figure 8) is general
and does not allow for a detailed analysis of the system operation in particular periods, i.e.,
with ALS on and off. Therefore, on the Figure 10 are presented fragments of the diagram
where the ALS was started and stopped in detailed.

  
(a) - present area a) in Figure 9 (b) - present area b) in Figure 9 

  
(c) - present area c) in Figure 9 (d) - present area d) in Figure 9 

Figure 10. Details of changes in consumption of Propulsion Power and Summary Propulsion Power with ALS (Air
Lubrication System) switched ON and ALS switched OFF.

As shown in Figure 10a after switching ON the ALS at measuring point (probe 7) if
compared to point 6 there is a decrease (vector 1) of propeller power (PP) consumption
(AZIPOD’S + FIXPOD) but at the same time there appeared a demand for energy to drive
blowers ALSP (vector 2). Comparing summary power of SPP before and after starting the
ALS, a slight increase of the value ΔSPP1 (+0.3 MW) is observed, with a minimal increase
of ship’s speed (0.3 kn) (the line of the ship’s speed in Figure 9). Between the measurement
points 9 (probe 9) and 10 (Figure 10a) as a result of the ALS OFF there is a change in the
SPP power distribution, due to the lack of power demand for the ALS blowers drive ALSP
(line 3) and increase of propeller power (PP) (line 4) with the simultaneous lack of vessel
speed changes. This causes only a slight decrease of demand for the summary power
ΔSPP2 (0.3 MW).

Similar changes in the distribution of the summary power SPP can be observed when
switching the ALS ON and OFF shown on Figure 10b–d.

In Figure 10b is observed a decrease of the summary power SPP is observed demand
when ALS is turned ON (transition from point 16 to 17), at constant ship speed. However,
after switching the ALS OFF (transition from point 19 to 20) there is a slight increase in
propeller power PP and a simultaneous minimal decrease in ship speed.
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Figure 10c presents the operating parameters of the propulsion system before (point 22)
and after switching the ALS ON (point 23). Switching the ALS into operation does not
increase the summary power SPP for propulsion (the power transmitted to the PP ship
propulsion decreases, but the ALSP blower propulsion power appears with the same value,
at a minimal decrease in ship speed (0.1 kn).

In Figure 10d it is observed that after the ALS is turned ON into operation (points
33 to 34) the propeller power PP demand does not change but the summary power SPP
for propulsion increases by the ALSP value (ALS blowers drive power). At the next
measurement, points (34÷36) there are fluctuations in the summary power SPP demand
without changing of ALSP at the same speed of the ship. When the ALS is turned OFF
(transition from point 37 to 38) the propeller power PP demand increases but it is less than
the power consumed by the blowers ALSP. At the same time, the speed of the ship drops
slightly by about 0.2 kn.

Only at measurement points, 17 and 29 (Figure 9) there are visible slight benefits of
switching the ALS ON are visible in the form of decrease the summary propulsion power
SPP at unchanged ship speed. Only these points confirm the assumption that ALS reduces
fuel consumption for the ship propulsion. Other data do not confirm this assumption.

Moreover, when observing the fuel consumption (Table 1, column D) it can be noticed
that switching ALS ON causes an increase or decrease of fuel consumption by approx.
−0.8% (positive effect of ALS activation) to 1.7% (negative effect) respectively. In addition,
when switching ALS OFF an increase or decrease approx. −0.9% to 2.4 can be observed
respectively. It is accompanied by a minimal change in the speed of the ship.

Additionally, based on the collected data, the propulsion power in the ship speed
curve (propeller characteristic) was drawn. It was done for propulsion with ALS ON and
OFF and presented by points and trend lines in Figure 11. This diagram also confirms that
the ALS operation does not increase efficiency of propulsion system. This is due to the
location of the points, especially the lack of clear separation between operating points for
ALS ON and OFF (like for the MT Amalienborg in Figure 7).

 

Figure 11. Average Shaft Power for given RPM against Speed from on cruise liner with diesel-
electric propulsion.

5. Discussion

This paper presents a more critical assessment of the operation of the ALS system
than in the presented and available reports and publications. It should be noted that the
presented analyses of the ALS (Silverstream) installed on MT Amalienborg show that
the benefits (savings) resulting from its use are about 4.5% at the vessel’s speed of 14 kn.
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However, the attention should be paid to the fact that the benefits of using this system
at speeds below 14 kn are doubtful. The net savings dropped to the amount of 3.2% at
13 kn, 1.7% at 12 kn. Taking into account the fact that the vessel does not always sail at
the maximum design speed (14.5 kn for MT Amalienborg) and take into considering the
investment and service costs the benefits of using this system seem to be questionable.

On the other hand, on the basis of the observations, analyses and records of operat-
ing parameters for the passenger vessel with diesel-electric propulsion system, it can be
concluded that the activation of the ALS resulted in a reduction in the propeller power
(AZIPOD’S + FIXPOD) demand by 0.1 ÷ 0, 4 MW, while maintaining practically the same
ship speed. If taking into account the fact that the power consumption of the activated ALS
blowers was 0.34 ÷ 0.63 MW, it appears that the decrease of propeller power demand is
balanced by the increase of power consumption by the operated blowers. Practically the
fuel consumption of a ship does not change substantially. It can therefore be concluded that
the operation of ALS did not improve the ship’s propulsion efficiency. This is confirmed
by the power curve shown in Figure 11. Contrary to the propeller curve for the chemical
tanker MT Amalienborg (Figure 7), switching the ALS ON did not shift curve towards the
“light propeller”, the propulsion system operating points for a passenger vessel with diesel-
electric propulsion were dispersed (Figure 11) and did not clearly divide the propulsion
curve with ALS ON (lighter propeller) and OFF (heavier propeller).

6. Conclusions

Based on the conducted analyses of the available literature and records of operating
data, it can be stated that:

• the benefits of ALS use seem doubtful (only at the ship design stage, the application
of this system improves the EEDI value, which is interesting for ship designers and
ship-owners).

• the use of the ALS for the entire ship’s speed range is not beneficial, there are minimum
and maximum speeds beyond which the use of the system does not give the assumed
savings.

• equipment included in the structure of the ALS, including main blowers, require high
investment outlays and high operating costs.

• maintaining the same size and evenly distributed air bubbles under the hull surface
is a difficult task. Changing the diameter of the air bubbles significantly affects their
distribution under the hull and may significantly reduce the effect of reducing the
ship’s drag. Although features such as protruding ridges on the edges of the hull
can help maintain the air layer, but these elements contribute to increased drag and
stability of the ship, especially in heavy seas.

• it is difficult to counteract the effect of air bubbles being sucked in by the propeller,
causing noise and vibration and leading to a reduction of the propeller efficiency [31].

The authors’ observations included in this article, which consist in a rather critical
approach to the use of the ALS on ships, are proved in reality. It seems that in recent years,
the interest in using this system on newly designed and built units has decreased, and if it
appears, it is usually dictated by the need to obtain the recommended EEDI value.
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Abbreviations

The following abbreviations are used in this manuscript:
NOx Nitrogen Oxides
SOx Sulphur Oxides
CO Carbon Oxides
HC Hydrocarbons
PM Particular Matter
IMO International Maritime Organization
MARPOL MARine POLution convention
EEDI Energy Efficiency Design Index
ALS Air Lubrication System
R Total Resistance
RP Pressure Resistance
RW Wave Resistance
RF Frictional Resistance
RA Aerodynamic Resistance
RH Hydrodynamic Resistance
RVP Viscous Pressure Resistance
c Dimensionless Drag Coefficient
ρ Fluid Density
ν Velocity
S Surface of the ship’s hull
AL Air Lubrication
MALS Mitsubishi Air Lubrication System
WAIP Winged Air Induction Pipe System-R&D Engineering
SAVER Air SAVER System-Samsung Heavy Industries
BHP Brake Horse Power
GPS Global Positioning System
MT Motor Tanker
kn Knots
MBB Main Bus Bars
AZIPOD Azimuthal stern thruster
FIXPOD Fixed gondola thruster
BT Bow Thruster
PP Propeller Power
ALSP Air Lubricating system Power
SPP Summary Propulsion Power
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