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Preface to ”Probabilistic and Fuzzy Approaches for

Estimating the Life Cycle Costs of Buildings”

The construction sector is a major consumer of natural resources and incurs high costs. Life cycle

cost (LCC) makes it possible for the whole life performance of buildings and other structures to be

optimized. The introduction of the idea of thinking in terms of a building life cycle resulted in the

need to use appropriate tools and techniques to assess and analyze costs throughout the life cycle of a

building. Traditionally, estimates of LCC have been calculated based on the historical analysis of data

and have used deterministic models. The concepts of probability theory can also be applied to life

cycle costing, treating the costs and timings as a stochastic process. If any subjectivity is introduced

to the estimates, then the uncertainty cannot be handled using probability theory alone. The theory

of fuzzy sets is a valuable tool for handling such uncertainties.

In this Special Issue, a collection of 11 contributions provide an updated overview of the

approaches for estimating the life cycle cost of buildings. In the first paper the importance of

information and communication technology use in life cycle cost management are considered. The

research assumes that the most critical implementation factor is the investment cost. The second

paper uses multiple criteria analysis to define the factors influencing the sustainable construction

industries in the EU member states, the UK and Norway. Construction development of Commercial

and Recreational Complex Building Projects (CRCBPs) is one of the community needs, but the

implementation of these projects is usually very costly. The results and findings of the third

article can be considered by CRCBPs in both the private and public sectors for properly effective

risk identification, evaluation, and mitigation. The next four papers (4–7) consider the broadly

understood maintenance phase of the building, with particular emphasis on the costs incurred at

this stage. The eighth article deals with the partial outputs of large-scale infrastructure project risk

assessment, specifically in the field of road and motorway construction. A partial section of the

research was focused on the analysis of the probability distribution of the input variables, especially

“the investment costs”. The research topic of the ninth article addresses a part of the evaluation of

railway infrastructure project efficiency within its life cycle by using the cost–benefit analysis method.

The contractor selection problem, with emphasis on the life cycle costing method as the criterion

of choosing the most appropriate company, is discussed in the tenth paper. In the last article, the

parameters of tuned mass dampers are optimized to improve the performance level of steel structures

during earthquakes.

Edyta Plebankiewicz

Editor
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Abstract: Life cycle cost management is an integral part of buildings construction. The life cycle
cost approach can be considered an objective approach because it considers all life cycles of build-
ings. Information and communication technology is one of the critical factors for the success of
construction projects. Several studies point to the importance of information and communication
technology use in life cycle cost management. Generally, information and communication technology
can be helpful in the cost management process of buildings. However, few implementation factors
of information and communication technology are used in the life cycle cost management of build-
ings. The research assumes that the most critical implementation factor is the investment cost for
information and communication technologies used in cost management during the life cycle. The
relative importance index method was used to evaluate and quantify the final rank of implementation
factors. The Kruskal–Wallis test was used to confirm or reject research results that were statistically
significant.

Keywords: implementation factors; information and communication technology; life cycle costs; buildings

1. Introduction

The issue of cost optimization is topical, particularly when participants in construc-
tion projects strive to reduce costs from the life cycle cost perspective. The construction
project should consider cost management approaches from the buildings’ whole life cycle
perspective. Life cycle cost management plays an important role that focuses on cost opti-
mization [1]. However, this approach has more potential for use than is currently utilized.
This is because the relevant databases of information on the expected lifetime of buildings,
the time and extent to which they require repairs, and the structures’ maintenance costs are
not available. According to Biolek and Hanák [2], these data should be processed in future
building information modeling (BIM) systems. Several authors have specified the so-called
life cycle cost (LCC) [3]. This is mainly the sum of costs during the construction project’s
individual stages, such as ownership, implementation, maintenance, and liquidation of
the building. Budgetary constraints, environmental conditions, lack of communication,
and skilled labor availability affect costs and time, even during the maintenance phase.
These factors can also significantly affect the cost-effectiveness and efficiency of design
management and the construction phase. This means that there is a close link between
the maintenance phase and the design and construction phase. Therefore, if the building
fabric’s maintenance can be related to the initial stage of the design and construction phase,
textile maintenance plans can be planned, and compelling predictions of uncertainties can
minimize textile maintenance costs [4].

Appl. Sci. 2021, 11, 2934. https://doi.org/10.3390/app11072934 https://www.mdpi.com/journal/applsci
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Knezovic et al. [5] noted the application of artificial neural networks, and the specific
advantages and disadvantages that characterize econometric models. Further research
indicates that life cycle management (LCM) is a concept that is often seen as an aggrega-
tion of life cycle tools and methods, and focuses on minimizing environmental impacts
throughout their life cycle. Overall, the life cycle costs of a given project have also been
plotted [6–8]. Kambanou notes that this method is still not widespread and has more poten-
tial [9]. Perceiving a construction project as a business plan to optimize the life cycle cost is
one way to achieve efficiency [10,11]. In addition, cost management has been examined via
information and communication technology [11]. Other authors agree that the building
project should be assessed in terms of its entire life cycle, including the project’s cost [2]. A
construction project’s business success depends largely on accurate estimates, such as the
initial investment costs from the design phase to the construction phase, the operating costs
required for the operation and maintenance phases, and the profits accumulated during
the operation phase [12]. In many cases, relevant socio-economic benefits and costs also
affect the construction project’s economic efficiency; the influence of these factors cannot
be neglected [12]. According to other studies, operating costs exceed implementation [13].
This also applies to the assumption of energy utilization [14].

In connection with cost management, several authors have mentioned information
technologies used for the needs of cost management. The use of information and digital
technologies increases when more cost-effective applications are found [15]. Generally, it
can be said that information technology is gradually expanding in the field of construction.
Several scientists have specified the relationship between information and communication
technology in the context of successful construction project management or cost manage-
ment. Building costs commonly occur under various market and legal conditions, which,
unfortunately, often negatively influence construction project aims. Numerous research
results indicate the scale of this problem. It is possible to define different construction
investments that can be specified in various stages of their implementation [16,17]. In-
vestment projects are complex and require appropriate management at all stages. The
importance of procurement is due to the main criteria that affect the project’s success: cost,
quality, time, safety, and how the project meets its envisaged purpose. For this reason,
one of the crucial success factors of construction projects is to allow bidding for the con-
tract only by contractors who are sufficiently qualified for the proper performance of that
contract [18]. The different life cycles of construction projects can specify various types
of investments. These are characterized by different technological, organizational, and
economic specifications [19]. There are specific costs associated with repairing defects.
Knowledge about implementation factors and defects occurring in residential buildings
can be used to better plan the investment budget [20].

Several studies have already partially addressed factors in implementing information
and communication technology (ICT) for cost management or construction. Several studies
suggest that these are investment costs [21–28]. A detailed overview of studies on this
issue and the identification of factors is given in Table 1.

Table 1. Literature review of information and communication technology (ICT) implementation factors in the construction
industry [21–32].

Year Implementation Factors Relevant Literature

2020

• mimetic pressure,
• strategic value judgment,
• behavioral control capability

[24]

2019

• communication and work relationship,
• distraction and waste of time,
• better information management on-site,
• better management of construction defects,
• improved work planning

[22]

2
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Table 1. Cont.

Year Implementation Factors Relevant Literature

2019

• ICT human capital skills,
• firm’s decision-making process and support of visionary leaders,
• inter-organizational research and development collaboration

[29]

2018

• ICT safety,
• investment costs,
• people acceptance
• support management

[21]

2017
• lack of understanding about the process of sensing technology adoption,
• its purpose of utilization in construction industry [30]

2012

• investment costs,
• lack of finance,
• maintenance costs,
• lack of management support,
• low level and experience of users,
• rejection of changes,
• compatibility problems,
• law framework,
• transparency and ICT safety,

[23]

2012

• costs,
• experiences,
• IT safety,

[25]

2011

• high investment costs for ICT,
• virus infiltration and degradation give,
• security and privacy,
• continuous need to create system upgrade,
• increased IT staff costs,
• incompatibility of product solutions,
• poor return on investment,
• personal abuse of ICT employees
• weak management support

[31]

2009
• investments,
• IT safety, [28]

2008

• investment costs,
• human resources,
• IT equipment

[26]

2007
• diversity of construction industry,
• construction project participants cooperation [27]

2007

• hardware and software costs,
• concerns about virus infiltration,
• ICT equipment,
• return on investment,
• fear of dismissing redundant workers,
• IT security.

[32]

Information and communication technology includes, in particular, software applica-
tions designed for communication, working with data, and information sharing. A lack of
confidence is observed among project stakeholders in the documented data’s authenticity
and integrity [33]. Cost savings, revenues, and improvements in the quality of construction
projects increase the practice’s credibility and convince potential project participants of
these technologies’ benefits [34]. Several studies point to some of the benefits of using

3



Appl. Sci. 2021, 11, 2934

information technology in cost management [35]. Cost savings were seen as the most signif-
icant benefit by Marsh and Flanagan [36]. Increased efficiency and increased transparency,
and greater convenience in the procurement process were determined in the research by
Khayyat [37]. ICT functionalities mainly relate to construction management, so it can be
argued that the integration of a lean management approach with the technical capabili-
ties of ICT will bring benefits to the overall productivity and efficiency of construction
projects [38]. Another study examined the impact of ICT on the so-called operational bene-
fits [39]. In this group of benefits, the authors included flexibility in systems to meet clients’
needs; strengthening the relationship with suppliers; competitive advantage in economies
of scale; shortening the production phase; and flexibility of response to the client.

In contrast, information technologies provide little or no benefit according to previous
research [27]. However, this study argues that there are areas where information technol-
ogy implementation can also be beneficial. Improved monitoring and control have also
been identified as crucial in implementing ICT in construction due to the impact on cost
management [40,41]. Other authors discussed the methods of measuring the benefits of
ICT and BIM technologies in construction [42,43].

Concerning research on the life cycle cost of building and cost management in general,
costs and investments can be highlighted as factors mentioned. An analysis of the imple-
mentation factors of ICT and subsequent quantification has not yet been carried out in any
research found and included in the review. In particular, in life cycle cost management, it
is appropriate to examine and verify the relationship of implementation factors in terms
of cost optimization, and whether it is a dimension in the management of construction
projects or life cycle cost management of construction projects. The research’s basic sci-
entific questions were determined based on theoretical overviews in the given area and
a summary of this research. What are the implementation factors of ICT in life cycle cost
management? The fundamental research problem is that investment costs are the most
critical ICT implementation factor in building life cycle cost management.

Based on the literature, interviews with experts (project managers, cost managers, etc.),
and formulation of the research problem, four categories of implementation factors were
determined, in which the expected implementation factors were defined to be examined in
the survey. These implementation factors were first discussed with selected practitioners.
Their comments and expert advice were taken into account for the final formulation of
implementation factors. This pre-research ensured a strict selection and formulation of
implementation factors. Cronbach’s alpha was also used to test these questions for the
selection of these factors. Implementation factors that were not considered appropriate
by the experts were not further investigated. Table 2 shows all research implementation
factors. The most important of the these is the first factor (Investment costs of ICTs) from
the research hypothesis’s point of view.

4
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Table 2. Research ICT implementation factors in the construction industry (based on literature review and expert statements).

Group of IF Implementation Factors (IF) Description of Factors and Impact on LCC

Economic factors
1. Investment costs for ICTs
2. System maintenance costs during its lifetime
3. The need to recruit IT staff to manage ICT

1. Investment costs represent all costs related to the
implementation of information and
communication technologies, infrastructure
modification and all installation costs. Their
impact represents an increased cost of acquiring
the system in the first year, and ICT should have a
lower cost in the later period.

2. System maintenance costs represent all costs for
technology maintenance, upgrades, improvements,
and additional equipment management and
service costs. The level of these costs should be
lower than the cost savings resulting from ICT
implementation in each life phase of a construction
project.

3. Wage-related costs for new staff needed to manage
ICT. This factor represents the cost burden during
the entire construction period or each life cycle
stage of the construction project.

Technical factors

4. Compatibility of software solutions
5. Functional possibilities of the system
6. Knowledge of the use of ICT in the field
7. System maintenance and service and the need to

upgrade the system (administrative burden,
inspections, repairs)

4. Ensuring the compatibility of technologies is
challenging, especially in the construction project’s
design stage, where it is necessary to combine all
technologies to ensure a smooth flow of data
between devices. This can have a significant
positive effect on other life cycle costs.

5. The functions and possibilities of technologies can
be a motivation for implementation. It should have
a positive impact on costs at each stage, especially
concerning increasing productivity.

6. Knowledge is one of the prerequisites for the
successful implementation of ICT. Their impact on
LCC depends on the value of the people who have
this knowledge and their ability to work with new
ICTs, which reduces costs at every stage of the
project.

7. The need to deal with service and constant
upgrade is associated with increased costs and loss
of time and energy of employees, which again has
a negative impact on LCC.

Personnel factors

8. User qualification (training and certificates)
9. User experience (practical experience)
10. Readiness and disinterest of users
11. Ability to embrace innovation and change
12. Management support

8. From the LCC’s point of view, the education and
training of employees is a cost. The highest rate is
at the beginning of the project, when this level is
the highest.

9. Practical user experience can have a positive
impact on LCC. Experience and the necessary
qualifications represent a lower precondition for
the need for training costs at each stage.

10. User lack of interest can have a serious negative
impact on LCC. Their reluctance to accept change
and innovation can lead to ever-increasing costs.

11. The reluctance to accept changes is equally
negatively transmitted to the LCC.

12. Management support should be one of the keys in
motivating new technologies to be adopted. The
attitude of management can influence the opinion
of employees on new technologies. This can have a
positive effect on LCC of buildings. Management
support can represent a high degree of ICT
implementation and thus lead to cost savings at
each stage.

5
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Table 2. Cont.

Group of IF Implementation Factors (IF) Description of Factors and Impact on LCC

Industry factors

13. Fragmentation of the sector and integration among
participants in construction projects

14. Legislative framework
15. Level of competition in the use of ICT
16. Level of use of ICT by other participants in the

construction project.

13. Fragmentation of the sector and integration
between participants in construction projects
means a hard way of communication between
participants and increases misunderstandings. In
LCC, it is reflected as a negative phenomenon, with
a large number of sub-suppliers increasing costs
and expanding the supply chain. From the LCC
point of view, it is primarily the risk of increased
costs in the design and construction stage. On the
contrary, the use phase does not pose this risk.

14. The legislative framework may also affect the
implementation of ICT. If the legislation is simple
and fixed, it can lead to the facilitation of the whole
implementation process. On the contrary, if the
legislative framework is set incorrectly, a number
of restrictions, etc. this leads to a negative impact.
Legislation can also directly affect the regulation of
the use of specific ICT (such as BIM technology) in
the procurement process and in selected projects.
This may delay earlier implementation of ICT. This
can have a positive impact on LCC. Thus, costs can
decrease over time.

15. The level of use of ICT by competitors may impact
the decision of other construction companies to use
technology. To minimize LCC and increase
competitiveness, it also has this impact.

16. Other participants can pressure the use of selected
ICTs, which can be a motivator for rapid
implementation. To call other participants can
have a significant positive impact on the LCC.

2. Materials and Methods

2.1. Research Methods and Steps

This research consisted of two phases, the pre-research and the research. The pre-
research included determining a basic research question based on a detailed theoretical
analysis of previous research. This analysis also provided the basis for identifying imple-
mentation factors and grouping. These compiled implementation factors were discussed by
relevant experts. Four project managers from large international construction companies
discussed the proposed research implementation factors in an interview. Based on the
agreement of all, the final implementation factors were determined, and were the subject
of the investigation.

The selection of the research sample was based on the structure of the industry. The
respondents’ selection was from the building industry database (The Statistical Office of
the Slovak Republic). The total number of entities in the construction industry in Slovakia
is 83,560,000. More than 1200 (sample file size) construction companies were approached
to participate in construction projects and final buildings. Respondents were selected as a
percentage composition reflecting the number of market participants. The statistical set
of respondents included various participants in construction projects. The ratio of real
business entities was maintained. Companies were contacted (investors 11.20%, suppliers
52%, sub-contractors 16.80%, and designers 20%), and 125 respondents took part in the
survey. The return rate was 10.42%.

Cronbach’s alpha verified the suitability of the questions. This ensured an adequate
distribution of the research sample. Data processing was based on the relative importance
index and five critical levels method. Based on this, the ranking was determined, and the
Kruskal–Wallis test for statistical significance was used to verify the results.

Subsequently, for quantification purposes, the selected group’s arithmetic means and
the specific factor were determined. The Kruskal–Wallis test was also used to verify the
influence of a given factor. A detailed overview of the research steps and methods used is
given in Table 3.

6
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Table 3. Research methods and steps.

Pre-Research Stage

Research Steps Data Source Methods Results

1. Analysis of previous
research and creation of an
overview

Web of Science database Analysis and synthesis Implementation factors of ICT in
LCC overview

2. Determination of research
question and hypothesis Web of Science database Analysis and synthesis Problem statement and

hypothesis

3. Analysis of implementation
factors—assessment of the
correctness of
implementation factors by
experts (construction
project managers by large
enterprises)

Primary data Interview

Selection of researched
implementation factors of ICT in
LCC—Final implementation
factors of ICT in LCC overview

Research steps

4. Selection of research sample Statistical Office database

Research sample was performed
at random. However, the research
groups and their representation
(number) were established
according to the number in the
market. Thus, no research group
was disadvantaged, and the
research sample reflected the real
market presence.

Research sample

5. Data collection Questionnaire data Likert scale Research data

6. Data processing Questionnaire data

(a) Evaluation of the suitability
of the questions asked Questionnaire data Cronbach’s alpha

(b) Ranking of implementation
factors Questionnaire data Relative importance index and

five critical levels Ranking

(c) Verification of ranking
results by statistical
significance

Questionnaire data—Statistica
software Kruskal–Wallis test Statistical significance

(d) Quantification of the ICT
implementation factors on
LCC

Questionnaire data Arithmetic mean and impact rate
Proposal of the influence of ICT
factors on implementation and
LCC

(e) Verification of
implementation factors
impact rate results by
statistical significance

Questionnaire data—Statistica
software Kruskal–Wallis test Statistical significance

7. Hypothesis evaluation

2.2. Research Aim and Hypothesis

The research focused on analyzing the implementation factors of ICT in the life
cycle cost of buildings. Monitoring and analyzing construction costs in each phase of a
construction project is the first step to managing and attempting to optimize these costs. A
thorough analysis of research and studies has focused on the impact and implementation
factors of using ICTs.

The research aim is to analyze the implementation factors of ICT in the life cycle costs of
buildings and verify that investment costs represent the most critical implementation factor.

The primary research claims that information and communication technology play an
important role in construction life cycle cost management based on study knowledge and
research. One of the most significant advantages of using information and communication
technology is a positive impact on reducing costs at every stage of a construction project’s
life cycle. In addition, key factors impact the implementation of information and communi-
cation technology in life cycle cost management. Based on this, the main hypothesis adopts
this claim.

7
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Hypothesis statement: Investment costs are the most important ICT implementation
factor in managing the buildings’ life cycle costs.

This statement means that, in analyzing the impact ranking of factors, the factor
investment costs will achieve the highest value and be ranked first. Based on this, a null
hypothesis can be postulated and verified. This means that no implementation factor has a
higher impact rate than investment costs. The investigated main or null hypothesis and its
alternative have the following form:

Hypothesis 1. Investment costs are ranked first as the most important ICT implementation factor
in managing the life cycle costs of buildings.

Hypothesis 0. Investment costs are not ranked first as the most important ICT implementation
factor in managing the life cycle costs of buildings.

2.3. Data Collection and Research Sample

Data collection was carried out through an online questionnaire. The questionnaire
was divided into several parts that were content related. The first part of the questionnaire
focused on the characteristics of the respondents. This included information about the
participant in the construction project; the size of the construction company (How many
employees does your construction company have?); the work experience of the project
manager (How long have you been working as a project manager?); the participation of
foreign capital and know-how (Do you use only domestic capital and know-how?; Do you
use foreign capital or know-how of another parent company?); construction project size
and characteristic of buildings (How big is the construction project, based on which you
assess the level of impact of information and communication technology in the context of
the life cycle cost issue?).

The second part of the questionnaire dealt with direct questions on the perception of
the implementation factors of using information and communication technology (Specify
the information systems used in project management and planning life cycle cost man-
agement; Specify the extent and frequency of use of these technologies based on the scale
provided). The next part focused on issues related to the impact on construction life cycle
management and implementation factors of information and communication technology
(based on the Likert scale, respondents defined their perception of selected implementation
factors of using ICT for cost management in individual stages of a construction project;
these data were based on real results of construction project costs (1—change up to 5%,
2—change from 6% to 10%, 3—change from 11% to 15%, 4—change from 16% to 20%,
5—change over 21%).

The third part of the questionnaire survey also included questions focused on using
information and communication technologies and quantifying the impacts of the implemen-
tation of information and communication technologies on the life cycle cost. Respondents
who stated that they use selected information technologies should also quantify the impact
on the life cycle cost (as a percentage) and the degree of improvement in communication
between participants in the construction project.

The list of implementation factors resulting from the use of ICT was compiled based on
a thorough theoretical analysis of resources and research dealing with the implementation
factors of ICT in the cost management of buildings [22–32]. Experts reviewed the long list
of implementation factors in the field by interview. These were mainly project managers
and financial managers in the field of cost management in the construction industry. These
interviewed managers came from Slovak construction companies and investors. Based on a
theoretical long list of ICT implementation factors, and consultation with project managers,
a researched list of implementation factors was established.

Respondents answered the questions using an evaluation based on a 5-point Likert
scale, where the value of 5 represented very significant and 1 represented not significant.
Questions on some cost issues were filled in as nominal or relative indicators. The ques-
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tionnaire also contained a detailed explanation of the interpretation of the Likert scale’s
values, as mentioned in the previous paragraph.

The research involved respondents who represented the main participants in the
construction project. These were most often significant contractors and sub-contractors, but
also included investors and architects. Regarding job positions were concerned, among the
suppliers were project managers and cost managers. Among architects, participants were
often designers from design studios. The investor was represented through the finance
department and financial managers. A more detailed specification of the research sample
is shown in Table 4.

Table 4. Structure of research participants.

Type of Enterprises (n = 125) Frequency % Share

Participant of construction
project
Contractor 65 52.00
Sub-contractor 21 16.80
Investor 14 11.20
Designer 25 20.00
Enterprise size
Micro enterprises 40 32.00
Small enterprises 42 52.5
Medium-sized enterprises 38 47.5
Large enterprises 5 4.00
Business funding origin
International private 13 10.40
National private 112 89.60
Working experience in work
position
0–5 years 35 28.00
6–10 years 57 45.60
11–20 years 23 18.40
21 years and more 10 10.00

2.4. Data Processing

Data processing was performed based on verified statistical methods. This processing
took place in the software environment of MS Excel and Statistica. The obtained data
combined quantitative and qualitative data collection methods, using values of 1 to 5 based
on the distribution of the Likert scale, were the basis for subsequent statistical processing.
Based on a random selection of a research sample representing the real situation of the
construction market, the statistical extremes were adjusted to ensure they did not distort
the results.

The relative importance index (RII) was used to determine the quantification and
significance of individual implementation factors resulting from the impact of the imple-
mentation process of information and communication technology on buildings’ life cycle
costs. This is a scientific method that is commonly used to determine rankings, often in
construction surveys. RII is calculated using the following expression:

RII =
∑5

i=1 w Xi
A x N

(1)

RII = relative importance index
w = weighting given to each benefit by respondents and it ranges from 1 to 5
x = frequency of the i-th response given for each cause
A = highest weight (i.e., 5 in this case)
N = total number of participants
The ranking for each area is considered important to discuss construction life cycle

cost management. Comparing and focusing on cost parameters is highly important in
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research. The implementation factors for each area did not reach the same ranking. It is
essential to look at the key values and compare them in life cycle cost management. This
means their significance in terms of individual stages of the construction project. The areas
related to the research area of construction life cycle management were specified for total
costs and costs associated with the construction project’s management.

The significance of individual implementation factors can be assessed based on in-
terval values, including specific measured values. According to Akadiri [44], five critical
levels are transformed from RII values:

• high (H) (0.8 ≤ RII ≤ 1),
• high-medium (HM) (0.6 ≤ RII ≤ 0.8),
• medium (M) (0.4 ≤ RII ≤ 0.6),
• medium-low (ML) (0.2 ≤ RII ≤ 0.4) and
• low (L) (0 ≤ RII ≤ 0.2).

This is crucial because these values can be clearly specified and directly classified
based on a proven scientific method. The results in the form of rankings were compared
with the intervals, and preliminary conclusions were drawn. In this case, it is necessary to
also verify these results by statistical significance. Based on the research sample distribution,
it was evaluated that it is best to perform this distribution using Kruskal–Wallis tests for
a given type of data. The Kruskal–Wallis test was chosen for statistical testing. This test
was chosen because the researchers worked with an ordinal variable. As the dependent
variable was ordinally scaled, the Kruskal–Wallis test was required. Applying the given
tests allowed determination of whether statements and assumptions examined by the
current research were statistically significant.

The threshold for the use and impact of information technology (IT) and information
systems (IS) was set at 3.5. This value was determined based on several sources, however,
values above 3.5 are considered significant [45].

2.5. Limitations of Research

The implementation of research activities related to the examined issue uncovered
several limitations. It should be considered whether these limitations could reduce the
value of the results or change the research conclusions. At the outset, the current study
focused on the perception of the research problems identified in the project manager’s
specific questions (i.e., one person evaluated the success of the project and answered
the research questions for the whole project). These facts may raise questions about
the subjective evaluation of this respondent. However, this was prevented by a detailed
description using percentages for each research area and question. Based on real accounting
data, the respondent (project manager) clearly defined the percentage to which his answer
belongs in the Likert scale.

Another issue from the point of view of the correctness of the interpretation of the
results and the comparison was the size of the companies participating in the research and
establishing a condition to compare these results. The responses in the form of a Likert
scale with a description of the values (relative indicator in percent) were determined for
this purpose. Therefore, in cost perception in projects of different sizes, comparing absolute
values was not possible, and a relative indicator appears to be the most relevant type of
research data acquisition.

The research also took into account the number of forms information and communica-
tion technology used, but only at intervals. The use of information and communication
technology was considered in all construction projects that pointed to 3 or more IS and IT.
For comparison, however, the results may have been skewed according to the number of
forms of information and communication technology used.

3. Results and Discussion

The use of ICTs has several advantages, which was also the statement of several
respondents. However, as several also stated, the expectations and benefits of implementing

10



Appl. Sci. 2021, 11, 2934

ICTs should be greater than the factors (in many cases, the concerns) that hinder the
implementation of the decision to implement ICT. This research sought to quantify and
analyze these implementation factors focusing on cost optimization throughout the life
cycle of the construction project and a positive impact on cost management during the life
cycle of buildings. Experts in the field answered questions about these implementation
factors. They tried to quantify the impact level of implementation factors on the Likert
scale based on managing construction projects.

Based on the answers, the RII index was used to obtain the ranking of implementation
factors resulting from thinking about ICT implementation in construction projects’ cost manage-
ment. The final ranking, which considers the entire life cycle of the construction project and
buildings (i.e., pre-design and design stage, project stage, construction phase, and maintenance
and use stage of the building, up to its liquidation) is given in detail in Table 5.

Table 5. Relative importance index of ICT implementation factors in life cycle cost management.

Group of IFs Implementation Factors (IFs) RII Ranking

Economic factors

1. Investment costs for ICTs
2. System maintenance costs during its lifetime
3. The need to recruit IT staff to manage ICTs

0.879
0.758
0.735

1
5
7

Technical factors

4. Compatibility of software solutions
5. Functional possibilities of the system
6. Knowledge of the use of ICT in the field
7. System maintenance and service and the need to

upgrade the system (administrative burden,
inspections, repairs)

0.648
0.357
0.489
0.737

9
16
14
6

Personnel factors

8. User qualification (training and certificates)
9. User experience (practical experience)
10. Readiness and disinterest of users
11. Ability to embrace innovation and change
12. Management support

0.648
0.567
0.639
0.706
0.778

9
13
11
8
4

Industry factors

13. Fragmentation of the sector and integration
among participants in construction projects

14. Legislative framework
15. Level of competition in the use of ICT
16. Level of use of ICT by other participants in the

construction project.

0.583
0.837
0.435
0.784

12
2

15
3

Based on the ranking results, it can be stated that the most extensive relative im-
portance index was achieved for the implementation factor “Investment Costs for ICTs”,
with a value of 0.879, which falls in the interval (H) (0.8 ≤ RII ≤ 1), i.e., a high value.
The “legislative framework” achieved a similar value and the same order in the ranking.
These two implementation factors achieved a relative importance index higher than 0.8
and are therefore considered significant. These results suggest a research statement and
consideration of the most critical implementation factor. However, for a correct evaluation
and conclusion, this result must be evaluated by statistical tests that confirm its statisti-
cal significance. In addition, however, the research also yielded other quantitative and
qualitative results that need to be discussed within the topic.

Significant results, according to the ranking, also included the following implementa-
tion factors (factors that reached 0.6 and higher): level of use of ICT by other participants
in the construction project; management support; system maintenance costs during its
lifetime; system maintenance and service and the need to upgrade the system; the need to
recruit IT staff to manage ICTs; ability to embrace innovation and change; compatibility
of software solutions; user qualification (training and certificates); and readiness and dis-
interest of users. Of a total of 16 examined implementation factors, up to 12 (75%) can be
considered significant based on ranking. All examined economic factors were identified as
significant implementation factors. These fall in the interval of (0.6 ≤ RII ≤ 0.8), which can
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be considered as medium–high significance. This again points to the trend that investment
costs and other types of costs associated with ICT implementation represent a serious
implementation factor.

It is essential that these findings and the main research hypothesis are confirmed using
the Kruskal–Wallis test. An overview of groups of factors shows that the most important
are economic factors. Personal factors are also significant. Overall, the setting of people
(employees) to accept change, and accept innovation and their skills and knowledge in
the IT field, significantly affect the implementation of ICT in the cycle cost management
of construction and construction projects. Based on the Likert scale and Kruskal–Wallis
testing, an infographic was constructed that highlights the importance of individual factors
for specific groups and provides information about the arithmetic mean for individual
implementation groups (Figure 1).

It is possible to discuss why experts and managers of construction projects have
quantified and determined such a ranking of these implementation factors. These results
should be compared with the research already carried out in the field of ICT implementation
factors in the context of managing life cycle costs of buildings. The research results
also confirm the research conclusions of [22–29], in which the investment cost was a
significant implementation factor. This result and comparison point to one of the phases of
a construction project in the context of cost management. The research results point to a
relatively high degree of implementation factors in life cycle cost management.

An important view of the results is presented in Figure 1, in which the degree of
importance of the implementation factor is quantified. The investment costs reached the
highest value, and the given rate was 4.395, which represents very high importance from
the point of view of ICT implementation. Regarding the degree of saving resulting from the
use of ICT, which this research investigates, it can be stated that the turning point at which
ICT will cover investment costs, should be in the 6th to 10th construction project. This
clearly depends on other factors such as the size of the projects. However, consideration
must also be given to operating costs, which extend this period. In terms of the most
significant impact on implementing ICT for life cycle cost management, it is possible to
define a significant level (3.954) of economic factors. Thus, in addition to the investment
costs, the operating costs and the costs for the employees who will manage the selected
technologies must be included. The research also included questions focused on using
information and communication technologies and their impact on LCC. This impact was
mentioned by several respondents, based on which the Kruskal–Wallis test was also carried
out to determine if results were statistically significant. Due to the implementation and use
of ICT, the value of cost savings was 10% to 15%.

The use of ICTs can increase efficiency, which has a limited impact on achieving
optimization or a reduction in costs, and costs in terms of the entire life cycle of the
construction. Monitoring the impacts on life cycle cost management is the more complex
subject of this research. During interviews or in response to additional questions, several
experts indicated that ICT leads to better cost management if communication and sharing
of necessary information is faster. This also proved to be significant at every stage of the
life cycle of a construction project. Here, however, it must be noted that although this rate
was different in the individual phases of the construction cycle, it always reached the level
of at least medium or medium–high based on the empirical method. The details of these
differences discussed in more detail later. Based on the RII, the ranking and intervals were
determined, and indicated the degrees of importance. However, from a statistical point
of view, these values should be verified. Therefore, based on the Likert scale and data
on the frequency of responses with specific values, a table of importance or the so-called
importance rate (IR), with values from 1 to 5, was constructed. This is the average value of
all respondents values, which is the important frequency of responses. This importance
index shows the frequency of utilization in similar cases and studies globally. The results
are mentioned in more detail in Table 6, which shows the value of the Kruskal–Wallis test
for the statistical significance level (Table 5).

12



Appl. Sci. 2021, 11, 2934

 

Figure 1. Implementation factor groups and impact rates.
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Table 6. Hypothesis results and Kruskal–Wallis ANOVA results.

Hypothesis Parameter K-W Anova (p) Rejection

H1: Investment costs are ranked first in
the most important ICT implementation
factors in managing the life cycle costs
of buildings.

RII Ranking
0.0476

accepted

H0: Investment costs are not ranked first
in the most important ICT
implementation factors in managing the
life cycle costs of buildings

RII Ranking rejected

From the Kruskal–Wallis ANOVA based on ranking, the variable “ICT implementation
factors in life cycle cost management” achieved a p-value of 0.0476, which has significant
statistical significance. The number of valid responses was 125 for each factor (see Table 5).

Table 5 describes the Kruskal–Wallis test to examine the statistical significance of
selected factors’ impact on ICT implementation. Table 5 also describes the decision and
evaluation of the scientific hypothesis based on the Kruskal–Wallis ANOVA. Thus, the
achieved p-value was 0.0476. This indicates that the statistical implementation factors
confirmed the statistical significance. That is, at the level of probability α = 0.05, we can
reject H0: investment costs are not ranked first in the most important ICT implementa-
tion factors in managing the life cycle costs of building, and thus accept the hypothesis
H1: investment costs are ranked first in the most important ICT implementation factors in
managing the life cycle costs of buildings. Thus, it follows that investment costs represent
the most important implementation factor influencing the implementation and use of ICT
in the life cycle cost management of buildings.

4. Conclusions

It is necessary to examine the issue of implementation factors of ICT adoption in life
cycle cost management and, in particular, to quantify and manage the actual cost of a
construction project during its entire life cycle. Several studies point to factors that may
influence the implementation of ICT in life cycle cost management. This research sought to
verify these claims. The assumption was that investment costs represent the most critical
implementation factor of ICT in life cycle cost management. This statement can be accepted
based on the empirical methods performed. Based on a selected sample of respondents and
projects, it was determined that investment costs are the most critical implementation factor.
Several studies have confirmed the benefits of using ICT in life cycle cost management of
buildings. Therefore, examining the factors influencing this implementation was highly
important, and the research findings are essential for practitioners. Simultaneously, the
research noted other essential implementation factors of ICT in life cycle cost management.
These are the level of use of ICT by other participants in the construction project; man-
agement support; system maintenance costs during its lifetime; system maintenance and
service and the need to upgrade the system; the need to recruit IT staff to manage ICTs;
ability to embrace innovation and change; compatibility of software solutions; user quali-
fications (training and certificates); and readiness and disinterest of users and legislative
framework. The research also highlighted the importance of all economic factors related to
the implementation of ICT in life cycle cost management. Maintenance costs and the costs
associated with recruiting new staff to the IT department greatly influence the decision to
implement ICT for life cycle cost management.

This issue is closely linked to the issue of implementation benefits. This represents
another research gap that this research should address. The extension of this scientific
and practical issue should be addressed using the same research sample, which would
allow a confrontation with the results of this study. The direct benefits of implementing
ICT in life cycle cost management can contribute to the growth of ICT implementation
in construction.
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This research confirms the claims of previous studies [12,16]. These previous studies
note the importance of implementing information and communication technologies for life
cycle cost management. The positive impact on cost financing was also confirmed. As also
mentioned in a previous study [18], one of the main factors is investment costs. Another
study [18] also found that this research has not substantiated that operating costs exceed
investment costs, and that this is a larger implementation factor.

In contrast, research has also examined the effects of information and communica-
tion technologies, and a positive impact of the use of information and communication
technologies was found, as stated in the study [20].

The most important research results can be summarized as:

- high investment costs are the most critical implementation factor,
- operating costs are also a critical implementation factor for the adoption of ICT, but

this is not the most important, as some studies claim;
- the survey showed that the use of information and communication technologies has

the effect of reducing life cycle cost management costs, and this result has also been
quantified at 10% to 15% of costs;

- implementation has improved communication between research participants;
- research quantified the importance of specific implementation factors for adopting

ICT in life cycle cost management (this important information for practice has not yet
been mentioned in any research).

Knowledge of implementation factors in practice also means focusing on specific
processes that can contribute to better implementation of ICT in construction. It can
also challenge the views and support of management, which can positively affect the
industry’s development.
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3 Lithuanian Business Support Agency, Savanorių pr. 28, LT-03116 Vilnius, Lithuania; a.kuzminske@lvpa.lt
4 Faculty of Civil Engineering, Vilnius Gediminas Technical University, Sauletekio av. 11, LT-10223 Vilnius,

Lithuania; rita.valaitiene@vgtu.lt
* Correspondence: arturas.kaklauskas@vgtu.lt (A.K.); edmundas.zavadskas@vgtu.lt (E.K.Z.);

Tel.: +370-5-274-5234 (A.K.)

Received: 16 April 2020; Accepted: 26 May 2020; Published: 28 May 2020

Abstract: This article looks at the trends and success of the sustainable construction industries in
the EU member states, the UK and Norway. The research, covering the past three decades, revealed
that different quality of life, macroeconomic, human development, construction and well-being
factors define the sustainable construction industries in the EU member states, the UK and Norway.
A multiple criteria decision matrix was created and analysed to look at the EU member countries, the
UK and Norway from the perspective of their macro level environment and construction industries.
Assessments of the sustainable construction industries were completed by using the COmplex
PRoportional Assessment (COPRAS) and Degree of Project Utility and Investment Value Assessments
(INVAR), two analysis methods. A look was taken at the dependencies linking the indicators related
to the construction industries and macro level in the EU member countries, the UK and Norway.
Then, the multiple criteria analysis of the construction industry’s utility degree and performances
were completed, and recommendations were generated. A country’s perceived image and success
can influence the economic behaviour of consumers. By and large, advanced and successful countries
rarely become associated with a negative national image and their products and services rarely suffer
negative consequences due to such association. This research, then, offers findings that can assist
potential buyers in more rational decision-making when choosing of products and services based on
a country of origin.

Keywords: sustainable construction industry; lifecycles; European Union Member States; complex
evaluation; multiple criteria analysis; COPRAS and INVAR methods; success and image of a
country; marketing

1. Introduction

World scientists have studied the construction industry [1–7], energy and buildings [8–11], building
information modelling [12–14] and building and projects lifecycle [15–20]. Each stage of construction
has certain environmental impacts associated with it and life-cycle assessment (analysis) can be applied
to analyse construction throughout its lifecycle comprising all these stages [21]. Studies suggest that
working fewer hours could improve sustainability as the scale of economic output would drop along
with the severity of environmental pressures related to consumption patterns [22].
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The necessity of having consumption and production systems in synchronisation with society
and the environment first called for identification. The word sustainability was a response; thereby,
it has presently been broadly inserted in policy and research aligned with such concepts as “circular
economy” and “inclusive growth” [23,24]. The amount of construction waste produced annually by
the construction industry in the UK alone is 100 million tonnes, which contain around 13 million tonnes
of unused materials. However, the capacity for recycling such waste materials is merely 20% of the
volume. Most of it gets dumped in landfills, which further adds to polluting the biosphere. There are
numerous reasons for such negative impacts, according to the literature in the field. Among others,
the reasons probably consist of poor management, embedded cultural values, obsolete technologies
and inappropriate logistics [25]. Previously, environmental quality would be substituted for economic
growth and vice versa in discussions regarding development. Now, amendments have been included
to such discourses. Currently, talks on growth, environmental sustainability and societal development
more and more frequently regard identifying simultaneous targets [26]. The concern of the construction
industry now more than ever before points to defining needed improvements to sustainability in the
spheres of society, the economy and the environment. The foundation of sustainability and building and
construction improvements consists of applying lifecycle assessment (LCA). These must be understood
by SMEs for their industrial activities. It is a necessity for increasing green construction market
productivity and competitiveness as well as for satisfying consumers who now call for environmentally
friendly products [27].

Therefore, only consumption habits require change for sustainability, without reductions in the
present-day life quality, to foresee continuous development. Being sustainable in this development
also relates to universal solidarity and democratic and fair allocations. In other words, via a
sustainable development model, the suggestion is that a full understanding of development aims to
reach environmental management as well as cover social responsibility and economic solutions by
abandoning the existence of a consumer society. Thus, it can be stated that sustainable construction
has three main dimensions/components called environmental, economic and societal. Interactions
between ecological protection, economic progression and social fairness are significant parameters
of sustainability [28]. Sustainability in the construction industry involves various interest groups
with different demands, awareness, knowledge, communication skills, implementation skills and
commitments. However, all such interest groups orient to the same tasks: climate adaptation,
procurement, carbon and energy, environmental management, waste, water, materials, biodiversity,
the community and the economy for developing a sustainable construction industry.

LCA enjoys widespread international acceptance as one way to improve environmental processes
and services, and this is the reason Ortiz et al. [27] decided to examine it. Additionally, they
wanted ways to evade negative environmental impacts, thus they needed to develop appropriate
aims. The result was bound to generate a healthy environment for people’s lives and an overall
enhancement in the quality of life. The building sector must turn to governmental administrations
along with environmental agencies to improve sustainability in the industry by generating appropriate
construction codes and other environmental policies. Meanwhile the construction industry itself must
pay attention to its involved individual players encouraging them to be proactive in developing the
sorts of environmental, social and economic guideposts that would achieve sustainability within the
industry [27]. Roads leading to sustainable development must insure an efficient metrics system for
measuring an adequate transition to a greener accomplishment. Such an effort will require inclusion
of performances, which distinguish not only recent achievements but also the matters that need
improvement. Thereby, the performance is bound to result in a policy that is better informed [29].
The metrics gap is a focal point in the investigation by Doyle et al. [29]. They measured the “global
competitiveness” of environmental and social sustainability by estimating the cross-country influences
on economic achievements. The purpose of the research presented here was to develop an effective
system consisting of environmental, social and economic criteria as well and to include an instrument
for analysis, which would support an evolving lifecycle of a sustainable construction industry.
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Knight et al. [22] performed a panel analysis of 29 high-income the Organisation for Economic
Co-operation and Development (OECD) countries looking at carbon dioxide emissions, carbon
footprint and ecological footprint, three environmental indicators, to see the effects of working hours.
Their research, based on data for 1970–2007, suggests a significant link between working hours and
increased environmental strains; policies intended to boost environmental sustainability, thus, could
target this aspect. Hayden and Shandra [30] used the STochastic Impacts by Regression on Population,
Affluence and Technology (STIRPAT) design to validate the hypothesis that shows a positive link
between hours of work and ecological footprint (EF). Developed countries (Sweden, Australia and
others) have recently started to reduce the number of working hours per week after reaching high levels
of labour productivity per person. Several researchers have analysed the relationship between Gross
Domestic Product (GDP) and EF [31–34], EPI [35,36] and environmental quality [37,38]. These and
other studies [39] confirm that construction, macroeconomic, quality of life, human development and
well-being factors impact the environment. The United Nations [40] emphasised the need to ensure
the green economy development, when human development, social equity and economic growth go
alongside environmental security. In today’s world increasingly concerned about resource draining,
both developed and developing countries can improve their construction industries’ sustainability and
address environmental issues by basing their decisions on lifecycle assessment.

Sustainable development has been an internationally recognised aim since the UN Conference on
Environment and Development in Rio de Janeiro in 1992. Its central challenges are the maintenance of
social security and justice, sustainable economic development and the preservation and creation of
an intact environment [41]. In the 21st century, sustainability has become the most important issue
concerning the construction industry lifecycle [42]. Looking at industrial sectors, the construction sector
is of particular importance. On the one hand, it makes a vital contribution to the social and economic
development of every country by providing housing and infrastructure; on the other hand, this sector
is an important consumer of non-renewable resources, a substantial source of waste, a polluter of air
and water and an important contributor to land dereliction [41].

The construction industry is a large and critical sector within the world economy, having a
significant impact on the environment [43]. It is considered one of the main contributors to global
warming. To mitigate global warming effects, the construction industry has been exploring various
approaches to mitigate the impacts of carbon dioxide emissions over the entire lifecycle of buildings [1].
The need to minimise the negative impacts of construction lifecycle activities is increasing pressure on
construction organisations to adopt proactive, environmentally sustainable strategies and actions in
the design and construction process [43].

Construction firms are increasingly faced with sustainable development-based requirements that
are influencing many facets of their activities, ranging from proactive environmentally conscious
design and construction through to sustainable procurement, project efficiency and effectiveness
and investment management. A lot of literature suggests that the implementation of sustainable
construction lifecycle practices is influenced by environmentally sustainable development-based
requirements in the form of government regulations, as well as stakeholders pressures—from clients,
environmental groups, financial institutions and top management commitment [43]. The construction
of buildings brings about a substantial ecological load: about 40% of energy consumption and about
25% of material moved by our economy is due to the construction of buildings. New construction
lifecycle technologies and new building components would allow us to reduce the ecological load of
buildings to a fraction of its present value [44].

Europeans spend over 90% of their time indoors (homes, workplaces, cars and public transport
means, etc.) and are exposed to a complex mixture of pollutants at concentration levels that are often
several times higher than outdoors [45]. Resource-efficient Europe is an effort to make economic
growth less dependent on the use of resources, promote the transition to a low carbon economy,
increase the share of renewable sources in the energy sector and promote energy efficiency. By 2020,
energy efficiency must go up by 20% [46]. The flagship initiative “Innovation union” aims to change
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the focus of R&D and innovation policy by shifting it to the challenges facing our society, including
climate change, energy efficiency and lower resource use.

Kotler and Gertner [47] analysed the influence of established country images on attitudes towards
the services and products a country offers and the country’s ability to attract tourists, businesses
and investment. Kotler and Gertner [47] also investigated strategic marketing management and its
role in improving a national image, making a country more attractive and its products more popular.
A country’s economy highly depends on its brand image and identity. The literature review revealed
the key factors that influence a country’s brand image and its impact on the economy through the
intentions of consumers to buy the country’s brands and products [48].

Studies suggest that stereotypes associated with a country can influence the way consumers see a
brand irrespective of their intention [49]. Herz and Diamantopoulos [49] carried out three experiments
that complement each other. They aimed to examine how country cues can lead to various country
stereotypes (emotional vs. functional), which, in turn, make an automatic impact on brand-related
behaviour, as well as affective and cognitive brand evaluations by consumers [49].

Saridakis and Baltas [50] examined the impact the country of origin has on new car prices.
They applied hedonic price analysis to an extensive dataset. Their models demonstrate that, in addition
to implicit prices related to technological characteristics and performance, prices of new cars offered
by a certain brand reflect price distortions stemming from the heterogeneity related to the country
of origin. Universally seen as a source of high-quality products, Japan may have lower demand in
some other Eastern Asian countries due to their historical animosity [51]. Less economically developed
countries are usually associated with a negative country image and the products they supply suffer the
related negative effect [52].

Companies apply many different strategies to present their country of origin and make their
customers more aware of what that country represents [53]. They use flags and symbols of the country
of origin; label their products with the phrase “Made in...”; incorporate imagery of famous buildings or
typical landscapes of their country, as well as famous or stereotypical people; attach origin and quality
labels; make the country of origin part of the company name; and use the language of the country
of origin.

Pappu et al. [54] applied canonical correlation analysis to examine the relationships that link
the perception consumers have of a country at the macro-level (the country itself) and micro-level
(the products associated with the country), and the equity a brand from that country has in the eyes of
consumers. They interviewed residents of an Australian state capital city in mall-intercept surveys.
The results show a significant impact of both the micro and macro images of the brand’s country of
origin on the equity of a brand perceived by consumers. The two sets of constructs were linked by a
positive relationship that depended on the product category. The product category also influenced
the type of contribution each dimension of the brand equity perceived by consumers made to the
relationship. The contribution of both macro and micro country image dimensions depended on
the product category as well. An interesting finding is that, among product categories, the country
image has a bigger impact on cars than on TV sets. The results of this research can give international
marketers important direct insights [54].

Roth et al. [55] measure the added value the name of a country can give to a brand or a product in
the eyes of an individual consumer. They applied the construct of brand equity in a country context
and their results suggest that product preferences are influenced by country brand equity in a positive
way [55].

Elliot and Papadopoulos [56] explored the multifaceted nature of the image of a place and how it
impacts buyer behaviour. Their interdisciplinary approach combines tourism, country and product
variables. The authors selected two countries for empirical tests of their integrated model with four
target countries analysed in each case. The eight model tests showed the relationships linking the
subcomponents of the image of a place. Affective country image made the biggest impact on destination
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evaluations, cognitive country image made the biggest impact on product evaluations and beliefs
associated with a product made an impact on tourism, receptivity [56].

The subject of the current study is the EU sustainable construction industry lifecycle and the
construction, macroeconomic, quality of life, human development and well-being factors context as
a whole.

To achieve the purpose of the research, following objectives were identified:

• Develop integrated numerical and qualitative indicators that define the sustainable construction
industry and the macro context affecting it.

• Calculate and analyse the correlations linking the sustainable construction industry indicators;
• Calculate and analyse the correlations across states.
• Create and analyse a decision matrix for the multiple criteria analysis of the macro-level and the

sustainable construction industry in EU countries.
• Analyse the dependencies linking the indicators describing the macro level and the sustainable

construction industry.
• Make a multiple criteria analysis of the sustainable construction industry in EU countries and

offer recommendations.

An all-encompassing analysis of the EU sustainable construction industry required the application
of techniques of multiple criteria assessment that allow the user to take a comprehensive look at many
aspects, including the construction, macroeconomic, quality of life, human development and well-being.
The variety of investigated factors matches the different forms of data required in multiple criteria
decision making. The analysis makes use of statistical, decision-making and biometric techniques,
as well as big data analytics.

The structure of the rest of this paper is as follows. Section 2 presents a multiple criteria assessment
of the sustainable construction industry in the European Union Member States. Section 3 shows a
comparison of the sustainable construction industry indicators in the EU countries, the UK and Norway
over the past 29 years. Section 4 presents an analysis of the interdependencies between the macro-level
indicators and the indicators describing the construction industry in the EU member countries, the UK
and Norway. Section 5 presents recommendations for EU macro-level and construction sectors.
Section 6 concludes the paper and lays the groundwork for future research.

2. Multiple Criteria Assessment of the Sustainable Construction Industry in European Union
Member States

Degree of Project Utility and Investment Value Assessments (INVAR), a new multiple criteria
decision analysis method (Degree of Project Utility and Investment Value Assessment with
recommendations by Kaklauskas [57]) (see Figure 1), applied in this research to analyse countries,
shares the first five stages with the COmplex PRoportional Assessment (COPRAS) method [58].
The rankings and weights of the countries depend, directly and proportionally, on an appropriate
system of specific decision criteria, as well as the weights and values of the criteria. At the start, experts
develop the system of decision criteria and then determine their weights and values.

The basis for the exhaustive subsystem of criteria describing the sustainable construction industry
of the countries considered, which is characterised herein, consists of studies from around the
world [59–70].

The values for the indicators were obtained from the human development index [71], GDP growth
data (annual %) [72–75], GDP per capita in PPP terms [75–77], inflation growth data, consumer prices
(annual %) [78], unemployment rates (annual %) [79,80], the ease of doing business ranking [81],
the labour productivity per person employed in 1991 USD (converted at Geary Khamis PPPs) [82],
public debt (% of GDP) [83–85], the education index [71], the happiness index [86], the social progress
index [87–92], the construction cost index (residential buildings, except for community housing) in
national currency (index, 2015 = 100) [93], the building permits index (the amount of new residential
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construction, except for community housing) (index, 2015 = 100) [94], the production in construction
(production volume index) (index, 2015 = 100) [95] and the labour input in construction (number of
persons employed) (index, 2015 = 100) [96] (see Table 1).

For some countries (Spain and Malta), certain data (the production in construction, 2018
(production volume index) and the ease of doing business ranking, 2020) were not available; hence, the
sustainable construction industry multiple criteria evaluation decision matrix (see Table 2) includes
only 27 countries (25 EU member states, the UK and Norway) out of the 29 (27 EU member states, the
UK, Norway) considered.

 
Figure 1. Degree of Project Utility and Investment Value Assessments (INVAR) method.

24



Appl. Sci. 2020, 10, 3733

Table 1. Data from different databases.

Data Unit Source

X1: Average GDP growth (annual %) from 1990 to 2019 1 Percentage [73–76]
X2: GDP per capita in USD, 2018 USD

X3: Average GDP per capita in PPP terms, 1995–2019 1 USD [76–78]
X4: GDP per capita in PPP terms, 2019 USD

X5: Average inflation, consumer prices (annual %), 1995–2019 1 Percentage [79]
X6: Inflation growth, consumer prices (annual %), 2019 Percentage

X7: Average unemployment rate (annual %), 1999–2019 1 Percentage [80,81]
X8: Unemployment rate (annual %), 2019 Percentage

X9: Average labour productivity per person employed in 1990 USD (converted at Geary
Khamis PPPs), 1990–2018 1 USD [83]

X10: Labour productivity per person employed in 1990 USD (converted at Geary
Khamis PPPs), 2018 USD

X11: Average public debt (% of GDP), 2000–2019 1 Percentage [84–86]
X12: Public debt (% of GDP), 2019 Percentage

X13: Average ease of doing business ranking, 2006–2020 1 Position [82]
X14: Ease of doing business ranking, 2020 Position

X15: Average human development index, 1990–2018 1 Index [72]
X16: Human development index, 2018 Index

X17: Average social progress index, 2014–2019 1 Index [88–93]
X18: Social progress index, 2019 Index

X19: Average education index, 1990–2018 1 Index [72]
X20: Education index, 2018 Index

X21: Average happiness index, 2013–2019 1 Index [87]
X22: Happiness index, 2019 Index

X23: Average construction cost index (residential buildings, except for community
housing) in national currency (index, 2015 = 100), 2000–2018 1 Index [94]

X24: Construction cost index ((residential buildings, except for community housing) in
national currency (index, 2015 = 100), 2018 Index

X25: Average building permits index (the amount of new residential construction, except
for community housing) (index, 2015 = 100), 2000–2018 1 Index [95]

X26: Building permits index (the amount of new residential construction, except for
community housing) (index, 2015 = 100), 2018 Index

X27: Average production in construction (production volume index) (index, 2015 = 100),
2000–2018 1 Index [96]

X28: Production in construction (production volume index) (index, 2015 = 100), 2018 Index

X29: Average labour input in construction (number of persons employed)
(index, 2015 = 100), 2000–2018 1 Index [97]

X30: Labour input in construction (number of persons employed) (index, 2015 = 100) 2018 Index
1 Average was calculated using primary data.

All criteria were grouped into two categories. The first category covers the average value
spanning the entire analysis period and the second category covers the value for the latest available
year (see Tables 1 and A1). Fifteen experts in the area of well-being, macroeconomics, construction,
human development and quality of life assigned the same significance (equal to 1) to all 30 well-being,
macroeconomic, construction, human development and values-based decision factors, which means
the significances of the 30 criteria add up to a total of 30. The units of the criteria were determined, and
their values and significances were calculated.

When the criteria values and significances are available, and multiple criteria decision methods
applied, the success and utility degree of the construction industry is rather easy to determine and the
industry’s priority (efficiency) easy to establish.

25



Appl. Sci. 2020, 10, 3733

Table 2. Outcomes of the multiple criteria evaluation of the construction industries of 25 EU countries,
the UK and Norway.

Compared Countries
(aj)

Success of a Country
(Qj)

Country’s Priority Rank
(Pj)

Country’s Utility
Degree (Uj), %

Germany 1.3039 4 86.93%
France 1.0668 15 71.12%

United Kingdom 1.2027 9 80.18%
Denmark 1.4228 2 94.86%
Norway 1.5 1 100%
Sweden 1.2803 6 85.36%
Finland 1.2552 7 83.68%

Lithuania 1.0863 13 72.42%
Estonia 1.1553 11 77.02%
Latvia 1.0034 19 66.90%

Belgium 1.1107 12 74.05%
Bulgaria 0.7662 27 51.08%
Greece 0.891 25 59.40%
Austria 1.1899 10 79.33%
Poland 0.9892 20 65.95%

Portugal 1.0111 18 67.41%
Romania 0.8416 26 56.11%
Slovenia 1.0549 17 70.33%
Slovakia 0.9692 22 64.62%
Cyprus 1.085 14 72.34%

Czech Republic 1.0556 16 70.38%
Ireland 1.301 5 86.74%

Hungary 0.9824 21 65.50%
Croatia 0.9035 24 60.24%

Luxembourg 1.3771 3 91.81%
Italy 0.9682 23 64.55%

Netherlands 1.2261 8 81.75%

Stages 1–5 of the INVAR technique [57] were applied to perform multiple criteria assessment of
the sustainable construction industries in the EU member states (see Figure 1).

Stage 1. Calculate the weighted normalised decision table, D. Applied equations:

dij =
xij·qi∑n
j=1 xij

, i = 1, m, j = 1, n (1)

n∑
j=1

dij = qi (2)

Calculations:

d11 = 1 ∗ 4.53/(4.53 + 2.19 + 1.96 + 3.03 + 8.4 + 1.64 + 5.83 + 4.22 + 4.14 + 2.92 + 4.2 + 3.88
+ 2.57 + 4.15 + 3.67 + 4.16 + 4.31 + 3.76 + 3.15 + 4.38 + 2.02 + 1.71 + 4.98 + 2.82 + 4.62

+ 3.27 + 4.4) = 1 ∗ 4.53/100.91 = 0.0449;

d61 = 1 ∗ 1.5/(1.5 + 1.2 + 1.8 + 1.3 + 2.3 + 1.7 + 1.2 + 2.3 + 2.5 + 3 + 1.5 + 2.5 + 0.6 + 1.5
+ 2.4 + 0.9 + 4.2 + 1.8 + 2.6 + 0.7 + 2.6 + 1.2 + 3.4 + 1 + 1.7 + 0.7 + 2.5) = 1 ∗ 1.5/50.6 = 0.0296

Stage 2. Calculate the sums of advantageous attributes (S+j) and non-advantageous attributes
(S−j). Applied equations:

S+ j =
∑m

i=1
d+i j, S− j =

∑m

i=1
d−i j, i = 1, m, j = 1, n (3)
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S+ =
∑n

j=1
S+ j =

∑m

i=1

∑n

j=1
d+i j,= 1, m, j = 1, n (4)

S− =
∑n

j=1
S− j =

∑m

i=1

∑n

j=1
d−i j,= 1, m, j = 1, n (5)

Calculations:

S−1 = 0.0301 + 0.0073 + 0.0103 + 0.0202 + 0.0083 + 0.0344 + 0.0296 + 0.0447 + 0.0171 = 0.202

S+1 = 0.0449 + 0.0432 + 0.0392 + 0.047 + 0.0444 + 0.0402 + 0.0391 + 0.0453 + 0.0376
+ 0.0375 + 0.0312 + 0.0286 + 0.0338 + 0.0355 + 0.039 + 0.0409 + 0.0404 + 0.0398 + 0.0357

+ 0.0389 + 0.0404 = 0.8226

Stage 3. Determine the relative significances or priorities of the alternatives based on positive and
negative alternative features. Applied equation:

Qj = S+ j +
S−min·∑n

j=1 S− j

S− j·∑n
j=1

S−min
S− j

, j = 1, n (6)

Calculations:

n∑
j=1

S−min
S− j

= 0.1661
0.202 + 0.1661

0.3277 + 0.1661
0.2251 + 0.1661

0.1661 + 0.1661
0.1844 + 0.1661

0.2025 + 0.1661
0.2331+

0.1661
0.2437 + 0.1661

0.2164 + 0.1661
0.2914 + 0.1661

0.339 + 0.1661
0.68 + 0.1661

0.7724 + 0.1661
0.2617 + 0.1661

0.3231+
0.1661
0.4192 + 0.1661

0.4601 + 0.1661
0.3123 + 0.1661

0.3393 + 0.1661
0.3764 + 0.1661

0.2751 + 0.1661
0.2914+

0.1661
0.4076 + 0.1661

0.4256 + 0.1661
0.278 + 0.1661

0.4793 + 0.1661
0.267 = 15.37543039

∑N
J=1 s−J= 0.202 + 0.3277 + 0.2251 + 0.1661 + 0.1844 + 0.2025 + 0.2331

+0.2437 + 0.2164 + 0.2914 + 0.339 + 0.68 + 0.7724 + 0.2617 + 0.3231 + 0.4192 + 0.4601
+0.3123 + 0.3393 + 0.3764 + 0.2751 + 0.2914 + 0.4076 + 0.4256 + 0.278 + 0.4793 + 0.267 = 8.9999

Q1 = 0.8226 ∗ 0.1661∗8.9999
0.202∗15.37543039 = 0.8226 ∗ 1.49488339

3.105836 = 0.8226 + 0.4813143 = 1.3039
Q2 = 1.0668

Stage 4. Determine the rank of the alternative. The greater is the significance Qj, the higher is the
rank of the alternative: Q1 < Q2. The success Qj of a country aj shows to what degree the country has
fulfilled the requirements and achieved its needs in the sustainable construction industry. Each country
is assigned a success with the most efficient country always taking the top spot with the success Qmax.
Other countries that are below the best country in terms of their achievements related to the sustainable
construction industry are, accordingly, assigned lower success.

Stage 5. Calculate the quantitative utility of each alternative. A higher success of a country also
means that the country’s utility degree is higher and a lower success then means lower utility degree.
National utility degrees are determined by comparing countries with their most efficient counterpart
in terms of the performance related to the sustainable construction industry. The countries considered
will, therefore, have their utility degrees between 0% (worst case) and 100% (best case). Such ranking
offers easier visual assessment of the efficiency of the countries. The utility degree Uj of a country aj
shows the country’s performance in terms of the requirements. Higher utility degree shows that a
bigger number of more important requirements were achieved. Applied equation:

Uj =
(
Qj : Qmax

)
·100% (7)

Calculations:
U1 = (1.3039/1.5) ∗ 100% = 86.93%
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U2 = (1.0668/1.5) ∗ 100% = 71.12%

The multiple criteria evaluation outcomes for the countries considered (see Table 2) show that
Norway (a5) scored best (significance Qmax = Q5 = 1.5 and utility degree Umax = U5 = 100%) in terms of
the criteria considered here.

Lithuania (a8) ranked eleventh with its significance Q8 = 1.0863, well below the top performer.
The country’s utility degree was U8 = 72.42% (see Table 2).

Lithuania and Portugal in Table A1 can be examples for discussion. The evaluation of the
1990–2019 period shows that, at 4.22%, Lithuania recorded a similar average annual GDP growth to
Portugal with 4.16%. The 2019 data show that the GDP per capita in PPP terms was lower in Portugal
(30,487.7 USD) than in Lithuania (32,378.6 USD). At 8.81, the average 1999–2019 unemployment
rate in Portugal was about 21% lower than that in Lithuania (10.89), and the 2019 unemployment
rate in Portugal (6.10) was equal to that in Lithuania (6.10). Between 1995 and 2019, the average
inflation growth in Lithuania (3.65%) was 1.825 times as high as in Portugal (2.00%). During 1990–2018,
the average labour productivity per person employed was greater in Portugal (58,505.00 USD) than it
was in Lithuania (45,530.00 USD) in 1990 USD terms (converted at Geary Khamis PPPs). However,
the average public debt levels between 2000 and 2019 show that Portugal’s debt burden, at 92.42%,
was higher than that of Lithuania (29.12%). The conditions of the business environment better in
Lithuania than in Portugal. Lithuania ranked 11th and Portugal 39th in the 2020 ease of doing business
index; the average for 2006–2020, meanwhile, shows that Lithuania (21st) offered better conditions in
terms of the ease of doing business than Portugal (34th) had. The human development index in 2018 is
similar in both countries, in Portugal 0.85 and Lithuania 0.87. The education index in 2018 in Portugal
(0.76) is less than in Lithuania (0.89). Conversely, appreciate the social progress index 2019 index is
bigger in Portugal (87.12) than in Lithuania (81.30). It is clear from the summary of all 16 indicators
under evaluation that, in four instances, Lithuania performed better than Portugal. The remaining
13 indicators, however, show Portugal performing better than Lithuania. The combination of these
comparative data reflects the results of the multiple criteria assessment (see Table 2), showing that,
in terms of the criteria considered here, Lithuania (a8) scored better (priority P8 = 13 and utility degree
N8 = 72.42%) [52]. Portugal (a16) ranked 18th with its utility degree N16 = 67.41% (see Table 2).

3. Comparison of the Sustainable Construction Industry Indicators in the EU Countries, the UK
and Norway over the Past 29 Years

Over the past 29 years, many EU member countries under evaluation purposed considerable
economic gains compared with the global level. Next, indicators such as GDP per capita (USD), the
ease of doing business ranking and a few others are considered as examples (see Table A1 and Figure 2).

The leading countries among EU members, Norway and the UK in terms of GDP per capita (USD)
in 2018 were Luxembourg, followed by Norway, Ireland, Denmark, Sweden, Netherlands, Austria,
Finland, Germany, Belgium, the UK amd France. Italy is not far behind, followed by Cyprus, Slovenia,
Portugal, Czech Republic, Estonia, Greece, Slovakia and Lithuania. The following are countries
with GDP per capita (USD) 1.9 times or more below Italy’s: Latvia, Hungary, Poland and Croatia.
The weakest economies are in Romania and Bulgaria (see Figure 2). Spain (30,523.86 USD) and Malta
(30,074.74 USD), which are not included in Table A1, have similar economies to Italy.
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Figure 2. GDP per capita in USD, 2018, and ease of doing business ranking, 2020, values in
analysed countries.

A look at the 2006–2020 ease of doing business ranking shows Romania moving up from 78 in
2006 to 55 in 2020, Slovenia improving from 63 in 2006 to 37 in 2020, Poland from 54 in 2006 to 40 in
2020 and Croatia, from 118 in 2006 to 51 in 2020, as the top improvers of their business environments
among the EU member countries (see Figure 2).

The human development index (HDI) measures a country’s performance in terms of its social
living standards. The index looks at literacy, educational achievement, average life expectancy and
the standard of living in every country around the world. All 25 EU member countries, the UK and
Norway under evaluation fall into two HDI groups. Lithuania, Latvia, Estonia, Bulgaria, Slovakia,
Hungary and Croatia have the smallest human development average range and fall in the high human
development range (HDI = 0.71–0.80). All the other countries under evaluation (Germany, France,
the UK, Denmark, Norway, Sweden, Finland, Belgium, Greece, Austria, Poland, Portugal, Romania,
Slovenia, Cyprus, Czech Republic, Ireland, Luxembourg, Italy and Netherlands) fall in the very high
human development range (HDI = 0.81–0.99) based on the 1990–2018 average. Spain (0.893) and
Malta (0.885), which are not included in Table A1, fall in the very high human development range
too. The same situation is shown for the average human development index, 1990–2018 (see Figure 3).
Countries that are not under evaluation include Spain (0.84) and Malta (0.81).

Figure 3. Social progress index, 2019, and HDI, 2018, and average HDI, 1990–2018, values in
analysed countries.

A look at the change in social creation under the HDI shows that the EU countries, the UK and
Norway considered in the study made remarkable progress over 28 years. A comparison of the 1990
and 2018 data shows that the highest positive HDI change recorded among the 25 EU member countries,
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Norway, the UK under evaluation occurred in Ireland (0.18); Croatia (0.17); Czech Republic, Latvia and
Poland (0.16); Estonia and the UK (0.15); Germany, Finland, Lithuania, Portugal, Hungary and Cyprus
(0.14); Denmark (0.13); Sweden, Luxembourg, Bulgaria, Greece, Austria, Romania and Slovakia (0.12);
France, Belgium and Italy (0.11); and Norway and Netherlands (0.10). The smallest recorded, positive
HDI change among the 25 EU member countries, the UK and Norway under evaluation occurred
in Slovenia (0.07) (see Figure 3). Countries that are not under evaluation include Spain (0.14) and
Malta (0.14).

For the social progress index in 2019, the leading countries are Norway (90.95) and Denmark
(90.09), followed by Finland (89.56), Sweden (89.45), Germany (88.84), Netherlands (88.31), the UK
(87.98), Ireland (87.97), France (87.79), Luxembourg (87.66), Portugal (87.12), Belgium (86.77), Austria
(86.4), Slovenia (85.8), Italy (85.69), Czech Republic (84.36), Estonia (83.98), Cyprus (83.14), Greece
(82.48), Lithuania (81.3), Poland (81.25), Slovakia (80.43) and Latvia (80.42). The following are countries
with social progress index 12.90% or more below that of Norway: Croatia (79.21), Hungary (78.77),
Bulgaria (76.17) and Romania (74.81) (see Figure 3). Countries that are not under evaluation include
Spain (87.47) and Malta (82.63), which have similar social progress index values as the UK and Greece.

For the average GDP growth during 1990–2019 (annual %), the leading country is Norway (8.40),
followed by Finland (5.83), Hungary (4.98), Luxemburg (4.62), Germany (4.53), Netherlands (4.40),
Cyprus (4.38), Romania (4.31) and Lithuania (4.22). The following are countries have average growth
during 1990–2019 (annual %) two times or more below that of Norway: Belgium (4.20), Portugal (4.16),
Austria (4.15), Estonia (4.14), Bulgaria (3.88), Slovenia (3.76), Poland (3.67), Italy (3.27), Slovakia (3.15),
Denmark (3.03), Latvia (2.92), Croatia (2.82), Greece (2.57), France (2.19) and Czech Republic (2.02).
The lowest average GDP growth in 1990–2019 (annual %) is in the UK (1.96), Ireland (1.71) and Sweden
(1.64) (see Figure 4). Countries that are not under evaluation include Spain (2.29) and Malta (4.80),
which have similar average GDP growth during 1990–2019 (annual %) as France and Hungary.

Figure 4. Average GDP growth, 1990–2019, unemployment rate, 2019, inflation growth, 2019, and
public debt, 2019, values in analysed countries.

For inflation growth, consumer prices (annual %) in 2019, the leading EU member country is
Greece (0.60%), followed by Cyprus (0.70%), Italy (0.70%), Portugal (0.90%) and Croatia (1.00%).
The following countries have twice or more inflation growth than Greece: France (1.20%), Finland
(1.20%) and Ireland (1.20%), followed by Denmark (1.30%), Germany (1.50%), Belgium (1.50%), Austria
(1.50%), Sweden (1.70%), Luxemburg (1.70%), the UK (1.80%), Slovenia (1.80%), Norway (2.30%),
Lithuania (2.30%), Poland (2.40%), Estonia (2.50%), Bulgaria (2.50%), Netherlands (2.50%), Slovakia
(2.60%) and Czech Republic (2.60%). The highest inflation growth is in Latvia (3.00%), Hungary (3.40%)
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and Romania (4.20%) (see Figure 4). Countries that are not under evaluation include Spain—(0.70%),
which has the lowest indicator from all comparing countries, and Malta (1.70%), which has the same
inflation growth as in Sweden or Luxemburg.

For unemployment rate (annual %) in 2019, the leading EU member country is the Czech
Republic (2.2%), followed by Germany (3.2%), Netherlands (3.3%), Hungary (3.5%), Norway (3.6%),
the UK (3.8%), Poland (3.8%) and Romania (4.3%). The following countries have at least twice the
unemployment rate of Czech Republic: Slovenia (4.5%), Estonia (4.7%), Bulgaria (4.9%), Denmark
(5.00%), Austria (5.1%), Luxembourg (5.2%), Belgium (5.5%), Ireland (5.5%), Slovakia (6.00%), Portugal
(6.1%), Lithuania (6.1%), Sweden (6.5%), Finland (6.5%), Latvia (6.5%) and Cyprus (7.00%). The
following countries have high or very high inflation rates: France (8.6%), Croatia (9.00%), Italy (10.3%)
and Greece (17.8%) (see Figure 4). Countries that are not under evaluation include Spain (13.9%),
which has a very high unemployment rate, and Malta (3.8%), which has an unemployment rate similar
to the UK or Poland.

For public debt (% of GDP) in 2019, the leading EU member country is Estonia (8.2%), followed by
Bulgaria (19.2%), Luxembourg (21.3%), Czech Republic (31.6%), Lithuania (31.8%), Denmark (33.0%),
Latvia (36.3%), Sweden (36.9%), Romania (37.4%), Norway (40.0%), Poland (47.8%), Slovakia (48.4%),
Netherlands (49.2%), Germany (58.6%), Finland (58.9%), Ireland (60.9%), Slovenia (67.1%), Hungary
(67.5%), Austria (70.7%), Croatia (71.1%), the UK (85.6%), Cyprus (96.1%) and France (99.3%). Four EU
member states have more than 100% public debt: Belgium (101%), Portugal (117.6%), Italy (133.2%)
and Greece (176.6%) (see Figure 4). Countries that are not under evaluation include Spain (96.4%) and
Malta (42.3%), which have similar public debt as Cyprus and Poland, respectively.

Comparison of indicators in EU member states show that countries that have a high economy, fall
in the high human development range, have a high social progress index, have a low unemployment
rate and take a higher position on ease of doing business ranking. However, they have a relatively high
inflation rate and public debt. The comparison also showed that lower economy performance countries
during 29 years boosted their economic, social and environmental performance. In conclusion, it seems
that economic and social gains encourage boosting the sustainable construction industry performance
of various EU member countries.

4. Analysis of the Interdependencies between the Indicators of the Macro Level and the
Indicators Describing the Construction Industry in the EU Countries, the UK and Norway

This study identified correlational relationships among the 25 EU countries, the UK and the
Norwegian construction industry (construction cost index, year-over-year change; production in
construction in terms of the production volume index, year-over-year change; building permits index
in terms of the number of dwellings, year-over-year change; and labour input in construction in terms
of the number of persons employed, year-over-year change) and the macro-level indicators of the
countries (GDP annual growth rate, GDP per capita current USD, unemployment rate, public debt,
human development index, education index, gender inequality index and life expectancy at birth
(total years)).

The outcomes of the correlation analysis are discussed with France taken as an example.
The following indicators show strong correlations:

• GDP per capita current USD and construction cost index 2000–2018 (r = 0.86, linear dependence)
(Figure 5) and production in construction 2000–2018 (r = 0.81, linear dependence) (Figure 5).

• Construction cost index and public debt 2000–2018 (r = 0.92, linear dependence), human
development index 2000–2018 (r = 0.97, linear dependence), education index 2000–2018 (r = 0.95,
linear dependence) and gender inequality index 2000–2018 (r = −0.94, inverse dependence).

• Production in construction and unemployment rate 2000–2018 (r = −0.84, inverse dependence)
and public debt 2000–2018 (r = −0.74, inverse dependence).

• Unemployment rate and public debt 2000–2018 (r = 0.76, linear dependence).
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• Public debt and human development index 2000–2018 (r = 0.94, linear dependence), education
index 2000–2018 (r = 0.94, linear dependence) and gender inequality index 2000–2018 (r = −0.96,
inverse dependence).

• Human development index and education index 2000–2018 (r = 0.99, linear dependence) and
gender inequality index 2000–2018 (r = −0.96, inverse dependence).

• Education index and gender inequality index 2000–2018 (r = −0.96, inverse dependence).
• Life expectancy at birth (total years) and construction cost index 2000–2017 (r = 0.98, linear

dependence), public debt 2000–2017 (r = 0.92, linear dependence), human development index
2000–2017 (r = 0.98, linear dependence), education index 2000–2017 (r = 0.97, linear dependence)
and gender inequality index 2000–2017 (r = −0.94, inverse dependence).

Figure 5. GDP per capita current USD, 2000–2018; construction cost index, 2000–2018; production in
construction, 2000–2018; and labour input in construction, 2000–2018, data and their variation in France.

Average correlations were identified between the following indicators:

• GDP annual growth rate and labour input in construction 2000–2018 (r = −0.42, inverse dependence).
• Construction cost index and production in construction 2000–2018 (r = −0.45, inverse dependence),

labour input in construction 2000–2018 (r = 0.50, linear dependence) (Figure 5) and unemployment
rate 2000–2018 (r = 0.53, linear dependence).

• Production in construction and labour input in construction 2000–2018 (r= 0.48, linear dependence)
(Figure 5), building permits index 2000–2018 (r = 0.51, linear dependence), human development
index 2000–2018 (r = −0.54, inverse dependence), education index 2000–2018 (r = −0.58, inverse
dependence) and gender inequality index 2000–2018 (r = 0.64, linear dependence).

• Unemployment rate and human development index 2000–2018 (r = 0.62, linear dependence),
Education index 2000–2018 (r = 0.67, linear dependence) and gender inequality index 2000–2018
(r = −0.63, inverse dependence).

• Life expectancy at birth (total years) and production in construction 2000–2017 (r = −0.45,
inverse dependence), labour input in construction 2000–2017 (r = 0.48, linear dependence) and
unemployment rate 2000–2017 (r = 0.63, linear dependence).

Figure 5 shows GDP per capita current USD, 2000–2018; construction cost index, 2000–2018;
production in construction, 2000–2018; and labour input in construction, 2000–2018 data, and their
variation in France.

The data of the indicators for 25 EU countries, the UK and Norway appear in Figures 6–8. Strong
linear correlations were identified between the 2017 life expectancy at birth (total years) [97] and
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the 2019 social progress index [92], the 2018 labour productivity (USD) [82] and the 2018 human
development index [71]. Strong inverse correlations were identified between the 2017 life expectancy
at birth (total years) and the 2018 gender inequality index [71], the 2018 distribution of population by
tenure status and type of household and income group [98]. Average linear correlations was identified
between the 2017 life expectancy at birth (total years) [97] and the 2018 corruption perception index [99],
the 2020 quality of life [100] and the 2019 happiness index [86].

Figure 6. Correlation between the life expectancy at birth, 2017, and corruption perception index, 2018,
and social progress index, 2019, of the 25 EU countries, the UK and Norway under evaluation.

Figure 7. Correlation between the population distribution by the income group, type of household
and tenure status, and the gender inequality index of the 25 EU countries, the UK and Norway under
evaluation (data for 2018).

Research shows the existence of a strong dependency between the 2018 population distribution
by the income group, type of household and tenure status, the 2019 social progress index (r = −0.7633,
inverse dependence) and the 2018 human development index (r = −0.7125, inverse dependence).
There are average dependences between the 2018 population distribution by the income group, type of
household and tenure status and the 2018 gender inequality index (r = 0.6743, linear dependence)
(Figure 7), the 2018 corruption perception index (r = −0.6794, inverse dependence) (Figure 7), the 2018
labour productivity (r = −0,5096, inverse dependence), the 2020 quality of life (except Luxembourg)
(r = −0,6008, inverse dependence) (Figure 7) and the 2018 happiness index (r = −0,5804, inverse
dependence) (Figures 7 and 8).
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Figure 8. Correlation between the population distribution by the income group, type of household and
tenure status, 2018, the quality of life, 2019, the happiness index, 2019, and the corruption perception
index, 2018, of the 25 EU countries, the UK and Norway under evaluation.

The basis for the assessment of 25 EU members, the UK and Norway is the input data matrix
presented in Table A1. The multiple criteria evaluation ranked 25 EU members, the UK and Norway
by priority and determined their utility degrees.

The same assessments can be used in other cases where a best practice needs to be created
and implemented.

The end of World War II brought communism to the countries in Eastern Europe, and the state
typically promised to provide housing for the people. This meant that the majority of housing stock in
such countries were public rental housing, and the rents, unlike in public housing offered in advanced
capitalist societies, were very low. Everything changed after 1989 when democracy returned to
Communist Europe. The major part of public housing was sold off. The elimination of rent control and
privatisation of public housing encouraged the creation of a significant private renting sector in a few
places [101].

A correlation analysis comparing the sustainable construction industry and housing price
indicators of the EU member states, the UK and Norway was performed (see Table 3). The correlations
among the 2018 real house price index (index, 2015 = 100), the 2018 nominal house price indices
(index, 2015 = 100), the 2020 price-to-rent ratio (index, 2010 = 100), the 2018 house price indices
with the 2018 production in construction (production volume index) (index, 2015 = 100), the 2018
construction cost index in national currencies (index, 2015 = 100) and the 2018 building permits indices
(the amount of new residential construction, except for community housing) (index 2015 = 100) were
analysed (Table 3).

34



Appl. Sci. 2020, 10, 3733

Table 3. The correlation between the construction and housing price indices of the 25 EU countries,
the UK and Norway.
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Real house price indices, 2018
(index, 2015 = 100) [102] 0.4049 0.4264 1 0.9788 0.6196

Nominal house price indices, 2018
(index, 2015 = 100) [102] 0.4286 0.5350 0.9788 1 0.5611

Price-to-rent ratio, 2020
(index, 2010 = 100) [103] - - - - −0.4196

House price indices, 2018 [104] 0.4309 0.5430 0.9713 0.9975 0.5522

The outcomes of the correlation analysis are discussed below. Strong correlations were identified
between the following indicators (Table 3):

• Real house price indices in 2018 (index, 2015 = 100) and nominal house price indices in 2018
(index, 2015 = 100) (r = 0.9788, linear dependence).

• House price indices in 2018, and real house price indices in 2018 (index, 2015 = 100) (r = 0.9713,
linear dependence), and nominal house price indices in 2018 (index, 2015 = 100) (r = 0.9975,
linear dependence).

Average and below average correlations were identified between the following indicators:

• Real house price indices in 2018 (index, 2015 = 100), and production in construction (production
volume index) in 2018 (index, 2015 = 100) (r = 0.4049, linear dependence), construction cost index
in 2018 (index, 2015 = 100) (r = 0.4264, linear dependence) (Figure 6), and building permits index
(the amount of new residential construction, except for community housing) (index, 2015=100) in
2018 (r = 0.6196, linear dependence).

• Nominal house price indices in 2018 (index, 2015= 100), and production in construction (production
volume index) (index, 2015 = 100) in 2018 (r = 0.4286, linear dependence), construction cost index
(index, 2015 = 100) in 2018 (r = 0.5350, linear dependence) (Figure 9), and building permits index
(the amount of new residential construction, except for community housing) (index, 2015 = 100)
in 2018 (r = 0.5611, linear dependence).

• Price to rent ratio in 2020 (index, 2010 = 100), and building permits index (the amount of new
residential construction, except for community housing) (index, 2015 = 100) in 2018 (r = −0.4196,
inverse dependence).

• House price indices in 2018, and production in construction (production volume index) in 2018
(index, 2015 = 100) (r = 0.4309, linear dependence), construction cost index (index, 2015 = 100)
in 2018 (r = 0.5430, linear dependence), and building permits index (the amount of new
residential construction, except for community housing) (index, 2015 = 100) in 2018 (r = 0.5522,
linear dependence).

35



Appl. Sci. 2020, 10, 3733

 

Figure 9. The correlations between the construction cost indices and real house price (nominal house
price) indicators of the 25 EU countries, the UK and Norway (data for 2018).

Figure 9 shows the data for the 2018 construction cost index (index, 2015 = 100), real house
price indices and nominal house price indices data. The rise of housing prices comes from higher
construction prices determined by the growth in the construction sector (see Figure 9).

5. Recommendations for EU Construction Sectors

The next step, where INVAR [57] can be applied, is the investment value of a specific building
lifecycle (Stage 6). INVAR can also optimise any selected criterion to make a specific project as
competitive in the market as the other projects being compared (Stage 7) and determine the value that
would propel the specific project to the top position among all the projects being analysed (Stage 10)
(see Figure 1). Stages 6, 7 and 10 were not applied in this paper. For that reason, Equations (8)–(11)
were not applied too.

Stage 6. Determining the sustainable construction industry value x1j (cycle e) of the alternative aj can
be accomplished by means of e approximations. The final x1j (cycle e) equals the sustainable construction
industry value:

x1j iv = x1j (cycle e) (8)

Stage 7. Carrying out the optimization of xij is possible for any criterion during e approximations.
The corrected optimization of xij (cycle e) for any criterion aj is calculated using the following

Equations (9):

Uje >
∑n

j=1 Uj : n and Xiis Xi− , then xij(cycle e) = Xij (cycle 0) × (1 + e × r), e = 1, r;

Uje >
∑n

j=1 Uj : n and Xiis Xi+ , then xij(cycle e) = XXij (cycle 0)
× (1 − e × r), e = 1, r

(9a)

Uje <
∑n

j=1 Uj : n and Xiis Xi− , then xij(cycle e) = xij (cycle 0) × (1 − e × r), e = 1, r;

Uje <
∑n

j=1 Uj : n and Xi is Xi+ , then xij(cycle e) = xij (cycle 0) × (1 + e × r), e = 1, r
(9b)

Is
∣∣∣∣∣Uje −

∑n

j=1
Uje : n

∣∣∣∣∣ < s ? (10)

The use of Equation (11) is to determine the optimization value xij (cycle e) for any criteria of the
alternative aj:

xij (opt value) = xij (cycle e) (11)

When the value has been determined, digital recommendations (Stages 8 and 9) can then be
provided on ways to improve projects [57]. For example, in Stages 8 and 9 of the INVAR technique [57],
countries are offered digital recommendations on ways to achieve better scores. They also learn the effect
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of the new scores on their cumulative sustainable construction industry ranking. All recommendations
are delivered as a matrix (see Table 4).

Table 4. A sample of digital recommendations on ways to improve certain scores for specific countries
and the impact of the new scores on their cumulative position on the sustainable construction
industry ranking.
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1990–2018

0.88
(4.55%)
(0.1515%)

0.85
(8.24%)
(0.2745%)

0.87
(5.75%)
(0.1916%)

0.88
(4.55%)
(0.1515%)

0.92
(0%)
(0%)

0.89
(3.37%)
(0.1124%)

0.87
(5.75%)
(0.1916%)

0.79
(16.46%)
(0.5485%)

0.8
(15%)
(0.5%)

0.77
(19.48%)
(0.6494%)

. . .

Human
Development Index,

2018

0.94
(1.06%)
(0.0355%)

0.89
(6.74%)
(0.2247%)

0.92
(3.26%)
(0.1087%)

0.93
(2.15%)
(0.0717%)

0.95
(0%)
(0%)

0.94
(1.06%)
(0.0355%)

0.93
(2.15%)
(0.0717%)

0.87
(9.2%)

(0.3065%)

0.88
(7.95%)
(0.2652%)

0.85
(11.76%)
(0.3922%)

. . .

Average Social
progress index,

2014–2019

88.37
(1.44%)
(0.0479%)

87.48
(2.47%)
(0.0823%)

87.78
(2.12%)
(0.0706%)

89.31
(0.37%)
(0.0123%)

89.64
(0%)
(0%)

88.75
(1%)

(0.0334%)

89.08
(0.63%)
(0.021%)

80.79
(10.95%)
(0.3651%)

82.8
(8.26%)
(0.2754%)

79.41
(12.88%)
(0.4294%)

. . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Stage 8. Present indicator xij of the quantitative recommendation iij. Applied equation:

iij = |xij − xi max|: xij × 100% (12)

Calculations:
i16 8 = |0.87 − 0.9|: 0.87 × 100% = 9.2%

Stage 9. Present indicator xij of quantitative recommendation rij. rij shows the percentage of
possible enhancement in Uj of aj, supposing the value of xij can be enhanced up to the best value xi max
of the indicator of criterion Xi. Applied equation:

rij = (qi × xi max): (S−j + S+j) × 100% (13)

Application:
Table 4 shows that Norway (a5), for instance, performed best in key dimensions of human

development, i.e., has the highest human development index (x16 5 = 0.95) among the countries under
evaluation. Meanwhile, Lithuania (a8) has a human development index of 0.87 (x16 8 = 0.87). Indicator
x16 8 = 0.87 of quantitative recommendation r16 8 shows the percentage of possible improvement of
utility degree U8 = 72.42 of Lithuania (a8) upon presentation of x16 8 = x16 5 (0.87 = 0.95). In other
words, r16 8 shows the percentage of possible improvement in the utility degree U8 of Lithuania (a8),
assuming the value of indicator x16 8 can be improved up to the best value x16 5 of the indicator of the
human development index criterion X16.

If Lithuania (a8) aims to achieve the level of the human development index (X16) achieved by
Norway (a5), the country must boost its performance by 9.2% (i16 8 = 9.2%, calculated in Stage 8 of the
INVAR technique (see Table 4 [57]). Lithuania’s (a8) position in the overall country ranking would
then improve by 0.3065% (r16 8 = 0.3065% (see Table 4)).

Stage 10. This step involves calculation by approximation e cycles to determine what xij (cycle e)
should be for the alternative aj to become the best of all the candidate alternatives.
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Other countries can similarly examine ways to improve their scores on the sustainable construction
industry ranking.

6. Conclusions

Among the latest available studies on sustainable construction, this research offers three innovative
elements. The first is the use of the INVAR method [57]. This method can be used as the basis for creating
efficient construction, macroeconomic, quality of life, human development and well-being factors to
ensure improved macro-environments for the lifecycle of sustainable construction. Macro environments
are important in attempts to make the lifecycle of the sustainable construction industry efficient.
The multiple criteria decision matrix makes an integrated assessment of aspects that characterise the
sustainable construction industries in the EU member countries, the UK and Norway. The variety of
aspects considered is matched by that of the forms of data required in decision making. The COPRAS
and INVAR techniques were applied for the evaluation of the sustainable construction industries.

The second innovation is that this research applied INVAR and its capabilities to expand the
analysis of various indicators with extra features. Among them are digital tips for specific construction
industries analysed against these criteria, deriving rationalised indicators and determining which
values of these criteria would push the rating of a specific construction industry up to the expected level.
When the INVAR method is applied, a broader look at the contexts such as well-being, macroeconomic
factors, quality of life, construction and human development becomes possible, as well as a more
thorough interpretation of the changes and shifts observed in construction industries over recent years.
The multiple criteria analysis of the macro environment and construction industries in the EU member
countries, the UK and Norway was performed and recommendations offered.

The third innovation is that we eliminated the need to stick to only construction and other
traditional measures when the indicators for the 27 construction industries analysed in our research
have to be improved. Corruption, happiness, education and social progress are other, less explored
areas where improvements are possible. The dependencies that link the indicators describing the
macro level and construction industry in the EU member countries, the UK and Norway were analysed.

The perceived image and success of a country can influence economic behaviour. Companies
operate in a macro environment comprising a wide range of technological, ecological, legal, economic,
success, image, political, health-related and social aspects, visible on a national level, and this
environment is relevant to corporate marketing efforts. Due to its intuitive and cost-conscious nature,
the emoticon measure can be a handy marketing tool to discover the sentiments elicited by one nation.
Marketing managers then can apply these insights to different export markets [105]. A high developed
country national image makes a country more attractive and its products more popular, and the
impact such image makes on the economy through the intentions of consumers to buy the country’s
brands and products [48]. The findings of this research, then, can help potential buyers make decisions
regarding the best choice in terms of the country of origin.

The future plans include research on the sustainable construction industries developments in
American, African and Asian countries and the supply of recommendations. An innovative integrated
evaluation of the sustainable construction industries would allow us in the future to investigate the
lifecycle of buildings and its phases, the parties involved in the project and the context as a whole.
The current models and intelligent systems available worldwide do not offer these functions.
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Appendix A

Table A1. The sustainable construction industry multiple criteria evaluation for 25 EU member states,
the UK and Norway.

Defining Criteria
1 2 3 4 5 6 7 8 9

Germany France
United
Kingdom

Denmark Norway Sweden Finland Lithuania Estonia

X1 4.53 2.19 1.96 3.03 8.4 1.64 5.83 4.22 4.14
X2 48,195.58 41,463.64 42,491.36 60,726.47 81,807.20 54,111.97 49,648.15 19,089.71 22,927.74
X3 36,883.78 33,758.78 32,814.96 37,373.91 55,564.39 36,991.77 33,989.35 17,836.78 19,598.09
X4 50,803.60 44,080.70 44,292.20 50,071.50 72,057.60 51,185.00 44,492.20 32,378.60 31,648.80
X5 1.45 1.5 2 1.63 2.12 1.46 1.59 3.65 4.61
X6 1.5 1.2 1.8 1.3 2.3 1.7 1.2 2.3 2.5
X7 6.92 9.17 5.76 5.5 3.73 7.1 8.39 10.89 9.19
X8 3.2 8.6 3.8 5 3.6 6.5 6.5 6.1 4.7
X9 85,500.00 91,826.00 80,570.00 87,298.00 124,259.00 86,944.00 84,874.00 45,530.00 46,716.00
X10 94,634.36 102,188.24 90,454.28 97,713.58 136,315.45 104,569.24 96,093.9 69,218.06 66,790.43
X11 68.28 79.89 63.16 40.59 37.66 43.1 48.37 29.12 6.95
X12 58.6 99.3 85.6 33 40 36.9 58.9 31.8 8.2
X13 7 32 7 5 8 13 13 21 18
X14 8 32 8 4 9 10 20 11 18
X15 0.88 0.85 0.87 0.88 0.92 0.89 0.87 0.79 0.8
X16 0.94 0.89 0.92 0.93 0.95 0.94 0.93 0.87 0.88
X17 88.37 87.48 87.78 89.31 89.64 88.75 89.08 80.79 82.8
X18 88.84 87.79 87.98 90.09 90.95 89.45 89.56 81.3 83.98
X19 0.85 0.75 0.84 0.84 0.88 0.85 0.83 0.79 0.81
X20 0.95 0.81 0.92 0.92 0.92 0.91 0.92 0.89 0.88
X21 6.89 6.56 6.84 7.57 7.56 7.35 7.51 5.85 5.6
X22 6.99 6.59 7.05 7.6 7.55 7.34 7.77 6.15 5.89
X23 90.3 89.8 86.4 87.7 82.7 85.7 89.5 86.4 86.5
X24 107.9 105 108.3 104.2 108.7 109 103.1 110.2 102.7
X25 90.2 115.9 100.6 94.9 100.6 67.5 106.3 81.3 93.2
X26 115.4 114.2 110.3 147.2 110.3 111.2 134.7 122.5 125.1
X27 98.2 109.8 93.7 97.5 84.7 85.1 87.6 91.2 93.3
X28 108.6 102.2 110.2 112.7 111.6 108 113 112.4 149.2
X29 99.8 103.5 101.9 102 85.7 85.7 100.2 94.7 95.5
X30 105.8 101.5 108.5 111.4 111.2 114.9 116 101.1 110.4

Defining criteria
10 11 12 13 14 15 16 17 18

Latvia Belgium Bulgaria Greece Austria Poland Portugal Romania Slovenia

X1 2.92 4.2 3.88 2.57 4.15 3.67 4.16 4.31 3.76
X2 18,088.93 46,556.10 9,272.63 20,324.25 51,512.91 15,424.05 23,145.73 12,301.19 26,234.02
X3 15,965.26 35,637.57 12,755.57 24,637.00 37.,995.57 17,413.65 23,647.78 14,003.70 24,062.48
X4 27,701.60 46,621.30 21,767.60 27,795.90 50,031.00 29,642.20 30,487.30 24,605.30 34,480.00
X5 4.39 1.87 53.52 2.5 1.76 4.37 2 20.44 3.91
X6 3 1.5 2.5 0.6 1.5 2.4 0.9 4.2 1.8
X7 11.51 7.63 10.64 15.52 5.57 11.29 8.81 6.65 6.89
X8 6.5 5.5 4.9 17.8 5.1 3.8 6.1 4.3 4.5
X9 41,298.00 101,755.00 32,833.00 70,713.00 90,814.00 47,982.00 58,505.00 33,497.00 57,058.00
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X10 62,101.79 111,234.55 44,353.13 71,095.93 99,888.18 71,218.16 65,232.77 57,001.93 72,911.29
X11 28.02 101.09 29.12 140.79 73.91 47.97 92.42 29.04 46.65
X12 36.3 101 19.2 176.6 70.7 47.8 117.6 37.4 67.1
X13 23 33 51 84 27 51 34 55 44
X14 19 46 61 79 27 40 39 55 37
X15 0.77 0.88 0.75 0.82 0.86 0.8 0.8 0.75 0.84
X16 0.85 0.92 0.82 0.87 0.91 0.87 0.85 0.82 0.9
X17 79.41 86.48 74.69 81.59 86.43 81.1 85.33 74.33 84.76
X18 80.42 86.77 76.17 82.48 86.4 81.25 87.12 74.81 85.8
X19 0.76 0.84 0.71 0.73 0.77 0.79 0.68 0.7 0.82
X20 0.87 0.89 0.81 0.83 0.87 0.87 0.76 0.76 0.89
X21 5.57 6.93 4.51 5.2 7.18 5.95 5.27 5.59 5.92
X22 5.94 6.92 5.01 5.29 7.25 6.18 5.69 6.07 6.12
X23 81.1 90.7 90.4 96.6 87.3 94.9 91.4 78.7 88.5
X24 113.2 105.5 106.3 99.1 107.1 103.7 105.4 121.4 106.3
X25 138.8 109.2 131.3 1041.9 89.9 90.4 553.6 104.5 191.4
X26 167.6 136.2 205.8 175.9 107 138.2 245.8 109.2 136.2
X27 94.9 101.7 83.4 286.5 97 85.5 200.5 84.7 133
X28 120.6 103 88.5 74.7 115.9 116.3 100.4 86.7 116
X29 96.9 95.3 106.4 134.5 99.7 107 182.3 102.8 120.4
X30 104.1 104.9 92.1 131.2 107.7 105.7 99.9 110.6 107.5

Defining criteria
19 20 21 22 23 24 25 26 27

Slovakia Cyprus
Czech

Republic
Ireland Hungary Croatia Luxembourg Italy Netherlands

X1 3.15 4.38 2.02 1.71 4.98 2.82 4.62 3.27 4.4
X2 19,546.90 28,159.30 23,078.57 78,806.43 15,938.84 14,869.09 114,340.50 34,318.35 53,024.06
X3 19,979.43 29,844.96 23,655.00 41,426.35 19,634.74 17,136.39 79,529.57 32,216.30 39,980.96
X4 33,069.90 37,172.10 35,537.00 73,214.70 29,558.70 24,748.60 105,147.60 38,233.50 53,933.00
X5 4.05 1.87 3.12 1.74 6.35 2.53 2.08 1.88 1.87
X6 2.6 0.7 2.6 1.2 3.4 1 1.7 0.7 2.5
X7 13.52 7.6 6.22 8.1 7.2 16.73 4.72 9.44 4.94
X8 6 7 2.2 5.5 3.5 9 5.2 10.3 3.3
X9 53,695.00 72,390.00 54,439.00 103,942.00 53,355.00 51,526.00 140,215.00 92,307.00 90,424.00
X10 76,662.91 81,134.22 71,002.58 149,707.06 65,736.31 62,514.81 142,966.76 91,588.91 101,949.93
X11 44.03 74.67 32.6 61.02 68.65 56.51 15.15 115.37 54.85
X12 48.4 96.1 31.6 60.9 67.5 71.1 21.3 133.2 49.2
X13 39 47 52 14 50 80 57 64 29
X14 45 54 41 24 52 51 72 58 42
X15 0.79 0.82 0.82 0.86 0.79 0.77 0.86 0.84 0.89
X16 0.86 0.87 0.89 0.94 0.85 0.84 0.91 0.88 0.93
X17 79.59 81.09 83.46 87.21 79.08 78.76 86.02 85.19 88.32
X18 80.43 83.14 84.36 87.97 78.77 79.21 87.66 85.69 88.31
X19 0.75 0.71 0.78 0.82 0.76 0.68 0.72 0.72 0.84
X20 0.82 0.81 0.89 0.92 0.82 0.8 0.8 0.79 0.91
X21 6.09 5.86 6.59 6.98 5.24 5.49 6.96 6.02 7.42
X22 6.2 6.05 6.85 7.02 5.76 5.43 7.09 6.22 7.49
X23 89.4 91 91.9 97.7 82.1 95.5 88.6 89.8 91.2
X24 107.8 100.6 107.2 105.4 114.4 100.3 104.8 102.2 106.5
X25 92.7 325.6 125.7 371 268.3 226.8 103.1 344.9 122.5
X26 116.6 194 127.2 223.1 302.4 168.9 137.3 127.4 129.3
X27 94.1 188.2 99.1 183 102.2 131.3 102 134.8 108.3
X28 99.8 180.7 106.5 147.2 127.5 110.3 108.7 101.1 125.8
X29 99.6 138.5 103.7 127.8 109 113.7 104.1 116.5 123.2
X30 107.2 138 99 138.6 117.1 107.6 107.1 98 106.4
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Abstract: Construction development of Commercial and Recreational Complex Building Projects
(CRCBPs) is one of the community needs of many developing countries. Since the implementation
of these projects is usually very costly, identifying and evaluating their Critical Risk Factors (CRFs)
are of significant importance. Therefore, the current study aims to identify and prioritize CRFs of
CRCBPs in the Iranian context. A descriptive-survey method was used in this research; the statistical
population, selected based on the purposive sampling method, includes 30 construction experts
with hands-on experience in CRCBPs. A questionnaire related to the risk identification stage was
developed based on a detailed study of the research literature and also using the Delphi survey
method; 82 various risks were finally identified. In order to confirm the opinions of experts in
identifying the potential risks, Kendall’s coefficient of concordance was used. In the first stage of
data analysis, qualitative evaluation was performed by calculating the severity of risk effect and
determining the cumulative risk index, based on which 25 CRFs of CRCBPs were identified for
more accurate evaluation. At this stage, the identified CRFs were evaluated based on multi-criteria
decision-making techniques and using the TOPSIS technique. Results show that the ten CRFs of
CRCBPs are external threats from international relations, exchange rate changes, bank interest rate
fluctuations, traffic licenses, access to skilled labor, changes in regional regulations, the condition
of adjacent buildings, fluctuations and changes in inflation, failure to select a suitable and qualified
consultant, and employer’s previous experiences and records. Obviously, the current study’s results
and findings can be considered by CRCBPs in both the private and public sectors for proper effective
risk identification, evaluation, and mitigation.

Keywords: risk identification; risk assessment; MCDM; critical risk factors; commercial and recre-
ational complex building projects; construction

1. Introduction

“Risk is an uncertain event or conditions that, if it occurs, has a positive or negative
effect on a project objective” [1]; from that, construction projects are massively pervaded
by risks due to the fact that they are planned and managed on the basis of uncertain
forecasts [2,3]. These uncertainties come from the ‘variability’ and ‘ambiguity’ in relation
to performance measures like cost, duration, or quality and, according to [4], they can be
grouped into five areas in relation to construction projects: The variability associated with
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estimates of project parameters, the basis of estimates of project parameters, design and
logistics, objectives and priorities, and relationships between project parties. From the
cited categories of uncertainty, some risks are inherently related to the project operating
organizations and only they are responsible for managing them, while others are related to
the economic, social, political, and technological environments [5].

Hence, identifying and evaluating risks in projects is necessary and can play a very
important role in achieving project objectives. Project management literature identified
several techniques for identifying and assessing risks involved in the construction industry.
For instance, it has been found that the main reference in risk identification is historical
data, past experience, and judgement [6]. According to Chapman [7], risk identification
methods can be grouped into three general categories: Identifying the risks by the risk
analyst; risk identification by interviewing key members of the project team; and risk
identification through brainstorming meetings. In this regard, research has shown that the
questionnaire survey is the most frequently used technique for risk identification in the
construction sector [8,9]. However, despite the literature produced (see also [10–14]), few
contributions (e.g., Tamošaitienė et al. [12]) have been dedicated to the risks in Commercial
and Recreational Complex Building Projects (CRCBPs)—which comprise shops connected
to each other with sidewalks that are designed and built alongside recreational, residential,
office, hotel, restaurant, and cinema spaces [15,16]. Among them, it is worth mentioning
the work of Comu et al. [17] that, despite classifying risks for CRCBPs, has the drawback of
diverging from a very extensive list of risk factors (i.e., 21; much less than the 82 included
in this study). This is the gap addressed in this work and that can be synthesized in the
following research question: What are the most severe risks in commercial and recreational
complex building projects (CRCBPs)?

To answer the above research question, the Delphi method is used to identify common
risks of CRCBPs. Then, the qualitative method of probability of occurrence and the effect
of risk on project objectives is adopted to identify CRFs of CRCBPs. Finally, a multi-criteria
decision making (MCDM) method is employed, i.e., Technique for Order of Preference
by Similarity to Ideal Solution (TOPSIS). This is another great advancement with respect
to prior works that have been interested in CRFs of CRCBPs (i.e., [5]). As a result, the
findings of this research are an unseen contribution to the original body of CRCBPs and
the construction industry. Such an outcome would enable decision makers to make more
informed decisions with regard to, for example, proper risk allocation, bid pricing, selection
of the optimum procurement route, and evaluation of different construction projects.

2. Commercial and Recreational Complex Building Projects (CRCBPs)

The increase of the urban population in large metropolises, followed by the increase
in demand for better building infrastructure on a global scale, paints a positive outlook for
improving the construction market’s situation in developing countries [18]. Over the past
two decades, the construction of CRCBPs, to develop the welfare of citizens and increase
socio-economic development indicators and subsequent sustainable development in Iran,
has been greatly increased. Stemming from that, realizing projects faster and cheaper has
been prioritized by policymakers and, as a consequence, the amount of construction has
exceeded its quality [19].

Projects are divided into different types depending on the purpose and type of ex-
pected operation. In the field of construction projects, we are faced with different types
that the 2015 United Nations’ product classification (see Section 5) categorizes as Construc-
tions Buildings and Civil Engineering Works [20]. A subclass of Construction Buildings is
Commercial Buildings and among them there are Commercial and Recreational Complex
Buildings. CRCBPs comprise a series of interconnected sidewalk shops designed and
constructed in conjunction with entertainment, residential, office, hotel, restaurant, and
cinema spaces [5]. In order to achieve economic growth, developing countries are forced
to increase investment in infrastructures [21]. In fact, development of an infrastructure,
such as construction of CRCBPs, can positively affect economic development [22]. Some
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examples of CRCBPs include Siam Paragon in Bangkok, Berjaya Times in Kuala Lumpur,
Jewelry in Istanbul, West Edmonton in Edmonton, Canada, Dubai Mall in the UAE, Aventra
Mall in Miami, and Harrods in London.

However, some CRCBPs construction projects have been unsuccessful due to various
marketing, financial and investment issues. A clear example of such projects is the CRCBP
of Arge Jahannam in Isfahan, which has failed due to a lack of detailed market studies and
non-compliance with social rules and conditions [23]. In general, the existence of risk and
uncertainty in the project reduces the accuracy and proper estimation of objectives and the
efficiency of the project itself; in sum, the need to recognize and manage the risk of full
CRCBPs is being increasingly perceived.

3. Perceived Risks of CRCBPs

Risk is an inherent component of all projects, and it is not possible to eliminate it
completely. Therefore, identifying and analyzing risks can play an important role in the
success of the project. In identifying the critical risk factors (CRFs) of any project, it is
not enough to identify the risks that occur gradually. However, with a well-defined risk
statement, weighing up not only what might happen, but also all the characteristics of
the time of occurrence, probability of occurrence, and its impacts must also be considered.
Determining a process for identifying, evaluating, and responding to CRFs will cause
improvements in the mechanism, increase the accuracy and quality of work, and have
a direct impact on time and cost [24]. Marle and Gidel [25] also stated that uncertainty
and risk in projects affect project objectives more than anything else. Therefore, risk
management plays an important role in the quality and reliability of decisions during
a project.

The first step of risk management is to identify and record the characteristics of the
risks that may affect the project (i.e., listing any potential risk to a project’s cost, schedule, or
any other critical success factor [1]). Risk identification is an iterative process, as new risks
may be identified and discovered as the project progresses through its lifespan [16]. In order
to identify the risks, several methods have been proposed, including interviews, hypothesis
analysis, document review, the Delphi technique, brainstorming, graphing methods [26],
Artificial Neural Network (ANN) [27], Failure Mode and Effects Analysis (FMEA) [28],
Cross Analytical-Machine Learning models [29], and the Integration Definition for Function
Modeling (IDEF0) process [30]. In the risk identification phase, the risks affecting the
objectives should be prioritized and the impact of risks that do not affect the objectives
should be avoided [12]. In this regard, the methods such as the Delphi technique are useful
due to their simplicity, flexibility, and ease of access to experts [10,31–34]. With regard to
CRCBPs, Chen and Khumpaisal [35] adopted an Analytic Network Process model based
on 29 defined risk assessment criteria associated with commercial real estate development,
then classified the data under four risk clusters: Social risks, economic risks, environmental
risks, and technological risks. However, no prioritization of these risks was offered. The
same applies for the work by Tamošaitienė et al. [12], who identified 19 types of risks for
CRCBPs divided into macro- (i.e., country, industry), meso- (i.e., project, enterprise), and
micro- (i.e., management, organization) categories.

The second step is risk analysis (i.e., the scope of the risk must be determined [1]),
considered as a key factor in risk management that greatly aids the process. Risk classifi-
cation is an important part of risk management issues with significant effects on the risk
management process. General classifications can include cost, financing, demand, and
political risks [36]. Risk classification should always be done with regard to the project’s
objectives [37]. There are different classification methods for risks that can be used for
different purposes. Based on this, the risks can be divided into main and subsidiary risks [38].
They can also be categorized according to their impact on project objectives for project
status reporting purposes [39]. However, according to PMI [1], the most appropriate ap-
proach for identifying and responding to risks is to determine risk groups based on their
origin (instead of their impact), e.g., external risks, internal risks, technical risks, and legal
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risks [40]. Risk classification is usually done in the form of the Risk Breakdown Structure
(RBS), which identifies the groups and subgroups of risks that may occur in a typical
project, and they are classified based on their origin [41]. Then, the RBS prioritizes these
risks according to their weight—i.e., potential and probable harmful impact [1].

In these cases, where projects deal with a significant set of variables and there is a
need to prioritize decision-making parameters based on their relative importance, using
several techniques is a good tool for prioritizing and making more accurate scientific
decisions. In most previous research, risk ranking has been done by applying different
methods such as the Analytic Hierarchy Process (AHP) [42,43], the Analytic Network
Process (ANP) [11,24], the Choosing by Advantages (CBA) method [44], and the Technique
for Order of Preference by Similarity to Ideal Solution (TOPSIS) [10,45]. Furthermore,
more sophisticated techniques have been advanced (e.g., Mata et al. [46]). For example,
Liu et al. [47] proposed a model that integrates the Internet of Things (IoT), Building
Information Modeling (BIM), a security risk analysis method, the Apriori algorithm, and a
complex network.

In terms of produced results, with a focus on construction project delay, Cheng
and Darsa [27] found that the most important risk factors in the Ethiopian context are
‘change order’, ‘corruption/bribery’, and ‘delay in payment’. Yet, recently, Chattapadhyay
et al. [29] while investigating risks in megaprojects—by collecting and prioritizing risks
as stated by 70 Indian megaprojects experts—found that the most severe risks are a delay
in obtaining traffic regulation orders, inappropriate equipment, political and legal issues,
political instability, government intervention, regulatory confirmation and regulation order
delays, and wrong engineering designs. Comu et al. [17], instead, prioritized these risks
for CRCBPs in the Turkish context by using the ANP model; they found that ‘Exchange
rate and inflation rate fluctuations’ ‘Political instability’, and ‘Location selection’ were risk
factors for CRCBPs projects in developing countries.

In terms of categories that can result from the application of the above tools, Draji
Jahromi et al.’s [48] study identified twelve criteria for assessing risks, which are vulnerabil-
ity, threat, consequence, uniqueness, risk uncertainty, proximity of risk, interaction of each
risk, risk identification, response to risk occurrence, risk manageability, risk occurrence,
and risk forecasting. In another study, Mohammadi Talvar and Panahi [49] also intro-
duced various criteria for risk assessment, including technical dimensions, experimental,
management, good track record and credibility, competence, and proposed price.

Failure to manage risks in CRCBPs usually leads to excessive costs and prolongation
of the project [50] and considering the implementation of a risk management process in
CRCBPs is necessary in order to try to countervail these failures.

4. Research Methodology

The present study seeks to provide clear guidance for the stakeholders to properly
identify and classify the risks of CRCBPs. For this purpose, both qualitative and quanti-
tative approaches were used for the current research. There are three main stages in this
study, as displayed in the following flowchart (Figure 1).

In situations where the prioritization of decision-making units, based on their rela-
tive importance and according to various criteria, is considered, the use of multi-criteria
decision-making techniques is suitable for ranking and making rational decisions. Among
these techniques, we can mention the multi-criteria decision-making methods that have
been used according to the advantages and results as well as the characteristics of the
TOPSIS method as a priority of risk prioritization [1].
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Figure 1. Research methodology of the study.

According to the risk management cycle [1], the first step aimed to identify the risks
of the construction of the CRCBPs. To this end, similarly to Khosravi et al. [5], a literature
review was carried out and the resulting list of identified risks was strengthened by the
application of a three-round Delphi survey method—already used for similar and recent
research works (e.g., [51]). Then, to assess the risks, two different risk assessment methods
were used in this study: (1) Qualitative and (2) quantitative.

The literature review confirms that in many previous studies (e.g., Khosravi et al. [5]),
two indicators, “impact rate” and “probability of occurrence” of risk, have been used
to assess risks in construction projects. Qualitative risk analysis is usually a quick and
cost-effective tool for prioritizing risks, and it forms the basis for quantitative risk analysis,
if needed. The output of this process can be the input to the quantitative risk analysis
process or, directly, the input of risk response planning [1]. In this work, qualitative risk
assessment has been used for evaluating risks and identifying CRFs. In particular, a
survey questionnaire was distributed among identified experts and used to determine the
importance of each identified risk. In fact, experts were asked to determine the importance
of each risk based on the probability of occurrence and the impact of risks on project
objectives (i.e., cost, time, and quality). Accordingly, 25 CRFs were identified.

However, some researchers have also emphasized the unreliability of the qualitative
assessment of risks [52]. One of the problems with using the probability–risk effect matrix
is that the importance of low-probability is that high-impact risks may be overlooked. Be-
cause of this approach, high-risk and low-impact risks are equated, which is not necessarily
the will of the decision maker. To overcome this problem, quantitative risk assessment
was applied to evaluate CRFs. Based on PMI [1], quantitative assessment is performed
on risks that have a high priority in qualitative assessment and can significantly affect
the project objectives. In this step, new criteria were identified and adopted for assessing
the importance of the identified CRFs (i.e., risk response criteria, risk management, influ-
encing the occurrence of other risks, accepting threat, risk detection, risk probability, and
vulnerability) (e.g., [48]).

TOPSIS was then performed for the quantitative prioritization of CRFs of CRCBPs. It
is worth noting that the use of TOPSIS is a greater advancement with respect to similar
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works [5,53] because it has been proved to work satisfactorily across different application
areas and industrial sectors with varying terms and subjects [54], and “although several
techniques have been combined or integrated with the classical TOPSIS, many other tech-
niques have not been investigated. These techniques make the classical TOPSIS more
representative and workable in handling practical and theoretical problems”. Stemming
from that recognized value of the TOPSIS method, in a series of studies. it has been empiri-
cally found to be better performing than other techniques, such as the Analytical Hierarchy
Process (e.g., [55]), under some contextual circumstances. With regard to the proposed
application, TOPSIS has been successfully used in works concerning the assessment of risks
in construction projects and it is the preferred method, rather than simple/probit/logit
regressions in risk analysis works [54]; this is due to its ability to fully use attribute informa-
tion, providing a cardinal ranking of alternatives, and not requiring attribute preferences
to be independent. Indeed, Gebrehiwet and Luo [56] recently adopted it for risk level
evaluation on a construction project lifecycle and found that the construction stage is the
most influenced by risk factors. Yet, Dandage et al. [57] used TOPSIS for reviewing the risk
categories that are predominant in international projects and ranked them according to
their effect on project success; they found political risks, technical risks, and design-related
risks as the most important.

Investing in construction projects in Iran is one of the most lucrative decisions, but
the lack of regular supervision in this sector has caused the people in the community to be
exposed to human and financial damage due to the quality of construction of buildings [58].
Iran’s economic problems, along with the country’s situation in the international arena, are
issues that foster project-related risks. In fact, political issues related to nuclear energy and
subsequent sanctions against Iran have led to an increase in Iran’s economic risk index in
recent years [11]. The growth of the economic risk index has undoubtedly reduced Iran’s
economic interactions with other parts of the world, which can increase the likelihood
of occurrence and severity of the impact of various other internal and external risks of
projects [59]. At the same time, building construction is one of the main problems in
developing countries today and because of rapid population growth, lack of financial
resources, land problems, lack of skilled manpower, and, most importantly, lack of proper
policy and planning, this issue has become critical [60]. In light of the above, construction
projects in Iran, as a developing country, are always associated with many risks and
uncertainties. Therefore, Iran was selected for this study to identify and evaluate the CRFs
of large and complex CRCBPs.

4.1. Delphi Survey Technique

The Delphi technique is often used for risk determination and screening before the
application of a MCDM method. The Delphi technique’s main goal is to obtain the most
reliable experts’ opinions through a series of structured questionnaires with controlled
feedback. For the selection of experts that were asked to respond to the Delphi question-
naires, one important rule is to prioritize the quality of experts over their quantity [50].
From that, participants of the Delphi survey are experts with solid knowledge and ex-
perience in the same subject, with time to participate in the research, and with effective
communication skills [61,62]. Regarding the number of involved experts, this is usually
less than 50, and often from 10 to 20 [62,63]. The survey also depends on a series of factors,
such as desired sample homogeneity, the Delphi goal, difficulty range, quality of decision,
ability of the research team, internal and external validity, time of data collection, available
resources, and the scope of the problem under study [63]. The study adopted a purposive
sampling technique in the selection of respondents, as done by other scholars for similar
research [51,62]. In this regard, 30 experts were selected among practitioners of CRCBPs
in Iran based on their level of knowledge and expertise in the field. In this regard, all
the experts in this study have experience in the construction of CRCBPs. The survey
was launched in May and June 2019. Table 1 shows the demographic data of the experts
participating in the Delphi process.
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Table 1. Specifications of interviewed experts.

Sample Features Code No. (%)

Age
<30 years 6 (20.0)

30–45 years 15 (50.0)
>45 years 9 (30.0)

Education
Bachelor’s degree 14 (46.7)
Master’s degree 11 (36.7)

PhD degree 5 (16.7)

Tenure in the construction sector
<10 years 9 (30.0)

10–20 years 8 (26.7)
>20 years 13 (43.3)

Field of activity
Public 2 (6.7)
Private 21 (70.0)

Both 7 (23.3)

Role
Client 8 (26.7)

Consultant 16 (53.3)
Contractor 6 (20.0)

Job Position

Architect 5 (16.7)
Director 3 (13.3)

Engineer—Civil, Electrical and Mechanical 7 (23.3)
General Manger—Procurement and Contracts 3 (10.0)

Project Manager 3 (10.0)
Senior Project Manager 4 (13.3)

Technical Director 4 (13.3)

In this study, 53 construction risks—classified into 14 categories—of CRCBPs were
identified based on a detailed and comprehensive literature review (e.g., [5,16,24,31,64]).
Table 2 outlines the risks affecting the objectives of CRCBPs and categorizes them into
internal and external risks as well as grouping them into 14 clusters at the second level (i.e.,
social, economic, political, legal, natural, technical, work force, investment, management,
safety, design, contract, market and environmental) and 53 risks at the third level. Because
of different uses in previous studies and because the risks of each project vary widely
depending on the environmental and social conditions, the present study uses past records
and library studies as well as interviews with reporters to design a comprehensive RBS
for CRCBPs.

The first stage of the Delphi questionnaire was developed based on the risks identified
from the literature. By collecting the Delphi first-round questionnaires and statistically
analyzing them, a small number of risks were eliminated, and new ones, such as tax
and toll risk, site access risk, and traffic permits risk, were added. In the second stage,
a questionnaire containing 67 risks of CRCBPs was sent to the experts. By reviewing
the results of the second round, a number of risks were removed, and a number of new
ones were added; 15 new risks were finally added. As a result, 82 risks were identified
as relevant for CRCBPs and were classified into 16 different groups. By distributing the
questionnaire based on the risks categorized in the third round, it was found that according
to the Delphi panel experts, all 82 identified risks can be considered as relevant for CRCBPs.
As it can be seen, 29 new risk factors were identified by the experts in three rounds of the
Delphi survey. The authors believe that the identification of this volume of new risks could
be due to several different reasons, including (i) the high volume of construction risks of
CRCBPs compared to the construction of other urban projects and (ii) the high volume of
construction project risks in developing countries compared to developed countries. Yet,
this huge addition of risk factors is in line with other similar works [16,24]. In each Delphi
round, the questionnaires were confirmed in terms of reliability and validity. Cronbach’s
alpha coefficient was used to evaluate reliability, while the content validity of Kendall’s
Coefficient of Concordance (W) was used to examine the degree of agreement (similarly
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to Sarvari et al. [51] and Khosravi et al. [5]). Kendall’s coefficient of concordance shows
(i) whether people who sorted items according to their importance used similar criteria
for their judgment with regard to these items and (ii) whether these people agree with
each other [65,66]. Kendall’s coefficient of concordance is calculated using the following
Formula (1).

W =
S

1
12 k2

(
N3 − N

) , (1)

Within this formula, K is the sum of all rankers (number of judges); N is the number
of ranked items; 1

12 k2
(

N3 − N
)

is the maximum value of the sum of squares of variations
from average Rj (which is equal to S in case of complete agreement between K judges);
S is the sum of squares of Rj variations minus the mean Rj (i.e., all ranks for an item).

From that, S is, therefore, calculated as follows: S = ∑
[

Rj − ∑ Rj
N

]2
. However, due to the

complexity and time-consuming calculations of the value of S, Kendall’s coefficient of
concordance is computed by the Statistical Packages for Social Sciences (SPSS) computer
software (similarly to other scholars [67–69]).

Table 2. Identified risks affecting the objectives of CRCBPs based on the review of the literature.

No.
Chapter RBS

Level 1
Group RBS

Level 2
Risk RBS

Level 3
References

R1

External

Social
Dissatisfaction [2,24,70]

R2 Sabotage [2,24,37,70,71]

R3

Economical

Exchange rate fluctuation [10,35,36,70]

R4 Inflation [8,37,56,64,70]

R5 Government economic policies [11,70,72]

R6

Political

Government policies [37,41,70,73]

R7 Foreign threats [8,11,49,70,74]

R8 Political events [12,70,71]

R9

Legal

Changes in law [8,11,70]

R10 Standards and requirements [3,35,48,70,71]

R11 Regional standards [10,33,64,70]

R12 Changing point view of government organization [12,36,70,72]

R13

Natural

Earthquake [12,33,64,70]

R14 Storm [11,35,49,70]

R15 Flood [8,36,70]

R16 Fire [37,41,70,73]

R17
Technical

Lack of documentation on the changes in project [3,36,70–72]

R18 Lack of acceptance changes control [11,24,56,70,74]
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Table 2. Cont.

No.
Chapter RBS

Level 1
Group RBS

Level 2
Risk RBS

Level 3
References

R19

Internal

Work force

Availability of skilled worker [3,36,56,70]

R20 Salary amount [10,24,64,70]

R21 Work standards and behavior [8,64,70]

R22 Skill efficiency [35,56,70,73]

R23 Unrealistic primary estimation [12,33,49,70]

R24

Investment

Lack of finance [3,11,64,70,71]

R25 Bankruptcy [35,36,56,70]

R26
Mismatch between demand and available

resources [24,33,70,72,74]

R27

Management

Client records and experience [12,33,49,70]

R28 Delay in land hand over [11,41,70]

R29 Poor coordination and management [3,10,24,33,70,73]

R30 Lack of using management methods [8,48,70]

R31

Safety

Building site safety [36,70,72]

R32 Hygiene [12,35,49,56,70]

R33 Environment [3,64,70–72]

R34

Design

Technical ability and authority of counselor [8,48,70]

R35 Inadequate geotechnical studies [24,33,35,70,73]

R36 Failure to identify underground factors [3,11,56,70,72]

R37 Workshop supervision [41,64,70]

R38 Incomplete plans [35,37,49,70]

R39 Poor technical characteristics [36,56,70,73,74]

R40

Contract

Contractor contract (listed, fixed) [8,36,70]

R41 Contractor policies to enter biddings [33,35,48,56,70,73]

R42 Incomplete duties, agreements, and contracts [10,41,70]

R43 Contractor claims [11,56,70,71,74]

R44 Legal claims [3,12,24,64,70,73]

R45

Market

Increasing work competition [32,36,70,72]

R46 Change in demand purchases [10,11,70]

R47 Facilitating sales and commercial marketing [35,70,71]

R48

Environmental

Adjacent building condition [64,70,74]

R49 Smoke, pollution, noise [37,48,70]

R50 Building workshop security [35,70,71]

R51 Historical condition [36,41,48,70]

R52 Historical buildings’ privacy space [8,11,70,73]

R53 Geographic and climatic condition [10,24,33,70]

4.2. Qualitative Risk Assessment

To identify CRFs of CRCBPs, a qualitative method of probability of occurrence and
impact of risks on project objectives (i.e., cost, time, and quality) was used. To do this,
a questionnaire, concerning the 82 identified risks, was developed. Based on this ques-
tionnaire, experts were asked to comment on the probability of occurrence and impact of
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each of the risks of CRCBPs based on a 5-point Likert scale measurement (very low, low,
medium, high and very high). The questionnaire used at this stage, like the Delphi stage,
was evaluated and approved in terms of content reliability and validity. Risk refers to the
number of expectations for that event to occur; in cases where the probability of occurrence
is random, it is only possible to rely on the opinion of experts [12]. The magnitude of
the impact of risk and the probability of occurrence are expressed by using descriptive
or numerical expressions. Unlike the probability of occurrence, which is one, the impact
of risk can have more than one effect; that is, it affects more than one project goal. In
preparing the questionnaire, an attempt was made to obtain more valid results by inserting
the structure of risk failure and determining the group of internal and external origins
of the risks. Yet, with the aim of prioritizing risks by using the risk failure structure and
calculating the effect of each risk, the score of each risk in the set of risk failure structure
can be determined. The intensity of the impact of each risk is obtained by multiplying
the probability of occurrence of each risk by the impact of the same risk on the project
objectives. Thus, at first an initial risk index is defined based on the criteria of probability
of occurrence and the effect of risk on project time, cost, and quality (Formula (2)).

PIR = ∑ (PIt) + (PIc) + (PIq), (2)

In this equation, PIR represents the initial risk index for each risk. Furthermore, ‘P’ is
the probability of occurrence of risk; ‘It’ is the impact of risk on project time; ‘Ic’ is the impact
of risk on project cost; and ‘Iq’ is the impact of risk on project quality. These indicators are
separately measured based on each expert’s opinion. To this end, according to Formula (3),
the arithmetic mean method is used to aggregate indicators and the aggregated initial risk
index is calculated for each of the risks.

APIR =
∑30

i=1(PIRi)

N
(3)

In this formula, the APIR represents the cumulative primary risk index for each of the
risks. ‘PIRi’ means initial risk index per risk for each specialist and ‘N’ is the total number
of experts; in this study, there are 30. Finally, by using this index, it is possible to rank the
risks qualitatively based on the severity of the impact of each risk.

4.3. Quantitative Risk Assessment

After evaluating and qualitatively prioritizing the risks, a quantitative evaluation is
performed for CRFs of CRCBPs. To do this, the TOPSIS technique was used as one of the
MCDM methods (Taylan et al., 2014). There are eight steps of the TOPSIS technique, based
on Hwang and Yoon [75]: (i) setting risk assessment criteria; (ii) adjusting the decision
matrix based on the prepared questionnaires; (iii) converting the decision matrix into
a scaleless matrix; (iv) creating a weightless scale matrix; (v) identifying positive and
negative ideal solutions; (vi) calculating the relative distance through the ideal positive
and negative solutions; (vii) determining the relative proximity to each alternative; and
(viii) determining the most important and least significant risks based on the proximity
obtained. In this study, quantitative evaluation of CRFs has been done based on the same
steps. In addition, the calculations related to the TOPSIS method were done using Microsoft
Excel Office software.

In particular, to identify the risk assessment criteria, the results of the research of Draji
Jahromi et al. [48]—which was performed to evaluate the risk assessment criteria—were
used. Thus, seven risk assessment criteria were selected to evaluate CRFs of CRCBPs.
These criteria are (i) risk response criteria, (ii) risk management, (iii) influencing the
occurrence of other risks, (iv) accepting threat, (v) risk detection, (vi) risk probability, and
(vii) vulnerability. Risks iii, iv, and vii were considered as criteria with a negative effect on
risk assessment, while risks i, ii, v, and vi were considered as criteria with a positive effect
on risk assessment.
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The questionnaire at this stage was developed based on seven criteria and 25 CRFs
of CRCBPs, based on which the results of the decision matrix will be formed. In this
questionnaire, the importance of each risk was measured based on the criteria evaluated
using a 9-point Likert scale measurement, so that 1 indicates very low importance and 9
indicates extremely high importance.

5. Calculation Results

5.1. Results of Delphi Survey

The risk identification step aimed to record the details of the uncertainties before the
occurrence of risks. In the present study, after identifying the various risks of CRCBPs
based on the study of research literature (e.g., [5,16,24,31,64,70,76]), the relevance of the
identified risks was evaluated and monitored. Finally, based on three rounds of the Delphi
technique, 82 risks of CRCBPs were identified and recorded; see Tables 3 and 4, respectively,
for internal and external risks.

The agreement of experts in the Delphi method was investigated using Kendall’s
coefficient of concordance (W); the experts rank several categories based on their impor-
tance in a similar manner by using, essentially, the same judgment criteria of importance
for each category. This Kendall’s coefficient of concordance has a range from zero to one,
indicating the degree of consensus between individuals (with W > 0.9 indicating very
strong consensus; W > 0.7 strong consensus; W = 0.5 average consensus; W = 0.3 weak
consensus and W = 0.1 very weak consensus). Furthermore, the significance of W is not
enough for stopping the Delphi panel since for panels with more than 10 members, even
small values of W are sometimes significant [65,66]. In this study, Kendall’s coefficient of
concordance was computed using SPSS computer software. According to the calculations,
Kendall’s concordance coefficient of the current study was equal to W = 0.734, which
indicates a strong consensus and favorable agreement between respondents in identifying
risks. The results of calculating the Kendall’s coefficient of concordance are reported in
Table 5. In addition, based on Formula (1) the value of W has been provided.

W =
S

1
12 k2

(
N3 − N

) =
∑
[

Rj − ∑ Rj
N

]2

1
12 k2

(
N3 − N

) =
11092347

1
12 (30)2

(
(82)3 − 82

) =
30182908
41121128

= 0.734

Table 3. The identified risks of CRCBPs based on literature review and the Delphi survey technique—
internal risks.

Code Social Risks

R1 General dissatisfaction with the project’s location
R2 Sabotage
R3 Cultural difference between people
R4 Regional and ethnic limitations

Code Economic Risks

R5 Exchange rate fluctuation
R6 Inflation fluctuation

R7 Bank interest fluctuation
R8 Change in duties of imported equipment
R9 Law changes and economic policies of materials

Code Political Risks

R10 Government internal policies contradiction
R11 Foreign threats
R12 Inappropriate work relation of government organizations
R13 Government instability
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Table 3. Cont.

Code Legal Risks

R14 Changes in law
R15 Changes in binding legal obligations in contracts
R16 Regional standard changes (firefighting-master plans, etc.)

Code Accident Risks

R17 Natural disasters (flood—earthquake, etc.)
R18 Sewage and water network unexpected accidents
R19 Annual change in weather
R20 Electrical distribution network unexpected accident

Code Market Risks

R21 Mismatching spaces with customer needs
R22 Public’s lack of interest
R23 Increased work competition around project area
R24 Changes in demand for the purchase of spaces with different uses
R25 Facilitate sales and marketing conditions for specific user spaces

Code Work force Risks

R26 Access to skilled worker
R27 Changes in the legal obligations of contracts
R28 Behaviour, standards, work commitment
R29 Mismatch of job referrals to personnel with related specialized skills

Code Investment Risks

R30 Unrealistic primary estimation
R31 Inappropriate finance
R32 Lack of on time finance
R33 Bankruptcy
R34 Mismatch between demand and available resources

Table 4. The identified risks of CRCBPs based on literature review and the Delphi survey technique—
external risks.

Code Management Risks

R35 Previous employer-related experience and background
R36 Site unavailability and delay in delivery of land to the presenter
R37 Unauthorized allocation of funds at various stages
R38 Lack of realistic goals
R39 Poor coordination and management

Code Project communication Risks

R40 Lack of using appropriate methods in workshop management
R41 Lack of proper organizational coordination
R42 Project staff crisis in different units
R43 Assigning responsibility of units to a third party
R44 Lack of qualified consultant
R45 Incomplete plan

Code Design Risks

R46 Poor technical specifications
R47 Mismatch of layout with site location
R48 Inaccuracies in realistic calculations and estimates
R49 Non-compliance with design codes
R50 Lack of maintenance period in designing process
R51 Lack of a specific contract with contractors
R52 Contractor’s claim
R53 Lack of coordination between the design process and manufacturing technology
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Table 4. Cont.

Code Construction Risks

R54 Claims

R55
Lack of timely completion of geotechnical studies and identification of underground
factors

R56 Delays in construction
R57 Poor quality of workshop supervision
R58 Incomplete description of tasks in contracts
R59 Failure to complete work items in anticipated times

Code Timetable Risks

R60 Mismatching physical progress with the comprehensive project schedule
R61 Delay in project duration due to lack of parallel work
R62 Delay in completion of the project
R63 Increase in exploitation costs
R64 Increase in maintenance cost
R65 Inappropriate pricing of saleable spaces
R66 Lack of proper internal zoning of spaces in the business centre

Code Exploitation Risks

R67 Luxury businesses in the vicinity of ordinary businesses
R68 Poor wide advertising
R69 Ignorance of security and safety protocol
R70 Lack of crisis management in CRCBPs
R71 Lack of specific instructions in case of unexpected events
R72 Lack of maintenance team stationed in the CRCBs
R73 Adjacent building condition
R74 Historical conditions

Code Environmental Risks

R75 Traffic permits
R76 Privacy of monuments in the area
R77 Workshop security in terms of side access

Code Logistics Risks

R78 Timely supply of materials
R79 Supply of materials according to technical specifications
R80 Predicting spare parts for emergency repairs and installations
R81 Lack of instructions for ordering goods and services
R82 Lack of instructions for ordering items in project warehouse

Table 5. Results of Kendall’s coefficient of concordance analysis using SPSS software version 25.

N Kendall’s (W) a Chi-Square df Asymp. Sig. Result

30 0.734 1784.082 81 0 strong consensus
a Kendall’s Coefficient of Concordance.

5.2. Calculation and Results of Qualitative Risk Assessment

The importance and severity of each risk depend on the probability of occurrence
and the effect of that risk. Hence, a qualitative evaluation is adopted based on these two
dimensions. In particular, qualitative ranking is determined according to the source of risk
by using the risk failure structure [12]. The severity of each risk’s impact is calculated by
using the probability of occurrence for each risk and its impact on the objectives. After
calculating the PI values, the importance of each area of the risk failure structure can be
calculated as the sum of the PI values. In the present study, in order to qualitatively rank
the risks—by calculating the probability of occurrence and the effect of risk on the main
objectives of the project (i.e., time, cost, and quality) with the same weight—qualitative
risk rating has been performed. In order to achieve the desired result, the Primary Risk
Index (PIR) is calculated after determining the probability of occurrence of each risk and
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each risk’s impact on the time, cost, and quality of the project. It is worth mentioning that
the above index is calculated separately based on the presentation of each expert. PIR1
to PIR30 is then determined for each of the 82 risks. The aggregated risk index will then
be calculated for each of the risks. By calculating the PIR of all risks, the APIR value is
calculated, and the final ranking is provided. Table 6 shows the overall PIR and APIR
results of the risks and the degree of rating of each risk based on the probability and effect
method. According to the results of the qualitative evaluation stage, risks with an APIR
value of 0.6 and above were identified as CRFs. Thus, a total of 25 risks were identified as
CRFs of CRCBPs that will be quantitatively analyzed.

Table 6. PRI and APRI results of qualitative risk evaluation.

Code ∑PRI Sample Size APRI Risk Ranking Code ∑PRI Sample Size APRI Risk Ranking

R1 6.30 28 0.225 67 R42 10.22 28 0.365 49
R2 8.26 28 0.295 58 R43 8.32 28 0.297 55
R3 3.48 28 0.124 81 R44 23 44 28 0.837 7
R4 4.18 28 0.149 79 R45 17.22 28 0.611 23
R5 46.36 28 1.655 1 R46 17.04 28 0.608 24
R6 25.23 28 1.615 2 R47 12.62 28 0.455 39
R7 14.44 28 0.872 6 R48 14.90 28 0.532 30
R8 18.92 28 0.675 18 R49 7.84 28 0.280 60
R9 17.76 28 0.634 21 R50 8.64 28 0.308 53
R10 13.67 28 0.488 35 R51 15.14 28 0.540 29
R11 24.49 28 0.874 5 R52 24.98 28 0.892 4
R12 11.68 28 0.417 46 R53 13.44 28 0.480 37
R13 10.20 28 0.346 50 R54 12.50 28 0.446 42
R14 12.38 28 0.442 43 R55 11.02 28 0.393 48
R15 8.28 28 0.295 57 R56 20.26 28 0.723 13
R16 19.58 28 0.699 14 R57 16.36 28 0.580 26
R17 13.50 28 0.482 36 R58 9.10 28 0.325 52
R18 2.28 28 0.081 82 R59 16.90 28 0.603 25
R19 7.86 28 0.280 59 R60 13.14 28 0.469 38
R20 3.80 28 0.135 80 R61 13.54 28 0.447 41
R21 6.74 28 0.240 65 R62 16.24 28 0.580 27
R22 6.57 28 0.234 66 R63 4.58 28 0.163 75
R23 7.42 28 0.265 62 R64 5.42 28 0.193 71
R24 4.52 28 0.161 77 R65 5.34 28 0.190 72
R25 4.56 28 0.162 76 R66 5.61 28 0.200 70
R26 25.02 28 0.893 3 R67 4.58 28 0.163 75
R27 19.54 28 0.697 15 R68 4.24 28 0.151 78
R28 14.01 28 0.500 33 R69 5.24 28 0.187 73
R29 20.72 28 0.740 11 R70 5.98 28 0.213 68
R30 22.66 28 0.809 9 R71 7.00 28 0.253 63
R31 18.21 28 0.647 20 R72 7.02 28 0.250 64
R32 18.72 28 0.668 19 R73 21.84 28 0.780 10
R33 17.36 28 0.620 22 R74 8.52 28 0.304 54
R34 19.44 28 0.694 16 R75 22.82 28 0.815 8
R35 20.72 28 0.694 16 R76 5.80 28 0.207 69
R36 13.72 28 0.490 34 R77 12.80 28 0.431 45
R37 11.04 28 0.390 47 R78 15.36 28 0.548 28
R38 7.47 28 0.266 61 R79 12.34 28 0.440 44
R39 14.10 28 0.503 32 R80 8.32 28 0.297 56
R40 19.08 28 0.681 17 R81 9.47 28 0.338 51
R41 12.62 28 0.450 40 R82 14.20 28 0.507 31
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5.3. Calculation and Results of Quantitative Risk Assessment

To determine the final priority of the identified CRFs, first the decision matrix should
be formed based on the evaluation criteria and using the TOPSIS technique. Then, the
normal matrix is extracted and the relative proximity of each option to the solution
is determined.

The first step in the TOPSIS technique is the formation of a decision matrix, which is
prepared by gathering the opinions of experts through a decision matrix questionnaire.
This matrix is needed for evaluating the importance of risks based on criteria. Table A1
(Appendix A) shows the results of the questionnaires collected from 30 experts. Normal-
ization is the second step in solving all MCDM techniques based on the decision matrix.
In the present study, normalization is performed by the vector method, which results in
normalization according to Table A2. In the TOPSIS method, to create a normal matrix, the
weight of each criterion is multiplied by all the numbers below each of the same criteria.
Accordingly, the weight of the proposed criteria is according to Table A3. After applying in
the normal matrix, the normal matrix will be in accordance with Table A4.

In order to determine the risk rating, the relative proximity of each option to the ideal
solution must be extracted. The Euclidean distance of each option from the positive and
negative ideals was calculated, and the positive and negative ideals of each criterion were
calculated according to Table A5. Formula (6) is also used to calculate the relative proximity
of each option to the ideal solution. Finally, the rating of each risk is determined based on
Confidence Interval (CL), which is a number between one and zero. The closer this value is
to one, the higher the risk priority; conversely, the closer the value is to zero, the lower the
risk significance. Table 7 shows the final results of the CRFs ranking of CRCBPs using the
TOPSIS method.

d+
i =

√
∑n

j=1

(
vij − v+

j

)2
(4)

d−
i =

√
∑n

j=1

(
vij − v−

j

)2
(5)

CL+
1 =

d−
1

d−
i + d+

i
(6)

Table 7. Prioritization of CRFs of CRCBPs using the TOPSIS method.

Code d+ d− CL Final Rank Code d+ d− CL Final Rank

CRF1 008/0 047/0 852/0 2 CRF14 019/0 036/0 657/0 6
CRF2 020/0 035/0 640/0 8 CRF15 039/0 016/0 286/0 22
CRF3 018/0 038/0 678/0 5 CRF16 032/0 022/0 416/0 18
CRF4 026/0 028/0 519/0 12 CRF17 042/0 014/0 256/0 23
CRF5 006/0 050/0 895/0 1 CRF18 028/0 026/0 483/0 15
CRF6 011/0 044/0 795/0 3 CRF19 027/0 027/0 495/0 14
CRF7 025/0 030/0 549/0 9 CRF20 027/0 027/0 502/0 13
CRF8 018/0 038/0 681/0 4 CRF21 037/0 018/0 331/0 21
CRF9 029/0 025/0 457/0 17 CRF22 028/0 031/0 528/0 11
CRF10 019/0 036/0 650/0 7 CRF23 047/0 007/0 128/0 24
CRF11 036/0 021/0 346/0 20 CRF24 053/0 000/0 000/0 25
CRF12 025/0 030/0 548/0 10 CRF25 032/0 022/0 407/0 19
CRF13 030/0 025/0 459/0 16

Results shown in Table 7 highlight that the five CRFs with the highest importance
for CRCBPs are (1) the risk of external threats due to international factors (with a relative
distance of 0.895), (2) exchange rate fluctuations and changes (with a relative distance
of 0.852), (3) bank interest rate fluctuations (with a relative distance of 0.795), (4) traffic
licenses (with a relative distance of 0.681), and (5) access to skilled labor (with a relative
distance of 0.678).
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6. Discussions and Conclusions

What are the most severe risks in commercial and recreational complex building projects
(CRCBPs)? This is the question at the center of the presented study, and results of the
quantitative step (see Table 7) showed that the 10 most important CRFs of CRCBPs
are (i) threats from international relations, (ii) exchange rate fluctuations and changes,
(iii) bank interest rate fluctuations, (iv) traffic licenses, (v) access to skilled labor,
(vi) changes in regional regulations, (vii) the condition of adjacent buildings, (viii) fluctua-
tions and changes in inflation rates, (ix) failure to select a suitable and qualified advisor,
and (x) previous experiences and records related to the employer.

The results of the current study are partly aligned with those of some previous scholars
interested in identifying and ranking CRFs in construction projects, even if not specifically
considering CRCBPs. For example, [10] reported that construction project risk indicators
are mainly related to changes in domestic and international situations and the efficiency of a
country’s economics/workforce/construction characteristics/consultative and contractual
services. Yet, Hatefi and Mohseni [73] also ranked the CRFs as high in relation to initial price
fluctuations, rising inflation, exchange rate fluctuations, bank interest rate fluctuations,
tax increases, and the uncertainty of fiscal policies. Results are slightly in contrast to
Dey [74] who, by evaluating project risks using a MCDM method, identified that also risks
connected with government bonds and equipment suppliers and technology selection have
a high priority in construction projects (not ranked high in the proposed study).

With regard to CRCBPs, the produced results extend the contributions by Chen and
Khumpaisal [35] and by Tamošaitienė et al. [12], who identified risks for CRCBPs without,
however, providing their prioritization. Yet, when considering prior studies that identified
and prioritized CRFs of CRCBPs, results of the proposed work are partly in accord; indeed,
with regard to Comu et al. [17], this is despite ‘exchange rate and inflation rate fluctuations’
and ‘political instability’ not being included with other CRFs ranked as important in the
proposed work (e.g., traffic licenses, access to skilled labor, changes in regional regulations,
etc.). Differences in these findings can come from the different economic, social, and
cultural contexts, as well as from the different features of the samples involved. Indeed,
respondents for the proposed contribution are more experienced, they come from distinct
stakeholders’ categories (clients and consultants have been included), and they are more
heterogeneous in terms of field of specialty. These individual differences, according to
the literature [77], can lead to different perceptions and, as a consequence, to distinct
prioritization of categories. Yet, project risks can also vary from time to time depending on
the progress level of the project [78], and this is more important for financial risks, such as
the exchange rate instabilities, which can occur suddenly due to unforeseen factors [79],
most of which are often external ones.

If looking at risks identified and prioritized for megaprojects that have some paral-
lelism with CRCBPs [80], results are slightly in contrast. Indeed, Cheng and Darsa [27]
found that the most important risk factors in the Ethiopian context are ‘change order’,
‘corruption/bribery’, and ‘delay in payment’, while Chattapadhyay et al. [29] found that the
most severe risks are delay in obtaining traffic regulation orders, inappropriate equipment,
political and legal issues, political instability, government intervention, regulatory confir-
mation and regulation order delays, and wrong engineering designs. Obviously, these
differences can be associated to the usual distinct nature of megaprojects and CRCBPS,
mainly public and private, respectively [81].

Among the ten identified risks, some were external risks of CRCBPs while others
were internal risks. However, all the identified risks have significant effects on project
development in the setting of developed or developing countries. As expected, given the
timing of the investigation into sanctions and severe economic problems in Iran, the most
important CRFs were in the economic risk group. Sanctions imposed on Iran have reduced
liquidity and increased inflation, which is reflected on the price of equipment and materials.
Therefore, factors, such as exchange rate fluctuations and inflation, followed by changes in
bank interest rates, certainly cause serious uncertainties in CRCBPs projects. The reason
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can be found in the fact that most of the mechanical, electrical, and even construction
materials and equipment of these projects in Iran are supplied through imports from
industrialized countries. Consequently, the cost of manufacturing CRCBPs in Iran is
directly related to exchange rate fluctuations. Furthermore, the procurement of these
projects is often faced with problems and therefore this issue causes negative effects during
the implementation of the project and the construction of CRCBPs in Iran is always delayed.
Given that such projects have a certain delicacy at the joining stage, the need for skilled and
experienced labor is a condition for achieving the desired work. This is why, in Iran, the
main experience of the staff is in uniform construction items and the need for training in
this field is strongly felt. This is also evident in the installation of mechanical and electronic
equipment. Yet, the increase in the exchange rate has made it practically impossible for
public and private employers to employ non-Iranian specialized forces in the construction
of CRCBPs, basically because the import of technical and engineering services in this
situation will greatly affect the cost of manufacturing CRCBPs. Regarding the risk of
the contractor’s claim, acknowledging that economic problems will definitely lead to a
reduction in the contractors’ profit margins, various claims will therefore follow. The result
of this issue will not only affect the executive affairs and the quality of the finished product
but will also cause legal problems and difficulties for all parties.

The present study was conducted to identify and evaluate CRFs of CRCBPs, using a
MCDM method, and identify the most severe ones. For this purpose, based on a careful
study of the research literature and the implementation of the Delphi method, 82 risks of
CRCBPs were identified and ranked; then, they were empirically analyzed through the
TOPSIS method. Results showed that the most severe risks for CRCBPs are (1) the risk of
external threats due to international factors, (2) exchange rate fluctuations and changes,
(3) bank interest rate fluctuations, (4) traffic licenses, and (5) access to skilled labor.

In terms of theoretical implications, when considering similar works that prioritized
CRFs of CRCBPs, the proposed contribution overcomes their main limitation in having
considered just a small sample of risks to be assessed; see Comu et al. [17] who included
only 21 risks, a small amount compared to the 82 risks included in this study. If considering
results of this and prior studies on CRFs of CRCBPs, it can be stated that external risks,
such as the exchange rate and inflation rate fluctuations and political instability, are the
most severe. However, from the identified differences compared with prior literature,
it can be put forward that the economic, social, and cultural contexts of the study and
the socio-demographic/personality features of the sample involved are pivotal for the
identification and prioritization of CRFs. This undermines the generalizability of results.
Yet, this study also underlines the importance of considering the stage of the project life
cycle [82] for which risks are assessed. The influence of different groups of identified
risks cannot be separately studied in some phases of the CRCBPs. As an example, in
the ‘management’ category of risks, individual identified risk factors can be important at
different or for multiple phases of the CRCBPs’ life cycle. This is very clear in the risk factor
‘site unavailability and delay in delivery of land to the presenter’, which has a significantly
higher importance during the first phases of the CRCBPs compared to later phases. In
contrast, a risk factor such as ‘poor coordination and management’ can be important in
all CRCBPs’ phases (e.g., design and engineering, and procurement and construction).
This means that practitioners should aim to mitigate single risks that are more likely to
occur in each phase of the CRCBPs’ life cycle (but are not exclusive to that phase), while
controlling the evolution of risks and their effects on project performance, even if the project
is passed the phase during which these risks are expected to manifest. This can be done,
for example, by the use of the real options method or a scenario-based approach [83]. In
summary, the external and internal conditions of CRCBPs may vary significantly, resulting
in the appearance of risks that were thought to be unlikely to occur. As a result, scholars
interested in risk management should pay a great deal of attention to risks and changes in
the internal and external environment of the project and be prepared for manifestation of
such risk factors.
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In terms of practical implications, it is worth noting that a number of external risks,
such as fluctuations in currency exchange rates, changes in inflation rate, foreign threats
due to international relations, and fluctuations of banking interest rates, are outside of
the power of CRCBPs’ managers while also having a large impact—especially on the
project’s conceptual planning and feasibility study’s life cycle. Indeed, the presence of
these economic and financial risks during the initial phases of the project can result in
CRCBPs’ decision makers abandoning the project before significant investments are made.
Alternatively, decision makers can try implementing projects in countries and/or during
periods of stable exchange rates that can facilitate the fulfillment of project objectives.
Another practical strategy to reduce these risks is to insure CRCBPs’ against possible
economic and financial risks. The cost of such insurance is even more financially acceptable
if investors in CRCBPs also have significant investments in other projects. The increase
in the number of projects in the investors’ portfolio allows them to control investments
with different levels of risk manifestation and can reduce the risk of overall failure in
practice. However, insurance protection is not possible for risks such as traffic permits
and the condition of adjacent buildings, which are always outside a project management
team’s control. If such risks are verified, they can result in significant delays in CRCBPs (or
undermine their fruition), and therefore decrease the overall value of the CRCBPs. In such
a case, CRCBPs’ decision makers must choose to either continue with the project while
attempting to maintain economic and financial equilibrium or liquidate the project if the
cost of these risks can reach or exceed the planned return on investments.

Finally, the risks of lack of access to skilled labor, lack of qualified consultants, and
unrealistic preliminary estimation can also have significant effects, similar to the previously
discussed risks, by delaying the execution of the CRCBPs while also undermining risk man-
agement and coordination efforts. However, since these risks are related to processes actively
controlled by CRCBPs’ management, their direct control is possible. For instance, the lack of
access to resources or qualified consultants can often be resolved through human resource
agencies, headhunters, or other qualified players capable of identifying and delivering suit-
able employees and consultants for participation in CRCBPs. Similarly, simple solutions are
possible for unrealistic primary estimation, including conducting suitable feasibility studies
on the CRCBPs. Furthermore, using skilled labor and qualified consultants can help minimize
the forecasted mistakes and problems in the project’s progress.

There are few limitations to this study. Despite the fact that the categories of identified
risks overlap with the ones identified in the extensive and recent review on construction
risks by Siraj et al. [70], all the risks identified by these scholars (i.e., 571) have not been
included in our survey due to the: (i) Lack of a complete list of these risks (authors just pro-
pose a sample of 10 risks for each category), and (ii) methodological difficulty in proposing
a related lengthy questionnaire for the ranking of risks. Always with regard to the method
adopted, i.e., the Delphi technique, it has inner reliability and validity limits. In particular,
considering the reliability problem of the Delphi study (i.e., two or more different groups
of experts can lead to different results even if facing the same questions/phenomena);
and the criteria for qualitative studies—i.e., truthfulness, applicability, consistency and
confirmability—were followed to ensure that credible interpretations of the findings are
produced [84]. These criteria are based on the following issues; however, as Keeney
et al. [85] stated, following these criteria cannot totally limit the involvement of different
panels that may lead to obtaining the same results. Despite that, results emerging from
the Delphi study can be considered reliable, in as much as the best (in terms of knowledge
and expertise) possible panelists are involved. With regard to the validity problem (i.e.,
whether the produced results are the right expression of the investigated phenomena), the
involvement of a respondent with great knowledge in the field is the most used approach
within the technique [85] and this solves also the problem of convergence of opinions
that can occur over three rounds of the Delphi technique. However, it is true that this
study involved a small number of experts, even though their expertise was in line with the
study’s aims and that this number is similar to works in the same field adopting the Delphi
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method [15]. Future studies should increase the validity of the results through interviewing
a larger group of experts, at least around 50, or expanding their scope to that of other
developing countries. Additionally, comparing the results of similar studies conducted
in developed countries to that of developing countries could lead to interesting results.
Furthermore, the socio-demographic characteristics of the experts participating in the initial
phase of identifying risks of CRCBPs can play a role through their opinions regarding
the existence and/or importance of certain risk factors. Therefore, an interesting future
prospect will be to carry out future quantitative studies based on Upper Echelons Theory
literature [77,86], regarding the effects of socio-demographic characteristics and/or other
psychological variables on definition and evaluation of CRCBPs’ risks at the individual
and group levels. Another main limitation of this study is the adoption of the TOPSIS
method. Indeed, as well accounted by Madi et al. [87], TOPSIS uses crisp information that
is impractical in many real-world situations (e.g., human judgements are often vague and
cannot estimate preferences in exact numerical form). Yet, TOPSIS suffers from the rank
reversal problem that is related to the change in the ranking of alternatives when a criterion
or an alternative is added or dropped; yet, since TOPSIS uses Euclidean distance (that does
not consider correlations), results are affected due to information overlap [88]. To try to
overcome this limitation, future research is encouraged to combine MCDM techniques [89].
Another solution is to adopt established developments of the TOPSIS method, such as
fuzzy TOPSIS; the sets can be used to express preferences using linguistic variables [90].
The adoption of this more sophisticated technique can help also to overcome the limitation
of this study having been based on a MCDM approach; indeed, the fuzzy set theory has
led to a new decision theory, known today as fuzzy MCDM where decision-maker models
are able to deal with incomplete and uncertain knowledge and information [91].
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Appendix A

Table A1. Decision matrix based on the results of the collected questionnaires.

Code Risks

Vulnerability
(−)

Probability of
Occurrence of

Risk
(−)

Risk
Detection

(+)

Accepting
Threat

(−)

Impact on the
Occurrence of
Other Risks

(−)

Risk Manage-
ability

(+)

Risk
Response

(+)

C1 C2 C3 C4 C5 C6 C7

CRF1 Exchange rate fluctuation 1/333 1/625 6/375 2/25 2/5 4/625 4/25
CRF2 Inflation fluctuation 2/667 2/375 6 4 3/625 4 3/875
CRF3 Access to skilled worker 4/167 3/875 4/625 2/25 4/875 4/5 4
CRF4 Contractor’s claim 4/5 3/625 4/75 4/125 4/875 3/5 3/625
CRF5 Foreign threats 2/667 2/25 5/375 1/375 2/625 5/625 5
CRF6 Bank interest fluctuation 2/167 3/5 4/875 2/25 2/25 5 5/375

CRF7
Lack of qualified

consultant 1/833 3/375 5/125 4/125 5/25 3/375 3/25

CRF8 Traffic permits 2/333 1/375 4/625 3/75 3 4/125 3/625

CRF9
Unrealistic primary

estimation 4/167 4/75 3/875 4/625 4/875 3/75 3/625

CRF10
Adjacent building

condition 3/333 3 5 3/375 5/375 4/625 4/375
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Table A1. Cont.

Code Risks

Vulnerability
(−)

Probability of
Occurrence of

Risk
(−)

Risk
Detection

(+)

Accepting
Threat

(−)

Impact on the
Occurrence of
Other Risks

(−)

Risk Manage-
ability

(+)

Risk
Response

(+)

C1 C2 C3 C4 C5 C6 C7

CRF11

Mismatch of job referrals
to personnel with related

specialized skills
5/833 5/625 4/25 5/5 5/75 4 4/125

CRF12

Previous employer-related
experience and

background
4/667 4/625 5 4 4/25 4/25 4/5

CRF13 Delays in construction 5 4/375 4/125 4/75 4/25 4/125 3/75

CRF14

Regional standard
changes

(firefighting-master
plans, etc.)

4/5 3/5 5/25 3/25 4 4/625 4/625

CRF15
Changes in the legal

obligations of contracts 5/633 5/5 3/375 5/75 6 3 3/625

CRF16

Mismatch between
demand and

available resources
5/167 4/625 4 4/875 4/375 3/375 3

CRF17

Lack of using appropriate
methods in workshop

management
6/167 5/865 3/375 6/125 6/75 3/25 3/625

CRF18
Change in duties of

imported equipment 4/5 4/125 4/625 4/5 4/625 3/5 3/875

CRF19 Lack of on time finance 4/167 4 5/25 4/25 5 3/25 3/5
CRF20 Inappropriate finance 4/167 4 4/625 4 5/625 3/375 3/5

CRF21

Law changes and
economic policies

of materials
5/633 5/5 3/5 4/875 6/25 2/75 3/125

CRF22 Bankruptcy 4/833 5/875 3 3/875 3/5 4/875 4
CRF23 Incomplete plan 6/333 6/125 2 6/375 6/625 2/125 1/625

CRF24
Poor technical
specifications 6/5 6/375 1/75 7/25 7 1/375 1/125

CRF25
Failure to complete work
items in anticipated times 5 4/75 4/25 5 5 3/625 3

Table A2. Normalized decision matrix based on the results of the collected questionnaires.

Risks
− − + − − + +

C1 C2 C3 C4 C5 C6 C7

CRF1 0/0590 0/074 0/284 0/101 0/101 0/238 0/225
CRF2 0/118 0/108 0/267 0/179 0/147 0/205 0/205
CRF3 0/184 0/176 0/206 0/101 0/197 0/231 0/211
CRF4 0/199 0/165 0/212 0/185 0/197 0/180 0/192
CRF5 0/118 0/102 0/239 0/062 0/106 0/289 0/264
CRF6 0/096 0/159 0/217 0/101 0/091 0/257 0/284
CRF7 0/081 0/153 0/228 0/185 0/212 0/173 0/172
CRF8 0/103 0/063 0/206 0/168 0/121 0/212 0/192
CRF9 0/184 0/216 0/173 0/207 0/197 0/193 0/192
CRF10 0/148 0/136 0/223 0/151 0/217 0/228 0/231
CRF11 0/258 0/256 0/189 0/246 0/233 0/205 0/218
CRF12 0/207 0/210 0/223 0/179 0/172 0/218 0/238
CRF13 0/221 0/199 0/184 0/213 0/212 0/212 0/198
CRF14 0/199 0/159 0/234 0/145 0/162 0/238 0/244
CRF15 0/249 0/250 0/150 0/257 0/243 0/154 0/192
CRF16 0/229 0/210 0/178 0/218 0/177 0/173 0/158
CRF17 0/273 0/267 0/150 0/274 0/273 0/167 0/192
CRF18 0/199 0/188 0/206 0/201 0/187 0/180 0/205
CRF19 0/184 0/182 0/234 0/190 0/202 0/167 0/185
CRF20 0/184 0/182 0/206 0/179 0/228 0/173 0/185
CRF21 0/249 0/25 0/156 0/218 0/253 0/141 0/165
CRF22 0/214 0/267 0/134 0/173 0/142 1/250 0/211
CRF23 0/280 0/279 0/089 0/285 0/268 0/109 0/086
CRF24 0/288 0/290 0/078 0/325 0/283 0/071 0/059
CRF25 0/221 0/216 0/189 0/224 0/202 0/186 0/158
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Table A3. Weight of criteria.

Criteria C1 C2 C3 C4 C5 C6 C7

wj 0/0633 0/089 0/0544 0/135 0/08 0/1 0/053

Table A4. Harmonic decision matrix.

Risks
(−) (−) (+) (−) (−) (+) (+)

C1 C2 C3 C4 C5 C6 C7

CRF1 0/004 0/007 0/015 0/014 0/008 0/024 0/012
CRF2 0/007 0/010 0/015 0/024 0/012 0/021 0/011
CRF3 0/012 0/016 0/011 0/014 0/016 0/023 0/011
CRF4 0/013 0/015 0/012 0/025 0/016 0/018 0/010
CRF5 0/007 0/009 0/013 0/008 0/008 0/029 0/014
CRF6 0/006 0/014 0/012 0/014 0/007 0/026 0/015
CRF7 0/005 0/014 0/012 0/025 0/017 0/017 0/009
CRF8 0/007 0/006 0/011 0/023 0/010 0/021 0/010
CRF9 0/012 0/019 0/009 0/028 0/016 0/019 0/010
CRF10 0/009 0/012 0/012 0/020 0/017 0/024 0/012
CRF11 0/016 0/023 0/010 0/023 0/019 0/021 0/012
CRF12 0/013 0/019 0/012 0/024 0/014 0/022 0/013
CRF13 0/014 0/018 0/010 0/029 0/017 0/021 0/011
CRF14 0/013 0/014 0/013 0/020 0/013 0/024 0/013
CRF15 0/016 0/022 0/008 0/035 0/019 0/015 0/010
CRF16 0/014 0/019 0/010 0/029 0/014 0/017 0/008
CRF17 0/017 0/024 0/008 0/037 0/022 0/017 0/010
CRF18 0/013 0/017 0/011 0/027 0/015 0/018 0/011
CRF19 0/012 0/016 0/013 0/026 0/016 0/017 0/010
CRF20 0/012 0/016 0/011 0/024 0/018 0/017 0/010
CRF21 0/016 0/022 0/008 0/029 0/020 0/014 0/009
CRF22 0/014 0/024 0/007 0/023 0/011 0/025 0/011
CRF23 0/018 0/025 0/005 0/038 0/021 0/011 0/005
CRF24 0/018 0/026 0/004 0/044 0/023 0/007 0/002
CRF25 0/014 0/019 0/010 0/030 0/016 0/019 0/008

Table A5. Positive and negative ideals of each creation.

Positive and
Negative Ideals

(−) (−) (+) (−) (−) (+) (+)

C1 C2 C3 C4 C5 C6 C7

A+ 0/004 0/006 0/015 0/008 0/007 0/029 0/015

A− 0/018 0/026 0/004 0/044 0/023 0/007 0/003
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Abstract: During the operation of buildings, repairs, modernizations, adaptations, renovations, and
reconstructions of parts of historic objects are performed. There is often the problem of using a
different material or construction technology than was originally used, for a variety of reasons. For
example, these are materials not currently manufactured, with necessary higher performance values
(insulation, strength). The aim of the article was to analyze and evaluate the possibility of material
substitution in repair works and to analyze the cause and effect analysis of its application in the
context of different conditions. The article analyzes the causes and conditions of the substitution of
materials in various stages of the exploitation phase of buildings, including historic buildings. A
SWOT (Strengths, Weaknesses, Opportunities, Threats) matrix was developed for the phenomenon of
material substitution during the operational phase. With aid from the DEMATEL (Decision Making
Trial and Evaluation Laboratory) method, identification of cause–effect relationships regarding the
issue of the possibility of applying the substitution of material solutions in building objects was
carried out. The analysis carried out by the authors allows us to conclude that the use of substitution
in the construction sector is justified and shows great opportunities in its implementation and
development.

Keywords: substitution; operation and maintenance phase; cause–effect relationships; histori-
cal buildings

1. Introduction

The phenomenon of substitution is common in various fields of social and economic
activity [1–4]. In the case of material economic activity, it is the mutual substitutability of
goods with similar properties. The subject of the article is the substitution of constructional
and material solutions in the implementation of construction projects, understood as a
phenomenon consisting of replacing the designed object structure (element) with another
one that meets the same or similar technical and functional requirements, as well as
aesthetic requirements [5].

In construction, the application of substitution occurs throughout the life cycle of an
object and addresses various issues. Both in the preparation phase, e.g., during choosing the
location of a construction investment, variants of functions and/or construction, technology,
as well as during the implementation of facilities and construction works, especially when
the contractor is left with the choice of construction products. The selection and supply
of construction sites with resources is related to the phenomenon of the substitution of
suppliers and entire supply chains.

The exploitation phase of a building object is the longest period of its life cycle.
However, the scope of construction works, at this stage, is not too large compared to the
construction of the facility. Decisions related to undertaking repairs, including reconstruc-
tion, changes in the functions of rooms and facilities, and the choice of material solutions
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of the structure, their repair, replacement, or renovation of finishing elements, etc., are
difficult and require many aspects to be taken into account.

Despite the phenomenon of substitution that has been present in construction projects
for years, there is a need to develop theoretical foundations and methods and tools to
support decision-making in construction practice. Analysis and selection of substitute
materials should consider the full life cycle of the object. They should also refer to current
socio-economic concepts such as sustainable development and the circular economy.

Substitution can significantly affect the quality, cost, and time of individual construc-
tion projects. It also has a broader multi-faceted impact on the delivery of construction in
environmental, economic, and social contexts. For example, the use of material substitution
may make it possible to meet a construction completion date in the event of a market
collapse or to purchase equally suitable but less expensive products. This may result
in improved user comfort or use of products whose manufacture and use do not result
in harmful emissions. This last example has a very large contribution to environmental
protection—the implementation of sustainable development principles.

In the presented article, the authors focus on the application of the possibility of
substituting construction products. It may be caused by the desire to use materials that
raise the standard of the facility and cost conditions, as well as limitations due to the
unavailability of original materials used during construction. The last aspect concerns, in
particular, the refurbishment of buildings entered in the register of monuments. The use
of replacement construction products in these types of buildings is a challenge, not only
because of the difficulty in selecting an appropriate substitute, but also because of meeting
the procedural requirements approved by the restorer. Thus, many factors and conditions
of different natures influence the selection of the best substitute under given conditions,
taking into account the consequences in terms of durability, strength, etc. during their
further use [6], and, therefore, on the life cycle costs of the facility.

The purpose of this paper is to analyze and evaluate the possibility of material substi-
tution in repair works and to analyze the cause and effect analysis of its application in the
context of various conditions. A division of the service life of a building was made in the
context of the execution of construction works, their contractors, and investors. Conditions
and factors occurring in the decision-making process of maintenance of the object in the
deteriorated condition, selection of works, and building materials were analyzed. Attention
is drawn to the possibility and necessity of material substitution in relation to historical
buildings. The developed SWOT matrix and its analysis allowed us to systematize factors
(conditions and limitations) of substitution in the exploitation phase and its influence on
the life cycle of buildings. The factors covering various substitution determinants, included
in the SWOT matrix, were used for identification of cause–effect relationships in the issue
of possibility to apply the substitution of material solutions in building objects. For this
purpose, the DEMATEL method was used.

2. Substitution of Construction Products in the Exploitation Phase of a Building Object

One of the activities aimed at caring for the environment is striving to extend the
life cycle. The products of the construction industry are one of the elements that allow
us to take care of this trend. Existing buildings are designed for many years, and thanks
to appropriate maintenance and refurbishment measures, they can survive many times
longer. One of the ways of extending the life cycle of building objects is to carry out a
refurbishment policy, during which it is necessary to take care of the proper selection of
material solutions.

Depending on the stage of exploitation under consideration, the participant of the
investment process, which may be the user, owner/investor, or property manager, will
make decisions in which sooner or later will meet the need, or even the necessity, to use the
substitution of construction products. Considering the wide market offer of construction
products, the decision-maker will have to consider many criteria before deciding to use a
product other than the originally built-in product.
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Due to many different conditions, it is proposed in the research that the substitution
of construction products in the operation phase should be considered by distinguishing its
three stages/periods:

Substitution of construction products during the life of a building object is strictly
connected with the division presented in Figure 1.

Substitution of 
construction products 

in operation phase

Operation during the 
warranty and 

guarantee period of the 
building object put into 

use

Operation after the 
warranty and 

guarantee period has 
expired

Operation of 
buildings entered in 

the register of 
monuments

Figure 1. Division of substitution during the lifetime of a building structure.

During the warranty and guarantee period in a newly commissioned building, all
necessary repairs should be carried out by the contractor who carried out this investment.
Consequently, all costs associated with the construction work under consideration are
not financially chargeable to the property owner. In the situation described above, due to
the short period of time from putting the facility into use, construction products used for
repairs and troubleshooting should still be available on the market.

The substitution of construction products during the warranty and guarantee period
should result from a possible lack of availability of the original product at the moment of
repairing the defect resulting from e.g., the necessity to wait too long for the construction
product originally used in the facility, change of the manufacturer’s brand, completion of
production of a specific construction product, a clear wish of the facility owner, or a change
of e.g., fire safety regulations.

However, during the warranty and guarantee period, construction work may already
occur that does not merely involve the removal and repair of faults. The owner of the
property may decide to reconstruct, expand, or even change the use of a building that has
just been put into use. In such a situation, the guarantee and warranty for the current
scope of construction works is lost, and as a result, substitutes for the construction products
originally used may be introduced.

The next stage of the operation of a building object, after the warranty period, which
will usually last for several or even several dozen years, is a natural period during which
substitution of construction products is a common phenomenon. It results from the natural
wear and tear of a given element and the desire to replace it with other products that
raise the standard of use, e.g., safety, convenience, aesthetics, comfort, and even fashion.
After the expiry of the warranty and guarantee period, the construction products used for
repairs are the responsibility of the property owners and to a large extent their choice is
also dependent on the purchase price. In this phase of building operation, all factors that
affect the price of the construction service (refurbishment, reconstruction, etc.) are crucial.
It can be stated that the investor, when determining the scope of planned works, in most
cases initiates a tender procedure, which differs from the one used during the construction
of a new facility only in the scope of planned works. The very stage of collecting offers,
their consideration, and selection of a potential contractor is analogous to that of any new
construction project under construction.

It is important to note that the selection of construction products during this phase
is critical in terms of the life cycle of the facility [7]. The proper selection of these for
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refurbishment and/or modernization works will have a significant impact on the extension
or shortening of this phase of the life cycle as well as on costs [8–10]. Saving at the
refurbishment stage may result in the necessity to perform another refurbishment quickly.

The use of substitutes for construction products of better quality and technical values
may postpone the need for further refurbishment as well as reduce maintenance costs and
also raise the standard of the facility.

Figure 2 presents the change of utility values of a building object in its life cycle,
which is connected with two main processes, i.e., constant decrease of utility properties—
from the moment of putting the object into use (curve b) and simultaneous increase
of the object users’ requirements while taking into account changes in regulations and
standards (curve a*). The drop in the value of curve b is caused by the wear and tear of
individual building elements during the operation phase. The continuous line Z shows
the performance assessment at the moment the building is put into operation. It was
assumed that the building was designed and constructed in accordance with the relevant
standards (Eurocodes) with the application of the required supervision procedures and
control throughout the construction process. The dashed straight line Z’ specifies the
minimum level of utility requirements that a building should meet. If the assessment of
performance is below the Z’ level, further use of the object is unacceptable.
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Figure 2. Schematic diagram of the increase in building performance requirements (a-curve) and changes in technical
condition due to aging and renovation during the building’s service life (b-curve) [11,12].

The decrease in the value of curve b is caused by the wear and tear of individual
building elements during the exploitation phase. We can observe “jumps” on it, i.e., an
increase in the usable value of the object as a result of repairs and renovations—points
B1 and B2—and modernization—point D [12]. Modernization is caused not only by the
increase of users’ requirements but also by the increase of requirements regarding the
object’s features as a result of stricter legal regulations (e.g., regarding fire protection).

Construction objects are characterized by a long service life when properly operated.
Very often they perform a completely different function than those for which they were
designed. The durability of their construction exceeds the often assumed periods [13,14].
We have many examples in the world of such age-old buildings and structures. In Europe,
in particular, for many years there has been a desire to take care of the historical substance,
objects of historical, cultural, and religious significance that bear witness to past eras. Many
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of the objects among those existing in the building stock, that due to their exceptional value,
are entered in the register of monuments kept by the relevant governmental administration
bodies. There is no specific time after which the building is considered a monument.
The Act on the Protection and Care of Historical Monuments states that any building
which is important for history and science can become a monument, and thus should be
preserved [15]. It can also be a building built in the 1950s or 1960s if it presents features
characteristic for the architecture of a given period and can be important for its history.
Buildings entered in the register of monuments are subject to the Act on the Protection and
Care of Historical Monuments [16] and all activities related to the use and in particular their
maintenance in a proper technical condition and standard are subject to the supervision
of the conservator. Thus, in the phase of exploitation of buildings, the period of their
functioning as a monument should be distinguished for a group of exceptional objects.

Substitution starts to appear much more often in the case of buildings already in use
for a longer period of time [17–21]. Among the exploited properties, we can observe a
certain phenomenon, in which the trend is manifested by the growing deficiencies in the
documentation of the exploitation of the building with its age. For example, the documen-
tation of mass-produced buildings built in the 1970s and 1980s in large panel technology is
often incomplete and inconsistent. Therefore, owners often look for construction products
similar to the original ones while carrying out renovation works, usually guided by the
criterion of aesthetics and price. In this case, someone else is also responsible for financing
the work on the facility. In cooperative buildings or those owned by housing communities,
the costs of all repairs and renovations is borne by the property owners. Most often this is
done through the so-called “renovation fund”. Such works are very often performed in the
order of “from the most urgent”, unfortunately in many cases without taking into account
the durability of the construction products used for this purpose.

Moreover, one of the major problems of substitution is the choice of substitute material.
During the design phase, the architect is almost free to choose a replacement material. In
contrast, there are many more factors to consider during the renovation phase. Thanks
to advances in material engineering, manufacturers offer a large selection of substitution
products with different properties. There is a need to select criteria to evaluate possible
alternate materials and make a decision. This is done by multi-criteria analysis using
different methods [22]. Among the adopted criteria, the important ones are those that take
into account the principles of sustainable development. Therefore, ecological materials,
modern technologies or modernization of traditional ones with addition of raw materials
from different branches of economy (tea to brick) are being sought.

Two types of approach to substitution can be observed. The first, in a more general
sense, is an attempt to:

− produce new materials and building elements capable of performing the appropri-
ate function in the construction of a building. Improve their physical, chemical, etc.
properties and usability (durability, aesthetics, usability, operation, etc.), thanks to
the development of materials engineering, using the achievements of science, nan-
otechnology, etc. [23–26]. They can be used interchangeably with traditional materials
(instead of clay bricks, e.g., cellular concrete).

The second, however, related to the idea of sustainable development through:

− development and use of materials and elements of the structure of a building and
its equipment in building installations which minimize energy consumption (energy
efficient) [27–29];

− production of raw and building materials using wastes (as additives e.g., to cement
and aggregates or entirely made from waste) [30–33].

The second approach to substitution is a partial restriction on the choice of a substitute
by, for example, an architect, developer, or user by placing a condition (of an aesthetic, lo-
gistical, etc. nature). This situation relates to a specific building or material solution [34,35].
Here also the selection can be made in terms of one or more optimization criteria [36]. The
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criteria are based on the individual requirements of the user, the investor or on current
social and economic concepts: sustainable development, circular economy [37]. Applying
material substitution, it is useful to have knowledge about the determinants of its use, the
cause–effect relationships of the factors that have an impact on its use. Such research and
results are presented in Section 4 of the article.

3. Substitution in Historical Buildings

It should be noted that in most European countries it is obligatory to replace the
materials used in historic buildings with the same ones that were used originally. In Poland,
however, the law allows the use of substitutes [16] depending on various conditions.

Factors that affect the possibility of using construction product substitutes are defined
in the so-called conservation program, which is developed for each renovation of an object
entered in the register of monuments. Each proposed substitute for a construction product
must be prepared in the form of a sample and accepted by the Conservator.

Positive aspects of the application of construction product substitution in the reno-
vation of buildings entered in the register of monuments are the factors that primarily
enable the refurbishment. Historic sites were built in different construction realities, at
a time when available building products were based on natural resources (e.g., stone,
rock, clay) and the technology to produce them was simpler. It was common practice
to import construction products from other areas of Europe. Even today it is costly and
environmentally unfriendly and, due to the environmental protection of certain areas,
exploitation is prohibited. However, it is worth considering the use of a substitute material
and conducting an analysis of the impact of using such a solution on social, environmental,
and economic factors [38–41].

Ownership of the most valuable objects entered in the register of monuments is
mostly in the hands of the State or various institutions such as the churches. It should be
remembered that the number of facilities under consideration is large and the possibilities
of financing renovations are limited, hence the price will always be an important component
of planning a refurbishment. The use of original construction products in one object may
lead to abandonment or postponement of the renovation in other objects. Such a situation
may lead to degradation of the remaining buildings and, consequently, increase the costs
of renovations that are planned in them. Therefore, the introduction of substitutes for
construction products in historic buildings, which give positive aesthetic and visual values
and are less of a financial burden, gives the opportunity to conduct a more effective and
larger-scale renovation policy.

In the case of the described refurbishments, a significant price-creating factor is also
the time of completion. It is obvious that a longer period of renovation of one object can
postpone the start of renovation in another object, which also requires this renovation.
Substitution of construction products may increase the pace of renovation works in connec-
tion with, among others, less complicated technology of conducting works, faster pace of
assembly of built-in elements, and the possibility of conducting works in less favorable
weather conditions. Reducing the duration of the renovation gives further savings, thanks
to which it is possible to predict that the renovation of a monumental object (the process
of renovation of an object entered in the register of monuments takes a very long time
because not all the necessary construction works can be predicted at the stage of designing
the renovation) will be completed within the assumed time.

Construction products used in historic buildings have often survived years or even
centuries. Thus, these are durable products that have been subject to gradual degradation
over the years due to lack of refurbishment or minor damage, which has increased the
impact zone from year to year [42,43]. The weakness of the construction product substitutes
may be their durability and resistance to weather conditions in comparison with primary
products and other influences e.g., related to the intensity of car exhaust or air pollution [44].
Renovations of buildings included in the register of monuments should be carried out by
companies specializing in this type of construction works. Due to the specific nature of
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renovation work in historic buildings, the contractor may encounter problems at each stage
of the work that are unusual for newly erected buildings.

Substitutes of construction products used in the renovation of historic buildings give a
wide range of possibilities. Substitutes can be manufactured from recycled, environmentally-
friendly materials and produced by local entrepreneurs [7,45]. The current technology of
conducting construction works and the variety of construction products makes it possible
to carry out a renovation of basically any building, including historic buildings.

In the current market situation, the cost and time of implementation are critical in
any type of construction project. In the case of renovations of objects entered in the
register of monuments, the specificity of the conducted construction works and a certain
unpredictability of additional construction works, which may appear at each stage of the
renovation, are still imposed.

The authors met with an opinion that a historic object that has undergone renovation
with the use of construction product substitutes loses its historical value and should no
longer be treated as a monument. The basic issue to consider in such a situation is the
possibility of renovation.

In old, historic buildings, especially those protected by law (in Poland the register of
historic monuments), the use of substitution of materials has a long history. There is an
extensive literature in this area, including concepts of substitution principles, developed
and proven methodologies for design, testing, analysis, and selection of substitutes [46–48].

4. Evaluation of the Possibility of Using Material Substitution in the Maintenance
of Buildings

Preceding the decision to use substitution, the authors suggest performing an as-
sessment and identifying key factors that influence the effectiveness of its use. On the
basis of the presented conditions and factors influencing the application of substitution
in construction objects in the exploitation phase, a SWOT (Strengths, Weaknesses, Oppor-
tunities, Threats) matrix was developed (see Table 1). It contains factors that constitute
strengths and weaknesses of the substitution phenomenon and opportunities and threats
in its application.

Table 1. SWOT (Strengths, Weaknesses, Opportunities, Threats) analysis of the application of material substitution in
renovation works during the operation of buildings.

Inside

Positive Negative

Strenghts Weaknesses

1.1. possibility of refurbishment,
1.2. lower price of the renovation,
1.3. faster pace of construction works

(less complicated technology),
1.4. to achieve the desired visual effect,
1.5. replacement of products that are no longer found

in the market,
1.6. shortening of supply chains

2.1. faster degradation of the object’s substance by
inappropriate selection of built products,

2.2. involvement in the work of specialized companies,
2.3. conducting works by experienced supervision,
2.4. investment revaluation,
2.5. possible lack of a proposed substitute in a

previously approved solution

Outside

Opportunities Threats

3.1. market (access and development) of modern
construction products

3.2. recycled products,
3.3. products more environmentally friendly,
3.4. establishing cooperation with local entrepreneurs,
3.5. revitalization of degraded areas under

conservation care

4.1. loss of authenticity and historical value and object
4.2. specific requirements for carrying out works,

especially renovations during adverse
weather conditions,

4.3. lack of competent professionals,
inspectors, conservators,

4.4. lack of legal regulations concerning the
applied solutions
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The analysis of the matrix, in particular the comparison of factors from different fields
of the matrix gives an opportunity to determine the type of a possible general strategy
in substitution activity, as well as detailed strategies in organizations dealing with the
management of building real estate, including historic buildings.

If a strategy is established, reference should be made to a specific object.
On the basis of the analysis of information from the presented SWOT matrix, conclu-

sions can be drawn with regard to the possibilities for developing material substitution
in the construction industry. Undoubtedly, in the situation of emerging new and modern
technologies, more and more diversified offers of the manufacturers’ market allows for
flexible and quick adaptation of investors to the dynamics of social and economic changes,
especially for such long-lasting products as building structures. Undoubtedly, there is an
advantage to the benefits of substitution in various aspects of the investment and construc-
tion process, both in terms of execution and ancillary activities, including logistics. Out
of the four presented threats, two factors concern historic buildings, and one needs to be
supplemented in legal regulations. The fourth one related to the requirements of relevant
competences requires the support of the educational system.

The information contained in the presented SWOT matrix can be used in two ways. It
can be used to analyze and generally evaluate the development of a certain phenomenon.
It can also be used in the strategic analysis of an individual specific enterprise, company,
or system.

This paper will use the data from the SWOT matrix to assess the overall feasibility of
using substitution in building repair work (Section 5). The factors collected in the SWOT
matrix can be used to establish cause–effect relationships between them. Identifying the
causal chain will allow us to identify those factors that have the greatest impact on the
process of substitution.

For an individual facility, on the other hand, this analysis will determine whether the
planned substitution will have a more positive or negative impact on the renovated facility.
It will also allow the investor to look at all the pros and cons of using substitution and
assist him in making a final decision on the renovation policy on the chosen facility.

5. Cause-and-Effect Analysis of the Use of Substitution

5.1. Research Methodology

To identify cause–effect relationships in the issue of possible substitution of material
solutions of buildings the authors propose to use the DEMATEL method [49–52]. When
analyzing a multi-factor problem, a multi-criteria analysis is used to evaluate the problem
using different methods that allow ranking of solutions. On the other hand, the DEMATEL
method chosen by the authors also enables a cause-and-effect analysis of the phenomenon
under study.

The computational flow is as follows:

1. Determining a set of influence factors, in the proposed study based on the SWOT
matrix (Figure 3);

2. Development of a direct influence graph, according to the DEMATEL method, which
allows us to express the targeted influence of the considered factors on each other, in
a cause-and-effect context. A scale with a parameter value of N = 3 (where: 0—no
influence, 1—weak influence, 2—influence, 3—strong influence) was used to assess
the “strength” of the influence of each factor. The values of the direct influence
relationships within each pair of factors were determined based on the evaluations of
the expert group and they were calculated using fuzzy logic;

3. Based on the relationships determined with the graph, a matrix of direct mutual
influence of factors on each other AD was created (Figure 4);
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4. Determination of the normalized direct influence matrix A′
D, which contains all

parameters that take values that are in the range [0, 1] (Table 2). The normalizing
number (n) is taken as the largest of the sum of the rows or columns of the matrix AD:

A′
D =

AD
n

, (1)

n = max
{

∑n
i=1aij; ∑n

j=1aij;
}

, (2)

5. It is also possible to develop an indirect impact matrix ΔT:

ΔT = A′2
D·
(

I − A′
D
)
, (3)

6. Determination of the total influence matrix T (Table 3):

T = A′
D·
(

I − A′
D
)
, (4)

7. On the basis of the above matrices, the determination of the indices of position and
relationship, respectively, which express in turn: s+—tells about the role of a given
factor in the process of determining the structure of links between objects, while
s−—expresses the total influence of a given factor on the others. These values are
determined according to the formulas (Table 4):

s+ =
n

∑
j=1

tij +
n

∑
j=1

tji = RTi + CTi , (5)

s− =
n

∑
j=1

tij −
n

∑
j=1

tji = RTi − CTi , (6)

When these values are plotted on a graphical representation, it is easy to see which
factors have the greatest influence on the others and to determine which are the causes
and which are the effects of the actions taken (Figure 5).

8. Finally, the net impact value is also determined, which tells the factor that has the
greatest impact on the others considering both the causal and effect nature (Table 4):

netto = s+ + s− (7)

Table 2. The fragment of normalized direct influence matrix A′
D.

1.1 1.2 1.3 1.4 1.5 1.6 2.1 . . . . . .

1.1 −0.0156 −0.0017 0.0000 0.0313 0.0000 0.0000 −0.0035 . . . . . .
1.2 0.1250 0.0000 0.0000 −0.0052 0.0000 0.0000 0.0833 . . . . . .
1.3 0.0729 0.0833 0.0000 −0.0035 0.0000 0.0000 −0.0069 . . . . . .
1.4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 . . . . . .
1.5 0.1128 0.0330 0.0816 0.0781 −0.0017 −0.0035 −0.0052 . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Table 3. Total influence matrix T (fragment).

1.1 1.2 1.3 1.4 1.5 1.6 2.1 . . . . . .

1.1 0.0000 0.0000 0.0000 0.0417 0.0000 0.0000 0.0000 . . . . . .
1.2 0.1250 0.0000 0.0000 0.0000 0.0000 0.0000 0.0833 . . . . . .
1.3 0.0833 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 . . . . . .
1.4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 . . . . . .
1.5 0.1250 0.0417 0.0833 0.0833 0.0000 0.0000 0.0000 . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 4. Summary of DEMATEL analysis results.

Criterion i RTi CTi s+ s− Netto

1.1 0.2830 0.6042 0.8872 −0.3212 0.5660
1.2 0.2396 0.4288 0.6684 −0.1892 0.4792
1.3 0.1146 0.1198 0.2344 −0.0052 0.2292
1.4 0.1198 0.2899 0.4097 −0.1701 0.2396
1.5 0.5243 0.0399 0.5642 0.4844 1.0486
1.6 0.0590 0.1493 0.2083 −0.0903 0.1181
2.1 0.0799 0.2708 0.3507 −0.1910 0.1597
2.2 0.1181 0.1632 0.2813 −0.0451 0.2361
2.3 0.1198 0.0330 0.1528 0.0868 0.2396
2.4 0.0000 0.0660 0.0660 −0.0660 0.0000
2.5 0.0000 0.1163 0.1163 −0.1163 0.0000
3.1 0.4757 0.0000 0.4757 0.4757 0.9514
3.2 0.2865 0.0122 0.2986 0.2743 0.5729
3.3 0.3038 0.0399 0.3438 0.2639 0.6076
3.4 0.0347 0.0399 0.0747 −0.0052 0.0694
3.5 0.1563 0.0365 0.1927 0.1198 0.3125
4.1 0.0365 0.7743 0.8108 −0.7378 0.0729
4.2 0.1927 0.1632 0.3559 0.0295 0.3854
4.3 0.1094 0.0000 0.1094 0.1094 0.2188
4.4 0.2153 0.1215 0.3368 0.0938 0.4306
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Figure 3. Direct influence graph—expert evaluation results.
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Figure 4. The matrix of direct effects of factors on each other.
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Figure 5. Graphical interpretation of DEMATEL results.

5.2. Study Results and Its Analysis

In supporting the decision to use substitution to examine the cause and effect relation-
ships, all the factors summarized in the SWOT matrix were considered. These factors, as
in the case of the SWOT matrix, were divided into the same four groups. To simplify the
recording of the factors in further analysis with the help of the DEMATEL method, only
the number from the SWOT table is marked (see Table 1).

The factors identified during the SWOT analysis are subjected to an assessment of the
strength of their impact on each other.

For the analyzed issue—application of substitution, e.g., in repair works, the form of
direct influence graph is presented in Figure 3. The intensity of relationships was coded
using different hatchings of arc lines.
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Based on the relationships illustrated above, a direct influence matrix AD was created
(step 3).

Table 2 shows fragment of element values of the normalized matrix (step 4):
Next, based on Equation (3), the matrix of total relations T was determined:
A summary of the values to build an illustration of the causal nature is shown in

Table 4 (step 7).
The analysis was performed by using summative, linear aggregation of the values

of the position and relationship indicators (s+ and s−). The calculations in general are
expressed in the graph shown in Figure 5, which shows the values of the position and
relationship indicators. Based on the aggregated values of the item index, it was found that
the greatest role in determining the nature of the factors is played by: 3.1 (market-access
and development of modern construction products) and 1.5 (replacement of products no
longer manufactured).

Factors 3.2 (recycled products) and 3.3 (more environmentally friendly products) have
slightly less influence. The clearly positive values of the relationship index for these factors
indicate their causal character.

Almost half of the analyzed factors show a negative value of the relationship index,
hence they should be treated as possible effects of the causes.

Of the factors with a negative relationship index value, a significantly outstanding
negative value was obtained by 4.1 (loss of authenticity and historical value and object),
which represents the largest negative possible effect of using substitution.

Factors with a positive sign but close to the zero value can be treated as elements
of a mixed nature, partly causal, partly effectual, but both as causes and effects of far
less importance.

The situation is different if we look at the values of the factors they obtain in the
position axis (Figure 5). Factors with above average values of the item index testify to their
leading role in determining the nature of individual factors. Among the prominent factors
of the position indicator are 1.1 (possibility of renovation), 4.1 (loss of authenticity and
historical value of the object), 1.2 (lower price of renovation), 1.5 (replacement of products
no longer manufactured), and 3.1 (market-access and development of modern construction
products). Again, as far as the others are concerned, they have far less active participation
in the process of identifying the role of factors.

The aggregated values of the relation index allowed for distinguishing three groups of
factors: key, average and insignificant for shaping the renovation policy. In particular, the
key factors as reasons for decision-making turned out to be: 3.1, 1.5. Key factors as reasons
for taking the group of average significant factors form: 3.2 i 3.3. The other factors can be
considered by far the least important.

The possible impacts of the decision are definitely influenced by factor 4.1, which
reflects the fear of losing the authenticity of the historic substance, as well as 1.1, which
represents the opportunity for renovation. The fear of loss of authenticity should be the
starting point in selecting the right, in this case the closest substitution to the original. The
effect of being able to renovate is a decisive advantage of substitution and can often be the
only solution to improve the technical condition of an object and extend its life cycle.

6. Summary

Substitution of construction products is a common phenomenon in the construction
industry at every stage of a building’s life cycle. Moreover, sometimes the use of substitu-
tion may be the only feasible solution to save a facility. In a wider context, it can have a
great impact on the implementation of the principles of sustainability and circular economy
in the maintenance of building stock.

The conducted observations show that during the warranty and guarantee period in
newly constructed buildings, the substitution of construction products is much lower than
in the next period of the facility’s operation. The phenomenon of substitution, however, is
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often encountered in the long-term perspective of facility operation, especially during all
repair and overhaul works.

One of the ways of extending the life cycle of buildings is a proper renovation policy,
which through proper selection of material solutions will ensure longer durability of
components and the entire facility.

A special case is the substitution in the renovation works of objects entered in the
register of monuments, which gives the possibility to protect the historic substance while
maintaining the structural and aesthetic values.

Product substitution, which is often cheaper than the original, may also allow for
a wider range of renovations, which directly contributes to improving the technical and
functional condition of the object and thus allows for extending its life cycle.

The SWOT analysis conducted by the authors allows us to conclude that substitution
in the construction industry is justified and that there are great opportunities for its imple-
mentation and development. A detailed analysis of the SWOT matrix factors, using the
DEMATEL method, allowed for an overall assessment of substitution possibilities with the
determination of the cause–effect relationship of factors from particular groups characteriz-
ing the strengths and weaknesses of substitution as well as the opportunities and threats.
Undoubtedly, the use of substitute materials, especially in historic buildings, will result in
a decrease in their authenticity, but will ultimately restore them to safe operation and in
other buildings allow for an extended life cycle.

Despite the possibility of product substitution thanks to materials engineering and
technology development, the use of substitution should not be approached uncritically.
The authors recommend a case-by-case approach, conducting a comprehensive analysis
and making decisions based on, among other things, the tools proposed in the article and
evaluating the cause-and-effect relationships that will occur when substitution is applied.

The above comment also applies to using a different approach to material substitution
in historic buildings. The decision whether or not to use substitution and the freedom
to choose substitution solutions are influenced by the conservation concepts and legal
regulations of the respective country or type of object.
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Abstract: The purpose of the research presented in the article is to identify the impact of the processes
associated with the broadly understood maintenance of old residential buildings with a traditional
construction on the size and intensity of the wear of their elements. The goal was achieved by analyzing
the symptoms of the technical wear process, which involved the understanding of the mechanism
of the occurrence of the phenomenon of damage, and the identification of the size and intensity of
the damage to the elements of the evaluated buildings. The consequence of systematizing the most
important processes that influence the loss of functional properties of residential buildings was the
creation of the authors’ own qualitative model and its transformation into a quantitative model. This,
in turn, enabled a multi-criteria quantitative analysis of the cause and effect phenomena—“damage-
technical wear”—of the most important elements of downtown tenement buildings to be carried out
in fuzzy conditions, i.e., uncertainty concerning the occurrence of damage and the wear process. The
following key question was answered in the subjective expert assessment of the technical condition
of an evaluated residential building: what is the probability of the wear of an element, which may
be more or less correlated with its average maintenance conditions, or more simply, what is the
probability that the element is more or less (approximately) worn? It has been proven that the
conditional probability of the technical wear of an element in relation to its damage increases with
the deterioration of the maintenance conditions of the building, and this increase is very regular,
even in the case of different building elements. This probability is characterized by a low standard
deviation and a narrow range of the dispersion of results in the case of various elements with regards
to each of the considered building maintenance conditions.

Keywords: residential buildings; technical wear; damage; Bayes conditional probability; fuzzy sets

1. Introduction

1.1. Literature Survey

The literature survey was based on the theory of decision-making in the conditions of
uncertainty and fuzziness, which is given by Kacprzyk [1], and which defines the following
decision situations [2]:

• Certainty: all the information that describes the issue of decision-making is deter-
ministic, i.e., options for choosing a decision, and what each choice gives in terms of
certain usefulness (e.g., value analysis) etc., is known. In this case, making decisions
comes down to the direct maximization of the utility function;

• Risk: information that describes the decision-making issue is probabilistic, i.e., appro-
priate probability distributions are provided. In this case, making decisions comes
down to maximizing the expected value of the utility function;

• Indeterminacy: even probabilities are not known. Decision-making usually comes
down to applying a minimax strategy in order to ensure the highest utility value
under the most unfavorable conditions;
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• Fuzziness: indeterminacy not only relates to the occurrence of an event, but also to its
meaning in general, which can no longer be described using probabilistic methods.
Of course, further extensions are possible here, such as adding risk to fuzziness.

When assessing the degree of the technical wear of building elements, apart from mea-
surable (quantitative) criteria, non-measurable (qualitative) criteria are also used. They are
expressed in the analysis of symptoms by, i.e., damage that reduces the technical condition
and utility value of building elements. Only some of these criteria can be roughly quantified.
However, most of these criteria are qualitative. Their value is determined verbally by using
terms such as “significant”, “poor”, “strong”, “almost not at all”, “partial”, or “complete”,
and always appears in the description of damage phenomena. The interpretation of the
effects of these phenomena, which is performed according to subjective and qualitative
premises, leads to the indiscriminate categorization of the technical maintenance conditions
for buildings and their elements, i.e., good, satisfactory, average, poor, or bad. Striving for
a quantification of criteria that are inherently qualitative and immeasurable, and trying to
determine the relations between them, led to the use of the category of fuzzy sets (the basis
of which were formulated by Zadeh [3,4] and Yager [5,6]) with regards to this issue. Their
properties enable damage to building elements, as well as the conditions of their technical
maintenance, to be described within an unambiguous measurable quantitative aspect.

In the methodical approach to the technical assessment of residential buildings, re-
search by Nowogonska [7–11] was used, which provides methods and models for the
estimation of the degree of the technical wear of buildings. However, it should be remem-
bered that the presented methodical approach of Nowogonska is exclusively deterministic,
and therefore simplified and also practical. This approach is confirmed by the research
of Lee and Kim [12], who indicated the degree of risk that is associated with damage
to a building element. The assessment of the entire service life of a building structure
includes a fuzzy calculation, which was presented in the publications of Plebankiewicz,
Wieczorek, and Zima [13–16] in order to determine the impact and significance of the risk
of the emergency operation of a building. The works by Ibadov [17–20] concerning the
building investment process with a fuzzy phase allowed for the practical application of
uncertain and subjective events when determining the degree of damage to the tested
tenement houses. The assessment of the risk and costs of maintaining construction facil-
ities, and also the conducting of the construction process in fuzzy conditions, were also
presented by Kamal and Jain [21], Andrić, Wang, Zou and Zhang [22], J. Marzouk and
Amin [23], Knight, Robinson, and Fayek [24], Sharma and Goyal [25], Al-Humaidi and
Hadipriono [26], Ammar, Zayed and Moselhi [27], Chan, Kwong, Dillon and Fung [28],
and Naszrzadeh, Afshar, Khanzadi, and Howick [29].

Methods, models, and methodological tools for the assessment of the technical condi-
tion of buildings, which are considered in the article with regards to the research sample,
were described and summarized by Konior in papers [30–34] with co-authors [35–37] and
in a collective study under the supervision of Kapliński, which is entitled “Methods and
Models in the Engineering of Building Processes” [38].

1.2. Research Sample

The research sample, which included 102 technically assessed residential buildings
from the “Srodmiescie” district of Wroclaw, was selected from a group of 160 examined
objects [39]. The overriding criterion for sampling involved the obtaining of a comparable
group of objects. Mutual comparability of the downtown tenement houses meant:

• age coherence, i.e., a similar period of erection, maintenance, and use with regards to
historical and social aspects;

• compactness of the building development in the urban layout that remained un-
changed for years;

• similar location along downtown street routes with an urban, but not representative, character;
• construction and material homogeneity, especially with regards to the load-bearing

structure of buildings;
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• identical functional solutions, understood as the standard of apartment amenities and
furnishings (for that time), and a defined standard of living for residents.

The method of selecting the research sample at the level of greater detail was based
on the mutual similarity of all the technical solutions of the downtown tenement houses.
The selected research sample, according to the criteria presented above, is a representative
sample with regards to the concept of representativeness that is specific to the adopted
purpose of the study [40,41]. It contains all the values of the variables that could be
recreated from the research carried out earlier using a different objective function than the
one adopted in the study.

These values and variables were then compiled and processed in such a way that it
was possible to make conclusions about the cause–effect relationships between them in the
general population.

Therefore, it can be considered as a typologically representative sample that includes
the desired types of homogeneous variables. Due to the fact that the structure of the
population and its properties were previously well recognized, such a selection of the
research sample can also be seen as a deliberate selection. It should be noted that the sample
may not be representative in terms of the distributions of the studied variables, which
may—for the adopted level of significance—not correspond to analogous distributions
in the general population. It is also not known—at this stage of the research—whether
the selected sample is representative due to the relationship between its variables and the
identically defined variables in the entire set of downtown residential buildings. Therefore,
at the very beginning of the research, it was assumed that a specific research sample occurs
in the existing population with the fuzzy phase.

Tested buildings have been classified into classes, determined by the degree of the
technical wear. The technical wear 0–15% has been classified to the class I, 16–30% to the
class II, 31–50% to the class III, 51–70% to the class IV, 71–100% to the class V. Owing to the
fact that all considering apartment houses belong to the same group of their age it is possible
to assume that the class of the technical wear corresponds to the conditions of building
maintenance. Therefore, the equivalence has been defined: a poor maintenance—the class
IV, V, an average maintenance—the class III, an above than an average maintenance—the
class II, a very well cared maintenance—the class I.

2. Research Method

2.1. Problem Identification

The research methodology at a level of greater detail was prepared in such a way that
allowed the previously prepared qualitative model to be transformed into a quantitative
model. Therefore, the diagnosis of the impact of the maintenance of the residential build-
ings on the amount of their technical wear was carried out using quantitative methods
in fuzzy set categories, and also by using the authors’ own model that was created in
the conditions of fuzziness. The model allowed for the determination of the conditional
probabilities of the process of technical wear, and also the set of damage according to both
Bayes formulas [40–42] and the combined approach of Zadeh [3,4] and Yager [5,6];

As mentioned in the introduction, when visually assessing the technical wear of
building elements, the symptoms of their destruction are taken into account, i.e., individual
damage that can be categorized into the following groups (groups) of damage:

• UM—mechanical damage to the structure and texture of building elements;
• UW—damage to building elements caused by water penetration and moisture penetration;
• UD—damage resulting from the loss of the original shape of wooden elements;
• UP—damage to wooden elements attacked by biological pests.

The purpose of such a conceptual and technical systematization of damage is a com-
prehensive diagnosis of the extent to which a building element is worn. This assessment, in
turn, leads to the implication of stating under what technical conditions—good, satisfactory,
average, poor, or bad—the building element was (is) maintained. It is difficult to define
a fuzzy set with such a broad meaning as “average technical condition of maintenance”
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using one membership function. In this case, a semantic analysis of the term “technical
wear of a building element” was used, which was denoted with the symbol of a fuzzy
set “Z”. Let the technical wear of building element Z consist of: mechanical wear of its
structure and texture (fuzzy set ZM), its technical wear caused by water penetration and
moisture penetration (fuzzy set ZW), technical wear resulting from the loss of its original
shape (fuzzy set ZD), and technical wear caused by the attack of biological pests (fuzzy ZP
harvest). This sum can then be expressed as follows:

Z = ZM∪ZW∪ZD∪ZP (1)

and when assuming the identity of the degree of technical wear and its visual symptom
(Z ⇔ U)—damage to a building element that is integrated into the above-described damage
sets—this expression takes the following form:

U = UM∪UW∪UD∪UP (2)

If technical wear was assumed in the observed states with its measure—the degree of
wear as a fuzzy set with no crisp membership boundary of {z} = Z—then the visual image of
this wear—global damage to a building element—should be treated as a fuzzy set, the fuzzy
events of which are arguments—distinguished types of damage {u} = U. Therefore, fuzzy
random events are fuzzy sets that express the degree of technical wear, for which there is
no complete (measurable) certainty of membership to the II, III or IV class of the technical
maintenance of an element. The question then arises: what is the probability of an element
being worn, which will more or less represent its average maintenance conditions. To put it
simply, what is the probability that an element is more or less (approximately) worn?

The approach of Zadeh [3,4], who defined the probabilities of fuzzy events in the form
of real numbers from interval [0, 1], was used in the research. Therefore, the probability
of a fuzzy event, which is the technical wear of a building element, which corresponds to
satisfactory, average, and poor maintenance conditions, was defined as:

P(Z)II, III, IV =
n

∑
i=1

p(zi)μzi(zi), if Z = {zi} = {z1, z2, . . . , zn} (3)

For the global damage of a structural element, which is assumed equivalently to the
event of technical wear, the probability of its occurrence is expressed by the following
analogous relationship:

P(U)II, III, IV =
m

∑
j=1

p(uj) μuj(uj), gdy U = {uj} = {u1, u2, . . . , um} (4)

The probabilities p(ui) of the occurrence of elementary damage ui in sets II, III, IV
were calculated and then presented in Table 1.
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It should be noted that a slightly simplified approach, in which a fuzzy number is
assigned to the probability of fuzzy events, was used here. This is opposed to the Yager
approach [5,6], in which the probabilities are fuzzy events. It is important that the study
did not consider the differences between the concepts of fuzziness and randomness. It was
only assumed, although these phenomena are different and described differently, that they
may nevertheless occur together as two types of uncertainty.

2.2. Model of Determining the Conditional Probabilities of the Process of Technical Wear in
Relation to the Occurrence of Damage

The preliminary assumption: the process of technical wear of building elements occurs
when there is identifiable damage: {ZII, ZIII, ZIV} = Z ⇔ U.

The technical wear of building elements, determined by a group of experts in the II,
III, and IV state of their technical maintenance, takes the following argument values:

• ZII = {20, 25, 30}% = {z1, z2, z3}, moreover, z4 = 0;
• ZIII = {35, 40, 45, 50}% = {z1, z2, z3, z4};
• ZIV = {55, 60, 65, 70}% = {z1, z2, z3, z4}.

Technical inspections of the residential buildings were executed by a team of experts
consisted of:

• 1 architect;
• 1 structural engineer;
• 1 mechanical/sanitary engineer;
• 1 electrical engineer;
• 2 quantity surveyors;
• 1 technician/administrator.

In order to simplify the calculations, it was assumed that the domain of sets defined
as fuzzy (ZII, ZIII, and ZIV) is interval [0.2, 0.7], and each of the sets contains a sum of N
arguments of z1, z2, z3, z4. Each of these arguments occurs n times in the set. Without
complicating the method with operations performed on fuzzy sets, it can be assumed that
the degree to which arguments z1, z2, z3, z4 belong to fuzzy sets ZII, ZIII, ZIV is equal to
the frequency of their occurrence in the sets:

μzi = ni/Nk, where i = 1, 2, 3, 4, and k = 1,2,3 ⇔ II, III, IV (5)

Each of the fuzzy sets ZII, ZIII, ZIV can be written with the use of the membership
function as follows:

ZII = (μz1/z1 + μz2/z2 + μz3/z3)II (6)

ZIII = (μz1/z1 + μz2/z2 + μz3/z3 + μz4/z4)III (7)

ZIV = (μz1/z1 + μz2/z2 + μz3/z3 + μz4/z4)IV (8)

and when supplementing the output data with the values of their intersections:

ZII•ZIII = (μz1μz1/z1 + μz2μz2/z2 + μz3μz3/z3)II, III (9)

ZII•ZIV = (μz1μz1/z1 + μz2μz2/z2 + μz3μz3/z3)II, IV (10)

ZIII•ZIV = (μz1μz1/z1 + μz2μz2/z2 + μz3μz3/z3 + μz4μz4/z4)III, IV (11)

ZII•ZIII•ZIV = (μz1μz1μz1/z1 + μz2μz2μz2/z2 + μz3μz3μz3/z3)II, III, IV (12)

The probabilities of the occurrence of individual arguments in sets ZII, ZIII, ZIV are
as follows:

p(z1)II = 1/3; p(z2)II = 1/3; p(z3)II = 1/3; p(z4)II = 0 (13)

p(z1)III = 1/4; p(z2)III = 1/4; p(z3)III = 1/4; p(z4)III = 1/4 (14)

p(z1)IV = 1/4; p(z2)IV = 1/4; p(z3)IV = 1/4; p(z4)IV = 1/4 (15)
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When using dependence (3), the degrees of membership of arguments z1, z2, z3, and
z4 (6–12), and the probabilities of the occurrence of particular arguments in sets ZII, ZIII,
ZIV (13–15), the partial probabilities of the occurrence of technical wear processes were
calculated as fuzzy events in the satisfactory, average, and poor technical maintenance
conditions of the analyzed residential buildings:

P(ZII) = (
3

∑
i=1

p(zi) μzi(zi))II (16)

P(ZIII) = (
4

∑
i=1

p(zi) μzi(zi))III (17)

P(ZIV) = (
4

∑
i=1

p(zi) μzi(zi))IV (18)

and their products:

P(ZII•ZIII) =
3

∑
i=1

[(p(zi) μzi(zi))II•(p(zi) μzi(zi))III] (19)

P(ZII•ZIV) =
3

∑
i=1

[(p(zi) μzi(zi))II•(p(zi) μzi(zi))IV] (20)

P(ZIII•ZIV) =
4

∑
i=1

[(p(zi) μzi(zi))III•(p(zi) μzi(zi))IV] (21)

P(ZII•ZIII•ZIV) =
3

∑
i=1

[(p(zi) μzi(zi))II•(p(zi) μzi(zi))III•(p(zi) μzi(zi))IV] (22)

abilities of the occurrence of a set of damage to residential building elements in relation
to the processes of their wear. It was assumed that the conditional probabilities, defined
in such a way, correspond to the frequency of the occurrence of all elementary damage
related to a single element in the following building maintenance conditions:

• satisfactory—P(U/ZII);
• average—P(U/ZIII);
• poor—P(U/ZIV);
• satisfactory and average—P(U/ZII•ZIII);
• satisfactory and poor—P(U/ZII•ZIV);
• average and poor—P(U/ZIII•ZIV);
• satisfactory, average and poor—P(U/ZII•ZIII•ZIV).

The above calculations of conditional and partial probabilities (16—22) allowed the
probability of the occurrence of a group of damage to be determined in the middle, non-
acute technical maintenance states of the analyzed residential buildings:

P(U) = P(U/ZII)•P(ZII) + P(U/ZIII)•P(ZIII) + P(U/ZIV)•P(ZIV) − P(U/ZII•ZIII)•P(ZII•ZIII)

− P(U/ZII•ZIV)•P(ZII•ZIV) − P(U/ZIII•ZIV)•P(ZIII•ZIV)

+ P(U/ZII•ZIII•ZIV)•P(ZII•ZIII•ZIV)

(23)

In the last stage of the developed model, the Bayes formula [37–39] for a posteriori
probabilities was used. It determines the conditional probabilities of fuzzy events (i.e., the
processes of the technical wear of building elements) in relation to another fuzzy event, i.e.,
the occurrence of their damage. The Bayes formula under satisfactory, average, and poor
fuzziness conditions is as follows:

P(ZII/U) =
P(U/ZII)•P(ZII)

P(U)
(24)
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P(ZIII/U) =
P(U/ZIII)•P(ZIII)

P(U)
(25)

P(ZIV/U) =
P(U/ZIV)•P(ZIV)

P(U)
(26)

The defined conditional probabilities of fuzzy event Z = {z1, z2, z3, z4} were sup-
plemented, using the relationships (3) and (13)–(15), with the calculations of its mean
value in relation to the probabilistic measure P(Z) in classes II, III, and IV of the technical
maintenance of building elements:

mp(Z)II, III, IV = 1/P(Z)II, III, IV •
4

∑
i=1

p(zi) μzi(zi)zi (27)

The values of the conditional probabilities of the technical wear processes Z, which
correspond to the II, III, and IV maintenance conditions of 10 selected elements of the
analyzed buildings, in relation to the occurrence of their damage U, and with their mean
values in relation to the probabilistic measure P(Z), are given in Table 2.
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2.3. The Model for Determining the Conditional Probabilities of a Set of Damage in Relation to the
Process of Their Technical Wear

The preliminary assumption: damage to building elements occurs when there is a
process of their technical wear, which can be estimated within the range of 0–100%: {UII,
UIII, UIV} = U ⇔ Z.

Damage to building elements, which is identified by experts in classes II, III, and IV of
their technical maintenance, is defined as being dichotomous variables that assume values
“0” (damage does not occur) or “1” (damage occurs). The domain of the set of damage,
defined as fuzzy UII, UIII, UIV, is binary {0}, {1}.

It was assumed that the measure of the degree of membership of a single damage μuj
to the set of a group of damage U, which is the symptom of the ongoing wear processes Z,
is the feature that most fully expresses the correlation between these variables. This can be
a point two-series correlation coefficient r(Z) ⇔ r(U), which is determined in each of the
states II, III, and IV of the technical maintenance.

Each of the fuzzy sets UII, UIII, UIV can therefore be written using the membership
function as follows:

UII, III, IV = (
m

∑
j=1

r(uj)/uj)II, III, IV, gdzie j → m ∈ [5, 12] (28)

and when supplementing the output data with the values of their products:

UII•UIII = (
m

∑
j=1

r(uj)•r(uj)/uj)II, III (29)

UII•UIV = (
m

∑
j=1

r(uj)•r(uj)/uj)II, IV (30)

UIII•UIV = (
m

∑
j=1

r(uj)•r(uj)/uj)III, IV (31)

UII•UIII•UIV = (
m

∑
j=1

r(uj)•r(uj)•r(uj)/uj)II, III, IV (32)

When using relationship (4), the degrees of memberships of individual damage
μuj = r(uj) to sets of groups of damage U (28)–(32), and by having data concerning the
probabilities of individual damage in sets ZII, ZIII, ZIV (13)–(15), the partial probabilities of
the damage were calculated as fuzzy events in the satisfactory, average, and poor technical
maintenance conditions of the analyzed residential buildings:

P(UII) = (
m

∑
j=1

p(uj)r(uj))II (33)

P(UIII) = (
m

∑
j=1

p(uj)r(uj))III (34)

P(UIV) = (
m

∑
j=1

p(uj)r(uj))IV (35)

and their products:

P(UII•UIII) =
m

∑
j=1

[p(uj)r(uj))II•p(uj)r(uj))III] (36)
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P(UII•UIV) =
m

∑
j=1

[p(uj)r(uj))II•p(uj)r(uj))IV] (37)

P(UIII•UIV) =
m

∑
j=1

[p(uj)r(uj))III•p(uj)r(uj))IV (38)

P(ZII•ZIII•ZIV) =
m

∑
j=1

[p(uj)r(uj))II•p(uj)r(uj))III•p(uj)r(uj))IV] (39)

The next stage of the created model involved the calculation of the conditional prob-
abilities of the wear processes of the residential buildings’ elements in relation to the
occurrence of their damage. Due to the assumption that damage is an expression of techni-
cal wear, it was assumed, as in the case of defining the wear processes, that the conditional
probabilities of the technical wear correspond to the frequency of the occurrence of all
the elementary damage ({uj} = 1) of a selected building element in the II, III, IV condi-
tions of its maintenance: P(Z/UII), P(Z/UIII), P(Z/UIV), P(Z/UII•UIII), P(Z/UII•UIV),
P(Z/UIII•UIV), P(Z/UII•UIII•UIV).

The above calculations of the conditional and partial probabilities (33–39) enabled the
probability of the occurrence of technical wear processes to be determined in the middle,
non-acute technical maintenance states of the analyzed residential buildings:

P(Z) = P(Z/UII)•P(UII) + P(Z/UIII)•P(UIII) + P(Z/UIV)•P(UIV)
− P(Z/UII•UIII)•P(UII•UIII) − P(Z/UII•UIV)•P(UII•UIV) − P(Z/UIII•UIV)•P(UIII•UIV)

+ P(Z/UII•UIII•UIV)•P(UII•UIII•UIV)
(40)

In the last stage of the developed model, the Bayes formula for a posteriori probabilities
was used again, which determines the conditional probabilities of fuzzy events (i.e., the
occurrence of damage to building elements) in relation to another fuzzy event (i.e., the
processes of their technical wear) [38]. The Bayes formula under satisfactory, moderate,
and poor fuzziness conditions is as follows:

P(UII/Z) =
P(Z/UII)•P(UII)

P(Z)
(41)

P(UIII/Z) =
P(Z/UIII)•P(UIII)

P(Z)
(42)

P(UIV/Z) =
P(Z/UIV)•P(UIV)

P(Z)
(43)

In this case, the mean value mp(U) of fuzzy event U = {u} in relation to the proba-
bilistic measure P(U) is a constant value equal to one, because only the cases in which the
dichotomous variable occurred were taken into account.

The values of the conditional probabilities of the occurrence of a group of damage,
which correspond to the II, III, and IV maintenance conditions of 10 selected elements of
the analyzed buildings, in relation to the processes of their technical wear, are presented
in Table 2.

3. Results

The results of research concerning the impact of damage to building elements on their
technical wear in the Bayes conditional probability domain (for damage and technical wear
as fuzzy events) led to the following conclusions (within two aspects A and B—Table 2):

A. the probability of the conditional process of the technical wear, which corresponds
to the three middle states of maintenance of the building elements, with regards to
damage—P (Z/U) II, III, IV—is as follows:
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• the conditional probability of the technical wear of an element in relation to its
damage increases with the deterioration of the maintenance conditions of the
building (this is an exceptionally steady increase, even in the case of different
building elements);

• the probability of such a conditionally defined fuzzy event indicates the state of
the technical wear for which the fuzzy damage occurs with the highest intensity,
and it amounts, for the following elements of the tested residential buildings in
their average maintenance condition P(ZIII/U), to:

◦ for foundations: dampness of foundations 0.40
◦ for basement walls: crack in bricks 0.39
◦ for solid floors above basements: dampness of floors 0.38
◦ for structural walls: cracks of plaster 0.40
◦ for wooden inter-storey floors: weeping on floors 0.44
◦ for internal stairs: weeping on stairs 0.46
◦ for roof constructions: delamination of beams 0.35
◦ for window joinery: mold and rot on windows 0.37
◦ for inner plasters: scratches on plaster 0.36
◦ for facades: scratches on plaster 0.37

The above values are therefore a fuzzy value of the probability of the degree of the
technical wear, which was determined as an average degree, i.e., within the range of
35–50%—in the case of the occurrence of a fuzzy damage to the building element;

• this probability is characterized by a low standard deviation and a narrow
range of the results of various elements within each of the considered building
maintenance conditions—satisfactory (0.2622–0.3846), average (0.3510–0.4613)
and poor (0.4995–0.6466). A similar remark concerns the mean value of this
probability in relation to its probabilistic measure;

B. the conditional probability of a group of damage, which corresponds to the three
middle states of maintenance of building elements, in relation to the process of their
technical wear—P(U/Z) II, III, IV—is as follows:

• the conditional probability of damage to the element in relation to its technical
wear increases with the deterioration of the building maintenance conditions;

• the probability of such a conditionally defined fuzzy event is indicated by the
damage that most intensely affects the technical wear of the following elements
of the tested residential buildings, and it amounts in their average maintenance
condition P(UIII/Z) to:

◦ for foundations: dampness of foundations 0.27
◦ for basement walls: crack in bricks 0.55
◦ for solid floors above basements: dampness of floors 0.46
◦ for structural walls: cracks of plaster 0.45
◦ for wooden inter-storey floors: weeping on floors 0.31
◦ for internal stairs: weeping on stairs 0.58
◦ for roof constructions: delamination of beams 0.66
◦ for window joinery: mold and rot on windows 0.50
◦ for inner plasters: scratches on plaster 0.46
◦ for facades: scratches on plaster 0.36

The above values are therefore a fuzzy value of the probability of damage to a
building element, but only in the case that its fuzzy technical wear is determined to
be an average degree, i.e., within the range of 35–50%;

• the irregularity of this increase and the too-high coefficients of variation indicate
only a partial identity of the fuzzy event defined within aspect B with the
reverse event; the fuzzy event determined within aspect A is characterized by a
much greater consistency of the obtained results.
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4. Discussion and Conclusions

Quantitative damage analysis, which was carried out using empirical methods of
assessing the technical condition of a building, indicates the type and size of damage to the
building’s elements, which are characteristic of the appropriate maintenance conditions.
Research concerning the cause–effect relationships (“damage-technical wear”) in fuzzy
calculus allowed for a numerical approach to the impact of building maintenance condi-
tions on the degree of technical wear of its elements. The analysis of fuzzy cause–effect
relationships (“damage-technical wear”) created the possibility of determining conditional
probabilities of these dependencies that are treated as fuzzy events. The fuzzy conditional
probabilities of the technical wear process in relation to the occurrence of damage (with a
probabilistic measure), as well as conditional probabilities of the occurrence of a group of
damage in relation to the process of technical wear, were determined.

The research methodology has been prepared in such a way that allowed the previ-
ously prepared qualitative model to be transformed into a quantitative model. Therefore,
the diagnosis of the impact of the maintenance of the residential buildings on the amount
of their technical wear was executed using quantitative methods in fuzzy set categories,
and also by using the authors’ own model that was created in the conditions of fuzziness.
The model allowed for the determination of the conditional probabilities of the process of
technical wear, and also the set of damage according to both Bayes formulas applied to
fuzzy sets operations.

The research procedure was developed in a way that allowed for the transition of
a previously prepared qualitative model into a quantitative model. The diagnosis of the
impact of the maintenance of residential buildings on the amount of their technical wear
was carried out using quantitative methods in the categories of fuzzy sets, and also by
using the authors’ own model of determining the mutually dependent probabilities created
in the conditions of fuzziness. The model enabled the conditional probabilities of the
process of the technical wear, as well as the set of damage, to be determined according to
probabilistic Bayes formulas. Moreover, it also allowed the fuzzy approach of Zadeh to be
combined with the Yager approach. In such a multi-criteria fuzzy technical assessment of
residential buildings, a simplified approach was used. In this approach, the probability
of fuzzy events was assigned to a fuzzy measure, as opposed to the Yager approach, in
which the probabilities are fuzzy events. The differences between the concepts of fuzziness
and randomness were not considered in the study. It was assumed that these phenomena
are different and described differently, however, they may—as two types of uncertainty—
occur together.

The methods and results of the research presented in the article indicated a way that
allows for the transition of the previously prepared qualitative model into a quantitative
model. The diagnosis of the impact of the maintenance of residential buildings on the amount
of their technical wear was carried out using quantitative methods in the categories of fuzzy
sets, and also using the authors’ own models created in fuzzy conditions. The key question
from the subjective expert assessment of the technical condition of the evaluated residential
buildings was answered: what is the probability of the wear of an element that may be more
or less represented by its average maintenance conditions? Therefore, the probability that the
element is more or less worn was determined. It was proven that the conditional probability
of the technical wear of an element in relation to its failure increases with the deterioration of
the maintenance conditions of the building, and this increase is extremely regular, even in
the case of different building elements. This probability is characterized by a low standard
deviation and a narrow range of the dispersion of the results in the case of various elements
within each of the considered building maintenance conditions.
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Abstract: The results and conclusions of the research presented in the article concern the topic of the
technical maintenance and wear of traditionally erected residential buildings. The cause and effect
relations between the occurrence of damage to the elements of tenement houses, which are treated as
an expression of their maintenance conditions, and the size of the technical wear of these elements
were determined in a representative and purposefully selected sample of 102 apartment houses built
in the second half of the 19th and early 20th centuries in the Wroclaw, Poland downtown district
“Srodmiescie”. Recognition of the impact of the maintenance of residential buildings on the level
of their technical wear was carried out using quantitative methods from fuzzy set categories, and
also with the use of the authors’ own model. The created model, based on the Zadeh function, was
created in fuzzy conditions for the purpose of assessing the degree of damage to selected building
elements. The treatment of the problem with regard to fuzzy criteria allowed for the synthesis
of elementary criteria, which give the greatest approximations at the technical research stage of a
residential building, into a global assessment of the degree of the wear of its elements. Moreover, it
also significantly reduced the subjective factor of this assessment, which had a significant impact on
the results of the research obtained in the case of good, medium and poor conditions of tenement
houses. It was proven that the conditions of maintenance and use of buildings determine the amount
of technical wear of their elements. The state of exploitation of the examined tenement houses is
reflected in the mechanical damage to the internal structure of the elements (determined in fuzzy
categories). This damage has a significant frequency and cumulative effects, and is characteristic for
buildings with satisfactory and average maintenance.

Keywords: tenement houses; technical wear; damage; maintenance; fuzzy sets

1. Introduction

1.1. Source Literature

The aim of the research was to identify the impact of the processes associated with
the broadly understood maintenance of old residential buildings with a traditional con-
struction on the size and intensity of the wear of their elements. The degree of technical
wear of residential building elements is a parameter of fundamental importance in the
comprehensive assessment of their technical condition, regardless of the approach that
was used in the test method. The aim of the research was achieved through the analysis
of the symptoms of the technical wear process—understanding the mechanism of the
phenomenon of damage and identifying the size and intensity of damage to the elements
of the evaluated buildings.

Essential research of tenement houses aims to undertake a qualitative analysis of
detected defects and identify all particular defects of their elements. Therefore, the “reason–
effect” model is applied as follows:

[ REASONS] → [observed SYMPTOMS←−−−−−→ measured] → [EFFECTS ]

Appl. Sci. 2021, 11, 1484. https://doi.org/10.3390/app11041484 https://www.mdpi.com/journal/applsci
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Commonly used mathematical methods and the broadly understood system analysis
deal with real tasks in which the basic goal is the possibility of including all the types
of indeterminacy among modeled quantities and the relationships between them. Every
indeterminacy has traditionally been equated with the uncertainty of a random type, which
has enabled known probabilistic and statistical tools to be used. In practice, however, there
are many cases in which the indeterminacy of the type of inaccuracy, ambiguity and impre-
cision of meanings can be found. However, these situations are not of a random nature, and
therefore traditional probabilistic models may not be adequate [1–7]. When assessing the
possibility of random and/or fuzzy events occurring in construction investment projects,
apart from immeasurable (qualitative) criteria, measurable (quantitative) criteria are also
used. These quantitative criteria are expressed in a mathematical model that describes
multiple phenomena of construction engineering processes. Only some of these criteria are
strictly defined concepts—boundary, extreme. Most of these criteria are approximate. Their
value is determined using descriptive methods, e.g., “good quality”, “short term”, “low
budget”. Therefore, concepts of this type cannot be adequately represented as a conven-
tional set. To overcome this difficulty, in 1965, Lotfi A. Zadeh of the University of California
in Berkeley introduced the concept of a fuzzy set with its membership function [8–10].

Zadeh [8,9], when developing the foundations of fuzzy set theory, formulated the
following principle: “in general, complexity and precision are inversely related to each
other in the sense that if the complexity of the problem under consideration increases,
the possibility of its precise analysis decreases”. Yager [11,12] independently came to a
similar conclusion when examining the uncertainty in probability. However, people can
cope with situations in which all attempts at the mathematical formalization of a task and
its solutions are unsuccessful due to the fact that, e.g., it is impossible to build an exact
mathematical model, or it would take too long to solve it. Zadeh saw the reasons for this in
the ability of the human mind to think in approximate categories, which microprocessors
do not have. Due to this, a person can process approximate and ambiguous data, create
models of the most complex processes, determine approximate solutions, etc. Fuzzy set
theory, according to Zadeh and Yager, is therefore a tool used to formalize this approximate
reasoning in vague and ambiguous terms.

For a long time, “uncertainty” and “ambiguity” have been used as synonyms for a lack
of knowledge, which is decreasing as research progresses. Relatively recently, starting from
the 1970s, these terms began to be treated as a reflection of reality, without the previous
clearly negative meaning. It was then that the first major works in the field of multiple
applications of fuzzy sets occurred, including Zadeh [8,9], Yager [11,12] and Sanchez [13].
Summing up, among the formal apparatuses that led to the development of fuzzy set
theory, the first place is occupied by multi-valued logics. Previously, since ancient times,
almost the entire development of logic could have been equated with two-valued logic,
in which a statement can only be either true or false. The fact of such a polarization of
truth and falsehood was considered as an essential feature of any “logical” reasoning.
Many logicians, represented especially by Lukaszewicz (a co-founder of the Polish School of
Logic), were already aware of the mismatch between such “rigid” logic and reality. The
explosion of interest in multi-valued logics also aroused a significant increase in the interest
of fuzziness and its origins, which was widely described in the later works of Zadeh [9],
Yager [12], Sanchez [13] and Kasprzyk [14].

The stage preceding the main scope of the work was the conducting of a qualitative
analysis of damage to the elements of the tested residential buildings [1,15]. The technical
characteristics and typological ordering of this damage, understood as an expression of the
quality of maintenance of residential buildings, enabled the exploitation conditions of the
considered objects to be identified.

A number of works by Nowogońska [16–20] were used in the methodical approach
to the technical assessment of tenement houses, and the fuzzy calculus presented in the
publications of Plebankiewicz, Wieczorek and Zima [21–26] was used in the assessment of the
whole service life of a building object. The works of Ibadov [27–30] and other authors [31–39],
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which concerned the construction investment process with the fuzzy phase, allowed for
the practical application of uncertain and subjective events when determining the degree
of damage to the tested tenement houses.

1.2. Subject of Study

A group of old tenement houses (that is, those erected before the First World War)
takes an important place in Polish building resources. This group includes about 10.1% of
the whole number of urban flats. What is more, the importance of this type of building
relies on the fact that it takes part in creating an urban environment. At present, an action
needs to be directed to the repair of the old land development. Doubtless, cultural aspects
motivate all this action. To estimate its technical and economic justification, the degree of
the technical wear of the old land development must be recognized and calculated.

This paper is a result of technical research and analyses on the old apartment houses
in Wrocław, Poland [40]. The aim of the analysis is to provide information, which should
help to direct an action, connected with this group of residential buildings. They are the
apartment houses which were built at the turn of the nineteenth and twentieth centuries.
The buildings are situated in the part of the city which (as a district from very few ones)
was not completely destroyed by the war activities. The apartment houses are three- or
four-storey buildings, made of bricks, erected in longitudinal, usually three-row, structural
systems. Apart from the floors over the basement, which are solid ones, all the inter-storey
floors represent typical wooden floors. All the buildings are covered with wooden rafter
framing, usually a purlin–collar one. The staircases are composed of wooden or steel
structural elements with wooden flights of steps.

1.3. Research Problem

While appraising building elements’ technical wear—apart from applying the measur-
able (qualitative) criteria—the immeasurable (quantitative) criteria representing symptoms
(pinpointed defects) of their deterioration have been taken into account. Only very few of
these criteria can be classified at a high level of probability. There are symptoms of extreme
characters, described by extreme dichotomic divisions. It is, however, agreed that between,
e.g., a total pest attack to wooden elements and a lack of pests, the mid-states appear. Their
value is often appreciated in a verbal way, e.g., “substantially”, considerably”, “signifi-
cantly”, “partially”, “hardly” and it is always used in a description of detected defects as a
result of a building object’s technical inspections.

When assessing the degree of technical wear of building elements, apart from mea-
surable (quantitative) criteria, immeasurable (qualitative) criteria are also used. They are
expressed in the analysis of symptoms, i.e., damage, which lowers the technical condition
and utility value of building elements. Only some of these criteria can be quantified with
a big approximation. These are the symptoms with an extreme character, e.g., inter-story
ceilings that are replaced with new elements that are not damp. It can then be assumed
that the damage, and the technical wear it causes, take a value of zero.

In turn, flooding of the floors above basements does not raise doubts regarding the
occurrence of the total dampness, and therefore the degrees of damage and technical wear
caused by moisture take values equal to one within the variability interval of [0, 1]. Most
of these criteria, however, are qualitative. Their value is determined verbally, e.g., as
“significant”, “poor”, “strong”, “almost not at all”, “partial” or “complete”, and it always
appears in the description of damage phenomena. The interpretation of the effects of these
phenomena, which is performed according to qualitative (i.e., subjective) premises, leads
to the indiscriminate categorization of the technical maintenance conditions for buildings
and their elements, i.e., good, satisfactory, average, poor or bad. Therefore, can a building
element with a degree of technical wear of, e.g., 15%, be considered good or satisfactory
from the point of view of the technical maintenance quality? Does significant biological
contamination of wooden floor beams determine their 100% wear?
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Striving for a quantification of criteria that are inherently qualitative (and therefore
immeasurable), and trying to determine the relations between them, led to the use of the
category of fuzzy sets with regard to this issue. Their properties enable damage to building
elements, as well as the conditions of their technical maintenance, to be described within
an unambiguous quantitative (measurable) aspect.

Therefore, the research led towards looking at the problem from this angle, which
allowed the description of naturally qualitative (immeasurable) variables and the determi-
nation of existing relations between them in fuzzy set categories [15,25–39]. The advantages
of fuzzy theory made it possible to describe the defects, representing three middle states
(II, III, IV) of conditions of the building elements’ maintenance, in a clear quantitative
(measurable) aspect. Doubtless, fuzzy conditions are fully represented in these mid-states.

2. Research Methodology

2.1. Fuzzy Set Theory

The basic concept of the theory that was used in this paper is the concept of a fuzzy
set [8,9,11–14]. The definition of a fuzzy set can be formulated as follows: a fuzzy set is set
A, the x elements of which are characterized by the lack of a clear boundary between the
membership and non-membership of x to A. The degree of the membership of element x to
fuzzy set A is described by function μA(x), which is called the membership function. The
μA(x) function takes values from the interval of [0, 1], where:

μA(x) = 0, which means that x is not a member of A;

μA(x) = 1, which means that x is a full member of A.

Fuzzy set A in a certain space (in this paper, it is the area of considerations concerning
the observed states) X = {x}, which is written as A ⊆ X, is called the set of pairs:

A = {(μA(x), x)}, ∀ x ∈ X.

Therefore, two basic fuzzy sets can be distinguished in a problem (each one is de-
scribed in the three following observed states—II, III, IV):

• a fuzzy set of the technical wear of building elements A ⊆ Ze ⇔ Z (to simplify the
designations): Z = {(μZ(z), z)}, ∀ z ∈ Z;

• a fuzzy set of damage to building elements B ⊆ U:

U = {(μU(u), u)}, ∀ u ∈ U.

The basic operations performed on the fuzzy sets defined in the article are pre-
sented below:

• the absolute complement of the fuzzy set A ⊆ X, denoted as −A:

μ−A(x) = 1− μA(x), ∀ x ∈ X (1)

• the multiple sum of fuzzy sets A,B ⊆ X, denoted as A ∪ B:

μA∪B(x) = μA(x) ∨ μB(x), ∀ x ∈ X (symbol ∨ denotes „max”) (2)

• the intersection of fuzzy sets A,B ⊆ X, denoted as A∩B:

μA∩B(x) = μA(x) ∧ μB(x), ∀ x ∈ X (symbol ∧ denotes „min”) (3)

• the k-th power (k > 0) of fuzzy set A ⊆ X, denoted as Ak:

μA
k(x) = (μ(x))k, ∀ x ∈ X (4)

Special cases of exponentiation include:
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• the concentration of fuzzy set A ⊆ X, denoted as CON (A):

μCON(A)(x) = (μA(x))2, ∀ x ∈ X (5)

• the dilution of fuzzy set A ⊆ X, denoted as DIL (A):

μDIL(A)(x) = (μA(x))0.5, ∀ x ∈ X (6)

All these operations, which are of great importance in linguistic semantics, are inter-
preted as:

• −A ⇔ “not A”;
• A ∪ B ⇔ “A or B”;
• A ∩ B ⇔ “A and B”;
• CON (A) ⇔ “strong A” (crispens the fuzzy set);
• DIL (A) ⇔ “more or less, likely A” (flattens the fuzzy set).

When visually assessing the technical wear of building elements that inspected tene-
ment houses consist of, the symptoms of their damage are taken into account, i.e., individual
damage that can be categorized into the following groups of damage:

• UM—mechanical damage to the structure and texture of building elements;
• UW—damage to building elements caused by water penetration and moisture pene-

tration;
• UD—damage resulting from the loss of the original shape of wooden elements;
• UP—damage to wooden elements attacked by biological pests.

The purpose of such a conceptual and technical systematization of damage is a com-
prehensive diagnosis of the extent to which a building element is worn. This assessment,
in turn, leads to the implication of stating under what technical conditions—good, satisfac-
tory, average, poor or bad—the building element was (is) maintained. The terms “good
technical condition of maintenance”, “satisfactory technical condition of maintenance”,
etc., can be considered as fuzzy sets with regard to semantic (qualitative) and technical
(quantitative) aspects.

It is difficult to define a fuzzy set with such a broad meaning as “average technical
condition of maintenance” using one membership function. In this case, a semantic analysis
of the term “technical wear of a building element” was used, which was denoted with
the symbol of a fuzzy set “Z”. Let the technical wear of building element Z consist of:
mechanical wear of its structure and texture (fuzzy set ZM), its technical wear caused by
water penetration and moisture penetration (fuzzy set ZW), technical wear resulting from
the loss of its original shape (fuzzy set ZD) and technical wear caused by the attack of
biological pests (fuzzy ZP harvest). This sum can then be expressed as follows:

Z = ZM ∪ ZW ∪ ZD ∪ ZP (7)

and when assuming the identity of the degree of technical wear and its visual symptom
(Z ⇔ U)—damage to a building element that is integrated into the above-described damage
sets (Expression (7))—it takes the following form:

U = UM ∪ UW ∪ UD ∪ UP (8)

2.2. Research Model

The aim of the proposed model is to assess the technical wear of a building element
with regard to the overriding criterion, i.e., “slightly worn, worn, significantly worn”. The
concepts defined in this way at the basic level best describe the behavior of a building
element in its three middle maintenance states. It is in them, after rejecting the extreme
states (i.e., good and bad) that have the most reliable evaluation principles from the
technical point of view, that the fuzzy conditions are most fully represented. The basic
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principles of fuzzy logic and approximate reasoning were applied [8,9,11–15], and the
fuzzy state was described as follows: its damage means that it can be classified as being in
a satisfactory (II), average (III) and poor (IV) technical condition of maintenance. Therefore,
in each maintenance state, the total damage to a building element is a multiplicity sum of
the sets of damage, and it is expressed by Formula (9):

U(II, III, IV) = UM(II, III, IV) ∪ UW(II, III, IV) ∪ UD(II, III, IV) ∪ UP(II, III, IV) (9)

where each set of damage, in each of the three maintenance states (II, III, IV), is a set of
basic damage uj, which represents elementary lower order criteria:

• UM = {u1, u2, . . . ,u14};
• UW = {u15, u16, . . . ,u23};
• UD = {u24, u25, . . . ,u28};
• UP = {u29, u30}.

Multiplication sum (9) can be written in each of the three maintenance states (II, III,
IV) using the membership function:

μU = μUM ∨ μUW ∨ μUD ∨ μUP (10)

There is an intermediate stage between identifying damage at the elementary level,
which occurs in everyday construction practice, and merging it into sets of damage in
terms of their similarity regarding the wear processes. This stage involves the selection of
damage of the same type but of different intensity (e.g., pitting corrosion, surface corrosion,
deep corrosion of steel beams), or damage occurring to complex elements (e.g., structural
walls—decay of brick or mortar). This method of combining elementary damage was used
in the research, which led to the obtaining of greater possibilities of using operations of
system analysis in fuzzy sets. In the considered sample of downtown tenement houses,
this division is as follows:

• {u1, u2} = U1 ⇔ mechanical damage and leaks;
• {u3, u4} = U2 ⇔ brick and mortar losses;
• {u5, u6} = U3 ⇔ brick and mortar decay;
• {u7, u8} = U4 ⇔ peeling off and decomposing of the paint coatings;
• {u9, u10} = U5 ⇔ cracks in brick and plaster;
• {u11, u12} = U6 ⇔ scratching on walls and plaster;
• {u13, u14} = U7 ⇔ loosening and falling off of plaster sheets;
• {u15, u16, u23} = U8 ⇔ dampness, weeping and flooding with water;
• {u17, u18, u19} = U9 ⇔ brick corrosion, fungus and mold;
• {u20, u21, u22} = U10 ⇔ pitting corrosion, surface corrosion and deep corrosion of steel

beams;
• {u24, u25} = U12 ⇔ dynamic sensitivity and deformation of floor beams;
• {u26, u27, u28} = U13 ⇔ torsional buckling and distortion of window joinery and wood

elements;
• {u29, u30} = U14 ⇔ touchwood and biological infestation of wooden elements.

In each of the damage types distinguished in this way, there is an intersection of two
or three elementary fuzzy sets. Between them, as is the case between sets of damage, there
is a multiple sum of the fuzzy sets that are defined above. All these dependencies can be
described by the general formula for assessing the degree of damage to the elements of the
analyzed residential buildings in their middle maintenance states which, when using the
membership function, is as follows:

μU = (μu1 ∧ μu2) ∨ (μu3 ∧ μu4) ∨ (μu5 ∧ μu6) ∨ (μu7 ∧ μu8) ∨ (μu9 ∧ μu10) ∨
∨ (μu11 ∧ μu12) ∨ (μu13 ∧ μu14) ∨ (μu15 ∧ μu16∧ μu23) ∨ (μu17 ∧ μu18 ∧μu19) ∨
∨ (μu20 ∧ μu21 ∧ μu22) ∨ (μu24 ∧ μu25) ∨ (μu26 ∧ μu27∧ μu28) ∨ (μu29 ∧ μu30)

(11)
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Due to the fact that the greatest approximations of the observed states can be obtained
at the level of elementary criteria, the degrees of membership of damage u1 ÷ u30 to fuzzy
sets UM, UW, UD, UP were calculated at the stage of the basic comparative analysis, in
which the fundamental probabilistic measure is the probability of the occurrence of a single
damage p(uj) in the II, III and IV maintenance states. The probability of p(uj) is therefore
a feature that determines the membership to elementary sets u1 ÷ u30. It would not be
a mistake to simply identify the probabilities p(uj) with the degrees of memberships μuj,
which are described linearly by the membership function operating on the domain [0, 1].
However, in order to present the properties of fuzzy sets more closely, the function used by
Zadeh [8–10] was chosen for intensifying the contrast of the fuzzy set A ⊆ X:

μINT(A)(x) =

{
2(μA(x))2, ∀x : μA(x) < 0.5

1 − 2(1 − μA(x))2, ∀x : μA(x) ≥ 0.5
(12)

Therefore, the intensification of contrast increases the membership degrees that are
greater than or equal to 0.5, while reducing the membership degrees that are lower than
0.5 (Figure 1).

 

Figure 1. The effect of the contrast intensification of the degrees of damage memberships.

The final stage of the created model for assessing the technical wear (damage degree)
of selected building elements in the three middle states of their technical maintenance is
to estimate the size of the impact of elementary damage on the total damage. The study
of the observed states and the conclusions from the proposed method of associating the
occurring damage with the occurrence of the process of technical wear indicate a significant
range of the strength of this relation within one building element in the maintenance states
II, III and IV [1–7]. None of the values of the bi-serial correlation coefficient r(Z), which
is a measure of this relationship, reaches a value of 1 in domain [0, 1]. Therefore, when
taking the extreme value from this range as a reference point, it can be assumed that none
of the values of the correlation coefficient r(Z) concentrates the fuzzy set U, while each of
them—to a different degree—dilutes it. Considerations regarding the relationship between
these dependencies and the analysis of the effects of the dilution process of fuzzy sets
have led to the determination of the weights of the degrees of membership of elementary
damage uj as a function of the correlation coefficient r(Z):

μuj = [f(μuj)]1/r(Z) (13)
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The result of the proposed Formula (13) is the following change in the membership
function:

• r(Z) → 0 ⇒ μuj → 0;
• r(Z) → 1 ⇒ μuj → μuj.

The application of the original procedures of the intensification and dilution of mem-
bership functions, according to Formulas (12) and (13), to the general Formula (11) of
the model for assessing the degree of damage to the elements of the analyzed tenement
houses in terms of fuzzy sets allowed for the transition from the data recorded using
non-measurable variables to results defined by measurable values. The proposed model
gives a numerical answer to the question of to what extent is a building element damaged.
The total degrees of damage to the ten selected elements of the analyzed buildings S(U) in
the maintenance states II, III and IV are presented in Table 1.

Table 1. The degree of fuzzy damage to building elements in their middle maintenance states. (grey backgroud is necessary
to distinguish extreme values)

Group Number Building
Element

Damage Number Damage Description

Degree of Fuzzy Damage Set S(U) Corresponding to
the Maintenance States II, III and IV

S(U)II S(U)III S(U)IV

Z2 Foundations

u3 brick losses 0.24 0 0

u5 brick decay 0 0.59 0

u9 brick cracks 0 0 0

u15
dampness of
foundations 0 0 0

u16 weeping on foundations 0 0 0.97

u17
biological corrosion of

bricks 0 0 0

u19
mold and rot on

foundations 0 0 0

Z3 Basement walls

u3 brick losses 0.05 0.25 0.67

u4 mortar losses 0 0 0

u5 brick decay 0 0 0

u6 mortar decay 0 0 0

u9 cracks in bricks 0 0 0

u10 cracks in mortar 0 0 0

u15 dampness of walls 0 0 0

u16 weeping on walls 0 0 0

u17
biological corrosion of

bricks 0 0 0

u19 mold and rot on walls 0 0 0

Z4 Solid floors above
basements

u3 brick losses 0.01 0.22 0

u5 brick decay 0 0 0

u9 cracks in bricks 0 0 0

u15 dampness of floors 0 0 0

u16 weeping on floors 0 0 0.50

u20
corrosion raid on steel

beams 0 0 0

u21
surface corrosion of

steel beams 0 0 0

u22
deep corrosion of steel

beams 0 0 0

u23
flooding of floors with

water 0 0 0
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Table 1. Cont.

Group Number Building
Element

Damage Number Damage Description

Degree of Fuzzy Damage Set S(U) Corresponding to
the Maintenance States II, III and IV

S(U)II S(U)III S(U)IV

Z7 Structural walls

u3 brick losses 0 0 1.00

u4 mortar losses 0.34 0.93 0

u5 brick decay 0 0 0

u6 mortar decay 0 0 0

u9 cracks in bricks 0 0 0

u10 cracks on plaster 0 0 0

u11 scratching on walls 0 0 0

u12 scratching on plaster 0 0 0

u15 dampness of walls 0 0 0

u16 weeping on walls 0 0 0

u17
biological corrosion of

bricks 0 0 0

u19 mold and rot on walls 0 0 0

Z8 Inter-story
wooden floors

u12
scratching on the plaster

of the ceiling 0 0 0

u13
peeling of ceiling

plaster 0 0 0

u15 dampness of floors 0 0 0

u16 weeping on floors 0.01 0.64 0

u18 fungus on floors 0 0 0.49

u24
dynamic sensitivity of

floor beams 0 0 0

u25
deformations of
wooden beams 0 0 0

u30

complete insect
infestation of wooden

beams
0 0 0

Z9 Stairs

u1 mechanical damage 0.26 0.56 0

u3 brick losses 0 0 0

u16 weeping on stairs 0 0 0.95

u20
corrosion raid on steel

beams 0 0 0

u21
surface corrosion of

steel beams 0 0 0

u22
deep corrosion of steel

beams 0 0 0

u29
partial insect infestation

of wooden elements 0 0 0

Z10 Roof construction

u15 dampness of truss 0 0 0

u16
weeping on wooden

elements 0 0.43 0.53

u28 delamination of beams 0.03 0 0

u29
partial insect infestation

of wooden elements 0 0 0

u30

complete insect
infestation of wooden

beams
0 0 0
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Table 1. Cont.

Group Number Building
Element

Damage Number Damage Description

Degree of Fuzzy Damage Set S(U) Corresponding to
the Maintenance States II, III and IV

S(U)II S(U)III S(U)IV

Z13 Window joinery

u1 mechanical damage 0 0.85 0

u2 window leaks 0.89 0 1.00

u15 dampness of windows 0 0 0

u16 stains on windows 0 0 0

u19
mold and rot on

windows 0 0 0

u26
skewing of window

joinery 0 0 0

u27
warping of window

joinery 0 0 0

u29
partial insect infestation

of window joinery 0 0 0

u30

complete insect
infestation of window

joinery
0 0 0

Z15 Inner plasters

u1
mechanical damage to

plaster 0.40 0 0

u6 plaster decay 0 0.85 0

u7
peeling off of paint

coatings 0 0 0

u8
falling off of paint

coatings 0 0 0

u10 cracks in plaster 0 0 0.95

u12 scratching on plaster 0 0 0

u13 loosening of plaster 0 0 0

u14
flaking off of sheets of

plaster 0 0 0

u15 dampness of plaster 0 0 0

u16 weeping on plaster 0 0 0

u18 fungus on plaster 0 0 0

u19 mold and rot on plaster 0 0 0

Z20 Facades

u1
mechanical damage to

plaster 0 0 0

u6 plaster decay 0.43 0 0

u7
peeling off of paint

coatings 0 0 0

u8
falling off of paint

coatings 0 0 0

u10 cracks in plaster 0 0.94 0

u12 scratching on plaster 0 0 1.00

u13 loosening of plaster 0 0 0

u14
flaking off of sheets of

plaster 0 0 0

u15 dampness of plaster 0 0 0

u16 weeping on plaster 0 0 0

u18 fungus on plaster 0 0 0

u19 mold and rot on plaster 0 0 0
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3. Results

The analysis of the results of the research concerning the impact of damage to building
elements on their technical wear with regard to fuzzy sets leads to the following conclusions
(Table 1):

a. in the field of assessing the degree of fuzzy damage to elements of downtown
tenement houses—S(U) II, III, IV:

• the development of the model presented in the article allowed the fundamental
question of to what extent a building element is worn (damaged), when knowing
that it is (more or less) satisfactorily, moderately or poorly maintained, to
be answered;

• the use of simple operations in the fuzzy set calculus enabled the influence of
both elementary damage that occurs with a specific frequency (probability) and
the measure of its interdependence (correlation) on the observed technical wear
of building elements to be considered;

• as a result of the proposed model, which is based on fuzzy set theory, it was
possible to identify the elementary damage that determines the degree of de-
struction of the building’s elements;

b. when determining the degree of damage of 10 selected building elements according
to fuzzy criteria, it was indicated that there is a need for an individual approach
to each of the elements (especially structural) during the process of their technical
assessment. However, several regularities can be identified:

• the degree of damage to the element increases with the deterioration of its main-
tenance conditions (although not proportionally to the maintenance conditions
and not equally for different types of elements). For instance, degrees of fuzzy
damage set S(U) corresponding to the maintenance states II, III and IV grow in
the following way: Z3—basement walls—u3—brick losses: 0.05; 0.25; 0.67. It
most often differs from the observed values of the degree of the technical wear
that was determined using the probabilistic approach [1]—in particular, in poor
conditions of building maintenance, the degree of damage exceeds 70% of its
technical wear threshold;

• elementary damage that determines the degree of destruction of an element
comes much more often from group I (mechanical damage to the structure and
texture of elements) than was the case in the analysis of the observed states.
Only under poor conditions of building maintenance does the analysis of the
observed random [1] and fuzzy [15] phenomena show a great similarity—the
decisive damage is the destruction of the element caused by water penetration
and moisture penetration (group II);

• at the level of the greatest detail, the type of damage and the degrees of fuzzy
damage to the elements of the downtown tenement houses were determined. In
the most representative, i.e., average/satisfactory condition of maintenance—S
(U) III—the degrees were as follows:

� for foundations: brick decay 0.59
� for basement walls: brick decrements 0.25
� for solid floors above basements: brick decrements 0.22
� for structural walls: mortar decrements 0.93
� for wooden inter-storey floors: weeping 0.64
� for internal stairs: mechanical damage 0.56
� for roof constructions: weeping on wooden elements 0.43
� for window joinery: mechanical damage 0.85
� for inner plasters: plaster decay 0.85
� for facades: cracks on plaster 0.94
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4. Summary and Discussion

At the beginning, general methodological conclusions were formulated. They re-
sulted from the modeling of the impact of the maintenance of tenement houses on the
technical wear of their elements in fuzzy conditions. Such an approach gives much greater
possibilities of studying cause and effect relationships than the probabilistic analysis [1]:

a. the use of simple operations in the fuzzy set calculus enables the simultaneous
recognition of the impact of elementary damage that occurs with a specific frequency
(probability), and also the measure of its interdependence (correlation) on the ob-
served technical wear of building elements;

b. in the effect of fuzzy transformations, it is possible to identify the elementary damage
that determines the degree of destruction of the building element. The result of the
cumulative effects of frequently occurring mechanical damage to the structure and
texture of elements indicates that this type of damage is no less important in the
process of the technical wear of elements of downtown tenement houses;

c. consideration of the problem with regard to fuzzy phenomena allows for the syn-
thesis of elementary criteria. This gives the greatest approximations (at the stage of
the technical investigation of a residential building) for the global assessment of the
degree of wear of the building’s elements. In addition, it significantly reduces the
subjective factor of this assessment, which has the greatest impact on the result of
research conducted for the middle maintenance states of buildings.

The consequence of systematizing the most important processes that influence the
loss of functional properties of residential buildings was the creation of the authors; own
qualitative model and its transformation into a quantitative model. This, in turn, enabled a
multi-criteria quantitative analysis of the cause–effect phenomena—“damage–technical
wear”—of the most important elements of downtown residential buildings to be conducted
in the so-called conventional and fuzzy sets. In conventional sets, in which attempts were
made to describe the observed (empirical) states with the use of theoretical formulas, the
probabilistic side of the problem and its random nature were considered [1]. In turn, in
fuzzy sets, the observed states of cause–effect phenomena in the fuzzy conditions [15] (i.e.,
uncertainty as to the very fact of their occurrence) were analyzed.

The fact that the membership function of a fuzzy set assumes values from interval
[0, 1] leads to the hasty conclusion that fuzziness is a hidden form of randomness, and
therefore fuzzy set theory is basically nothing new in relation to probability. The differences
between fuzziness and randomness, however, concern both their nature and the formal
differences between probabilistic calculus and fuzzy sets. The nature of these phenomena
lies in the problem of the uncertainty of the type of randomness and fuzziness. In the case
of randomness, the event is strictly defined, while its occurrence is uncertain. Therefore,
randomness can be equated with the uncertainty regarding an element’s membership or
non-membership. This is not the case with fuzziness, which concerns the very degree of
membership of an element to a set, and therefore an event is no longer strictly defined. Such
events are the ones analyzed in the paper—the occurring damage of building elements and
the processes of their technical wear. Their nature, in the authors’ opinion, is more fuzzy
than random.

The differences between randomness and fuzziness can be presented with regard to
the following three points of view:

• level of uncertainty;
• number of decision makers;
• number of steps in the decision process.

Regarding “the degree of uncertainty”, the following decision-making situations, with
an increasing degree of uncertainty, can be distinguished:

• Certainty: all the information that describes the issue of decision making is deterministic;
• Risk: information that describes the decision-making issue is probabilistic, i.e., the

data have appropriate probability distributions;
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• Uncertainty: even the probabilities are not known. Making decisions is usually
reduced to using a minimax strategy;

• Fuzziness: uncertainty not only relates to the occurrence of an event, but also to its
meaning in general, and this can no longer be considered using probabilistic methods.
Of course, further extensions, such as adding risk to fuzziness, are also possible.

The sense of a fuzzy set can therefore be used to formally determine and quantitatively
express ambiguous concepts that are always present in the programming and analysis of a
construction process. Thus, fuzzy set theory is a theory of classes in which the transition
from membership to non-membership does not have a jumping character, as is the case in
a conventional set, but instead it is gradual. Striving for a quantification of criteria that are
inherently qualitative (and therefore immeasurable), and trying to determine the relations
between them, led to the use of the category of fuzzy sets with regard to this issue. Their
properties enable elementary construction processes to be mathematically described as
fuzzy events within an unambiguous quantitative (measurable) aspect.

To sum up, the approach of the creator of fuzzy set theory [8–10] (Lofti Zadeh, who,
unlike Yager and Kaufmann [11,12], assumed the fuzzy set as a random event) was con-
sciously used by the authors. This enabled the question of what is the probability that
a building element is more or less (approximately) worn to be answered. Therefore, the
differences between the concepts of fuzziness and randomness were not considered. It was
only assumed that although these phenomena are different and described differently, they
may nevertheless occur together as two types of uncertainty.
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17. Nowogońska, B. Intensity of damage in the aging process of buildings. Arch. Civ. Eng. 2020, 66, 19–31. [CrossRef]
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Abstract: Defining the basic determinants of the level of reliability with regards to the use of residential
buildings and determining the function of the intensity of their characteristic defects are important
issues concerning renovation strategy. The distribution of the exploitation time of residential buildings,
the function of their reliability, and the distribution of the defect intensity of examined buildings
are interdependent terms. Therefore, it can be assumed that the defect intensity of an object will
be higher with an increase in its exploitation time. However, it is neither an increase reflecting the
length of the building’s service life nor the value directly proportional to its age. The article presents
a model and method of testing the defects and reliability of a representative group of traditional
downtown residential buildings, which were erected in Wroclaw, Poland at the turn of the 19th and
20th centuries. A basic conclusion was drawn regarding the mechanism of damage of residential
buildings: for the period of using the facility, in which the time of correct operation until failure has
an exponential distribution, the average remaining time of failure-free operation is unchanged at
any time. It was confirmed that the tested residential buildings, after a certain period of failure-free
operation, fulfil their functions, just like new buildings. The optimal moment of renovation occurs
after the end of the second period of operation, before the period of rapid wear. The study of the
course of the damage intensity function over time reflects the wear process of a residential building
in a representative sample of downtown residential buildings that were erected using traditional
methods. Defining the average duration of the correct failure-free operation of an object by the
reliability function, which determines the probability with which the correct operation time of an
object will be longer than its age, has a practical application in the exploitation of a residential building
and its components.

Keywords: residential buildings; defects; intensity; reliability; technical wear

1. Introduction

1.1. Damage to Building Objects

Damage is an event that involves the loss of serviceability of an element or building [1–10]. It is
related to them reaching their limit state. The exceeding of the limit state that is appropriate for the
subsequent utility functions of individual elements of a residential building reduces their exploitation
potential [11]. An element loses various utility functions when it reaches the serviceability limit state
and enters the state that is defined in reliability theory as being defective (but fit for use). This state lasts
until all of its functions exceed this limit state. The element then becomes unusable. The serviceability
limit state is a contractual value, which depends on the adopted criteria.

The stimuli that cause the limit states to be exceeded by successive element functions may be
sudden (random damage), gradual (aging damage), or have a nature of relaxation extortion (gradual
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aging of an element and its sudden transition to a state of being unfit for use occur together) [12].
Aging processes, which gradually occur, are usually caused by damage of a deterministic nature
(predictable in a given time) [13]. Random damage occurs suddenly (breakdowns, catastrophes), or
it is caused by accelerated wear (sporadic defects and technological defects) [14]. Defects (sporadic
defects) are typical damage that result from the poor performance of executive works, the poor quality
of the used construction materials, or they are caused by both of these causes simultaneously [15].
On the other hand, erroneous design assumptions and defective design and material solutions cause
technological (chronic) defects are damage. Poor workmanship and the low-quality of built-in materials
only exacerbate this problem [16].

If a technical element contains a sporadic or chronic defect, the limit state of its individual
functions is reached faster. Subsequently, there is a clear reduction in the resistance of the material
to external stimuli. Sudden damage causes unexpected changes in the essential physical parameters
that determine the performance of the element’s basic operational tasks. During a failure, the limit
values of the safety functions of the element’s structure are not exceeded, while, during a disaster,
the parameters change beyond the values that are permissible by the requirements. Gradual damage is
the result of aging activities. Aging processes are associated with irreversible structural changes in the
materials that are used in building components. They result from physicochemical reactions that occur
over time due to the operation of destructive stimuli on a macro and micro scale.

The rate of aging of materials depends on:

• the resistance of material to destructive stimuli; and,
• the intensity of the impact of destructive stimuli [17–21].

The accumulation of the effects of these interactions causes structural changes in material. The result
of these external and internal destructive processes is the reduction of the material’s resistance to
damage that occurs during various periods of operation [22]. Consequently, there is a gradual increase
in wear and a loss of functional properties of the element, which leads to its inoperability, and later to
it being unfit for use. Exceeding the serviceability limit state by the individual operational functions
of an element does not mean its full, physical destruction. Full physical destruction (and, at the
same time, complete technical, social, and economic wear) occurs when the technical features of
fundamental importance for the appropriate performance of the element’s operational functions do
not meet the parameters that guarantee safe operation [23]. The issue of safety is defined here by
appropriate standards, technological guidelines, conditions of admission to use, approvals, and technical
certifications [24]. Therefore, the criterion of safe operation is absolutely essential in the exploitation
process, regardless of the nature of the causes of damage to a building’s elements [25].

The so-called Lorenz curve illustrates the typical course of the wear process of building elements
during their operation [26–28]. In this process, we can distinguish the following three basic intervals of
a building’s age t and the corresponding intervals of technical wear Zt—Figure 1:

• a warranty and post-warranty period of up to about 0.15 of a building’s age t, in which the object
“adjusts” and shows technical wear Zt at a level of 0.2,

• a period of normal exploitation of up to around 0.75 of a building’s age t, in which the facility is
properly maintained and shows technical wear Zt at a level of 0.5, and

• a period of planned exploitation of up to 1.0 of a building’s age t, which is equal to its expected
durability T, and in which the object should be renovated/modernized until it reaches a level of
technical wear of 1.0.

The last period of planned exploitation and the period of unplanned use of residential buildings,
the age of which exceeds their literature service life [29], is the subject of research and analysis regarding
the intensity of damage and the change in the reliability state of buildings that qualified for the targeted
research sample that is described below.
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Figure 1. A typical course of the wear process of residential buildings during their exploitation.

1.2. Literature Review

During exploitation, construction objects are subjected to continuous destructive processes of
various courses. With the passage of time, their functional properties decrease, and their partial
restoration occurs as a result of repairs [30]. Therefore, during the use of buildings, it becomes necessary
to carry out renovation works [31], which, according to the principle of sustainable development,
should be included in the life cycle costs of construction objects [32–34].

Deciding which repair solutions to choose is a difficult and complex task. To this end, many models
and methods have been developed in order to support policymakers and building administrators.
They include the computer decision model for selecting repair options [35]; a simplified method
of estimating technical degradation, which uses artificial neural networks [36]; and, the feasibility
assessment of works using fuzzy stochastic networks [37].

In the proposed models and methods, an important element is the correct assessment of the size
and intensity of defects to structural elements. A significant problem in the discussed issue is an
increase of damage and partial defects [38], which is, the change in the building’s reliability state during
its operation. The analysis of the technical condition and intensity of damage requires appropriate
modelling. The Rayleigh distribution [39,40] or Weilbull distribution [41,42] can be used for modeling
this phenomenon.

The Weilbull exponential distribution is often used to evaluate the distribution of normal operation
time [43], because it assumes that failures are only caused by external random events. However,
in reality, there is no such exponential model of reliability distribution. Significant approximations,
in which a negligible influence of wear processes is assumed, are made in the exponential distribution.
A special example of the Weibull distribution is the Rayleigh distribution. This distribution, in turn,
occurs when the wear of an element increases over time, i.e., it is the main cause of failure over time.
The appropriate modelling of exploitation scenarios helps to select the optimal planning of renovation
works for a building.

The aim of the research was to determine, while using the example of over 102 tested residential
buildings, how the intensity of damage affects the reliability of construction objects.

2. Research Method

2.1. Research Sample

The subject of the research [44–48] involves tenement houses in a separate part of the downtown
district in Wroclaw, Poland. The buildings are situated along downtown streets of secondary importance
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in an urban layout that has remained unchanged for years. They are front buildings, and also
outbuildings with a modest architectural design and economical functional standard. The facilities were
built of brick in longitudinal, usually three-bay, structural systems.

102 tenement houses were mainly erected in the second half of the nineteenth century, until the
outbreak of World War I. However, three of them are 170 years old. It is difficult to determine with
certainty the type of building development due to the enormous scale of war damage that took place
in this region in 1945; it can be assumed that, at the time of the examination, almost 2/3 of the buildings
were built in compact developments, 1/5 in semi-compact developments, and 1/6 as free-standing
buildings. The number of storeys varies from 2 to 5: 9% are two-story buildings, 10% are three-story
buildings, 39% are four-story buildings, and 42% are five-story buildings. The vast majority of tenement
houses (84%) have a basement under the entire building, 9% under a part of the building, and 7% have
no basement at all. With the exception of three buildings, all of them have a usable attic. 83% of the
attics are used as a drying room and 17% have been converted into apartments.

The apartments were designed without sanitary installations. Water intake points, as well as
sinks and toilets (c.c.), were later installed on the staircase landings and even in the kitchens of the
apartments. Furnaces heat most of the apartments, and only a few have central heating made by
the residents themselves. Electrical installations, originally designed as surface-mounted, after the
unprofessional modifications of tenants, are placed under the plaster. Gas installations were gradually
introduced, with the development of the city network, to almost all apartments.

The term “tenement houses” defines the above-described downtown residential buildings with
construction and material solutions that are typical for the turn of the 19th and 20th centuries, similar
functions and standards, and a specific form of ownership (the so-called pre-war “tenement houses”)
in all parts of this article.

The research sample, covering 102 technically assessed residential buildings from Wroclaw’s
Srodmiescie district, was selected from a group of 160 examined buildings. The overriding criterion for
the selection of the sample was the obtaining of a comparable group of objects. Mutual comparability
of downtown tenement houses meant:

• age coherence, i.e., a similar period of erection, maintenance and exploitation with regards to
historical and social aspects;

• compact development in the urban layout that has remained unchanged for years;
• similar location along downtown street routes with an urban, but not representative, character;
• construction and material homogeneity, especially regarding the load-bearing structure of

buildings; and,
• identical functional solutions, which are understood as the standard of apartment amenities and

furnishings in force at that time, and also a specific standard of living of residents.

A method of selecting the research sample at the level of greater detail was based on the mutual
similarity of all technical solutions of downtown tenement houses.

The selected research sample, according to the criteria presented above, is representative with
regards to one of the concepts (specific for the adopted purpose of the study) of representativeness [49,50].
It contains all the values of the variables, which could be recreated from previous research that had a
different objective function than the one that was adopted in this study. However, these values were
compiled and processed in such a way that it is possible to make conclusions about the cause–effect
relationships between them in the general population. Thus, the typological representativeness of
the sample into which the desired types of homogeneous variables are classified can be assumed.
Because of the fact that the structure of the population and its properties were well recognized earlier,
such a selection of the research sample can also be considered to be deliberate. It should be noted
that the sample may not be representative in terms of the distributions of the examined variables,
which may—for the adopted significance level—not correspond to the analogous distributions in the
general population. It is also not known—at this stage of the research—whether the selected sample is
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representative due to the correspondence between its variables and the identically defined variables in
the entire set of downtown residential buildings.

2.2. Research Model

The general scheme of the cause-and-effect model—“defect–technical wear of building
elements”—is the result of a synthesis of the results of visual studies of a selected sample of tenement
houses in Wroclaw’s Srodmiescie district. The scheme of the considered model at the level of greatest
generalization is as follows:

[CAUSES]→
[
observed SYMPTOMS↔ measured

]
→ [EFFECTS]

or in a more detailed elaboration—Figure 2:

Figure 2. General diagram of the cause and effect model—“damage–technical wear of building elements”.

The theoretical model of the technical wear of elements of residential buildings is a function of
time t and their assumed durability T. The comparative analysis of the observed and theoretical wear
shows that it is practically impossible to determine the exact form of the dependence between the size
of wear of an element and its age. This difficulty results from the influence of many factors, which are
individual for each residential building and can only be described by a complex mathematical model.
In this situation, low complexity models should be selected and their compliance with empirical
observations should be assumed as the selection criterion when the task of the researcher is to determine
the trend of the phenomenon. Therefore, the research was limited to the search for trend functions
from among linear, power (multiplicative), as well as exponential and hyperbolic relationships [51–57].

At any time during the assessment of the technical condition of any selected group of residential
buildings and their elements, the group of experts acts at the intermediate stage of the proposed
model—the analysis of the symptoms of the observed states. It cannot measure the causes (factors).
However, it may take their impact into account when carrying out the assessment. In the case of
effects (consequences), short-term effects (e.g., loss of utility values) and intentional effects (concerning
decisions about the future of a residential building) can be distinguished. Further steps depend on
adopting one of the multi-criteria decision making methods, e.g., according to [58]. The more reliable
and meaningful the research on the symptoms of damage to a residential building’s elements in the
observed states, the more reliable the reasons regarding further decision-making analysis.

The key element of the technical examination of residential buildings should be the assessment
of the size and intensity of the damage (symptoms) of their structural elements, which is carefully
prepared in advance in terms of methodology. This assessment, which is supported by the theoretical
recognition of the failure mechanism with regards to the reliability of technical facilities, leads to the
determination of the causes of damage, and it enables a decision that is based on numerical evidence
concerning the future of residential buildings to be made.

2.3. Research Method

The concept of the reliability of a residential building is always associated with the performance
of exploitation tasks [7,59–63]. The performance of a task by a residential building involves its correct
fulfilment of certain functions under certain operating conditions and within a specified time. If this
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function is denoted by φ, the building’s working conditions by χ, and the building’s operation
time by t, then the task to be performed by the facility can be written as an ordered triple [φ,χ,t].
By knowing the function that the building needs to perform, it t is possible to establish such a set of
requirements (ωφ) for the features of a residential building (characterized by a number of essential
and auxiliary technical-operational, economic, and other parameters that are important in the process
of exploitation and maintenance) that their fulfilment is a necessary and sufficient condition for the
correct implementation of the assigned functions (φ) by the building. It has been assumed, with some
simplifications, that the assessed residential building is, from the point of view of exploitation theory,
a two-state object. This means that it may be fit to perform its function (assuming the actual state that
is characterized by meeting the requirements (ωφ)), or unfit to perform its function (assuming the
physical state that is characterized by a failure to meet the requirements (ωφ)). The task of the facility,
which is then understood as an event (Z) (e.g., with regards to the provision of housing services),
is written as the following ordered triple: [ωφ,χ,t]. It was further assumed that the requirements
regarding a residential building and its maintenance conditions are known, i.e., the pair [ωφ,χ] is fixed
and, consequently, it was assumed that the reliability of residential buildings could be assessed as a
function of time (t).

Thus, the concept of the reliability of a residential building is defined, as follows: the reliability
of a residential building is its property, which is seen as its ability to meet the requirements (ωφ)
within the designated limits of being fit and unfit under certain given maintenance conditions (χ) and
exploitation time (t).

The above considerations allowed for the reliability measure to be defined according to general
formula [30,61]:

R(t) = P{τ > t} (1)

where:
τ—time of the failure-free operation of an element; and,
R(t)—the function of reliability that describes the probability of the failure-free operation of

an element during the time period t (it assumes values from the interval [0, 1], where R(0) = 1,
and R(∞) = 0), which can be also expressed as lim{t ->∞} R(t) = 0.

More precisely, the reliability function R(t) denotes the probability of the correct operation of an
object in the interval [0, t]. For the considered residential buildings with repairable elements, the index
(1) characterizes their reliability until the first defect. The course of the reliability curve coincides with
the change in the serviceability value due to the fact that they are also complex objects.

The function R(t) is also a transformed distribution function, the form of which is as follows:

F(t) = P{τ > t} = 1−R(t) (2)

F(t) determines the probability with which the time of the correct operation of a residential building
will be shorter than its expected service life (t). If it is assumed that such an event occurs at time t = 0,
i.e., an object is fit for use at the moment of putting it into operation, then it can be assumed that it will
also perform this task at any time ti (from interval 0<ti ≤ t, where i = 1,2, . . . ). The general reliability of
a residential building is then equal to the product of reliability:

R = R(t)R(0) = R(ωϕ,χ, t)ΔP
{
Z(ωϕ,χ, 0)

}
(3)

The symbol R(0) denotes the so-called initial reliability of an element, i.e., the probability that it will be
fit at the moment of starting the task (t = 0). Therefore, the definition of the concept of reliability was
used and, as a result, the following was obtained:

R(0) = P
{
Z(ωϕ,χ, t)

}
(4)
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and then:
R(t) = P

{
Z(ωϕ,χ, ti)

}
, 0 < ti < t/Z(ωϕ,χ, 0) (5)

It was further assumed that event Z(ωφ, χ, 0) is certain, i.e., it is certain that, if a residential
building adopted from the investment process to the exploitation process meets all the specified
functions, then it will fulfil all the operational tasks assigned to it and it can also be inhabited by
residents. In this case, R(0) = 1, and expression (5) takes the following form:

R(t) = P
{
Z(ωϕ,χ, ti)

}
, 0 < ti ≤ t (6)

Ultimately, the overall reliability of a residential building can be expressed by the R(t) function,
which may have different distributions in different periods of the building’s operation. Most often,
variable (t) can be treated as a random variable of the continuous type and then the density function is
a derivative of the distribution function F(t):

f (t) = F′(t) = −R′(t) (7)

and then:

F(t) =

∞∫
0

f (t)dt =

∞∫
0

(
−R

′(t)dt
)

(8)

These are important relationships in the process of analysing building structures.
Note that the reliability function is a decreasing function. This means that e.g., R(ti)<R(ti−1),

and, in extreme cases for ti = 0 and ti =∞, the reliability function takes the values R(0) = 1 and R(∞) = 0.
This is contrary to the distribution function F(t), also called the unreliability function, for which
ti: F(0) = 0 and F(∞) = 1 for the same values.

Further considerations were based on the definition of durability (T), which can be formalized
as a function of the following quantities [61,64]: the reliability of a residential building R(t), which is
considered to be an event of randomly reaching the limit state by its element; the flux of physical aging
extortions of a building and its elements W(t) (sometimes in the form of step stimuli); and, the level of
resistance of elements to the effects of extortions D(t). When presenting the problem with regards to
reliability, it can be defined as the functional:

R(t) = Ψ
{
T(t), W(t), D(t)

}
(9)

in which reliability is expressed by the durability and flux of changes in the level of aging and,
thus, the processes of physical wear (if the problem is simplified by not taking the processes of social
wear into account). The wear processes are manifested by damage to a residential building and
its elements, as a result of which the building is unfit for use (loses its serviceability value) and
requires renovation (if it is technically possible and economically justified). With exploitation time,
a residential building becomes unfit for use more often, as it is subjected to increasingly frequent
damage (aging processes). For the sake of simplifying the considerations, distinguishing between
the state of operability and inoperability was omitted. However, the subsequent state of being fit for
use, after renovation, already represents a level of serviceability that is lower than the previous one.
Therefore, it is possible to talk about a greater intensity of damage to the object with an increase in its
operation time, although this is neither an increase reflecting the length of the building’s service life
nor an increase directly proportional to its age.

An important issue in renovation strategy is to define the basic determinants of the level of
reliability concerning the use of residential buildings. The basic element of these studies is the
determination of the defect intensity function, which is itself an important issue with regards to the
assessment of renovation decisions regarding residential buildings.
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When considering any two renovation intervals, it can be assumed that the random variable τ, which
defines the time of failure-free operation of a building, takes values from the following interval [61]:

[τRi < τ ≤ τRi+1] (10)

or, in general:
[ti < τ ≤ ti + Δti] (11)

If it is assumed that in the interval [0,ti] no damage was found and, in the interval [ti,ti+Δti],
damage could occur, the expression R(ti+Δti)/R(ti) is called the conditional probability of such an event,
which assumes that there will be no damage in the interval [ti+Δti] if there is no damage in the interval
[0,ti]. It is a relationship with a domain defined on the interval [0,1], also known as the Bayesian
formula concerning conditional probability [37,48]:

P{ti; ti + Δti} = R(ti + Δti)

R(ti)
(12)

In extreme cases, damage may occur at the moment of ti+Δti, and then the probability that is
determined by equation (12) will assume value 1 (because R(ti+Δti) = R(ti)). If the damage occurs at
the moment of ti, then P{ti;ti+Δti} = 0 (and then R(ti+Δti) = 0). Formula (12) indicates the conditional
probability of the duration of the correct and fault-free operation of the object.

In subsequent steps, the following transformations were made, which allowed the concepts
derived from expression (12) to be defined:

• relationship (12) was subtracted from unity:

1− P{ti; ti + Δti} = U{ti; ti + Δti} (13)

and the resulting complement U{ti;ti+Δti} was interpreted as the probability of a faulty and
incorrect operation of the object;

• the obtained expression (13) was divided by Δti, and the average value of the probability of
damage in the object’s operating time interval with the length Δti was obtained:

U{ti; ti + Δti}
Δti

(14)

• the limit (probability) of this transformed expression for Δti→0 was then calculated and the sought
function of damage intensity λ(ti) = λ(t) was obtained:

lim
Δti→0

U{ti; ti + Δti}
Δti

= λ(t) (15)

• the obtained relationship (15) was further transformed through appropriate integration and
differentiation operations until a more convenient mathematical form was obtained. It expressed
the relationship between the function of damage intensity and reliability function:

R(t) = e
−

t∫
0
λ(t)dt

(16)

Relationship (16) is the basic formula in the theory of exploitation, which is used under the name
of the Wiener formula.

The distribution of the service life (exploitation) of a residential object f(t), the reliability function
R(t), and the distribution of damage intensity λ(t) are interdependent terms. The function of damage
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intensity itself depends—just like the reliability function (because it is a set of its arguments)—on many
factors. These include the physical and chemical properties of the elements of residential buildings,
the aging and wear processes W(t), the requirements for these objects (ωφ), and the maintenance
conditions of these objects (χ). The damage intensity function λ(t) can take various forms. It may be
monotonically increasing or decreasing (possibly with a few extreme points) or it may be constant over
time. The time course of the damage intensity function λ(t) reflects the course of the wear processes
of a residential building throughout its service life. Table 1 shows the average values of the damage
intensity function λ(t) for the ten most important elements of the examined downtown tenement
houses, as well as the indication of the lack of damage intensity λ(t) < 0.12, the damage tendency
0.12 < λ(t) < 0.20, and a strong damage intensity λ(t) > 0.20.

The statistical form of this reliability measure is also used apart from the probabilistic (based on the
probability calculus) approach for determining the failure intensity function in the exploitation theory [61]:

λ(t) =
n(t + Δt) − n(t)

N(t)Δt
(17)

where:
N(t)—the number of objects fit for use until time t;
N(t + Δt)—the number of damaged objects until time t + Δt; and,
λ(t)—a statistical measure of damage intensity.
λ(t) is therefore the share of the number of defects in the analysed time unit (Δt) in interval

[t,t+Δt] and in the number of objects fit for use at the beginning of this interval, i.e., at time t.
For the renovation strategy of a residential building, an important issue is to find—with the

assumed reliability level—a rational moment of renovation τR, i.e., to determine the most technically
and economically advantageous average time of exploitation of the object τ0 from one renovation to
the next one. The measure of the average inter-repair time (or the value of the average random variable
τ, i.e., the variable that determines the time of the correct operation of the facility) is:

τ0 = E(τ) =

τR∫
0

R(t)dt (18)

It should be assumed that, in the period of building adaptation, i.e., for objects damaged during
this period, the distribution of the damage intensity function is usually explained by various functions
that have a monotonic and decreasing character of their course (more or less, depending on the nature
of the damage intensity). The processes of the adaptation period are associated with the loss of
serviceability, which is caused by the exceeding of the limit states. After a fairly long-term effect of
loads, when they are continuously distributed and cyclically repeated in the process of exploitation,
the Weibull function can be used, the density of which has the form of:

f (t) =
β

α
tβ−1e

tβ
α (19)

where: β—shape parameter, α—scale parameter.
Because the damage intensity function can be written using the parameters α and β in the form:

λ(t) =
β

α
tβ−1 (20)

then:

R(t) = e
−
∞∫
0

β
α tβ−1dt

(21)
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A typical distribution for objects subjected to damage in the first period of exploitation may be
the gamma distribution in the form:

f (t) =
λ(λ(t))β−1e−λ(t)∫ ∞

0 e−ttβ−1dt
(22)

in which the denominator is the so-called Euler’s integral. This distribution represents the processes of
loss of serviceability well, which are based on the cumulative effects of external factors. Ultimately,
as a result of the elimination of all the defects and faults covered by the warranty, it is assumed
that gradual and sudden defects (the latter ones that result from the step operation of stimuli in
the conditions of accumulation of wear) are completely eliminated. This characterizes the end of
the adaptation period of a residential building and the beginning of its normal operation period.
The shape of the intensity function becomes “smooth”. Hence, value 1 for the shape parameter (β) can
be assumed for both the Weibull distribution and gamma distribution. It is a very characteristic period
of a residential building’s service life, in which the risk function takes a constant value (λ(t) = λ).
This results from the following transformations of the mentioned functions:

• for the Weibull function:

λ(t) =
β

α
tβ−1 =

1
α

t1−1 =
1
α
= λ (23)

• for the gamma function (using a shortcut for long calculations):

λ(t) =
f (t)
R(t)

(24)

f (t) = λe−λt (25)

F(t) = 1− e−λt (26)

and using dependence (2):
R(t) = e−λt (27)

ultimately:

λ(t) =
λe−λt

e−λt = λ(= const) (28)

If the risk function has a domain defined by segment ti of the exploitation time (0 < ti ≤ t),
then λ(t) = const (for λ > 0 and t > 0) and the time of correct operation of a residential building has
an exponential distribution. Finally, after several mathematical transformations of Equation (18), it is
possible to determine the most technically and economically advantageous average service life of the
object τ0 from the end of the warranty period:

τ0 =
1
λ

(29)

The last dependence leads to an extremely important conclusion for the mechanism of the
occurrence of defects in residential buildings: for the period of using a facility, in which the time of
correct operation to damage has an exponential distribution, the average remaining time of failure-free
operation is unchanged at any time. Therefore, after a certain time of failure-free operation, residential
buildings fulfil their functions, just like new ones, and after exceeding the planned exploitation time
beyond the assumed service life (t > T), they show “over-durability”—Figure 3:
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Figure 3. A diagram of the identified “over-durability” of the examined downtown tenement houses
with regards to the charts of theoretical technical wear during very good and bad maintenance conditions.

It is clearly seen in Figure 3 that the observed technical wear of examined buildings is within
the area that is determined by theoretical wear at poor and good maintenance by the age of 85 years.
Within the range of 85 < t < 120, the theoretical curves do not match the observed ones (the older,
the worse). Over the age of 120 years, the inspected buildings should head for “technical death” (t = T),
whereas a trend of “over-durability” (t > T) is noted on regular basis.

3. Conclusions

The adopted model and method of testing a representative group of downtown residential
buildings with a traditional construction, which were erected at the turn of the 19th and 20th centuries,
indicate that the age of the elements of old residential buildings is of secondary importance in the
process of the intensity of loss of their serviceability value. No more than 30% of the element’s damage
can be explained by the passage of time if we assume that the coefficient of determination is the
measure of the adjustment of the mathematical models (as a function of the technical wear of building
elements over time), which are tested in the nonlinear regression method. Therefore, it is not age that
determines the course of the technical wear of the analysed building components.

The analysis of the exploitation processes of residential buildings and the transformations of the
basic dependencies of the reliability theory indicate that, for the service life of an object, in which
the time of correct operation to failure has an exponential distribution (it is basically the service life
corresponding to the length of operation of the considered residential buildings), the average remaining
time of failure-free operation is unchanged at any time. Theoretically, residential buildings fulfil their
functions, just like new ones, after a certain period of failure-free operation. The optimal moment of
renovation occurs after the end of the second period of operation, before the period of rapid wear.
Expressing the average duration of the correct failure-free operation of an object (τ0) by the reliability
function R(t), which determines the probability with which the correct operation time of an object
will be longer than ti, has a practical application in the exploitation of a residential building and
its components.
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The study of the course of the damage intensity function λ(t) over time reflects the wear process
of a residential building in a representative sample of downtown residential buildings erected while
using traditional methods. It authorizes the formulation of the following conclusions—Table 1:

• there is measurable the damage intensity function in interval [0, t] for all 10 tested building
elements, but the damage intensity force shows a significant span (from 0.00 to 0.84);

• as a rule, damage that is caused by water penetration and moisture penetration is of the highest
intensity -0.54 on average;

• the technical condition of each of the tested elements also shows the intensity of defects that are
characteristic for their design and material solutions, e.g.,:

� damage to wooden parts of elements (ceiling beams, stair treads, roof trusses, window
joinery), which are attacked by biological pests;

� mechanical damage to the structure and texture, the intensity of which applies only to those
elements in which the damage may cause the intensification of the impact of subsequent
(cumulative) defects, e.g., construction walls underground and aboveground, as well as
internal and external plasters (but not foundations or massive cellar ceilings); and,

• damage that is manifested by the loss of the original shape of wooden elements can be considered
as not very intense; an exception is the torsion of window joinery (with an intensity of 0.42),
for which this damage determines a significant decrease in its serviceability value.

4. Summary and Discussion

The practical approach to the problem of the intensity of the formation of defects in the tested
residential buildings with regards to the change in their reliability condition enables summing up the
following findings:

• generally used normative definitions of the reliability of buildings facilitate the study and
interpretation of the course of exploitation processes of residential buildings;

• for the purpose of a comprehensive assessment of changes in the reliability level of residential
buildings, various reliability characteristics should be used, in which the damage intensity function
is of key importance, as it enables the construction of other reliability indicators; and,

• using the characteristics of the reliability of a residential building in renovation decisions allows
for a rational renovation strategy to be determined by e.g., the determination of maintenance
intervals on the basis of established damage intensity distributions.

The methodological approach to the technical assessment of buildings, and their durability and
reliability, has been known and presented in the literature for many years, especially in the papers of
Arendarski [5], Zaleski [8,9], Thierry [21], and Tymiński [61]. Their works are used as manuals for
managers and administrators regarding the use of buildings. Nowogońska [11,18,28,30,31,39,40] deals
with the study of the impact of the maintenance of residential buildings on both the degree of damage
and the reliability function. The reliable results of these studies are presented with a division into
building elements with the greatest share and significance for the proper functioning of the examined
buildings. Such a division is particularly important in the last period of the building’s “service life”,
when its operation time is approaching its expected durability.

A similar approach, as presented in previous publications, was adopted by the authors of
this article, who conducted the technical assessment of tenement houses under the supervision of
Marcinkowska and Czapliński [44–48,58]. This methodology of diagnosing residential buildings has
been presented for many years by the researchers of the so-called “German school”—Deutschmann [6]
and Zimmermann [10]. They indicated the methods of measuring technical wear, damage size
and the aging process of the load-bearing structure of engineering objects. Plebankiewicz, Zima,
and Wieczorek [32,33] deal with the life cycle of a building object with regards to the risk and cost
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of its restoration as a result of renovation activities, which—in the opinion of the authors of this
publication—should be a secondary feature: cost versus technical. After all, increasing cultural,
historical, and humanistic aspects prevail over material ones when making decisions about the
so-called “technical death” of facilities that are located in the centres and suburbs of many cities.
Therefore, the priority seems to be to study the damage intensity of residential buildings in the context
of changes in their reliability state.

It is worth noting that the discussed quantitative data can provide the basis for programming
the size and structure of specialized construction companies that are involved in the maintenance
and renovation of residential buildings. These data are included in the technical information that
is necessary for managing buildings and designing the organization of these maintenance activities
for residential buildings, which, in turn, determines the quality of broadly understood housing
maintenance conditions.

Finally, attention should be paid to the individual nature of the results of the study, which was
based on research on a homogeneous coherent group of downtown tenement houses. The transfer
of the results of the technical assessment to a different population of residential buildings with a
traditional construction should be conducted with great caution and with the necessity to perform
surveys. Undoubtedly, such studies should be preceded by the careful, purposeful selection of a
typological sample that is representative for the general population. Such a sample may contain a
much smaller number of objects, but it is extremely important that the decisive selection criterion
for the technical assessment involves the elements (or only parts of them) that are essential for the
structure (load-bearing structure) of the building. This division is especially important when examining
composite and complex elements. It can then be assumed that, from the point of view of the ultimate
limit states of elements, the degree of their technical wear (while maintaining the safe and reliable
operating conditions of the object) is equal to 75%.

The methodological aspects of the reliability of the quantitative results of the technical assessment
should also aim to minimize the subjectivity of expert judgment in the process of technical examinations
of residential buildings by specifying the type of the predicted random impacts, and by determining
the variability of at least some of them. It should also be remembered that the issue of technical
tests of buildings (especially residential buildings) needs to be updated with full recognition of
the forms of their immaterial wear—social and economic. It is a sign of recent times that it is the
psychological aspects of the perception of the process of decline in the serviceability value of flats by
their users, being supported by the analysis of the profitability of replacing entire buildings, which play
a fundamental role when making decisions regarding the future of downtown housing developments.

Therefore, the results of the research should be treated as an exploratory study, the main aim of
which was to model the solution of cause–effect relationships. These dependencies indicate the type
and size of damage that shows the impact of the maintenance conditions of downtown residential
buildings on the technical wear of their components. Like any exploratory solution, it should be
treated as a multi-criteria recognition of the mechanism of the occurrence and effects of phenomena
that are encountered by an adjudicator at each stage of the technical assessment of an engineering
object. However, this assessment, in its nature, includes an unmeasurable (partly subjective) aspect.
The construction of a new model of the technical inspection of residential buildings, which is based
on the assumptions and conclusions resulting from the study, will allow the burden of the results of
the technical assessment to be considered as more quantitative than qualitative. The intention of the
authors is that further work related to the broadly understood diagnosis of technical objects should go
in this direction.

Author Contributions: Conceptualization, J.K., M.S. (Marek Sawicki) and M.S. (Mariusz Szóstak); methodology,
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Abstract: This article deals with the partial outputs of large-scale infrastructure project risk assess-
ment, specifically in the field of road and motorway construction. The Department of Transport
spends a large amount of funds on project preparation and implementation, which however, must
be allocated effectively, and with knowledge of the risks that may accompany them. Therefore,
documentation for decision-making on project financing also includes their analysis. This article
monitors the frequency of occurrence of individual risk factors within the qualitative risk analysis,
with the support of the national risk register, and identifies dependent variables that represent part of
the economic cash flows for determining project economic efficiency. At the same time, it compares
these dependent variables identified by sensitivity analysis with critical variables, followed by testing
the interaction of the critical variables’ effect on the project efficiency using the Monte Carlo method.
A partial section of the research was focused on the analysis of the probability distribution of input
variables, especially “the investment costs” and “time savings of infrastructure users” variables. The
research findings conclude that it is necessary to pay attention to the setting of statistical characteris-
tics of variables entering the economic efficiency indicator calculations, as the decision of whether or
not to accept projects for funding is based on them.

Keywords: CBA; investment project; probability distribution; sensitivity analyses; risk assessment

1. Introduction

Transport infrastructure projects are important carriers and supporters of economic
growth for national economies. Implementation of investment projects, in addition to the
direct benefits for which they are implemented, brings growth potential for the national
economy; they reduce unemployment, increase the sales of design and implementation
companies, and thus create revenue capacity on the demand side for purchases of goods
and services. Implementation of investment projects will also be a key factor in alleviating
the current COVID-19 pandemic effect in all national economies; e.g., the draft of the state
budget of the Czech Republic brings record investments for the future, which have been
increased by CZK 178 billion for 2021 (€6.7 billion). Even so, the supply of funds for project
implementation is limited. Therefore, it is always necessary to choose for financing only
those projects that are efficient. The efficiency of projects to be implemented is assessed in
the ex-ante period, on the basis of feasibility study data, which is addressed in the form of
a cost–benefit analysis (CBA).

The authors of this article have been carrying out research into development in eco-
nomic efficiency assessment of public transport infrastructure projects for a long time. In
the present article they focused on the analysis of the economic outputs of road infras-
tructure projects, motorways, and class I roads via CBA. CBA has the largest explanatory
power [1–4], which is based on the determination of cost-effectiveness against the total
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societal benefits. Generally, four criteria are solved and monetized in large-scale transport
infrastructure project appraisals: travel time savings, travel and operational costs, safety,
and environmental cost, from different perspectives. In ref. [5] based on the modeling
of economic cash flows determined by these variables, the following economic efficiency
indicators were established: economic net present value (ENPV), economic internal rate
of return (ERR), and benefit cost ratio (BCR) [6,7]. The values of the economic indicators
were tested for critical variables and the switching values of indicators (threshold value
of the indicator in terms of efficiency, e.g., ENPV = 0, ERR = discount rate) were deter-
mined. In the following step, a quantitative risk analysis using the Monte Carlo method
was performed for the identified critical variables. At the same time, a qualitative risk
analysis, which considered potential risk factors using a risk register [7], was performed.
It monitored the project risk impact, the occurrence probability, and deduced the risk
relevance for the implementation and operation of the project. Individual projects that
demonstrated a positive evaluation from all perspectives examined are ready for funding,
and further phases of their life cycle can be launched for them. The research question
addressed by the implemented research team was which variables are risky, how strong
is their influence on economic efficiency, and whether and how the projects are resilient;
robust to the potential risk interaction. This concerns questions of the connection of the
qualitative and quantitative risk analysis, which dependant variables are resulting from the
qualitative analysis, and if they are also considered in the quantitative analysis. In the case
of the important critical variable it was the objective to test the changes of the efficiency of
projects while using different probability distributions.

Investors aim, not only to prevent project failure, but also to select the best alternatives
among the available investment projects, so as to gain more benefits and achieve better
results [8]. In the investment decision-making process of large-scale projects, many risk
factors can cause decision failure [9]. This is also why decision-support systems are of high
importance for investors in the construction industry [10].

2. Materials and Methods

The aim of the research described in this paper was to find the relations between
the outputs of the qualitative risk analysis, sensitivity analysis, and quantitative risk
analysis, which were performed in the evaluation of the economic efficiency of transport
infrastructure projects, as part of the modeling of economic Cash Flow (CF) of their life cycle.
For the case study, a set of projects being prepared for realization in the Czech Republic
was chosen. The authors of the paper have many years of experiences in the evaluation of
projects in Czech transport infrastructure, and during these years they were able to collect
a large amount of input data. However, the authors would like to emphasize that for the
presented procedures, and partly also for the results, it is possible, respecting individual
specifics of economic evaluation in other countries, to relate them to projects carried out
abroad. The research sample consisted of 20 large-scale transport infrastructure projects
from the Czech Republic, which were the pre-investment phase in the 2018–2020 period,
and with proven economic efficiency. Only those projects that could be compared with
each other due to the fact that they were processed according to the same methodological
procedure, e.g., according to the Departmental Methodology valid since 2017 [7], were
included in the research sample.

Net cash flow (NCF) for the calculation of economic ratios consisted of the savings
in the costs of the suggested (investment) variant related to the zero variant (without
investment). The calculation formula consists of four types of particular benefits; socio-
economic savings. They are savings in travel and operating costs, savings in travel time
costs, reduction in accident costs, and savings in exogenous costs. The time value of money
determining the amount of the discount rate for the calculation of the ENPV indicator was
set at 5% for the Czech Republic in the EU programming period 2014–2020.

The research presented in this article examined project risk frequency, and the impact
on their economic efficiency and robustness of economic efficiency indicators, using sen-
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sitivity analysis, and finally involved confirmation or refusing the robustness of projects
according to the previous step by determining the cumulative probability of achieving
project economic efficiency using the Monte Carlo method. To assess the real risk of failure
associated with the investment, changes in the values of economic performance indicators
deriving from the simultaneous change of several project variables had to be identified [11].
As stated by [12], one of the risk assessment tools is the Monte Carlo method, which
combines and develops both sensitivity analysis, and scenario analysis, methods. In the
resource material, Ref. [13] focused on the Monte Carlo method used in the case of the
earned value management methodology. Bowers also provided a broader view of the issue
of project risk assessment [14].

2.1. Data

Table 1 presents the research sample projects with their basic characteristics. It states
the undiscounted economic investment costs (i.e., investment costs excluding VAT reduced
by a conversion coefficient 0.807), economic internal rate of return (ERR), economic net
present value (ENPV), and cost benefit ratio (BCR), which was calculated according to the
following relation:

B
C

= 1 +
ENPV

IC
(1)

where:

BCR: Cost Benefit Ratio
ENPV: Economic Net Present Value
IC: Discounted Investment Costs

Table 1. Basic economic data on research sample projects.

No. Name of the Project
IC
€

ERR
%

ENPV
€

BCR

P1 Vestec connection 73,655,517 13.15% 134,141,506 2.90
P2 I/22 Draženov-Horažd’ovice 253,477,033 5.67% 25,929,610 1.11
P3 I/27 Kaznejov, bypass 91,192,128 9.50% 74,002,422 1.83

P4 I/13 Ostrov-Smilov,
right bank 141,082,434 5.88% 19,811,383 1.15

P5 I/13 Ostrov-Smilov,
left bank 116,820,770 7.52% 50,193,343 2.01

P6 I/26 Horšovský Týn 50,375,269 5.60% 4,578,849 1.09
P7 D0 Březiněves-Satalice var. 1 371,886,072 39.45% 2,576,573,157 8.28
P8 D0 Březiněves-Satalice var. 2 434,933,917 30.46% 2,395,820,591 6.92
P9 D0 Březiněves-Satalice var. 3 757,919,450 17.89% 1,934,644,942 3.81
P10 I11– Hradec Králové, tangent 111,776,135 17.24% 336,621,090 4.15
P11 I/18 Příbram-bypass var. 1 28,417,453 14.20% 54,410,634 2.96
P12 I/18 Příbram-bypass var. 2 49,497,029 13.21% 74,973,161 2.61
P13 I/50 Bučovice 78,579,450 7.56% 32,937,152 1.44
P14 I/36 Trnová-Fablovka-Dubina 53,652,370 19.20% 190,286,624 4.73
P15 I/11 Nové Sedlice-Opava Komárov 91,436,523 5.52% 7,834,232 1.09
P16 I/26 Holysov, bypass 56,624,471 9.19% 42,452,457 1.80
P17 D10 Praha-Kosmonosy 361,367,050 5.72% 35,994,616 1.11
P18 I/67 Bohumín-Karviná 83,937,876 5.33% 4,067,671 1.05
P19 D43 Bořitov-Staré Město 56,624,471 9.19% 42,452,457 1.80
P20 D27 Přeštice-Klatovy 128,638,259 5.12% 22,333,326 1.02

Source: Feasibility Studies of Investment projects, The State Fund for Transport Infrastructure SFDI, authors’ own processing.

Qualitative risk analysis is generally based on expert opinions on the risks that threaten
a particular investment project. Lists of risks are usually created, based on the knowledge
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of the issues addressed, which contain risks that are relevant and common for the given
type of projects. A risk register was created in the Czech Republic for the purposes of risk
assessment of the road infrastructure projects specified above [7]. The list of risks according
to the risk register is given in Table 2.

Table 2. Risk register according to the Departmental Methodology of the Czech Republic.

No. Risk Description

Demand-related risks

R1 Different development of demand than expected

Risks related to the project design

R2 Inadequate surveys and inquiries in the given locality

R3 Inadequate estimates of project work costs

Administrative and public procurement risks

R4 Delays in awarding

R5 Building permit

Risks related to the land purchase

R6 Land price

R7 Delays in land purchase

Risks related to construction

R8 Exceeding investment costs

R9 Floods, landslides, etc.

R10 Archaeological findings

R11 Risks related to the contractor (bankruptcy, lack of resources)

Operational risks

R12 Higher maintenance costs than expected

Regulatory risks

R13 Environmental requirement change

Other risks

R14 Public opposition
Source: Departmental methodology of the Ministry of Transport [7].

2.2. Methods

The methodological procedure was based on collection, analysis, and examination
of relevant data concerning the economic efficiency assessment of individual investment
projects. The outputs were aimed at answering research questions concerning the intercon-
nectedness of individual analyses of future project uncertainties.

2.2.1. Qualitative Analysis

The significance of project risks (R) was divided into four categories: very high (VH),
high (H), medium (M), and low (L). This was determined on the basis of the product of the
project risk impact intensity (I) and its occurrence probability (p), with a five-interval scale
of both variables, according to the following relation:

R = I × p (2)

The probability (value) and the impact intensity had the determined ranges presented
in following Tables 3 and 4.
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Table 3. Scale of risk occurrence probability (p).

Classification Verbal Description Percentage Expression

A Very improbable 0–9%
B Improbable 10–32%
C Neutral 33–65%
D Probable 66–89%
E Very probable 90–100%

Source: Departmental methodology of the Ministry of Transport [7].

Table 4. Scale for risk impact intensity (I).

Category Name Verbal Description

I Imperceptible no significant effect on expected social benefits of the project

II Mild long-term project benefits are not affected but corrective
measures are needed

III Medium
loss of expected social benefits of the project, mostly financial
loss and in medium- and long-term time horizon, corrective

measures may solve the problem

IV Critical

large loss of expected social benefits of the project,
occurrence of adverse effects causes a loss of the

project’s primary function;
corrective measures, even if taken on a large scale, are not

sufficient to prevent major losses

V Catastrophic significant to complete loss of function of the project, project
objectives cannot be achieved even in the long term

Source: Departmental methodology of the Ministry of Transport [7].

Table 5 shows the occurrence frequency of very high, high, and medium risks in the
researched sample of projects, according to the risk register (see Table 1). In addition to the
risk frequency, the table also shows the dependent variable, which enters the economic CF
of the projects as a basis for the calculation of economic efficiency indicators.

It is clear from the overview given in Table 5 that the most significant risks for transport
infrastructure projects identified in the pre-investment phase lie in the estimation of future
demand for new infrastructure use (R1), design and preparatory work (R2), (R3), delays in
obtaining construction permits (R5), land purchase (R7), and excess of project costs (R8).

The R1 risk is related to the demand, which affects the income part of the projects in the
operational phase of their life cycle by a possible reduction in their expected socio-economic
benefits.

The influence of other risks has a direct impact on investment costs, which thus
become a significant variable in the economic assessment.
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Table 5. Risk frequency according to their significance, including the dependent variable identification.

Risk No.
VH and H

Risks
M

Risk
Total Dependent Variable

R1 3 5 8 Revenues alias operating phase savings
R2 5 8 12 Investment costs, beginning of the construction
R3 4 6 10 Investment costs
R4 0 5 5 Beginning of the construction
R5 0 9 9 Beginning of the construction
R6 0 2 2 Investment costs
R7 12 2 14 Beginning of the construction
R8 8 5 13 Investment costs

R9 0 1 1 Investment costs, extension of construction, delay/shortening of the
operational phase for evaluation

R10 0 1 1 Investment costs, extension of construction, delay/shortening of the
operational phase for evaluation

R11 0 2 2 Investment costs, extension of construction, delay/shortening of the
operational phase for evaluation

R12 0 0 0 Operating costs, reduction of benefits under “Infrastructure
operating costs” item

R13 0 0 0 Changes in benefits under “Externalities” item
R14 0 0 0 Influence on the beginning of construction

Source: Feasibility Studies of Investment projects, SFDI, authors’ own processing.

2.2.2. Sensitivity Analysis

The outputs of the sensitivity analysis (elasticity coefficients and switching values of
economic efficiency indicators) were investigated for individual projects in the following
phase of the research in order to determine project resilience to changes in variables
potentially affected by risks. The elasticity coefficients were determined both for investment
costs and for all relevant socio-economic benefits, which as a total amount, form the income
part of the economic CF (following the R1 risk).

It can be seen from the data in Table 6 that variables such as accident rate, externalities,
and/or total operating costs generally have low elasticity coefficients, and are not in most
cases identified as critical variables. Investment costs and the time savings of infrastructure
users already showed that they very often become critical variables (EC > 1). For this
reason, occurrences of switching values (i.e., ENPV = 0), which show the influence of these
critical variables, were investigated in the following phase of the research. Outputs were
divided into the interval of changes up to 10%, up to 30%, and over 30%. It can be clearly
seen from Table 7 that the projects showed a relatively high efficiency robustness; about
70% of projects met a limit of efficiency when changing one of these critical variables up to
30%.

Table 6. Frequency of elasticity coefficient (EC) values.

Variable 0 ≤ EC < 0.5 0.5 ≤ EC < 1 1 ≤ EC < 1.5 EC ≥ 1.5

Total investment costs 5 4 4 5
Vehicle operating costs 16 1 1 0

User time costs 1 7 5 5
Accident rate 13 3 0 2

Other externalities 13 2 0 3
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Table 7. Switching values of project efficiency.

Variable/Switching Value 0 ≤ PH < 10% 10% ≤ PH < 30% PH ≥ 30%

Total investment costs 3 3 13
Time savings of users 2 3 14

The outputs of the sensitivity analysis and qualitative risk analysis showed that
the total investment costs and time savings of transport infrastructure users represented
fundamental risk variables that affected the efficiency of the investment projects. For this
reason, these independent variables were tested by subsequent quantitative analysis, which
was carried out by the Monte Carlo method, using Crystal Ball software [15].

In the case of the quantitative analysis, a relative index BCR was chosen, because
it allows comparing the efficiency of projects of different sizes (investment demanding),
and it shows the benefit of one invested currency unit. The utilization of the BCR index
as one of the criterial indicators for the evaluation of the economic efficiency of public
projects is methodically described in references [6,7]. The authors focused on comparing
two assumptions of the probability distribution of the investment costs critical variable.
The simulations were therefore performed in two variants, in the first variant the beta-
PERT probability distribution was chosen for the investment costs, in the second variant a
triangular asymmetric probability distribution was used. In order to be able to correctly
compare the impact of the use of partial probability distributions of investment costs on
the overall project results, an equally normal distribution was used for the second critical
variable “time savings of infrastructure users” for both simulation variants.

The parameters of the probability distribution of investment costs in the case of the
beta-PERT probability distribution assumption were therefore chosen as follows:

Minimum project value reduced by 10%,
Most likely project value,
Maximum project value increased by 50%.

The parameters of the probability distribution of investment costs in the case of the
asymmetric triangular probability distribution assumption were, in accordance with the
recommendations arising from the background source [9], set with parameters comparable
with the beta-PERT probability distribution, i.e., as follows:

Minimum project value reduced by 10%,
Most likely project value,
Maximum project value increased by 50%.

Probability distribution for the time savings of infrastructure users was chosen as a
normal probability distribution, where the mean value corresponded to the project value
of time savings and standard deviation 10%.

3. Results

The performance of the quantitative analysis can be demonstrated on one of the
projects of the tested set. The D10 Prague-Kosmonosy project, with a total investment cost
of CZK 9,272,678,497 (€361,367,050), was used as an example. Simulation results when the
beta-PERT probability distribution of total investment costs and the normal probability
distribution for time savings of the infrastructure users were chosen, are shown in Table 8
and Figure 1. The simulated quantity dependent variable was cost-effectiveness (BCR).
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Table 8. Results of the simulation of a random cost-effectiveness variable. Investment costs beta-PERT
probability distribution.

Statistics Forecast Values

Trials 10,000
Base Case 1.112

Mean 1.045
Median 1.047

Standard Deviation 0.047
Variance 0.002

Coeff. of Variation 0.0449
Minimum 0.876
Maximum 1.194

Range Width 0.318

The resulting probability distribution for the random BCR variable is shown in the
following chart.

Figure 1. Probability distribution for a random cost benefit ratio (BCR) variable. Investment costs
beta-PERT probability distribution.

Simulation results, when an asymmetric triangular probability distribution for total
investment costs and a normal probability distribution for time savings of the infrastructure
users were chosen, are shown in Table 9 and Figure 2. The simulated quantity dependent
variable was cost-effectiveness (BCR).

Table 9. Results of the simulation of a random cost-effectiveness variable. Investment costs: asym-
metric triangular probability distribution.

Statistics Forecast Values

Trials 10,000
Base Case 1.112

Mean 0.978
Median 0.980

Standard Deviation 0.060
Variance 0.004

Coeff. of Variation 0.004
Minimum 0.747
Maximum 1.146

Range Width 0.400
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The resulting probability distribution for the random BCR variable of the project D10
Prague-Kosmonosy is shown in the following chart.

Figure 2. Probability distribution for a random BCR variable. Investment costs: asymmetric triangu-
lar probability distribution.

It is evident from the probability distribution shown in Figures 1 and 2 that with a
certain probability the random BCR variable will take values below the critical value, and
the project will therefore be economically inefficient.

Table 10 shows the outputs of the quantitative analysis of all the researched projects
for both variants of the considered probability distribution of the investment costs critical
variable. The table for each project presented the following statistical characteristics
indicators: BCR: mean, median, standard deviation (σ), and certainty level (CL).

Table 10. Statistic characteristics of project BCR values.

No. BCR
Variant 1 Variant 2

Mean Median σ CL Mean Median σ CL

P1 2.90 2.73 2.73 0.15 100 2.57 2.57 0.17 100
P2 1.11 1.00 0.97 0.06 47 0.94 0.94 0.06 18
P3 1.83 1.50 4.51 0.07 100 1.43 1.44 0.10 100
P4 1.15 1.09 1.09 0.05 96 1.02 1.02 0.06 64
P5 1.43 1.35 1.35 0.06 100 1.28 1.28 0.06 100
P6 1.09 1.03 1.03 0.07 66 0.97 0.97 0.08 37
P7 8.28 8.19 8.19 0.13 100 8.12 8.12 0.14 100
P8 6.92 6.85 6.85 0.11 100 6.78 6.78 0.12 100
P9 3.81 3.74 3.74 0.07 100 3.68 3.68 0.08 100

P10 4.15 3.97 3.97 0.08 95 3.91 3.91 0.09 100
P11 2.96 2.05 2.05 0.08 100 1.98 1.99 0.10 100
P12 2.61 2.46 0.46 0.12 100 2.31 2.31 0.14 100
P13 1.44 1.22 1.23 0.06 100 1.15 1.16 0.08 97
P14 4.73 4.44 4.44 0.07 100 4.37 4.38 0.09 100
P15 1.09 1.02 1.02 0.06 65 0.96 0.96 0.07 31
P16 1.80 1.69 1.70 0.08 100 1.60 1.60 0.09 100
P17 1.11 1.05 1.05 0.05 83 0.98 0.98 0.06 37
P18 1.05 0.99 0.99 0.05 41 0.92 0.92 0.07 11
P19 1.80 1.69 1.70 0.08 100 1.59 1.59 0.09 100
P20 1.02 0.96 0.96 0.04 16 0.90 0.90 0.05 2
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The outputs of all projects showed a normal distribution of the BCR indicator. The
research in [11] came to the same results, where an experiment which was identified as a
pseudo-random number sequence as normally distributed was carried out.

In the interpretation of results it is necessary to respect certain limits connected with
the elaborated analysis. As mentioned above, in this paper is presented the case study
elaborated using projects being prepared for realization in the Czech Republic. Even if the
original methodical steps used in this paper are generally accepted and used, it is necessary
to respect certain national specificities in the evaluation of public investment projects. The
next limit, which it is necessary to consider, is the definition of probability distributions
for the simulation. In the presented analysis it was for the random variable “investment
costs”, and the triangle and beta-PERT probability distributions were alternatively used,
which is in harmony with the present state in the references, and opinions of other experts.
However, it is not possible to exclude that the real probability distribution of investment
costs of partial projects will be different. However, for the correct evaluation, and the
identification of the influence of the selected probability distribution on the results of the
evaluated projects it was necessary to uniformly use the chosen probability distributions. In
a similar limitation, it is necessary to also note the probability distributions of the random
variable “time savings of infrastructure users“. In this case it was uniformly selected for
both variants of the simulation normal probability distribution, even if the real probability
distribution of this variable can be, for partial projects, slightly different.

4. Discussion

It can be concluded from the above-stated calculations that one of the important
settings of the input variables is their assumed probability distribution. From the avail-
able literature research and the authors’ own expert opinion, it can be assumed that the
investment costs variable tends to have a rather asymmetric probability distribution. This
was also confirmed by the CBA guide [6], which considers an asymmetric triangular proba-
bility distribution in the range −5% to 20%. Makovšek [16], who dealt with a long-term
analysis of cost over-runs of road constructions in Slovenia, addressed this issue in detail.
Two fundamental conclusions emerged from his analysis: the fact that cost over-runs
are systematic (not randomly distributed around zero) and that cost over-runs appear
constantly over a time period of several decades and do not decrease (and thus do not
show signs of improved forecasting tools and methods). A conclusion can also be drawn
from these deductions, that the probability distribution of investment costs tends to be
rather asymmetric.

An interesting comparison was published by Emhjellen [17], who dealt with the dif-
ference of values when setting different limits of normal distribution and their effect on
the resulting values. Kumar [18] noted that the concessionaire aims to bear minimal cost,
so maximum probability occurs at lower cost values, and hence it followed a lognormal
probability distribution. Jakiukevicius [19,20] worked with normal and triangular distribu-
tions, for which he set theoretical parameters which he, based on simulations, converted
to log logistics parameters. Kumar [18] adhered to a lognormal distribution of project
costs. Gorecki [21] used a triangular distribution. The Czech author Hnilica [22] worked
with the beta-PERT distribution, which he considered to be smoother, with possible values
more concentrated around the most probable value, and the probability decreases towards
the limit values faster than linearly. The authors of this article believe that the beta-PERT
distribution best fits an expert estimate of the investment costs behaviour in comparing
their values in the ex-ante and ex-post phases. The authors of this article carried out project
simulations as mentioned above, assuming both a probability distribution of beta-PERT,
and an asymmetric triangular one, and state that the results of the outputs in the expected
value of “BCR-mean” ranged up to 7% for all of the projects. The outputs of all projects
in both variants of solutions proved the normal distribution of the BCR indicator. The
authors of the background research [4] reached the same results, where they stated that an
experiment which identifies a pseudo-random number sequence as normally distributed
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was carried out. The reading of the frequency distribution of the evaluation indicator
provides information of extreme importance, as regards the riskiness of the investment
project [23].

5. Conclusions

It is clear from the above-stated findings that attention must be paid to the setting of
statistical characteristics of variables which enter into the calculations of economic efficiency
indicators, and on the basis of which it is decided whether or not to accept projects for
financing. At present, data on post-audits of major transport infrastructure projects are
beginning to be collected and analysed in the Czech Republic, and it is expected that the
analyses will make possible, among other things, reaching more precise assumptions.

Although the projects proved efficient, a combination of negative changes to both
variables can already bring projects with a certain value of probability into negative results.
Based on the analysis of the research sample, it is clear that it cannot be clearly established
for projects that a certain value of the BCR ratio predicts 100% stability of the project
under the action of several critical variables. It is obvious from the mean value simulations
determining the expected BCR value that projects with BCR < 1.1 show, at a certain
percentage of probability, and at the critical variable limits specified above, that they shall
not be 100% effective. However, the variance of the results obtained was large. Project
P10 also showed an interesting result; a relatively high mean BCR ratio showed with a 5%
probability that it will not be effective.

The results of the research point to the fact that it is always necessary to perform
a quantitative analysis, since the results of the combination of the interaction of critical
variables cannot be derived from the partial results of the sensitivity and qualitative
analyses. The result will always depend on the absolute values of the critical variables of
each unique project.
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Featured Application: The results of the presented research will become part of the methodological

material for the economic analysis of railway infrastructure projects after the completion of a broader

research task.

Abstract: The paper deals with the issue of evaluation of socioeconomic impacts of occurrences
emerging from railway infrastructure. The presented research results form part of a broader research
subject focusing on the evaluation of the socioeconomic benefits of projects for the implementation
of measures aimed at increasing the safety and reliability of railway infrastructure. The research
topic addresses a part of the evaluation of railway infrastructure project efficiency within its life
cycle using the cost–benefit analysis method. The methodology is based on the description and
definition of input variables that are essential for the process of evaluating socioeconomic impacts.
It is followed by another important step, which is the analysis of the categories and the number of
occurrences, separately, for regional and national lines, and, further, the data is sorted according to
whether occurrences emerge at stations or on a wide line. The result of the presented research is
an overview of the calculated values of the expected socioeconomic impacts of partial occurrences
according to the categories related to the year of operation on the railway infrastructure and the unit
of measure. The research team carried out an inquiry into the annual impacts of the subcategories
of occurrences related to one railway station and one kilometer of wide line, e.g., for national lines,
the impacts of €2922.72/station/year and €41.67/km of wide line/year were determined. The results of
the presented research represent important and necessary inputs for the next phase of the research
topic, i.e., the evaluation of the socioeconomic benefits of projects increasing the safety and reliability
of railway infrastructure.

Keywords: railway infrastructure; occurrences; socioeconomic impact; economic evaluation; CBA;
life cycle

1. Introduction

The research, the results of which are presented in the paper, is focused on the issue of the
socioeconomic evaluation of projects in the field of transport, especially railway infrastructure.
The issue of the economic evaluation of public projects is very broad; however, the basic principles
have been known for many years. Unlike commercial projects, where profit or profit-derived cash-flow
plays a key role in the economic evaluation, the evaluation of public projects is usually based on the
use of cost–output methods. The most important and widely used method is the cost–benefit analysis
(CBA). CBA is thoroughly described in a number of guidelines and publications (e.g., [1]). In the case
of transport infrastructure projects, there is a detailed methodological guide for its elaboration [2].
However, none of these documents are detailed enough to include methodologies for evaluating all
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relevant costs and benefits that arise in connection with transport (and especially railway) infrastructure.
The paper presents the results of applied research aimed at incorporating the benefits associated with
increasing the safety and reliability of railway infrastructure as a result of the implementation of
projects for the installation of new and improved security equipment. The importance of research
lies mainly in the fact that, currently, the benefits associated with increasing the safety and reliability
of railways are not incorporated into the socioeconomic evaluation carried out in accordance with
the methodology (in the case of the Czech Republic, it is departmental methodology [2]) using CBA,
although it is clear that these benefits arise from railway infrastructure project implementation. As a
result, railway infrastructure projects show worse results in economic efficiency evaluation and seem
to be less economically efficient. The presented paper focuses on the evaluation of the socioeconomic
impacts of occurrences that emerge from railway infrastructure. The aim of the paper is to methodically
describe and verify the procedure for determining the socioeconomic impacts of occurrences that
emerge from railway infrastructure in a case study. The Database of Occurrences [3], which contains
detailed information on occurrences emerging from the railway in the Czech Republic, managed by
employees of the Railway Administration, was used for the purposes of analysis and subsequent
synthesis of the obtained data into methodological steps. Occurrences from the 2011–2018 period were
used for the purposes of the research. The output of the research presented in the article is to determine
the values of the expected annual socioeconomic impacts of occurrences according to the categories
related to railway stations or one kilometer of the track segment. The outputs of the presented
research will be used in follow-up research for the purpose of determining potential savings on railway
infrastructure arising from the reduction of the number of occurrences, characterized by their potential
socioeconomic impact. The reduction in the number of occurrences will be achieved by implementing
appropriate security measures. Their economic efficiency shall be assessed by these steps.

2. Materials and Methods

The subject of the paper is the analysis and subsequent synthesis of relevant data in order to identify
the methodology for evaluating the socioeconomic impacts of occurrences emerging from railway
infrastructure. The purpose of the evaluation of these socioeconomic impacts is their subsequent use
in the analysis of project costs and benefits in the field of transport infrastructure. This article, from a
general point of view, can be included in the issue of socioeconomic evaluation of public investment
projects in the field of transport infrastructure. The principles and procedures applied in the process
of cost–benefit analysis are methodically described in the Guide to CBA of Investment Projects [1],
where the general rules are defined and the specifics for the process of CBA for individual types of
public projects are described. The issue of public projects in the field of transport infrastructure is dealt
with in detail by the Departmental Guideline of the Ministry of Transport of the Czech Republic [2],
which addresses the economic evaluation of transport infrastructure projects, both in general and with
a focus on individual modes of transport, i.e., projects of roads and highways, projects of railway
line construction and projects in the field of transport-important waterways. The abovementioned
methodology provides some procedures for evaluating the socioeconomic impacts of transport projects
(e.g., user savings, transport time savings, traffic accident savings, or impact on externalities). However,
some key impacts, such as the impact on transport network safety and reliability, dealt with in the
research presented here, are not addressed in more detail in the methodology. One of the aims of
the paper is to explore the possibilities for supplementing the methodology for the socioeconomic
evaluation of investment projects in the field of railway infrastructure by assessing its impact on the
safety and reliability of railway infrastructure.

Based on research into the available scientific literature, it has not been found that any of the
scientific teams were directly involved in assessing the impacts associated with increasing the safety of
railway infrastructure. However, the research included texts dealing with the issue of occurrences
emerging from railway infrastructure and their causes, as well as technical impacts (material damage,
train delays). The basic input task was the identification of occurrences emerging from railway
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infrastructure, their impact, prevention, and classification. Santos-Reyes [4] dealt with a general
analysis of the occurrence of traffic accidents on the railway [4] and presented basic study points to be
addressed in order to subsequently prevent occurrences from railway infrastructure. The methodology
developed within the Dnipro National University of Railways [5] presented the definition of the
categories of occurrences from railway infrastructure in relation to the amount of material damage
caused. Occurrences were classified according to the severity of the consequences, which were
expressed in physical quantities. The paper provides an overview of financial losses associated with
subcategories of occurrences, which represent a suitable data set for its comparison with the partial
outputs of the presented results.

Klockner and Toft dealt with the modeling of occurrences on the railway in their study [6].
A second significant part of the publication deals with the factors influencing the occurrence emergence
from railway infrastructure. In their study, Iridiastadi and Ikatrinasari [7] presented a classification
system, including subfactors, with the potential to influence the occurrence emergence. Zhou and Lei
also addressed the causes of occurrences on the railway in their article [8]. In their paper, Baysari et al. [9]
presented a detailed analysis of errors leading to railway occurrences. Their work was based on a set
of forty reports on the investigation of occurrences in railway infrastructure in Australia. The study
concluded that up to half of the occurrences were caused by equipment failure due to insufficient
maintenance. The conclusions of the paper [9] are important in relation to the presented research
results. The subject of a detailed examination within the presented research is mainly occurrences
emerging as a result of human factor failure, not due to a technical defect. Consequently, the next
scientific papers also directly focus on the influence of the human factor on occurrence emergence
from railway infrastructure. The paper by Hani Tabai et al. [10], which focused on the evaluation
of the relationship between engine driver demography, cognitive performance, and the risk of an
occurrence emergence, where the need to pay continuous attention had been identified as one of the
most important reasons for an occurrence emergence due to an engine driver’s error, can serve as one
of the examples. The study of Zhan [11] elicits a qualitative and quantitative analysis method to detect
the human- and organization-related causes of railway accidents. The HFACS-RAs framework, based
on the incident and accident data of the railway industry, is proposed in this study. Evans [12], in his
paper, dealt with the influence of the speed of trains on railway infrastructure and the number and
severity of occurrences and extended his own previous statistics by the influence of train speed on the
severity of the occurrences. This represents an important aspect of occurrences emerging from railway
infrastructure; however, this dimension was not considered within the presented research.

An important (albeit rather marginal) issue within the presented research is the causes of
occurrences emerging at railway crossings [13] and as a result of suicides [14,15]. These are very
important occurrences emerging from all railway infrastructure, which represent a significant part
of occurrences recorded in the database used. However, they are not considered in more detail in
the analysis presented in this paper. Occurrences emerging at railway crossings are the subject of
a separate methodology, according to which they are further assessed, so the development of this
methodology is not the subject of the presented research either. Occurrences emerging as a result of
suicides represent types of occurrences that cannot be effectively prevented by the implementation of
appropriate measures and, therefore, also do not fall within the scope of the research.

The last important area relevant to the scope of the presented paper is the issue of occurrence
prevention in railway infrastructure. Kim et al., in their article [16], presented results of a factual
analysis of the railway occurrence rate and subsequently proposed preventive care systems focused
mainly on the development of a training program for railway safety and railway safety training centers.
Edkins and Pollock addressed the issue of the analysis of occurrences in railway infrastructure and
the subsequent proposal of preventive measures aimed at reducing the number of occurrences [17].
It comprised a retrospective analysis of 112 railway occurrences in Australia, which revealed a tendency
to human error and subsequently led to the development of a railway safety checklist. Evans presented
an overview of the development of statistics on rail occurrences in Europe and a proposal for preventive

153



Appl. Sci. 2020, 10, 7355

measures to reduce the number of occurrences [18]. Authors Cheng and Tsai dealt, in their article [19],
with the issue of competencies in the case of occurrence management and the restoration of normal
operations after the occurrence emergence and its resolution. The abovementioned research reveals
findings explaining the emergence of occurrences and the possibilities for reducing their number,
which corresponds to the findings of the research team on the Czech conditions. The conclusions of
the research confirm the topicality of the issue. The presented research builds on these basic building
blocks and proceeds to the further step, i.e., the quantification of impacts from the socioeconomic point
of view. These are very important and inspiring findings that explain the emergence of occurrences
and the possibilities for reducing their number. The conclusions of the articles confirm the need to
address the issue of occurrences and to identify and quantify their impacts.

The authors of the article, following the above-listed research of foreign resources, use other
surveys and analyses based on the issues in the national environment and focus on the usability of
technical data for socioeconomic analysis (evaluation of economic efficiency), which can be used as a
basis for the decision-making process in investment projects for the security devices. The main goal
of the research is to develop and present methodological steps for the evaluation of socioeconomic
impacts of occurrences emerging from railway infrastructure and to verify the methodology on the
occurrences emerging from railway infrastructure in the Czech Republic. The main result of the applied
research presented in this paper is the determination of the value of the annual socioeconomic impact
of occurrences emerging from railway infrastructure in the Czech Republic per one kilometer of the
track segment and one railway station, divided into both national and regional lines.

2.1. Data

The basic background for the research of the issue dealt with is the creation of a database of
occurrences in the researched region/national economy/territorial unit. The Database of Occurrences,
managed by the employees of the Railway Administration of the Czech Republic, is the key source of
data for the creation of the methodology and the elaboration of the case study, where all occurrences
arising in railway infrastructure of the Czech Republic in the 2009–2018 period were registered [3].
The Database of Occurrences is not a publicly accessible source of information; the database was
provided to the research team by the Railway Administration of the Czech Republic, upon request,
exclusively for the purpose of conducting the presented research. This represents a very large document
that contains more than 500,000 items of information.

2.2. Methods

The proposed methodology is based on the collection, analysis, and use of relevant data to evaluate
the societal benefits arising from the establishment of security measures. The outputs are bound for
the later use of the “opportunity cost” valuation approach.

The subject of the paper is to develop and present a methodology for the quantification and
evaluation of the socioeconomic impacts of occurrences emerging from railway infrastructure, divided
into relevant subcategories, following the scientific literature research and basic principles of economic
analysis of public investment projects.

Development of the methodology for the evaluation of the socioeconomic impacts of occurrences
emerging from railway infrastructure consists of the following steps:

• Analyzing the Database of Occurrences, defining the categories, and selecting the data for
further use.

• Defining the key characteristics of occurrences, including health and delay impacts on passenger
and freight trains and their economic evaluation.

• Determining the expected impact of occurrences by category.
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The calculation of the amount of the expected socioeconomic impacts of occurrences by the
categories of per kilometer of railway line and station is performed in Section 3. The partial steps are
described in detail in the following sections.

2.2.1. Analysing the Database of Occurrences, Defining the Categories, and Selecting the Data for
Further Use

Occurrences emerging within the railway infrastructure can be classified into three basic groups:

• A—Serious accidents (A1–A4),
• B—Accidents (B1–B10),
• C—Incidents (C1–C21).

Subcategories of occurrences were defined within the mentioned groups of occurrences, which
differ mainly in the causes of the occurrences and their impacts. For the purposes of the presented
research, the following variables, which are relevant to the methodological procedure, were selected
from the Database of Occurrences:

• Impact on health,

� Death,
� Serious injury,
� Minor injury,

• Material damage,
• Costs,
• Number of delayed passenger trains,
• Total delay of passenger trains,
• Number of delayed freight trains,
• Total delay of freight trains, and
• The cause of the occurrence,

� Technical,
� Human factor,
� Others.

These variables are listed in the Database of Occurrences for each specific occurrence.
The Database of Occurrences [3] could not be used for further research purposes in its original

version without modifications as the recorded variables were developed year-on-year and the data
structure was not consistent. The researchers, therefore, made the necessary adjustments for the
purposes of its further use. The analysis of the Database of Occurrences was elaborated in order
to address the research question of the average, minimum, and maximum annual impact values
(number of occurrences, deaths, number of serious/minor injuries, material damage, and costs) of
occurrences, with their possible deviation, which was monitored based on the standard deviation.
It was subsequently decided, following the results of the analysis, that the follow-up research would
not include occurrences due to suicides and those emerging at railway crossings. Detailed results of
the above-defined analysis of the Database of Occurrences and conclusions and recommendations
resulting from the analysis were published in [20].

2.2.2. Defining the Key Characteristics of Occurrences and Their Economic Evaluation

The research team defined the information and characteristics of partial occurrences within the
Database of Occurrences that provided data on the partial socioeconomic impacts of the occurrences
on society. An overview of this information and characteristics is presented in the previous section.
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Impacts in the form of costs of the removal of material damage or other direct costs incurred are
quantified for each individual occurrence and are listed directly in the occurrence database. The research,
therefore, focused on the evaluation of the remaining variables. Subsequent research was thus focused
on the evaluation of the following characteristics of the occurrences:

• Impact on health,
• Passenger train delays, and
• Freight train delays.

The unit impact of an occurrence in a particular category was determined using Relation (1).

UIO =
3∑

i=1

AIHi +
2∑

j=1

AITDj + AML (1)

where

UIO Unit Impact (the unit impact of the occurrence of the relevant category; CZK/Occurrence)

AIHi
Average Impact on Health (the average health impact of the occurrence of the relevant category on
health: 1—fatalities, 2—serious injuries, 3—minor injuries; CZK/Occurrence)

AITDj
Average Impact on Travel Delay (the average impact of an occurrence of the relevant category on
traffic delay: 1—passenger transport, 2—freight transport; CZK/Occurrence)

AML
Average Material Loss (average material damage of an occurrence of the relevant category;
CZK/Occurrence)

The evaluation of the listed impacts was performed in connection with the procedures specified
in the Departmental Methodology of the Ministry of Transport of the Czech Republic [2]. In the case of
a health impact assessment, the following Relation (2) was used for the evaluation.

AIHi = AHi ×UIHi (2)

where

AIHi
Average Impact on Health (the average health impact of the occurrence of the relevant category on
health: 1—fatalities, 2—serious injuries, 3—minor injuries; CZK/Occurrence)

AHi
Average Number (the average number of affected people by the occurrence of the relevant
category: 1—fatalities, 2—serious injuries, 3—minor injuries; CZK/Occurrence)

UIHi
Unit Impact on Health (the unit impact of the occurrence of the relevant category on the health of
one person, 1—fatalities, 2—serious injuries, 3—minor injuries; CZK/Occurrence)

The input data for the purposes of the case study elaborated for the Czech Republic was taken
directly from the Departmental Methodology [2], indicating the unit cost of the occurrence according
to its severity. The data is shown in Table 1 below.

Table 1. Costs associated with occurrences.

Occurrence
Unit Cost
€/Person

Fatality 786,457
Serious injury 190,414
Minor injury 24,581

Source: Departmental Methodology of the Ministry of Transport [2].

In the case of impacts related to passenger train delay, a calculation was carried out using
Relation (3).

AITD1 = PTU×ADP×UIDP (3)

where
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PTU Personal Train Utilization (average passenger train occupancy; Persons/Train)

ADP
Average Delay of Personal Trains (the average total delay of passenger trains due to the occurrence
of the relevant category; Train*Hour/Occurrence)

UIDP Unit Impact of Personal Train Delay (unit cost of passenger time; CZK/Hour*Person)

The data presented in the Departmental Methodology [2] and statistical data from the Statistical
Yearbook of the Czech Railways Group [21] were used for the purposes of the case study performed
for the Czech Republic. Based on these sources, the expected occupancy of one passenger train was
determined at 66.55 people/train and the average value of passenger time at 10.63 €/person-hour.

In the case of the evaluation of the impacts associated with the delay of freight trains, the following
Relation (4) was used for the calculation:

AITD2 = CTU×ADC×UIDC (4)

where

CTU Cargo Train Utilization (average freight weight of a freight train; Tons/Train)

ADC
Average Delay of Cargo Trains (the average total delay of freight trains due to an occurrence of a
relevant category; Trains*Hour/Occurrence)

UIDC Unit Impact of Cargo Train Delay (unit time cost of transported cargo; CZK/Hour)

The average freight weight of a freight train was determined at 455 t/train using statistical data [21]
as part of a case study elaborated for the territory of the Czech Republic. The average value of freight
transport time was subsequently determined at 0.23 €/ton using the values of freight transport time
according to commodities taken from the Departmental Methodology [2] and the percentage rate of
individual commodities in freight transport.

The values of the input quantities used for the calculation of Relations (1)–(4) within the case
study were taken from the national sources of the Czech Republic. These sources were used in the form
of official methodological documents for the socioeconomic evaluation of public projects and are based
on long-term statistical data. The key methodological basis was the Departmental Methodology of the
Ministry of Transport, which defines some input variables (e.g., unit impacts on health or unit cost of
passenger time or cargo). The already mentioned occurrence database or statistical yearbooks of carriers
or the administrator of railway infrastructure fall within the documents containing statistical data.

The quantities UIHi (Unit Impact on Health), UIDP (Unit Impact of Personal Train Delay),
and UIDC (Unit Impact of Cargo Train Delay) were taken from the Departmental Guideline [2] for
the purposes of the presented research. The quantities AML (Average Material Loss), AHi (Average
Number), ADP (Average Delay of Personal Trains), and ADC (Average Delay of Cargo Trains)
were determined using data recorded in the Database of Occurrences [18], and PTU (Personal Train
Utilization) and CTU (Cargo Train Utilization) values were derived from statistical data presented in
the Statistical Yearbook of Czech Railways [21].

A detailed calculation of these unit impacts of railway occurrences in railway infrastructure,
including a case study to verify the functionality of the evaluation algorithm, is provided in [22].

2.2.3. Determining the Expected Impact of Occurrences by Category

Only those occurrences that emerged due to human error were considered for the calculation of
the average impacts of occurrences following the conclusions of [22]. The categories of occurrences
listed in Table 2 are, therefore, considered for the current research.
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Table 2. Categories of occurrences.

Designation Description

A1 Collision of railway vehicles, resulting in death or injury to at least 5 persons or large-scale damage.

A2 Derailment of a rail vehicle, resulting in death or injury to at least 5 persons or large-scale damage.

A3 Collision of a rail vehicle with an obstacle in the passage, resulting in death or injury to at least 5
persons or large-scale damage.

B1 Collision of railway vehicles, resulting in minor consequences rather than a serious accident.

B2 Derailment of a rail vehicle, resulting in minor consequences rather than a serious accident.

B3 Collision of a rail vehicle with an obstacle in the passage, resulting in minor consequences rather than a
serious accident.

C1 Collision of railway vehicles, resulting in minor consequences rather than a serious accident or accident.

C2 Derailment of a rail vehicle, resulting in minor consequences rather than a serious accident or accident.

C3 Collision of a rail vehicle with an obstacle in the passage, resulting in minor consequences rather than a
serious accident or accident.

C6 Unauthorized movement of the rail vehicle behind a signaling device prohibiting driving, resulting in
minor consequences rather than an accident.

C12 Unsecured movement of a rail vehicle, resulting in minor consequences rather than an accident.

C16 Failure of signaling systems, resulting in minor consequences rather than an accident.

C19 Unspecified incident arising in connection with the movement of the rail vehicle, resulting in minor
consequences rather than an accident.

Source: Database of Occurrences 2009–2018 [3].

Using the data contained in the Database of Occurrences [3] and the unit impacts of occurrences
presented in the previous part of the text, the expected overall socioeconomic impacts of individual
categories of occurrences were determined using Relation (1). The overall socioeconomic impacts
include the following items:

• Impacts on health,
• Delay of passenger trains,
• Delay of freight trains, and
• Total costs.

The presented research made use of selected occurrences on two levels. The first level included
occurrences taken from the Database of Occurrences [3] (adjusted for occurrences at railway crossings
and suicides), whatever the cause; the second level included occurrences caused by human error.
A detailed evaluation of individual categories of occurrences was described in [23]; the expected
impacts of individual categories of occurrences are summarized in Table 3.

Table 3. Average total economic impacts per occurrence by category.

Category
Expected Impact Per Occurrence (EUR)

Cause—Human Factor

A1 742,138
A2 983,734
A3 2,672,916
B1 105,200
B2 59,398
B3 74,056
C1 5880
C2 3797
C3 4202
C6 2464

C12 3325
C19 4422
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The presented methodological part resulted from the current research that is focused on the
evaluation of the socioeconomic impacts associated with occurrence emergence in railway infrastructure
in order to consider the increase in the safety and reliability of the railway in the socioeconomic
evaluation of railway infrastructure projects. These methodological steps serve as an input basis
for determining the expected impact of occurrences emerging from railway infrastructure related to
the network of railway lines and railway stations. The results of this research are presented in the
following section.

3. Results

The key output of the research presented in this article is the determination of the expected
socioeconomic impacts of individual categories of occurrences in relation to the system in which
they emerge. In general, it can be stated that occurrences emerge from railway tracks or at railway
stations. Railway tracks and railway stations are further divided into national and regional categories.
The expected annual impact of an occurrence of the relevant category on the station or a kilometer of
track is determined using the following Relation (5):

TI =

∑C19
i=A1

(
Oi,j,k ×UIi,j,k

)
Qj,k × t

(5)

where

TI Total Impact of Occurrence per year in €
Oi Number of Occurrences per evaluated period t
i Category of Occurrence according to Table 2
UIi Unit Impact of Occurrence according to Table 3
Qj,k Quantity of stations/tracks
j Category of railway line (1—national, 2—regional)
k Category of parts of railway line (1—Railway Track, 1—Railway Station)
t Evaluated (reference) Period in years

The Number of Occurrences per evaluated period t is determined separately and further divided
into occurrences emerging from the national or regional line and occurrences emerging from the tracks
or at the stations. While the information on whether an occurrence emerges from a national or regional
line is taken from the Database of Occurrences for the purpose of a case study of a railway line in the
Czech Republic, information on whether an occurrence emerges on the tracks or at the stations had to
be determined using statistical data. The calculation was performed using Relation (6).

Oi,j,k = Oi,j ×ROi,j,k (6)

where

Oi,j,k
Number of Occurrences of the relevant category (i) on the national (j = 1) or regional (j = 2) line
emerging from the tracks (k = 1) or at the station (k = 2)

Oi,j Number of Occurrences of the relevant category (i) on the national (j = 1) or regional (j = 2) line

ROj,j,k
Rate of Occurrences: ratio of occurrences emerging from the tracks (k = 1) or at the stations (k = 2)
on the total number of occurrences Oi,j.

The ratio of occurrences emerging from railway tracks and at the railway stations was determined
using a selected set of data from the Database of Occurrences. This ratio is presented in Table 4.
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Table 4. Ratio of occurrences emerging from the railway tracks and at railway stations.

Year Occurrences in Railway Infrastructure Occurrences on the Railway Track

2011 92.31% 7.69%
2012 92.96% 7.04%
2013 93.94% 6.06%
2014 92.86% 7.14%
2015 95.00% 5.00%
2016 95.79% 4.21%
2017 96.77% 3.23%
2018 99.21% 0.79%

Average 94.85% 5.15%

In further calculations, it is therefore assumed that the share of occurrences emerging at railway
stations (ROi,j,1) is 94.85%, and the share of occurrences emerging from the railway tracks (ROi,j,2)
is 5.15%.

As a next step, it is necessary to distinguish between occurrences emerging from the national
railway lines and occurrences emerging from the regional lines. The analysis of the Database of
Occurrences generally shows a larger number of occurrences on national lines and a smaller number
on regional lines.

For the sake of clarity, it is appropriate to summarize which occurrences from the overall Database
of Occurrences were used in the final phase of the research. Of the total number of occurrences recorded
in the Database of Occurrences, occurrences emerging at railway crossings and as a result of suicides
were omitted. The reasons are described in more detail in [20]. Subsequently, those categories of
occurrences that, as a law, cannot be caused by the human factor were omitted. The resulting set of
occurrences was subsequently reduced by occurrences objectively caused in a different way than by
the failure of the human factor. Last but not least, those occurrences that emerge during handling rides,
carriage shifts, or on sidings were omitted. The resulting set of occurrences was subsequently used for
the final analysis.

An important input for the final calculation was also the extent of the railway network. Using the
documents of the Railway Administration [24–26], the total number of railway stations on national and
regional lines and the total length in kilometers of national and regional railway lines were determined.
An overview of the resulting input data is given in Table 5.

Table 5. Overview of the input data for the final calculation.

Input Quantity Value

Total length of national lines 4738 km
Total length of regional lines 4361 km
Total no. of stations on the national lines 1245
Total no. of stations on the regional lines 1380
Ratio of occurrences at stations * 94.85%
Ratio of occurrences on the tracks * 5.15%

* Values taken from Table 3.

Using the input data listed in Tables 2–4, the values of expected annual socioeconomic impacts
were calculated for individual relevant categories of occurrences related to one kilometer of railway
track and one railway station, separately for national and regional lines. The calculation was performed
according to Equation (5), and its results are presented in Table 6.
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Table 5 shows the calculation and the resulting values of the expected annual socioeconomic
impact on one railway station and on one kilometer of track section for individual categories of
occurrences. The total expected annual socioeconomic impact of occurrences was determined by the
sum of the impacts of the individual categories. The total values are given in Table 7.

Table 7. Values of the overall socioeconomic impacts of occurrences.

Part of Railway Network Value

Station—national line 2922.72 €/station/year
Station—regional line 431.35 €/station/year
Track—national line 41.67 €/km/year
Track—regional line 7.39 €/km/year

The resulting values, given in Tables 5 and 6, represent the expected values obtained from historical
data taken from the Database of Occurrences for the 2011–2018 period and from the documents of
the Railway Administration defining the railway transport network. These outputs clearly point out
the importance of occurrences emerging from the railway and their socioeconomic impact on society
as a whole. However, the obtained results have further use. As part of follow-up research activities,
these values will be used to calculate the socioeconomic benefits associated with increasing the safety
and reliability of the railway line as a result of the implementation of projects that increase the level of
security of the railway network.

4. Discussion

The subject of the presented research is the definition of methodological steps for determining the
overall economic impacts of occurrences emerging from railway infrastructure related to a kilometer
of wide line or a railway station and year. The methodological steps consist of determining the
expected socioeconomic impacts for subcategories of occurrences in the form of direct financial impacts,
impacts on human health, and the impact on delays of both passenger and freight trains. The partial
impacts of individual categories of occurrences were subsequently related to a purpose unit, i.e.,
a kilometer of wide line or one railway station. The case study used to verify the functionality of
the proposed procedure was based on the data obtained by the long-term monitoring of traffic on
the railway infrastructure in the Czech Republic. When interpreting the calculations, it is, therefore,
necessary to consider the possible specifics of railway transport in the Czech Republic in comparison
with abroad. At the same time, the authors of the paper highlight the use of some input variables in
values corresponding to the conditions of the Czech Republic. It mainly concerns the data taken from
the Departmental Methodology of the Ministry of Transport of the Czech Republic, such as the unit
impacts of traffic accidents on health, the value of passenger time, or the cost of transported cargo.

The calculations also make use of national rail transport statistics, which may also show results
that are different from those of other countries. While respecting the abovementioned limitations, it is
possible to proceed to the discussion on the obtained results. A very interesting partial result is the ratio
between occurrences emerging on a wide line and at railway stations. As shown in Table 4, on average,
in the Czech Republic, approximately 95% of occurrences emerge at railway stations and only 5% on a
wide line. The conclusions resulting from these findings are commented on below. The key outputs of
the research carried out are the values of the expected annual impact of the subcategories of occurrences
per kilometer of wide line or per railway station, given in Table 6. Table 6 shows the values for the
occurrences emerging on a national or regional line and on a wide line or at train stations. For all
categories of occurrences, the dominance of national lines is evident, both in the case of emergencies
occurring at railway stations as well as emergencies occurring on a wide line. These findings are
clearly visible from the total values of impacts of all categories of occurrences per kilometer of wide
line or one railway station, as listed in Table 7. The results shown in Table 7 clearly demonstrate the
importance of occurrences emerging on national lines (almost a 6.8-times higher unit impact in the case
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of railway stations and a 5.6 times higher impact in the case of a wide line) compared to regional lines.
Considering the above-listed results, it can be stated that while respecting the restrictions arising from
the data used, as well as inputs related solely to the Czech Republic area, it is generally recommended
to pay attention and use resources to eliminate occurrence emergence risk at railway stations on the
national line, as, in this sector, there is a high damage occurrence risk caused by occurrence emergence
from railway infrastructure. This conclusion can be useful in both planning new projects in the field of
construction and the modernization of the railway infrastructure, as well as in the decision-making
process on the allocation of investment funds.

Authors of the results presented in [5] arrived at methodologically similar partial results.
This text provides information on the average losses associated with the occurrences in Ukraine.
The categorization of occurrences used in this article is slightly different from the categories used in the
presented research; a certain comparison of both is possible. However, this is not a comparison of the
final results of the presented research, but a comparison of the processing of partial results listed in
Table 3, i.e., the expected impacts of subcategories of occurrences. In the case of the results published
in [5], the following results can be given as an example:

• Financial loss related to the occurrence (accident with serious consequences)—€38,041,
• Accident—€16,988,
• Collision of passenger or freight trains with other trains or rolling stock or the approximation of

rolling stock in trains at companies and stations, which, due to their consequences, do not belong
among occurrences—€11,446.

It is evident that the results presented in this paper present other values when compared with the
corresponding results given in Table 3 of this article. Absolute values of quantities due to different
levels of purchasing power cannot be directly compared without further adjustments. However, in part,
the reason can also be seen in the fact that the overall impact, including socioeconomic damage, was
determined for the purposes of the presented research results, while in the case of [5], financial loss
was exclusively considered. Another reason may result from the fact that only occurrences associated
with human factor failure were considered in the case of the presented research results. A slightly
different classification of occurrences may also play a role. The authors also stated that while financial
loss is the result of the research in [5], in the case of the presented research, this is a value obtained
from long-term relevant statistics administered by a state authority.

The findings resulting from the presented research have a significant impact on the process
of socioeconomic evaluation of projects of transport infrastructure, which forms an integral part of
the life cycle of a public investment project. The long-term experience of the research team shows
that despite the quality methodological data used to perform a socioeconomic evaluation of railway
infrastructure projects, it is not possible to perform a comprehensive socioeconomic evaluation of the
railway infrastructure project as the current methodological documents lack a procedure for taking
into account the increase in the safety and reliability of the railway line, although, in connection with
most of the evaluated projects, the increase in the safety and reliability of the railway line is very
closely related to them. The presented results provide important information on the values of the
socioeconomic impacts of subcategories of occurrences, and, when considering the frequency of their
emergence, as derived from a detailed database of occurrences, the socioeconomic impacts related to
special-purpose units are determined, in this case, for one railway station or one kilometer of railway
track. In addition, all this is carried out separately for the national and regional lines, as during the
research, there were significant differences in the number and severity of occurrences with regard to
whether it was a regional or national line.

Follow-up research will focus on the use of the obtained data for the development of a methodology
for the evaluation of benefits associated with increasing the safety and reliability of the railway.
The authors assume that the results of the research will be incorporated into the existing Departmental
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Methodology, which addresses the course of the socioeconomic evaluation of projects in the field of
transport infrastructure in the Czech Republic.

5. Conclusions

The paper presents the results of applied research aimed at refining the evaluation of socioeconomic
benefits associated with increasing the safety and reliability of the railway line as a result of the
implementation of investment projects in the field of railway infrastructure within a CBA analysis.
The aim of the paper was to methodically describe and verify a case study on the procedure for
determining the socioeconomic impacts of occurrences that emerge from railway infrastructure.
The article presents partial methodological steps that have been developed for these purposes.
The research is based on a detailed Database of Occurrences emerging from the railway line in
the Czech Republic, using data for the 2011–2018 period, which originally included a total of 8455
occurrences divided into subcategories. After the elimination of the occurrences connected with
suicides and accidents at railway crossings, a total of 5378 occurrences was used for a more detailed
analysis. The first step was to define the methodological steps for determining the socioeconomic
impact of an occurrence emerging on a railway line. The overall socioeconomic impact includes
material damage and costs, evaluated costs associated with health impacts, and evaluated impacts
associated with delays of both passenger and freight trains. Using these documents and the entire
Database of Occurrences, the expected value of the impact of an occurrence of a relevant category
was subsequently determined. Combining it with additional information on the railway transport
network and the ratio of occurrences emerging on the national or regional line, the expected annual
impacts of occurrences of individual categories on a railway station or one kilometer of track were
derived in the final phase of the research. The main goal of the paper was to present methodological
steps for evaluating the socioeconomic impacts of occurrences emerging from railway infrastructure
and to verify the methodology in the case of occurrences emerging from railway infrastructure in the
Czech Republic area. The research presented in the paper assessed new aspects of the socioeconomic
evaluation of railway projects and subsequently proposed new procedures aimed at quantifying
the socioeconomic impacts of occurrences emerging from railway infrastructure. In the follow-up
research, the existing process of evaluating the economic efficiency of railway infrastructure projects
will be supplemented by a new dimension, i.e., considering the increase in the reliability and safety of
railway infrastructure.

When interpreting the results obtained, it is necessary to accept certain limitations associated with
the research carried out, as well as the data used. While the proposed methodological steps are generally
applicable for the purposes defined in the research goal, the results of the case study are influenced by
the fact that they were determined using data specific to the Czech Republic area. For the purposes of
the case study, data from the occurrence database emerging exclusively from the Czech Republic area
were used, and other input information was also taken from national methodological documents and
statistics. In this regard, follow-up research on the topic is also proposed for other countries for the
possibility of assessing the international applicability of the methodological steps and for comparing
the situation in the field of occurrence impacts on railway infrastructure.

Follow-up research will focus on projecting the results achieved in the presented research into
the final methodology to consider the benefits associated with increasing the safety and reliability of
the railway network in the socioeconomic evaluation of investment projects of railway infrastructure.
The aim of the authors is to incorporate the resulting methodology into the process of economic
efficiency assessment of investment projects in the field of railway infrastructure in the form of
an annex to the Departmental Methodology of the Ministry of Transport and the State Fund for
Transport Infrastructure.
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Abstract: On the border of two phases of a building life cycle (LC), the programming phase (concep-
tion and design) and the execution phase, a contractor is selected. A particularly appropriate method
of selecting a contractor for the construction market is the tendering system. It is usually based on
quality and price criteria. The latter may involve the price (namely, direct costs connected with works
realization as well as mark-ups, mainly overhead costs and profit) or cost (based on the life cycle
costing (LCC) method of cost efficiency). A contractor’s decision to participate in a tender and to
calculate a tender requires an investment of time and company resources. As this decision is often
made in a limited time frame and based on the experience and subjective judgement of the contractor,
a number of models have been proposed in the literature to support this process. The present paper
proposes the use of statistical classification methods. The response obtained from the classification
model is a recommendation to participate or not. A database consisting of historical data was used
for the analyses. Two models were proposed: the LOG model—using logit regression and the LDA
model—using linear discriminant analysis, which obtain better results. In the construction of the
LDA model, the equation of the discriminant function was sought by indicating the statistically
significant variables. For this purpose, the backward stepwise method was applied, where initially
all input variables were introduced, namely, 15 identified bidding factors, and then in subsequent
steps, the least statistically significant variables were removed. Finally, six variables (factors) were
identified that significantly discriminate between groups: type of works, contractual conditions,
project value, need for work, possible participation of subcontractors, and the degree of difficulty of
the works. The model proposed in this paper using a discriminant analysis with six input variables
achieved good performance. The results obtained prove that it can be used in practice. It should
be emphasized, however, that mathematical models cannot replace the decision-maker’s thought
process, but they can increase the effectiveness of the bidding decision.

Keywords: bidding decision; LCC criterion; price criterion; construction; statistical method; classifi-
cation; probability of winning

1. Introduction

With the development of new technologies and advanced building materials, an
increasing number of demands are placed on the construction industry. Modern buildings
should have as little impact as possible on the environment [1–3] using sustainable materials
(such as natural or recycled materials) [4–6] and environmentally friendly construction
technologies [7–9]. They should have low energy consumption [10,11], demonstrate the
ability to perform repairs resulting from wear and tear [12–14], as well as from possible
breakdowns [15,16]. Preferably, they should allow the recycling or disposal [17,18] of
the resulting construction waste. These aspects are considered by the participants in the
investment process, both the investor, the contractor, and the user against the background
of the different stages of the building life cycle. Phases identified in the literature include
the following: the programming phase (study and conceptual analysis, as well as design),
the execution phase (construction of the facility), the operation phase (operation, use, and
maintenance of the facility) and the decommissioning phase (demolition of the facility). In
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this paper, attention is paid to the programming phase, and in particular to the conclusion
of the design phase, which must be followed here by the selection of the contractor for the
construction work before the execution phase begins (Figure 1).

Figure 1. Bidding decisions of the building contractor within the building life cycle.

The methods of sourcing contractors in the construction market depend on the type of
market (private or public sector) and the value of the project. Due to the individualized
nature of construction production and the long production cycle, the tendering system is
particularly suited to the operating conditions of the construction market [19]. The bidding
procedure ensures that competition takes place properly and that its results are objective.
It is also a factor conditioning the objectivity of prices in the construction industry. Bidding
can be carried out by any investor looking for a contractor, but it is the potential contractor
who must decide to tender and begin the laborious process of preparing a bid.

The selection of the most advantageous tender is normally based on quality and
price criteria [20]. The price criterion may involve a price or cost and is based on a cost-
effectiveness method, such as life-cycle costing (LCC). In the former case, the basis for
determining a price are the direct costs connected with works realization as well as mark-
ups, mainly overhead costs and profit [21–23]. In the latter case, life cycle costs (LCC)
should be estimated, including the costs for planning, design, operation, maintenance,
and decommissioning minus the residual value, if there is any [24]. In the literature, one
can find many mathematical models prepared for the estimation of building life cycle
costs [25–27], the description and comparison of which can be found, for example, in [28].
A contractor’s decision to enter a tender requires action to prepare the tender and requires
investment of time and commitment of staff, that is, the direct use of company resources.
Irrespective of the outcome of the tender, the costs of preparing the tender will be incurred.
Efficient bidding is certainly essential for every construction company. Choosing the right
tender for a company has an impact on the creation of its image, its financial condition,
and its aspiration to success [29].

The decision to participate in a tender often must be made by the contractor within
a limited time frame and it is often based on his or her own experience. To improve
the effectiveness of the decision, various models have been developed to support this
process. In this case, a bidding decision model should be understood as a mathematical
representation of reality, with a proposed technique to help the construction contractor
decide to participate in the tender, avoiding errors and randomness. Efficient decision
making is one of the greatest challenges of contemporary construction [30].

Different methods and tools are used to build models supporting construction con-
tractors’ decisions to bid. A summary of the selected existing (published after 2000) models
is provided in Table 1.
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Table 1. Examples of models supporting tender decisions presented in the literature after 2000.

Bidding Decision Model Authors Source Year of Publication

Model based on Case-based reasoning approach Chua D.K.H, Li D.Z, Chan W.T. [31] 2001

Model based on the Analytical Hierarchy Process
(AHP) method Cagno E., Caron F., Perego A. [32] 2001

Model based on artificial neural network Wanous M., Boussabaine A. H., Lewis J. [33] 2003

Model based on fuzzy linguistic approach Lin Ch.-T., Chen Y.-T. [34] 2004

Model based on logistic regression Drew D., Lo H.P. [35] 2007

Model based on a knowledge system Egemen M., Mohamed A. [36] 2008

Model based on data envelopment analysis (DEA) El-Mashaleh M. S. [37] 2010

Model based on a multi-criteria analysis and fuzzy set
theory

Cheng M.-Y., Hsiang C. Ch., Tsai H.-Ch,
Do H.-L. [38] 2011

Model based on an ant colony optimisation algorithm
and artificial neural network Shi, H. [39] 2012

Model based on fuzzy Analytical Hierarchy Process
and regression-based simulation Chou, J. S., Pham, A. D., Wang, H. [40] 2013

Model based on a fuzzy set theory Leśniak, A., Plebankiewicz, E. [41] 2016

Model based on RBF neural networks Leśniak, A. [42] 2016

Model based on the simple additive weighted scoring Chisala, M. L. [43] 2017

Model based on the fuzzy AHP Leśniak, A., Kubek, D., Plebankiewicz,
E., Zima, K., Belniak, S. [44] 2018

Model based on the game theory Arya, A., Sisodia, S., Mehroliya, S.,
Rajeshwari, C. S. [45] 2020

Model based on structural equation Ojelabi, R. A., Oyeyipo, O. O., Afolabi,
A. O., Omuh, I. O. [46] 2020

Model Based on Projection Pursuit Learning Method Zhang, X., Yu, Y., He, W., Chen, Y. [47] 2021

It is worth noting that the indicated models differ in the methods used. Different
methods, techniques, and approaches are sought and applied to obtain the most effective
models. What is important, continuously for at least 20 years, modeling of a tender decision
is still an object of research and interest of researchers.

The models proposed in the literature are generally based on factors, also called
criteria, affecting the decision, and using them as input parameters. The number of
publications on the identification of factors is considerable, as each country and region
has a certain characteristic group of factors that will not be found in other markets [48–50].
It can therefore be concluded that the factors influencing tender decisions depend not
only on the project to be tendered but also on the environment and market in which the
contractor operates.

Bidding problems are also known in procurement auctions [51,52]. This paper [53]
presents the analysis of the relation between the award price and the bidding price in
the case of public procurement in Spain. An award price estimator was proposed as it is
believed to be particularly useful for companies and public procurement agencies. Procure-
ment auctions have long been employed in the logistics and transportation industry [54].
In combinatorial auctions, each carrier must determine the set of profitable contracts to
bid on and the associated ask prices. This is known as the bid construction problem
(BCP) [55]. Different approaches for the bid construction problem (BCP) in transportation
procurement auctions are proposed in literature. One of them can be found in [56] where
authors proposed solving the BCP problem for heterogeneous truckload using exact and
heuristic methods.
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The paper proposes the use of statistical methods to support the decision-making
process of a construction contractor related to the preparation of a price offer and entering
a tender. Two classification methods were used as decision support models. The response
obtained from the classification model is a recommendation to participate in the tender
(qualification into the W-winning class), or a recommendation to resign (allocation into the
L-losing class). To perform the analyses, it was necessary to use a database consisting of
historical data, that is, resolved tenders. The research framework diagram is presented in
Figure 2.

Figure 2. The research framework diagram.

2. Materials and Methods

2.1. Data Acquisition

In [57], a literature survey and research gap analysis of statistical methods used in the
context of optimizing bids were presented. The paper attempts to build a decision-making
model using two statistical methods: regression analysis and discriminant analysis. In
the methods derived from regression analysis, the values of the Y variable (the explained
variable) are given before determining the model and based on them and the adopted
factors, the parameters of the model are determined. However, in the case of discriminant
analysis, the values of the variable are obtained when the model is determined.

Factors influencing decision-making were proposed as input parameters of the mod-
els (explanatory variables). As a result of research (a questionnaire survey) conducted
by the author in Poland, presented and described in previous works [29,44], 15 factors
were identified: x1—type of works, x2—experience in similar projects, x3—contractual
conditions, x4—investor reputation, x5—project value, x6—need for work, x7—the size of
the project, x8—profits made in the past from similar undertakings, x9—duration of the
project, x10—tender selection criteria, x11—project location, x12—time to prepare the offer,
x13—possible participation of subcontractors, x14—the need for specialized equipment,
and x15—degree of difficulty of the works. The tender score was the model output variable
(Y) representing the class:

• W—win—interpreted as a recommendation to take part in a tender,
• L—loss—interpreted as a recommendation to abandon the tender.

The starting point for the selected methods was the construction of a database. The
research performed in Poland was of primary nature, based on information collected to
solve a given decision problem. With regard to the type of research material, the study
comprised quantitative research (evaluation of factors) and qualitative research: determi-
nation of the result obtained by the contractor in a given evaluated tender. The factors
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identified were used to evaluate the tenders entered into by the contractors participating
in the research. Each factor, from x1 to x15, was rated on a scale from 1 to 7, where the
numbers meant 1—very unfavorable, and 7—very favorable influence of the factor on
the decision to participate in the tender. This scale has already been used successfully in
previous works [44]. The result for each tender evaluated was then recorded (W—win,
L—loss). In the end, the database contained 88 evaluated tenders, of which 64 were lost
cases (L) and 24 won cases (W). Selected database records of evaluated tenders including
factor evaluations with the corresponding result obtained in the tender (W—win, L—loss,)
are presented in Table 2.

Table 2. Selected database records.

Record
(Evaluated

Tender)
Factors Result

i x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15
4 6 7 5 5 3 6 3 4 5 3 6 5 2 6 7 L
12 4 6 5 6 1 6 1 4 6 5 6 6 7 3 5 W
62 7 7 4 4 4 5 3 4 5 3 5 5 4 6 6 L

2.2. Regression Analysis Model

The main task of the qualitative decision-making model will be to determine the
probability of the contractor’s success in the tender (winning) and to identify variables that
significantly affect the outcome of the tender. A binomial (dichotomous) model is sought in
which the explanatory variable Y is quantified by a zero-one variable. It takes two possible
variants described by the codes “1”—W (win) and “0”—L (loss). If pi is the probability of
the event Yi = 1, then 1 − pi is the probability of the event Yi = 0. The expected value of the
variable Yi is [58,59]:

E(Yi) = 1·pi + 0·(1 − pi) = pi (1)

In binomial models, it is assumed that pi is a function of the vector of values of the
explanatory variables xi for the i-th object and the parameter vector β [58,59]:

Pi = P(yi = 1) = F
(

xT
i β

)
(2)

Depending on the type of F-function, different types of models are distinguished [60]: a
linear probability model, logit model, and probit model. Using the simplest of the binomial
models—the linear probability model—has many negative consequences described in
the literature [58,61]. Probit and logit models, on the other hand, as indicated by some
authors [60], are similar to each other and in practice one of them is used. Therefore, the
search for a binomial model for the phenomenon in question was limited to a logistic
regression model. The general form of the logit model is as follows [58,59]:

Y∗
i = ln

pi
1 − pi

= β0α0 + β1X1i + β2xX2i + · · ·+ βkXki + ui (3)

where:

β j—structural model parameters,
ui—random component,
ln pi

1−pi
—logit,

Y∗
i —unobservable qualitative variable,

Xji—the values of the explanatory variables of the model,
pi—the probability of taking the value “1” by the dependent variable Yi calculated from
the logistic distribution density function.
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pi =
ex′i β

1 + eX′
i β

=
1

1 + e−X′
i β

=
1

1 + e−(β0+β1X1i+β2X2i+···+βkXki)
(4)

Unobservable variable Y∗
i is defined as a latent variable, as one can observe only the

binary variable Yi in the form:

Yi =

{
1; Y∗

i > 0
0; Y∗

i ≤ 0
(5)

Logit according to [53], denotes the odds ratio of accepting to not accepting the value
“1” for the variable Yi. It takes the value zero if pi = 0.5. In the case when pi < 0.5, the
odds ratio takes a negative value, and when pi > 0.5, a positive one.

2.3. Discriminant Analysis Model

Linear discriminant analysis (LDA), presented in 1936 [62], enables the classification of
cases (objects) into one of the predetermined groups based on explanatory variables (case
characteristics). The use of linear discriminant analysis to classify objects (cases) [63] or
supporting decision-making processes [64] are commonly found in the literature. The aim
of discriminant methods is to determine which of the explanatory variables differentiate
groups the most. The discrimination problem can be solved by means of discriminant
functions which are most often linear functions of input variables characterizing the
cases [65]. If group sizes are not comparable, a modified form of the discriminant function
should be used [65]:

Kr = cro + cr1X1 + cr2X2 + . . . + crmXm + ln
nr

n
, (6)

where:

Kr—classification function (for the r-th group of cases),
crj—the coefficient of the r-th classification function with j-th input variable of significant
discriminatory power, j = 0, 1, . . . , m’,
cro = lnpri—absolute term, probability pi means the a priori probability of qualifying the i-th
object to the r-th group,
nr—denotes the size of a given group,
n—sample size.

Modeling takes place in several stages. In the first step of building the model, the
discriminant function equation is sought by identifying variables that significantly dis-
criminate groups. The next step is to check the statistical significance of the discriminant
function and determine its coefficients. The next stage of the analysis is a classification
procedure using classification functions.

2.4. Evaluation of the Proposed Models

To assess the quality and relevance of the performance of the proposed classification
models [66], the following were proposed:

• A relevance matrix that indicates the number and often the proportion of correctly
and incorrectly classified cases;

• Diagnostic test parameters: sensitivity (7), specificity (8), positive (9), and negative
(10) predictive value, test reliability (11) based on the contingency matrix:

Sensitivity indicates the ratio of true positives to the sum of true positives and false
negatives. In the problem under analysis, it describes the ability to detect the winning cases.

sensitivity =
TP

TP + FN
(7)
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Specificity means the ratio of true negatives to the sum of true negatives and false
positives. In the problem examined, it describes the ability to detect the losing cases.

Speci f icity =
TN

TN + FP
(8)

PPV (positive predictive value) denotes the probability that the case identified by the
classifier as winning is indeed a winning case.

PPV =
TP

TP + FP
(9)

NPV (negative predictive value) stands for the probability that the case identified by
the classifier as loss is indeed a losing case.

NPV =
TN

FN + TN
(10)

Effectiveness of the decision rule ACC (accuracy) implies the extent to which the
results of the study reflect reality.

ACC =
TP + TN

TP + TN + FP + FN
(11)

where:

TP—true positive results,
FP—false positive results,
TN—false negative results,
FN—true negative results.

3. Results and Discussion

3.1. LOG Model—The Model Using Regression Analysis

Using logit regression, an attempt was made to estimate the qualitative variable Y,
also trying to explain which factors, with what strength and in what direction, affect the
chance of a tender success (Y). The parameter estimates are summarized in Table 3.

By analyzing the obtained results with the assumed significance level α = 0.1, only two
variables significantly affect the model: x3—contractual conditions and x6—need for work.
However, the p value for the variables x12—time to prepare the offer and x15—the degree
of difficulty of the works, are slightly higher than 0.1, so it was decided to include these
variables and recalculate the model. The parameter estimates for the logistic regression
model (with four explanatory variables) are summarized in Table 4.

Finally, three variables were left (the non-significant variable x12—time to prepare an
offer, was discarded) and recalculations were made.

The parameter estimates for the logistic regression model (with three explanatory
variables) are summarized in Table 5.

The form of the proposed logit model (LOG model) is as follows:

Ŷi = ln
pi

1 − pi
= −0.9532·x3 − 2.2877·x6 + 0.6012·x15 + 15.9217 (12)

This means that the probability pi (that is, situation Yi = 1) is estimated as:

p̂i =
exp(−0.9532·x3 − 2.2877·x6 + 0.6012·x15 + 15.9217)

1 + exp(−0.9532·x3 − 2.2877·x6 + 0.6012·x15 + 15.9217)
(13)

Statistical verification of the logit model consisting in determining the degree of
the model fitting the data and testing the statistical significance of the parameters was
successful. The odds quotient is 9.62 and is higher than 1 which means that the classification
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is nine times better than what would be expected by chance. Using the proposed logit
model, it is possible to estimate the probability with which a given tender will be won.

Table 3. Parameter estimates for the logit model—15 explanatory variables.

Dependent
Variable Y
RESULT

Coefficient β
Standard

Error
Walda Stat. p Value

Statistically
Significant *

Absolute
term 181.2342 101.4030 3.1943 0.0739 *

x1 −0.8114 2.1518 0.1422 0.7061
x2 −0.4787 1.2390 0.1493 0.6992
x3 −6.4249 2.8502 5.0814 0.0242 *
x4 1.0285 1.2892 0.6364 0.4250
x5 0.6708 1.5074 0.1980 0.6563
x6 −6.6233 2.5664 6.6607 0.0099 *
x7 −1.2769 1.5475 0.6809 0.4093
x8 −4.1032 6.4537 0.4042 0.5249
x9 0.8568 1.1536 0.5516 0.4577
x10 −3.3306 2.8215 1.3935 0.2378
x11 −2.9788 2.2852 1.6992 0.1924
x12 3.5272 2.3601 2.2335 0.1350
x13 −15.8525 11.8791 1.7808 0.1820
x14 −2.4435 2.2014 1.2320 0.2670
x15 4.9962 3.4396 2.1098 0.1464

* Significance level α = 0.1

Table 4. Parameter estimates for the logit model—four explanatory variables.

Dependent
Variable Y
RESULT

Coefficient β
Standard

Error
Walda Stat. p Value

Statistically
Significant *

Absolute
term 16.1289 4.6709 11.9235 0.0006 *

x3 16.1289 4.6709 11.9235 0.0006 *
x6 −0.9145 0.4582 3.9833 0.0460 *
x12 −2.2736 0.5790 15.4179 0.0001
x15 −0.0840 0.5715 0.0216 0.8831 *

* Significance level α = 0.1

Table 5. Parameter estimates for the logit model—three explanatory variables.

Dependent
Variable Y
RESULT

Coefficient β
Standard

Error
Walda Stat. p Value

Statistically
Significant *

Absolute
term 15.9217 4.4375 12.8739 0.0003 *

x3 −0.9532 0.3769 6.3964 0.0114 *
x6 −2.2877 0.5723 15.9812 0.0001 *
x15 0.6012 0.3271 3.3777 0.0661 *

* Significance level α = 0.1

3.2. LDA Model—The Model Using Discriminant Analysis

In the first step of building the model, the equation of the discriminant function was
searched for, indicating variables that significantly discriminate groups. To achieve this,
the backward stepwise method was applied. In this approach, all variables are entered into
the model (step 0) and then, in subsequent steps, one variable that is the least statistically
significant is removed. Results with all 15 input variables (step 0) indicated at the assumed
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significance level α = 0.1, that only four variables significantly discriminate between groups
(x3, x5, x6, x13).

The results for the model and the evaluation of all 15 input variables (step 0) are given
in Table 6.

Table 6. Evaluation of the parameters of the discriminant function—15 explanatory variables.

Variables
Wilks’

Lambda
Partial Lambda

Wilks
The Value of the F

Statistic
p Value Tolerance 1-Tolerance

Statistically
Significant *

x1 0.430141 0.961162 2.90937 0.092377 0.377706 0.622294
x2 0.413447 0.999971 0.00207 0.963850 0.370875 0.629125
x3 0.449346 0.920082 6.25390 0.014669 0.376703 0.623297 *
x4 0.421275 0.981391 1.36523 0.246487 0.522505 0.477495
x5 0.454559 0.909531 7.16170 0.009215 0.109267 0.890733 *
x6 0.609746 0.678045 34.18763 0.000000 0.643071 0.356929 *
x7 0.419668 0.985148 1.08548 0.300962 0.096009 0.903991
x8 0.434939 0.950558 3.74495 0.056895 0.577896 0.422104
x9 0.414878 0.996522 0.25127 0.617712 0.757040 0.242960
x10 0.417598 0.990032 0.72491 0.397361 0.672704 0.327296
x11 0.424018 0.975042 1.84297 0.178843 0.633470 0.366531
x12 0.430727 0.959854 3.01140 0.086960 0.512083 0.487917
x13 0.444633 0.929835 5.43308 0.022563 0.513878 0.486123 *
x14 0.414026 0.998573 0.10292 0.749283 0.580513 0.419487
x15 0.434007 0.952600 3.58258 0.062408 0.391804 0.608196

* Significance level α = 0.05.

By analyzing the obtained results with the assumed significance level α = 0.1, only four
variables (x3; x5; x6; x13) discriminated significantly between groups. The model parameters
are as follows: Wilks’ Lambda = 0.41344, the corresponding F statistic (15.72) = 6.8100, and
p < 0.0000.

During the first step of the analysis, the variable x2 was removed—the least signifi-
cantly discriminating group. Subsequent steps (k = 2, . . . , 15) made it possible to select the
most significant variables (Table 7).

Table 7. Evaluation of the discriminant function parameters—final model (six input variables).

Variables Wilks’ Lambda Partial Lambda Wilks The Value of the F Statistic p Value Tolerance Wilks’ Lambda

x1 0.570048 0.825309 17.14504 0.000084 0.694765 *
x3 0.495679 0.949133 4.341000 0.040358 0.771227 *
x5 0.557289 0.844204 14.94840 0.000222 0.541454 *
x6 0.740919 0.634977 46.56377 0.000000 0.776650 *
x13 0.532386 0.883694 10.66070 0.001605 0.803942 *
x15 0.500913 0.939217 5.242020 0.024650 0.789131 *

* Significance level α = 0.05.

Finally, six input variables, x1—type of works, x3—contractual conditions, x5—project
value, x6—need for work, x13—possible participation of subcontractors, x15—the degree of
difficulty of the works, discriminate significantly between groups. The model parameters
are as follows: Wilks’ Lambda = 0.47047; the corresponding statistic F (6.81) = 15.195;
p < 0.0000. It is worth noting that the smaller the value of Wilks’ Lambda (from the
range <0, 1>) the better the discriminating power the model has. In the analyzed example
(0.47047), it is acceptable. Tolerance coefficient Tk determines the proportion of the variance
of the variable xk that is not explained by the variables in the model. If Tk coefficient takes
a value smaller than the default 0.01, the variable is more than 99% redundant with other
variables in the model. Entering variables with low tolerance coefficients into the model
may cause its large inaccuracy. In the model under consideration, the Tk coefficients for the
assumed variables exceed the value of 0.5.
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The next step of the analysis is to check the statistical significance of the discriminant
function (Table 8) and to determine its coefficients.

Table 8. Parameters for assessing the statistical significance of the discriminant function.

Eigenvalue
Canonical

Correlation
R

Wilks’
Lambda

Chi-Square
Statistics

df Number
of Degrees
of Freedom

p Value

1.125553 0.727691 0.470466 62.58464 6 0.000000

The eigenvalue of a discriminant function represents the ratio of the between-group
variance to the within-group variance. Large eigenvalues characterize functions with
high discriminatory power. Canonical correlation is a measure of the magnitude of the
association between a grouping variable and the results of a discriminant function. It
ranges from <0, 1>, where 0 means no relationship and 1 means maximum relationship.
The value of 0.727691 means that the function is related to a grouping variable. The value of
Wilks’ Lambda is acceptable. The value of p = 0.000000 < 0.05. The proposed discriminant
function is statistically significant and ultimately takes the following form:

D = −12.831 + 0.509x1 + 0.437x3 − 0.464x5 + 1.502x6 + 0.615x13 − 0.429x15 (14)

The next stage of the analysis is the classification procedure using classification func-
tions. In the problem under analysis, two classification functions were defined (two groups
were assumed; W—win, L—loss), which take the following form:

• K0 function, classifying to “L-loss” group:

K0 = −181.383 + 7.139x1 + 13.094x3 + 0.148x5 + 21.275x6 + 15.141x13 + 9.958x15 + ln 64
88 (15)

• K1 function, classifying to “W-win” group:

K1 = −213.841 + 8.338x1 + 14.123x3 − 0.946x5 + 24.813x6 + 16.590x13 + 8.947x15 + ln 24
88 (16)

A given case is classified in the group for which the classification function takes the
highest value.

3.3. Evaluation of Models—Discussion of Results

To evaluate the model, the classification efficiency expressed as the number of cases
correctly classified into predefined classes was used. A summary of the performance of the
proposed models is presented in Tables 9 and 10.

Table 9. Summary of classification for the LOG model.

Observed Numbers Reality Total

Answer from the Model
yi = 1

(W—win)
yi = 0

(L—loss)

LOG Model

ŷi = 1 (W—win) 13 7 20
ŷi = 0 (L—loss) 11 57 68

Total 24 64 88
Correct 54.17% 89.06% 79.55%

Incorrect 45.83% 10.94% 20.45%

Total 100.00% 100.00% 100.00%
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Table 10. Summary of classification for the LDA model.

Observed Numbers Reality Total

Answer from the Model
yi = 1

(W—win)
yi = 0

(L—loss)

LDA Model

ŷi = 1(W—win) 15 3 18
ŷi = 0 (L—loss) 9 61 70

Total 24 64 88
Correct 62.50% 95.31% 86.36%

Incorrect 37.50% 4.69% 13.64%

Total 100.00% 100.00% 100.00%

The data in Tables 8 and 9 enable the basic parameters of the classification model to be
determined. The results are given in Table 11.

Table 11. Basic parameters of LOG and LDA models as a classifier.

Model Sensitivity Specificity
Positive

Predictive
Value (PPV)

Negative
Predictive

Value (NPV)

Effectiveness
(ACC)

LOG Model 54.17% 89.06% 65.00% 83.82% 79.55%
LDA Model 62.50% 95.31% 83.33% 87.14% 86.36%

From the values in Table 10, the LOG model correctly classified 79.55% of the cases,
more correctly predicting tender failure (83.82%). The values obtained show a good fit
of the model, but it is worrying that the model indicated only three tender factors as
statistically significant: x3—contractual conditions, x6—need for work, and x15—degree of
difficulty of the works. In the case of the LDA model, classification into the set L—87.14%
means that the model (analogous to the LOG model) more accurately predicts tender failure
than winning (83.33%). The results obtained by the LDA model are better as it rendered 86%
of correctly classified cases. The discriminant analysis, apart from the variables x3, x6, x15
indicated also x1—type of works, x5—value of the project, and x13—possible participation
of subcontractors, as significant variables for the model, where the greatest independent
influence on the result of the discriminant function is exerted by the variable x6—the need
for work, while the least x3—contractual conditions. The following is an extract from the
LDA model results sheet with the values of the classification functions in relation to the
observed (actual) values shown in Table 12.

Table 12. Classification function values for selected cases.

Case Number

Group
Membership:

Group
Membership:

Function Value

Observed Model K0—win K1—loss

10 W W 208.994 211.747
28 L L 189.970 186.249

* 29 W L 207.961 206.832
30 L L 199.490 196.887

* 35 L W 220.759 222.847
* Cases misclassified.

The analyses presented in this paper do not exhaust the issue of modeling contractors’
decisions to participate in tenders for construction works. They can become a supplement
of the models proposed so far in the literature. It should be noted that the construction
of classification models requires having an appropriate database, which is built based on
tender factors selected by the author of each model.
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It is also worth emphasizing that in the face of fierce competition on the construction
market, contractors are looking for solutions to maximize their chances of winning tenders.
It is worth noting the observations of the authors of the study [67], who noted that the bid
preparation process, which is time-consuming and requires a lot of effort, may create the
need to have appropriate specialists. Typically, large companies are more able to employ
such specialists, while small and medium-sized companies are definitely more likely to
feel the need for tools to support the proper selection of orders and the decision to tender.
It therefore appears that the proposal to build and use mathematical models is appropriate.

In further research, using the author’s constructed database, the author of the paper
intends to apply methods of artificial intelligence. The same database, model input and out-
put parameters will allow to objectively compare the effectiveness of these two approaches.

4. Conclusions

The construction company at each stage of its activity has to make a number of impor-
tant decisions related to the functioning of the company. One of them is the decision to
enter a tender. Although it involves company finances and resources, the decision is usually
taken quickly and based on subjectively perceived information. A number of models and
mathematical methods have been proposed in the literature to assist the decision maker
and to increase the effectiveness of the decisions taken. In this paper, two statistical classifi-
cation methods are used for modeling: linear regression and linear discriminant analysis.
The response obtained from the classification model is a recommendation to participate
in the tender (qualification into class W—win), or a recommendation to resign (allocation
into class L—loss). To perform the analyses, it was necessary to use a database consisting
of historical data, that is, resolved tenders. The comparison of the classification models
shows that the model using linear discriminant analysis performed well (86% correctly
classified cases). The backward stepwise method was used to eliminate the least statistically
significant variables. Finally, from a set of 15 identified factors, six input variables (factors)
were identified that significantly discriminate between groups: x1—type of works, x3—
contractual conditions, x5—project value, x6—need for work, x13—possible participation of
subcontractors, x15—the degree of difficulty of the works. With these variables, the model
achieved good performance. The paper by [44] presents the results of a survey in which
the works contractors selected the following as the most important factors influencing the
decision to enter a tender: type of works, contractual conditions, experience in similar
projects, project value, need for work. As can be seen, they mostly coincide with the results
obtained from statistical methods. The obtained results (effectiveness of classification and
values of model evaluation parameters) testify to the possibility of using the LDA model
in practice.
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2. Sztubecka, M.; Skiba, M.; Mrówczyńska, M.; Mathias, M. Noise as a Factor of Green Areas Soundscape Creation. Sustainability
2020, 12, 999. [CrossRef]

3. Wałach, D. Analysis of Factors Affecting the Environmental Impact of Concrete Structures. Sustainability 2021, 13, 204. [CrossRef]
4. Antico, F.C.; Ibáñez, U.A.; Wiener, M.J.; Araya-Letelier, G.; Retamal, R.G. Eco-bricks: A sustainable substitute for construction

materials. Revista Construcción 2017, 16, 518–526. [CrossRef]
5. Govindan, K.; Shankar, M.; Kannan, D. Sustainable material selection for construction industry—A hybrid multi criteria decision

making approach. Renew. Sustain. Energy Rev. 2016, 55, 1274–1288. [CrossRef]

178



Appl. Sci. 2021, 11, 5973

6. Reddy, B.V. Sustainable materials for low carbon buildings. Int. J. Low Carbon Technol. 2009, 4, 175–181. [CrossRef]
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Abstract: In this paper, parameters of the tuned mass dampers are optimized to improve the
performance level of steel structures during earthquakes. In this regard, a six-story steel frame is
modeled using a concentrated plasticity method. Then, the optimum parameters of the Tuned Mass
Damper (TMD) are determined by minimizing the maximum drift ratio of the stories. The performance
level of the structure is also forced to be located in a safety zone. The incremental dynamic analysis
is used to analyze the structural behavior under the influence of the artificial, near- and far-field
earthquakes. The results of the investigation clearly show that the optimization of the TMD parameters,
based on minimizing the drift ratio, reduces the structural displacement, and improves the seismic
behavior of the structure based on Federal Emergency Management Agency (FEMA-356). Moreover,
the values of base shear have been decreased for all studied records with peak ground acceleration
smaller or equal to 0.5 g.

Keywords: dynamic analysis; steel frames; Tuned Mass Damper; optimization; drift ratio

1. Introduction

Structural disruption resulting in dangerous vibrations might be inevitable due to dynamic loads,
such as wind and earthquake (see, for example, [1–4]). The use of different methods to minimize
these vibrations and make structures more resistant to dynamic loads is growing day by day [5–8].
Accordingly, many researchers have focused their investigations on studying the effectiveness of
different control systems, including dampers, base isolation, etc. [9–15]. Some of the most popular
types of dampers include the Tuned Mass Damper (TMD; see [16–19]) and the Tuned Liquid Damper
(TLD) [20]. Both are known as passive control systems. These vibrations control systems can absorb
some of the input energy due to the earthquake motion [21]. There are also other passive control
vibration systems, such as friction tuned mass damper (see [22–24]), viscous damper (see [25–27]),
magnetorheological damper (see [28,29]), tuned mass-damper–inerter (see [30,31]), and pendulum
tuned mass damper (see [32]).

Numerous researchers used various meta-heuristic algorithms to optimize the parameters of the
TMD systems. Among all existing meta-heuristic algorithms, some lead to more suitable results for
nonlinear optimization models (see [33], for example). Some researchers used the algorithm of the
Genetic Algorithm (GA) and Charged System Search (CSS) to optimize the parameters of the TMD
subjected to the critical earthquake [16–18,34–38]. Kamgar et al. [17] optimized the parameters of the
TMD system using the Grey Wolf Optimization (GWO) method. The results of their research show
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that the maximum structural responses (i.e., roof displacement and stroke ratio) may be reduced by
optimizing parameters of the TMD system and the dynamic behavior of the structure in terms of
minimizing the input, and kinematic energies can be improved. Khatibinia et al. [19] investigated the
optimum parameters of the TMD system intending to minimize the sum of the root-mean-square of
drifts in the frequency domain under the critical earthquake for a 10-story shear building. Wong [39]
evaluated the problem of the input energy dissipation for non-elastic structures equipped with the
TMD. The author demonstrated the effectiveness of the TMD system in reducing the dynamic responses
of the structures and concluded that the control of the structure using the TMD system could absorb
more input energy, and subsequently, could damp the absorbed energy. This damping energy improves
the dynamic performance of the structure. Nigdeli et al. [40] optimized the parameters of the TMD
system based on the minimization of the acceleration transfer function. The results of their research
indicate that the use of meta-heuristic algorithms to optimize the TMD parameters is more effective
than classical methods. Kamgar et al. [16] calculated the optimum parameters of the TMD system,
taking into account the soil-structure interaction effect adapting the whale optimization algorithm.
They showed that the soil type and the objective function were very effective in the optimal parameters
obtained for the TMD system.

An accurate estimation of the dynamic capacity of structures is one of the most critical challenges
for researchers. The use of the Incremental Dynamic Analysis (IDA) is essential to evaluate accurately
the dynamic performance of structures subjected to earthquake loads. For the first time, Bertero
in [41] presented the IDA’s time history analysis by scaling the earthquake records step by step and
incrementally. Vamvatsikos and Cornell [42] introduced the IDA analysis as a method often used today.
The most important advantage of the IDA analysis, in comparison with other methods, is the high
ability of this type of analysis to show the actual attitude of the structure from the elastic state to the
inelastic one. Additionally, this method can consider structural instability due to entering the structure
from the elastic state into the inelastic one [43]. The optimization algorithm has also been utilized to
design semi-rigid steel frames and reinforced concrete sections (see [44,45]).

In the present paper, a moment-resisting steel frame equipped with the TMD system is selected
(see [39,46]). The nonlinear behavior of the joints is modeled using zero-length spring elements and
rotational springs at the end of the beam-column elements [47]. Additionally, OpenSees software is
used to simulate the dynamic structural behavior. Herein, the parameters of the TMD system are
optimized to minimize the maximum drift ratio of structures subjected to earthquakes. Then, the effect
of an optimal TMD on the development of the nonlinear seismic efficiency of steel moment-resisting
frames is investigated. The main aim of the paper is to investigate a system that, in addition to
lower cost, can improve the performance of the structure in comparison with the other vibration
control systems.

The authors of previously published papers focused on the optimization of the parameters of the
TMD system by calculating the optimal values of the TMD system numerically using the optimization
algorithms [16–19,34–40]. The most important question is whether these optimal values can still control
the dynamic responses of structures by changing the characteristics of the earthquake. Therefore,
in this paper, the controlled structure is subjected to several incremental dynamics analyses using
the optimal values for the TMD system to answer this question. The answer to the question that the
controlled structure can withstand large earthquakes is vital in this regard. Additionally, the other
question is whether the controlled structure can minimize the structural responses in other ranges of
the peak ground acceleration (PGA) rather than the studied earthquakes? In fact, the structure is first
designed to an earthquake with the PGA equal to 1 g (g is the acceleration of gravity) using a TMD
system. Then the responses of the controlled structure are examined using the incremental dynamic
analyses by changing the PGA from 0.1 g to 1 g. Additionally, in this paper, for the first time, the Life
Safety constraint is introduced to keep the structure in a safe zone based on FEMA-356 [48].
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2. Optimal Design of the TMD System

The paper is focused on an optimization method of the parameters of the TMD system (including
damping, stiffness, and mass). The optimization is conducted according to a reduction in the maximum
drift ratio of structures exposed to earthquakes. This criterion is upon the limitation proposed by
FEMA-356 [48] for the maximum allowable drift ratio of the steel moment-resisting frame. Therefore,
the optimal design of the TMD system for a steel moment-resisting frame can be formulated as:

Find : Md, Kd, Cd

Minimize : max
(

max|dri f ti|with TMD
max|dri f ti|without TMD

)
× 100, i = 1, 2, 3, . . . , n

Subjected to : Mmin
d ≤Md ≤Mmax

d

Kmin
d ≤ Kd ≤ Kmax

d (1)

Cmin
d ≤ Cd ≤ Cmax

d

max(
∣∣∣ud(t) − xroo f (t)

∣∣∣) ≤ 1000 (mm)

max
∣∣∣dri f ti

∣∣∣
with TMD ≤ 0.025, i = 1, 2, 3, . . . , n

where Md, Kd and Cd indicate the mass, stiffness, and damping coefficient for the TMD system,
respectively. Mmin

d , Mmax
d , Kmin

d , Kmax
d , Cmin

d and Cmax
d are the lower and upper bounds of the TMD

mass, stiffness and damping constants, respectively. These lower and upper bounds have been selected
based on the work [46].

3. Passive Control Systems

Currently, the control of the seismic response of the structures subjected to dynamic loads is
a method that can help engineers to design structures. Among various methods of seismic control,
the passive control method is one of the most popular, due to the lower cost of construction and
maintenance. One of the passive control systems is the application of TMD. This system, consisting
of a mass, damping, and linear spring, is typically installed on the roof of the structure. The system
reduces the dynamic response of the structure by affecting its dominant mode. The mass of the TMD
system moves with a different phase relative to the structure, and it improves the seismic structural
response by the dissipation of energy [49–51]. The efficiency of the TMD system is highly dependent on
its parameters. Therefore, the optimization of these parameters for the seismic control of tall structures
against dynamic loads is one of the crucial issues.

A schematic view of the TMD system is exhibited in Figure 1. In this study, the Water Cycle
Algorithm (WCA) has been used to reduce the relative displacement of the considered frame by the
LS performance level presented in FEMA-356 [48] (i.e., the maximum allowable drift ratio for the
steel moment-resisting frame is 2.5%). Therefore, the dynamic capacity and the performance of the
controlled structure have been investigated using the IDA analysis.

183



Appl. Sci. 2020, 10, 3403

Figure 1. Schema of a single-degree-of-freedom system controlled by a TMD system.

4. Water Cycle Algorithm (WCA)

The optimization algorithms are generally based on natural phenomena, social events, and physical
laws to solve different problems. The clever way used by these algorithms for computation is based
on iterations to improve the performance of a system. Eskandar et al. [52] proposed WCA based on
the rotational cycle of water in nature (i.e., the flow of streams toward the sea). The flow of water
in the environment is like a tree or root of a tree. The small branches of this stream are small rivers
that form the rivers by joining together. A sea is a place with the lowest elevation, and eventually,
the rivers flow into it. The initial population is computed to formulate the equations of the water cycle
algorithm, as in other population-based algorithms. Detailed information has been illustrated in [52].
The streams in the rivers arise from existing differences in the levels of two points, i.e., water flows
from higher altitudes to lower altitudes. After rain comes down, the streams and rivers are formed and
move to the lowest area, usually to the sea. The water cycle in nature consists of three processes: (1)
the precipitation that creates the initial population, (2) the surface movement of the rivers and streams
to the sea, and (3) the procedure of the evaporation and condensation.

Therefore, to formulate the first step, Equations (2) and (3) are used.

Raindrop = [x1, x2, x3, . . . , xN] (2)

Population o f raindrops =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Raindrops1

Raindrops2

Raindrops3
...

RaindropsNpop

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1
1 x1

2 x1
3 · · · x1

Nvar

x2
1 x2

2 x2
3 · · · x2

Nvar
...

...
...

...
...

x
Npop

1 x
Npop
2 x

Npop
3 · · · x

Npop
Nvar

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)

where the values of the decision variables (x1, x2, x3, . . . , xN) can be expressed by several floating points
of the problem. The cost of Raindrop is also obtained by Equation (4) as follows:

Ci = Costi = f
(
xi

1, xi
2, . . . , xi

Nvar

)
i = 1, 2, 3, . . . , Npop (4)
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in which Npop and Nvar represent the stream population as the initial population and some design
variables, respectively. Costi shows the cost estimation function of the variables, see for example [53].
Firstly, the parameter Npop is generated, and a number is selected for the Nsr parameter as the best
value (minimum values) for the rivers and sea in the first step. The number of rivers and the sea is
calculated as a variable Nsr as follows:

Nsr = Number o f Rivers + 1︸︷︷︸
Sea

(5)

NRaindrop = Npop −Nsr (6)

The parameter NRaindrop is the rest of the population that make up possible routes to the sea or the
rivers. Equation (7) is used depending on the intensity of the flow to determine and assign raindrops
in rivers and sea:

NSn = Round

⎧⎪⎪⎨⎪⎪⎩
∣∣∣∣∣∣∣

Costn∑Nsr
i=1 Costi

∣∣∣∣∣∣∣×NRaindrops

⎫⎪⎪⎬⎪⎪⎭, n = 1, 2, . . . , NSR (7)

in which NSn is a number of streams that flow into some specific rivers or the sea. Besides, the new
positions of the streams and rivers are also expressed as follows:

→
X

t+1

Stream =
→
X

t

Stream + rand×C×
(→
X

t

River −
→
X

t

Stream

)
(8)

→
X

t+1

River =
→
X

t

River + rand×C×
(→
X

t

Sea −
→
X

t

River

)
(9)

in which rand is a uniformly distributed random number from the interval 〈0, 1〉. Additionally,
the parameter C has a number between 1 and 2, and it is usually close to 2. If the evaporation conditions
are taken into account, it can help the algorithm to prevent premature convergence:

I f ‖→XSea(t) −
→
X

i

River(t)‖ < dmax(t)orrand ∈ 〈0, 1〉,
n = 1, 2, 3, . . . , Nsr − 1

(10)

where dmax is a small number (close to zero). It indicates that the river is connected to the sea when
the river is away from the sea less than the value of dmax. The parameter dmax can control the optimal
solution, and its value is updated as follows:

dmax(t + 1) = dmax(t) − dmax(t)
MaxIteration

(11)

Additionally, after considering the evaporation conditions for the algorithm, the new streams are
randomly generated in the search space as follows:

→
X

New

Stream = LB + rand · (UB− LB) (12)

in which the parameters UB, LB are the minimum and maximum boundary conditions, respectively.
Then, the river flowing to the sea is selected from the best new raindrops, and the other remaining
new raindrops create streams that can flow to the river or sea. Equation (13) is utilized for the streams
that have flowed to the sea to check the computational performance and convergence rate of the
optimization problem:

→
X

New

Stream = Xsea +
√
μ× randn(1, Nvar) (13)

where μ is a coefficient, and the value of 0.1 has been proposed for it in [52].
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5. Incremental Dynamic Analysis (IDA)

IDA is an accurate analysis method that is capable of estimating the seismic behavior of structures
subjected to different earthquakes. One of the principles of the functional design of structures is the
use of the nonlinear dynamic capacity of load-bearing members in the design of structures.

The stiffness values of the structural elements decrease when a severe dynamic load is applied to
the structure. As a result, the stiffness matrix of the structure will decrease when the plastic joints are
formed in the members. Finally, it results in the redistribution of the forces among the members of the
structure. Finally, the structure experiences more deformation because of yielding in some elements,
and it leads to more significant energy absorption and damping.

In IDA, a structure is subjected to a mapping acceleration. The mapping acceleration is selected
from an earthquake. Then, the earthquake is scaled so that its maximum acceleration is equal to 1 g.
Hence, the structure is subjected to the scaled earthquake record. Next, the maximum acceleration is
added to the value of 0.2 g, and the structure is re-analyzed. This process continues until the maximum
acceleration of the earthquake is equal to 1 g. Finally, the IDA curve is plotted for the frame and
earthquake. The IDA shows the nonlinear dynamic response of the structure against the intensity of
the seismic excitation.

6. Modeling and Verification

A six-story steel frame is selected in this study (see Figure 2). The frame has already been studied
by several researchers (see [39,46]). A finite element software named OpenSees [47] is used to model
the frame. Additionally, the modified Ibarra–Krawinkler (IMK) deterioration model (see [54–56]) is
utilized to simulate the nonlinear behavior of the plastic joints. According to this constitutive model,
the zero-length elements are considered as concentrated plasticity at the beam-column connections.
The IMK model takes into account the cyclic response of the springs, which shows the nonlinear
behavior of the frame. Due to the presence of the gravitational loads, as well as the TMD mass,
the P-delta effect must be taken into account to consider the enhanced structural responses. For this
purpose, a virtual column with truss elements attached to the base of the structure is analyzed.
Additionally, all columns are considered to be fixed at the base of the structure. Since the rotational
springs and frame elements are connected in series, the stiffness of the rotational elements must be
modified in such a way that the stiffness value of elements and the actual stiffness of the frame are
the same. For this purpose, the stiffness of the rotational springs is considered to be n = 10 times
higher than the rotational stiffness of the elastic elements. The stiffness and also the moment of inertia
of the elastic element are multiplied into the (n + 1)/n. Finally, to match the nonlinear behavior of
the elements and the actual behavior of the frame, the strain coefficient of the plastic joint should be
modified according to Equation (14)—see [54–57].

αs,spring = αs,mem/(1 + n · (1− αs,mem)) (14)

where αs,mem shows the real strain coefficient of the frame, and αs,spring is the strain hardening coefficient
of the rotational spring. All beam elements are subjected to the uniformly distributed load equal to
21.89 kN/m. Additionally, the following relations (Equations (15)–(22)) are used to determine the
parameters required in the definition of the behavioral curve of the rotational springs [54–57]:

θp = 0.318
(

h
tw

)−0.55
(

b f
2tw

)−0.345(Lb
ry

)−0.023(
L
d

)0.09
(

c1
unit·d
533

)−0.33( c2
unit·Fy
355

)−0.13

d ≥ 21in
(15)

θpc = 5.63
(

h
tw

)−0.565
(

b f
2tw

)−0.8( c1
unit·d
533

)−0.28( c2
unit·Fy
355

)−0.43

d ≥ 21in
(16)
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∧ = 536
(

h
tw

)−1.26
(

b f
2tw

)−0.525(Lb
ry

)−0.13( c2
unit·Fy
355

)−0.291

d ≥ 21in
(17)

θpc = 7.5
(

h
tw

)−0.61
(

b f
2tw

)−0.71(Lb
ry

)−0.11( c1
unit·d
533

)−0.161( c2
unit·Fy
355

)−0.32

d < 21in
(18)

θp = 0.0865
(

h
tw

)−0.365
(

b f
2tw

)−0.14(
L
d

)0.34
(

c1
unit·d
533

)−0.721( c2
unit·Fy
355

)−0.23

d < 21in
(19)

∧ = 495
(

h
tw

)−1.34
(

b f
2tw

)−0.595( c2
unit·Fy
355

)−0.36

d < 21in
(20)

My = 1.17 ·Z · Fy (21)

θy =
(
1.17 ·Z · Fy/6EI

)
/L (22)

where h is the web depth; bf is the width flange of a beam; Lb is the distance from the column face to
the nearest lateral brace; d is the beam depth. Additionally, ry shows the radius of gyration about the
y-axis of the beam, and tw is the web thickness of the beam. The parameter Z is the plastic section
modulus, and Fy shows the expected yield strength. Moreover, the parameters c1

unit and c2
unit are the two

coefficients for unit conversion, while E depicts Young’s modulus, and I shows the moment of inertia.
The parameters θp, θpc, θy, exhibit pre-capping plastic rotation in monotonic loading, post-capping
plastic rotation, and yield rotation, respectively. The parameter L is the beam shear span (distance
from plastic hinge location to the point of inflection); Λ shows the capacity of the reference cumulative
rotation, and My is the effective yield moment [56].

Figure 2. Six-story steel moment-resisting frame.

The mass of all stories and also the values of the damping ratio for all modes are assumed to
be equal to m = 300,000 kg, and 3%, respectively. The Young’s modulus is 200 MPa. The maximum
allowable stroke for TMD is considered to be equal to 1000 mm. The values for the first six natural
frequencies of the six-story steel frame are calculated numerically and compared with the results
presented by Wong in [39] and Bilondi et al. in [46] to validate the model (see Table 1). It can be seen
from Table 1 that the differences are negligible. It confirms the accuracy of the modeling approach.
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Table 1. The benchmark Special Moment Resisting Frame’s (SMRF’s) natural frequencies of vibration.

Mode Number
Natural Periods of Vibration (rad/s)

Wong [39] Bilondi et al. [46] Present Study

1 5.15 5.07 5.07
2 14.28 13.96 14.22
3 25.13 25.13 25.13
4 34.91 34.91 34.91
5 44.88 44.88 44.88
6 57.12 57.12 57.12

Additionally, the time history of cumulative hysteresis energy, Eh, (see Equation (23)) for the
structure with (W) and without (W/O) TMD are compared with [46] (see Figure 3) subjected to the
Northridge earthquake (see Figure 4). The values of mass, stiffness, and damping ratio of the TMD
system are considered to be equal to 180,000 N·s2/m), 5,264,000 N/m, and 0.05 based on [46], respectively.
Figure 3 also shows the verification of the result obtained by this study and described in [46]:

Eh =

ne∑
k=1

Eh,k (23)

where Eh,k, k, and ne present the summation of work done by internal forces (e.g., moment, axial, shear),
an integer counter, and the number of elements, respectively.

Figure 3. The cumulative hysteresis energy of the controlled and uncontrolled six-story steel
frame building.

 

Figure 4. Acceleration time history of the Northridge 1994 earthquake.

In this paper, to optimize and analyze the structure dynamically, several real earthquakes and
one artificial earthquake are selected (see Table 2). Figure 5 shows the acceleration time history of the
artificial earthquake. The artificial earthquake is calculated using the Gaussian White Noise process
and based on the Kanai–Tajimi filter and power spectral density function (PSDF) [58–60]:
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SKanai−Tajimi(ω) = S0[
ω4

g+(2×ωg×ξg×ω)2

(ω2−ω2
g)

2
+(2×ωg×ξg×ω)2 ]

S0 =
0.03×ξg

π×ωg×(4×ξ2
g+1)

(24)

where S0, ωg, and ξg are the intensity of the PSDF, frequency, and damping of the soil, respectively.
In this paper,ωg and ξg are considered to be equal to 25.13 rad/s and 0.8 rad/s, respectively, based on [61],
which indicates that the structure has been located on the stiff soil. The strong ground motion of the
artificial earthquake is big enough, and it can be used in the dynamic analysis of the structures based
on Uniform Building Code 97 [62].

It should be noted that Chandler’s classification has been considered in the selection of the
earthquake to cover all existing categories for the earthquakes (see [8,63]).

Figure 5. Acceleration time history of an artificial earthquake.

Table 2. Characteristics of the selected scaled earthquakes.

Abbreviation AE NE3 NE2 NE1 FE3 FE2 FE1

Earthquake
An

artificial
earthquake

Kocaeli
Turkey

Gazli
USSR

Chi-Chi
Taiwan

Superstition
Hills-02 San Fernando Duzce

Turkey

Station — Arcelik Karakyr CHY101
El Centro
Imp. Co.

Cent

LA—Hollywood
Stor FF Bolu

PGA
(g) 1 1 1 1 1 1 1

PGA/PGV (g·s/m) 0.206 0.601 1.277 0.630 0.743 1.035 1.32

Strong ground motion
duration (s) 18 13.265 6.956 28.55 27.99 13.15 8.55

Predominant Period (s) 0.2 0.28 0.14 1.08 0.22 0.24 0.32

Total time duration (s) 19.98 29.995 13.0878 88.995 59.99 79.44 55.89

Arias Intensity (m/s) 33.311 15.370 7.599 12.291 8.646 13.396 6.806

PGA—Peak Ground Acceleration; PGV—Peak Ground Velocity.
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7. Results and Discussion

7.1. Optimization of the Parameters of the TMD System

In this paper, a six-story steel frame equipped with the TMD system is studied. One of the most
critical issues with the TMD systems is to determine their optimal parameters. Therefore, different
methods are used to optimize these parameters. Among them, the meta-heuristic algorithms are
commonly used due to the current uncertainty of the mathematical problem as well as different
scenarios used for the objective function. In general, all meta-heuristic algorithms start from a local
search and eventually reach the desired values. In this paper, a WCA (see Section 4) meta-heuristic
algorithm has been selected because of its ability to solve constraint problems. Therefore, the optimum
parameters for the TMD system are calculated by WCA to minimize the relative displacement of the
stories adapted to the LS performance level presented by FEMA-356 [48]. The optimum parameters of
the TMD system exposed to the near- and far-field earthquakes, as well as to the artificial earthquake,
have been presented in Table 3.

In fact, the water cycle algorithm has been used to optimize the parameters of the TMD system
subjected to the far-, near-field, and artificial earthquakes. Equations (2)–(13) are utilized to perform an
optimization problem using Matlab software. Additionally, Equation (1) is used to make an optimization
problem with an upper and lower boundary for the optimization variables. Table 3 shows the optimum
parameters of the TMD system subjected to different studied earthquakes.

Table 3. Optimum parameters achieved for TMD subjected to the drift ratio constraint.

Earthquake Ktmd (N/mm) Ctmd (N·s/mm) Mtmd (N·s2/mm)

FE1 404.94 770.18 180
FE2 543.76 304.28 180
FE3 490.1 942.89 180
NE1 421.67 1753.1 180
NE2 315.87 972.87 141
NE3 405.02 500.0 180
AE 405.47 935.66 180

7.2. The Structural Seismic Performance

The results for the structure controlled with the TMD system are shown in Table 4. As it is
observed from the table, the reduction in the base shear is less than 3.49% under different earthquakes,
even though the base shear has increased slightly during the earthquakes NE1 and AE. Hence, due to
the insignificant reduction in the base shear under different earthquakes, it might be concluded that
the optimization of the TMD parameters focused on reducing the drift will not have a significant effect
on the base shear of structures. Table 4 shows that the average acceleration of the structure equipped
with the TMD system has increased under the FE2 and AE earthquakes by about 5% but, for the rest
of earthquakes, the parameters of TMD optimized based on drift can reduce the acceleration of the
structure. Similar results have been obtained for the average displacement of the structure controlled
with the TMD system. In fact, for the FE2, NE3 earthquakes, the average displacement of the controlled
structure has increased while this parameter has decreased for other earthquakes. It should be noted
that the negative and positive signs in Table 4 show the decrease and increase in the average reduction,
respectively. In other words, the positive value shows that the parameter is reduced, and the negative
value shows that it is increased.

The maximum drift ratio of all stories and the roof displacement time history of the structure are
depicted in Figures 6 and 7 with and without the TMD system subjected to the near- and far-field
earthquakes. It is clear from the table that the maximum drift ratio of the stories has been reduced for
all earthquakes. It is also observed that the roof displacement has increased for some earthquakes
(e.g., FE2, and NE3). The controlled structure has been vibrated about a new plastic axis subjected to
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these earthquakes, and the non-elastic deformation of the structure has increased. This indicates that
the drift-optimized TMD system is unable to improve the seismic performance of the structure for
some earthquakes.

Table 4. The average reduction in the structural responses.

Earthquake
Average Reduction (%)

Displacement Drift Acceleration Base Shear

FE1 5.78 5.02 8.10 2.61
FE2 −20.56 25.08 −5.25 0.81
FE3 11.14 6.53 10.06 2.75
NE1 14.81 10.96 3.15 −2.49
NE2 12.26 4.18 9.03 0.65
NE3 −31.34 42.92 19.69 3.49
AE 31.55 19.42 −5.23 −1.12

 

 

 

Figure 6. Drift ratios of the stories and the time history of the displacement of the roof in the controlled
and uncontrolled structure subjected to the far-field earthquakes.
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7.3. The Results of the Incremental Dynamic Analysis

In this section, the parameters of the TMD system subjected to the different earthquakes are
optimized based on minimizing the relative displacement criterion presented by FEMA-356 [48].
Next, the IDA analysis is used to investigate the dynamic performance of the six-story steel frame
equipped with the TMD system. The IDA analysis is calculated for the maximum base shear, maximum
acceleration, maximum displacement, and maximum drift ratio of the desired structure, and its curves
for near- and far-field earthquakes are plotted in Figures 8–11.

Figure 7. Drift ratios of the stories and the time history of the displacement of the roof in the controlled
and uncontrolled structure subjected to the near-field earthquakes.
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7.3.1. The Results of IDA for the Drift Ratio

The drift ratio of the structures with and without the TMD system is shown in Figure 8. It can be
concluded that the maximum drift ratio of all stories has been decreased for the structure controlled
with the TMD system subjected to the FE1, NE1, and NE2 earthquakes. The drift ratio has increased
for the FE2 earthquake with PGA equal to 0.9 g and 1 g. Additionally, the maximum drift ratio of the
structure has increased under the FE3 earthquake in the range of 0.6g ≤ PGA ≤ 0.9g. A disturbance
has taken place for the NE3 earthquake in the range of 0.7g ≤ PGA ≤ 0.9g. Therefore, it might be
concluded that the TMD parameters should be evaluated for PGA values larger than 0.5 g in controlling
the drift ratio.

Figure 8. Maximum drift ratio of the frame subjected to different far- and near-field earthquakes.
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7.3.2. The Results of IDA for the Maximum Displacement

The maximum displacements of the structures subjected to different earthquakes are presented in
Figure 9. This figure shows that the maximum displacement of the structure has increased subjected
to the FE3 earthquake in the range of 0.6g ≤ PGA ≤ 0.9g. Therefore, it could be concluded that the
optimized TMD based on the reduction of the drift ratio can reduce the maximum displacement of the
structure. Additionally, it has to be noticed that the TMD parameters should be evaluated for PGA
values larger than 0.5 g in controlling the maximum displacement.

Figure 9. The maximum displacement of the frame subjected to the different far- and
near-field earthquakes.

7.3.3. The Results of IDA for the Maximum Base Shear

Figure 10 shows the performance of the controlled and uncontrolled structures based on the base
shear. As it can be seen from the figure, for all the selected earthquakes and PGA values equal or less
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than 0.5 g, the maximum base shear of the controlled structure has decreased. Additionally, the base
shear has not changed for PGA larger than 0.5 g. Therefore, it could be concluded that the optimized
TMD system based on minimizing the drift ratio does not have any particular effect on the base shear
for PGA values larger than 0.5 g.

 

 

 

Figure 10. Maximum base shear of the frame subjected to different far- and near-field earthquakes.

7.3.4. The Results of IDA for the Maximum Acceleration of the Structure

A comparison between the results for the maximum acceleration is shown in Figure 11. It can
be concluded that the performance of the structure equipped with the optimized TMD system has
been improved in minimizing the maximum acceleration of the structure subjected to the FE1, NE1,
and NE2 earthquakes. The maximum acceleration of the structure has increased in the range of
0.8g ≤ PGA ≤ 1.0g under the FE2 earthquake. Besides, an increase in the acceleration response has
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occurred for the FE3 earthquake when PGA is smaller than 0.5 g. Therefore, the performance of
the controlled structure subjected to the NE3 earthquake is different in comparison to the structure
subjected to other earthquakes. An increase in the maximum acceleration can be seen for the PGA
equal to 0.9 g, while a sharp decrease has occurred for the PGA equal to 1.0 g. Therefore, it could be
concluded again that the TMD parameters should be evaluated for the PGA values larger than 0.5 g in
controlling the maximum acceleration.

 

 

Figure 11. Maximum acceleration of the frame subjected to the different far- and near-field earthquakes.

196



Appl. Sci. 2020, 10, 3403

7.4. The Results for the Artificial Earthquake

7.4.1. Seismic Performance of the Controlled and Uncontrolled Structures Exposed to the
Artificial Earthquake

Figure 12 presents the responses of the controlled and uncontrolled structures (i.e., drift ratio,
maximum displacement, maximum base shear, and the maximum acceleration) exposed to the artificial
earthquake. The figure indicates that the TMD system optimized based on the drift ratio can reduce
all structural responses, except for the maximum acceleration of the structure. The optimized TMD
system has also controlled the maximum acceleration of the fifth and sixth stories, but it has increased
this value for the lower stories.

 

 
Figure 12. Maximum drift ratio, displacement, base shear, and acceleration of the frame subjected to
the artificial earthquake.

7.4.2. IDA for the Dynamic Performance of the Controlled and Uncontrolled Structures Exposed to the
Artificial Earthquake

The results of IDA for the structure subjected to artificial earthquakes are shown in Figure 13.
The performance of the controlled structure shows an increase in the maximum acceleration values in
the range of 0.7g ≤ PGA ≤ 0.8g. The maximum acceleration of the structure has decreased for other
PGA values. Moreover, the value of base shear has decreased for PGA smaller than 0.5 g and remained
constant for PGA larger than 0.5 g. Additionally, the results show that the performance of the structure
has improved for the maximum displacement and drift ratio.
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Figure 13. Results of Incremental Dynamic Analysis (IDA) analysis for the frame subjected to the
artificial earthquake.

7.4.3. Investigation of the Performance Level of the Structure Subjected to the Artificial Earthquake

The performance levels of the structure subjected to the artificial earthquake, based on the
FEMA-356 [48], are presented in Figure 14. Based on FEMA-356, the maximum drift ratios of the
controlled and uncontrolled structures have been categorized in the figure as:

1. Immediate Occupancy ≤ 0.7%;
2. 0.7% ≤ Life Safety ≤ 2.5%;
3. 2.5% ≤ Collapse Prevention ≤ 5%.

As it can be observed from Figure 14, the six-story steel moment-resisting frame without TMD
system has entered into the collapse prevention level for PGA larger than 0.8 g, but the performance
level of the structure controlled with the TMD system has remained in the life safety range. Therefore,
results indicate that the optimization of the TMD parameters to minimize the maximum drift ratio
smaller than 2.5% substantially improve the seismic performance of the structure subjected to the
artificial earthquake. It leads to a delay in the fracture of the bending connections (see FEMA-356 [48]),
and it can help the beams and columns to sustain distortion.
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Figure 14. The performance level of the frame subjected to the artificial earthquake.

Besides, to evaluate the capability of the method presented in this paper, the six-story steel
moment-resisting frame structure is considered. For this purpose, two other objective functions (see
Equation (25)) are considered, and the optimal values of the TMD system are computed under the
artificial earthquake. Table 5 shows the optimal values of the TMD system for different objective
functions. It should be noted that the constraints and upper and lower bounds are considered as in
Equation (1) and Ref. [46].

Find : Md, Kd, Cd

Minimize : max
(

max|dri f ti|with TMD
max|dri f ti|without TMD

)
× 100, i = 1, 2, 3, . . . , n (O .F 1)

Minimize : max
(

max
∣∣∣Accroo f

∣∣∣
with TMD

max
∣∣∣Accroo f

∣∣∣
without TMD

)
× 100, i = 1, 2, 3, . . . , n (O .F 2) (25)

Minimize : max
(

max
∣∣∣Disproo f

∣∣∣
with TMD

max
∣∣∣Disproo f

∣∣∣
without TMD

)
× 100, i = 1, 2, 3, . . . , n (O .F 3)

where O.F., Accroof, and Disproof show the objective function, roof acceleration, and displacement,
respectively. The last-second objective functions are usually used by researchers to optimize the
parameters of vibration control systems [18,34,37,40]. Additionally, the computational workload, in the
form of required running time, for each objective function is presented in Table 5. The calculations
have been run on a computer with a 64-bit operating system and CPU Intel(R) Core(TM) i3-4170 CPU
3.70 GHz with 4 GB RAM.

Table 5. Optimum parameters and required running time achieved for the TMD subjected the artificial
earthquake for different objective functions.

O.F Ktmd (N/mm) Ctmd (N·s/mm) Mtmd (N·s2/mm)
Required Running Time

(s)

O.F 1 405.47 935.66 180 997.854
O.F. 2 211.021 1130.6 122.87 865.528
O.F. 3 250.025 749.317 163.156 1114.548

199



Appl. Sci. 2020, 10, 3403

It can be seen from Table 5 that the required running time for O.F. 2 is shorter than for two other
objective functions. Moreover, the computational workload of the proposed objective function (O.F 1)
is between those of the two traditional objective functions (O.F. 2 and O.F. 3).

Table 6 presents the maximum responses of the controlled and uncontrolled structures subjected
to the artificial earthquake for different objective functions. The maximum roof displacement,
roof acceleration, and drift ratio for the uncontrolled structures are 0.642 m, 18.06 m/s2, and 4.09%,
respectively. Table 6 shows that O.F 1 has the best performance between all studied objective functions
in reducing the maximum responses of the structure and therefore improving the seismic behavior of
the structures.

Table 6. Maximum responses of the controlled structure subjected to the artificial earthquake for
different objective functions.

Objective
Function

Max.
Roof
Disp.
(m)

Max.
Roof
Acc.

(m/s2)

Max.
Drift Ratio

(%)

O.F 1 0.504 17.74 2.45

O.F. 2 0.509 17.52 2.82

O.F. 3 0.515 17.75 2.61

Additionally, to evaluate the capability of the method presented in this paper, the 10-story steel
moment-resisting frame structure is considered here that has been studied by Wong and Johnson [64].
The mass of all stories and the damping ratio for all 10 modes are assumed to be equal to m = 218,900 kg,
and 3%, respectively [64]. The cross-sections and lengths for the beams and columns of the structure
are shown in Figure 15. The material has the yield stress equal to 248.2 MPa. Additionally, a gravity
uniformly distributed load, equal to 21.89 kN/m, is applied to all beams. The modulus of elasticity is
considered to be equal to 200 GPa. All beam-to-column connections are considered to be rigid [64].
The first natural frequency of the 10-story steel frame is 4.19 rad/s, which is equal to the results
presented by Wong and Johnson in [64]. It can be seen that the differences are negligible, therefore,
it confirms the accuracy of the modeling approach. Then, the optimum parameters of the TMD system
are computed using WCA for the first objective function (O.F 1) subjected to the artificial earthquake,
a far- and near-field earthquake. The optimal values of the TMD system are shown in Table 7.

Table 7. Optimum parameters achieved for the TMD system subjected the far-, near- and
artificial earthquakes.

Earthquake Ktmd (N/mm) Ctmd (N·s/mm) Mtmd (N·s2/mm)

FFE3 263.34 130.87 91.08
NE2 170.78 89.06 59.28
AE 84.21 2000 131.59

Finally, for the controlled structure using the optimum parameters presented in Table 7, the IDA
analysis is run. Figures 16–18 show the IDA curves for the responses of the controlled structure in
comparison with the uncontrolled one.

Figure 16 shows that the performance of the controlled structure shows a decrease in the maximum
acceleration, maximum displacement, and drift ratio for all regions of PGA; but, the maximum base
shear has been increased in the range of 0.5g ≤ PGA ≤ 0.6g. It can also be seen from Figure 17 that
the performance of the controlled structure shows a decrease in the maximum displacement in the
range of PGA ≤ 0.6g. The maximum acceleration of the structure has decreased for all values of
PGA, except for 0.8 g, and 1 g. Moreover, the value of base shear has decreased for PGA smaller
than 0.9 g. Additionally, the results show that the performance of the structure has improved for the
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maximum drift ratio for the PGA smaller than 0.5 g. Figure 18 indicates that the performance of the
controlled structure shows a decrease in all regions of PGA for the maximum drift ratio, acceleration,
and base shear. The maximum displacement of the structure has decreased for all values of PGA
in the range of PGA ≤ 0.8g. Therefore, the results show that the performance of the structure has
improved significantly.

Figure 15. Ten-story steel moment-resisting frame.
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Figure 16. Results of IDA analysis for the frame subjected to a near-field earthquake (Gazli earthquake).
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Figure 17. Results of IDA analysis for the frame subjected to a far-field earthquake
(Superstition earthquake).
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Figure 18. Results of IDA analysis for the frame subjected to the artificial earthquake.

8. Conclusions

The performance-based design of the steel structure controlled with the TMD system has been
investigated in this paper. All studied earthquakes have been scaled in such a way that all have had the
PGA value equal to 1 g. Then, the optimum parameters of the TMD system have been calculated using
a meta-heuristic algorithm (i.e., WCA) focused on minimizing the maximum drift ratio of the stories
based on the FEMA-356 subjected to the scaled earthquakes. For this purpose, two different frame
buildings (i.e., a six-story and a 10-story moment-resisting frame) have been considered and modeled
with the OpenSees software. The optimum parameters of the TMD system have been computed
subjected to the scaled earthquakes. Then, PGA has been changed in the range of 0.1 g to 1 g in IDA,
and the responses of the controlled structure have been examined. The results of the study show
that the base shear decreases for the PGA value smaller than 0.5 g under all earthquakes studied.
At the same time, for all records with PGA larger than 0.5 g, the TMD system does not make any
considerable reduction in the base shear value of the controlled structure. This sentence is correct for
the maximum drift ratio. Finally, the responses of controlled structure (i.e., the maximum acceleration
and displacement) have almost decreased for all regions of PGA.

Moreover, the results of the investigation show that optimizing the TMD parameters, based on
minimizing the drift ratio, decreases the structural displacement, and improves the seismic behavior of
the structure based on FEMA-356. The results also indicate that the response of the controlled and
uncontrolled structure (e.g., drift ratio, maximum displacement, maximum base shear) is reduced
during the artificial earthquake. Additionally, the optimization of the TMD parameters, to keep the
maximum drift ratio smaller than 2.5%, improves the seismic performance of the structure subjected to
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the artificial earthquake. It leads to a delay in the fracture of the bending connections, and it can help
the beams and columns to sustain distortion.

Finally, a comparison between the traditional objective functions and the proposed objective
function (i.e., the maximum drift ratio of less than 2.5%) has been presented. The results show that
the optimum parameters of the TMD system based on the proposed objective function have a better
performance in reducing the structural responses in comparison with the other previously used
objective functions.
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