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Franchi, Carmen Samà, Liliana Gila, Stefano Zanardi, Stefano Palmery, Antonio Proto and

Marco Vocciante

New Light on Phytoremediation: The Use of Luminescent Solar Concentrators
Reprinted from: Applied Sciences 2021, 11, 1923, doi:10.3390/app11041923 . . . . . . . . . . . . . . 5

Marco Trofa and Gaetano D’Avino

Sedimentation of Fractal Aggregates in Shear-Thinning Fluids
Reprinted from: Applied Sciences 2020, 10, 3267, doi:10.3390/app10093267 . . . . . . . . . . . . . . 25

Loris Pietrelli, Iolanda Francolini, Antonella Piozzi, Maria Sighicelli, Ilaria Silvestro and

Marco Vocciante

Chromium(III) Removal from Wastewater by Chitosan Flakes
Reprinted from: Applied Sciences 2020, 10, 1925, doi:10.3390/app10061925 . . . . . . . . . . . . . . 45

Dongchan Kim and Junggeun Han

Remediation of Copper Contaminated Soils Using Water Containing Hydrogen Nanobubbles
Reprinted from: Applied Sciences 2020, 10, 2185, doi:10.3390/app10062185 . . . . . . . . . . . . . . 57

Mahshid Heidarrezaei, Hoofar Shokravi, Fahrul Huyop, Seyed Saeid Rahimian Koloor and

Michal Petrů
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Abstract: In recent decades, increasing attention has been paid to the sustainability of products
and processes, including activities aimed at environmental protection, site reclamation or treatment
of contaminated effluents, as well as the valorization of waste through the recovery of resources.
Although implemented with ‘noble intentions’, these processes are often highly invasive, unsustain-
able and socially unacceptable, as they involve significant use of chemical products or energy. This
Special Issue is aimed at collecting research activities focused on the development of new processes
to replace the above-cited obsolete practices. Taking inspiration from real problems and the need to
face real cases of contamination or prevent potentially harmful situations, the development and opti-
mization of ‘smart’ solutions, i.e., sustainable not only from an environmental point of view but also
economically, are discussed in order to encourage as much as possible their actual implementation.

Keywords: environmental pollution and remediation; hazardous waste management; circular economy;
soil and water reclamation; nanomaterials; sustainable processes

1. Introduction

The term ‘sustainability’ is generally used today when discussing possible improve-
ments to problems such as excessive exploitation of natural resources, excessive use of
energy, or the release of polluting by-products during manufacturing operations. Starting
from the assumption (not always assured) that ecosystems will continue to operate and
maintain the conditions that make it possible not to diminish the quality of life of today’s
modern societies, if a process or action causes little, less or no damage to the natural world,
this process or action is considered ‘sustainable’. The goal of a sustainable process/action
is to maintain a balance between the exploitation of resources and the improvement of the
quality of life of our modern societies and to increase the current and future potential to
satisfy human needs and aspirations.

This Special Issue proposes ‘sustainable environmental solutions’ in relation to various
activities, which have been divided into the following categories: sustainable remedia-
tion, sustainable development, and sustainable production. We hope that readers will be
able to find some interesting answers or an incentive to contribute to Volume 2 of this
editorial work.

2. Sustainable Remediation

Sustainable remediation is a modality of intervention in which the effects of the
implementation of environmental restoration are taken into account through actions that
minimize the environmental footprint, i.e., the demands in terms of energy (through the
use of renewable energy), the use of materials and the production of waste (through the
reuse and recycling of materials and waste), the use of water and/or the impact on water
resources, the emission of air pollutants and greenhouse gas and the use of land and the
impact on ecosystems.
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The use of Luminescent Solar Concentrators (LSC) in combination with phytoremedi-
ation is an example of how energy savings can be exploited to achieve self-sufficiency of
greenhouses [1].

The efficiency improvement of simple and economical processes such as solid–liquid
separation (a key operation in wastewater treatment) can be promoted through the op-
timization of the hydrodynamic behavior of suspended particles and the rheology of
sludge [2].

With regard to wastewater treatment, Pietrelli et al. [3] evaluated the potential appli-
cation of chitosan, a low-cost and environmentally friendly adsorbent, in the treatment
of compounds with highly toxic and carcinogenic effects on biological systems such as
chromium ions, while Kim and Han [4] investigated on the use of hydrogen nanobubbles to
improve the electrokinetic remediation of copper-contaminated soils. Heidarrezaei et al. [5]
managed to isolate and characterize a new bacterium (Lysinibacillus boronitolerans) capable
of breaking down trichloroacetic acid, a member of the class of halogenated organic com-
pounds widely used as solvents, herbicides and pesticides, but unfortunately carcinogenic
to humans and animals, and Kulikova et al. [6] proposed a cost-effective approach to
the synthesis of a magnesium potassium phosphate matrix, which is promising for the
solidification of radioactive waste on an industrial scale.

On the other hand, a sustainable approach to remediation can also start from the
sustainable detection of the contaminants to be addressed. An example of this is the devel-
opment of a cork-modified carbon paste electrode for the determination of Pb (II), which has
proved to be a sensitive electrochemical sensor capable of meeting stringent environmental
control requirements while being economical, simple and highly selective [7]. In some
cases, it may also be useful to conduct an economic evaluation of the intervention through
the contingent evaluation (CV) to verify if the reduction is also socially advantageous or
if the willingness to pay (WTP) for the reduction is greater than the costs involved in the
reduction [8].

3. Sustainable Development

Speaking of sustainable development means referring to practices that make it possible
to satisfy the needs of the present without compromising the ability of future generations
to satisfy theirs. It means thinking about the future by balancing environmental, social
and economic considerations to pursue a better quality of life. The logical or necessary
consequences for society, culture, economy and the environment are interconnected and
must be considered as such.

In the line of pursuing better energy efficiency in human activities, which would result
in more sustainable use of resources, techniques aimed at improving the energy perfor-
mances of buildings are of paramount importance, with the construction sector responsible
for almost 40% of both energy consumption and the release of pollutants into the atmo-
sphere. Among these, green roofs are becoming increasingly popular due to their ability
to reduce the (electrical) energy requirements for the (summer) climatization of buildings,
thus also positively influencing the internal comfort levels for the occupants [9]. The
transition towards a low-carbon path should also involve agritourism buildings through
the issuing of community directives, laws in member states and technical rules, including
evaluation tools to assess the environmental improvements resulting from energy efficiency
interventions in buildings [10].

The main obstacles to sustainable consumption are the lack of adequate infrastructure
and a lack of knowledge. Infrastructure barriers in some situations make sustainable
consumer behavior impossible or inconvenient (who therefore prefer other types of con-
sumption), or in some cases require additional expenditure of time and money, thus leading
to a reduction in the practice of sustainable consumer behavior [11].

To achieve the goal of ecological sustainability, influencing factors that could reduce
ecological consumption need to be explored, to provide guidance for evidence-based
policymaking on reducing ecological consumption [12].
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Finally, the concept of virtual water, as a new approach to addressing water shortage
and safety issues, can help support sustainable development in water-scarce regions [13].

4. Sustainable Production

The production of products is always linked to the extraction and consumption of
natural raw materials and the use of the land. During the production process, pollutants
are released into the soil, air and water and along the entire supply chain. The goal of
sustainable production is to guarantee the conservation of resources and the ability of
the environment to regenerate; this can be achieved by relying on processes and systems
that are: non-polluting; able to limit the consumption of energy and natural resources;
economically sustainable; safe and healthy for workers, communities and consumers and
socially and creatively rewarding for all workers.

The growing pressure to comply with legislation and to adopt environmental strategies
due to environmental concerns has led to the development of new sustainable supply
chains, where a new area for a production and reconditioning system has emerged. In
this complex scenario, optimal decisions can no longer avoid simultaneously considering
strategies on carbon emissions, carbon tax and compulsory emissions [14].

This also applies to the food industry, with the constant search for sustainable strate-
gies to maximize the effectiveness of the approaches and minimize the number of processes
required for the production of safe food [15], the amount of drinking water required [16]
and the chemicals involved, which must be as environmentally friendly and cost-effective
as possible [17].

To minimize the environmental impact of industrial production, the treatment of
waste linked to production is decisive, which at least in the past has always suffered from
scarce attention as it is perceived as not aimed at generating value and therefore profit. In
this regard, it is also appropriate to evaluate investment projects for waste treatment and
try to understand their impact on the development of environmental policies [18].

5. Future Advances in Sustainable Environmental Solutions

It is widely believed that reconciling economic and environmental interests is not
possible because they are conflicting interests. Many wonder whether it is actually possible
to meet people’s needs for food, water and energy by doing more to protect nature. We
think the answer is yes, but we need a path to get there, and we need to make it urgently.
Changing course over the next 10 years requires global collaboration at levels likely to be
comparable to those seen after the Second World War. Protecting nature and providing
water, food and energy to a growing world do not necessarily need to be mutually exclusive
interests; on the contrary, energy, water, air, health and ecosystem initiatives are needed
that intelligently balance economic growth and resource conservation needs. Achieving a
sustainable future will depend on our ability to ensure both thriving human communities
and abundant and healthy natural ecosystems.

We look forward to reporting on further advances in Volume 2 of the Special Issue
‘Sustainable Environmental Solutions’, which will soon be available to receive contributions
from authors from around the world.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Featured Application: Under Luminescent Solar Concentrators (LSC), plants used in a phytore-

mediation feasibility test appear to grow better than plants grown in conventional greenhouse.

This result and the energy savings characteristics of LSC highlight the prospective of LSC to

further contribute in developing green remediation strategies.

Abstract: The latest developments in photovoltaic studies focus on the best use of the solar spectrum
through Luminescent Solar Concentrators (LSC). Due to their structural characteristics, LSC panels
allow considerable energy savings. This significant saving can also be of great interest in the reme-
diation of contaminated sites, which nowadays requires green interventions characterized by high
environmental sustainability. This study reported the evaluation of LSC panels in phytoremediation
feasibility tests. Three plant species were used at a microcosm scale on soil contaminated by arsenic
and lead. The experiments were conducted by comparing plants grown under LSC panels doped
with Lumogen Red F305 (BASF) with plants grown under polycarbonate panels used for greenhouse
construction. The results showed a higher production of biomass by the plants grown under the LSC
panels. The uptake of the two contaminants by plants was the same in both the growing conditions,
thus resulting in an increased total accumulation (defined as metal concentration times produced
biomass) in plants grown under LSC panels, indicating an overall higher phytoextraction efficiency.
This seems to confirm the potential that LSCs have to be building-integrated on greenhouse roofs,
canopies, and shelters to produce electricity while increasing plants productivity, thus reducing
environmental pollution, and increasing sustainability.

Keywords: soil remediation; soil contamination; greenhouse; phytoextraction; mobilizing agents;
photosynthetic efficiency; photovoltaics; luminescent dyes; energy savings; sustainability

1. Introduction

In recent years, research for photovoltaics development has been oriented towards the
search for lower costs and higher conversion efficiencies. One of the fields of investigation
concerns the optimal use of the solar spectrum by means of Luminescent Solar Concentrator
(LSC). A typical LSC consists of a sheet of transparent material (generally polymeric matrix
as PolyMethylMethAcrylate (PMMA)) where luminescent particles are homogeneously
dispersed. The luminescent particles can selectively absorb the solar radiation and re-emit
the energy absorbed at longer wavelengths, where PhotoVoltaic (PV) cells exhibit the
highest efficiency. Therefore, the light is captured by the larger, planar surface of the slab,
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and the main part (~75%) of the converted radiation is waveguided in the slab’s plane
(thanks to the total internal reflection) and concentrated on the smaller PV cell area on the
edges to produce electricity (Figure 1). This reduces the amount of Silicon cells needed
to generate a particular amount of energy and the overall cost of the panel, since the
waveguiding material is inexpensive.

 

 

 

Figure 1. Diagram of incident photons and photons emitted by a dye molecule inside the Luminescent
Solar Concentrator (LSC).

The hypothesis of converting the incident solar spectrum into monochromatic light in
the LSCs was already proposed at the end of the 1970s, when LSCs based on organic dyes
were first introduced as a low-cost technology to enhance the power conversion efficiency
(PCE) of PV solar cells through improving their spectral response [1]. They can collect
both diffuse and direct solar radiation, making them a suitable technology to be used in
countries where diffuse solar radiation is dominant (more than 50%) such as in northern
European countries [2]. Unlike traditional PV panels, LSCs are transparent and can be
made with a wide variety of colors and shapes. Thanks to these characteristics, LSCs can
be seen as potential structural energy components in the design of PV windows, skylights,
and colored PV panels in building facades, but also of noise barriers, advertisement signs,
shelters, agricultural covers, and so on, reducing environmental pollution caused by fossil
fuels.

The considerable energy savings achievable by using LSC panels could also have an
interesting application in the field of remediation of contaminated sites. Several different
physicochemical and biological approaches have been suggested for the remediation of
contaminated water [3–5] and soils [6,7], so that selecting a suitable technology is often a
difficult yet crucial step for the successful reclamation of a contaminated site [8,9]. However,
activities aimed at the remediation of contaminated sites or the treatment of effluents also
have an environmental impact, since they make use of chemical products or processes,
with consequent consumption of raw materials and energy. In many cases these aspects are
not negligible, and could compromise the sustainability of the approach or even invalidate
its beneficial aspects. This is the case with the Electro Kinetic Remediation Technology
(EKRT) [10,11], which has proved particularly interesting and efficient in dealing with
various types of contaminations allowing in situ interventions, and demonstrates a more
ecological character, compared to other approaches [12], but suffers from some critical
issues including high energy consumption [13] that require new solutions to confirm the
technology as operationally valid.

In light of a growing demand for remediation interventions characterized by high
environmental sustainability, there is a considerable request to promote those technologies
with a reduced impact on the environment, among which a primary role is attributed to
phytoremediation. This term includes a series of technologies based on the use of plants to
remediate organic and inorganic contaminants in soil and other environmental matrices
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(sediments, water). The interest in these phytotechnologies has increased over time, given
some significant advantages in their use compared to traditional remediation technologies:
low cost, simplicity of operation, environmental benefits. Recent contributions based on
Life Cycle Assessment (LCA) comparison of different technologies clearly show the major
advantage of phytoremediation in environmental impact and ecological footprint with
respect to consolidated technologies or excavation and landfill disposal [14].

Phytotechnologies fall entirely within the green remediation category [15], and given
their minimal environmental impact, have been proposed as an effective nature-based
solution (NBS), as they ensure environmental remediation in a sustainable and economically
efficient way [16,17].

Phytoremediation includes several decontamination processes; the most used are:

• Phytoextraction: process of contaminants extraction (organic and inorganic) from the
soil through roots and subsequent translocation and accumulation in plant tissues
(roots and shoots);

• Phytodegradation: degradation of organic contaminants through plant biochemical
processes by the increase in the microbial activity, which promotes the degradation of
a contaminant in the soil;

• Rhizofiltration: decontamination of polluted water carried out by aquatic plants either
floating or submerged which uptake and concentrate, by their roots, the contaminants,
removing them from aqueous environments;

• Phytostabilization: containment or immobilization of contaminants in the rhizospheric
region of plants by adsorption or precipitation preventing the leaching of dissolved
contaminants and the aerial dispersion of contaminated soil particles;

• Phytovolatilization: adsorption of contaminants by the root system, followed by
translocation into the shoots and release into the atmosphere through the leaves’
transpiration process.

Among the various phytotechnologies in contaminated sites, phytoextraction is the
most important for the removal of heavy metals. In the last twenty years, several innovative
strategies have been developed to maximize the efficiency of the approach, which depends
both on the biomass produced and the quantity of metal absorbed by the plants [18]. These
strategies are aimed both to improve the performance of plants by using species with
high biomass production and by increasing the bioavailability of contaminants through
appropriate soil treatments with additives capable of increasing the concentration of metals
in the liquid phase of the soil [19,20]. Among these innovative strategies, the possibility
of relying on plant growth-promoting bacteria (PGPB) to improve the effectiveness of
phytoextraction processes is of particular interest. These beneficial plant bacteria living in
close association with roots have several positive effects on plant growth and develop PGPB
can significantly contribute to increase plants metal uptake and, consequently, the efficiency
and the rate of phytoextraction [20,21]. The increase in uptake is often further enhanced by
simultaneous addition of metals mobilizing agents such as chelating compounds [22], to be
selected and dosed appropriately in order not to penalize the sustainability of the approach,
and possibly monitor with non-invasive approaches to avoid uncontrolled diffusion in the
environment [23].

However, since phytoremediation is a highly site-specific approach, each innovation
requires preliminary tests on an increasing scale to verify its effectiveness before full-scale
applicability, including the setting up of dedicated greenhouses as a suitable environment
for feasibility tests to optimally prepare full-scale interventions [24]. These increasing-scale
trials mostly take place in greenhouses that are subject to considerable costs when they
require the maintenance of optimal temperature conditions.

In a controlled environment, it is possible to better study the use of additives that
increase the bioavailability of contaminants. The evaluation of the responses to plant
stress and all those measures that can have significant positive effects on the efficiency
of phytoremediation, particularly root-microorganism interactions, is often crucial to the
success of the technology. Proper management of greenhouse conditions (light, tempera-
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ture, humidity, and irrigation) can considerably improve phytoremediation feasibility tests’
efficiency and speed. In semi-controlled and protected conditions, some obstacles to plant
growth can be studied and overcome, such as the reduced biological activity of plants due
to seasonality and the bioavailability dynamics of pollutants.

In particular, aim of this study was to provide the information necessary for evaluating
the possibility of coupling Luminescent Solar Concentrators with phytoremediation in
remediation procedures. Indeed, as the wave-guiding material is semi-transparent and
wavelength selective, LSCs could also find promising applications in greenhouse roof
panels: by selecting only the light that plants do not use for photosynthesis [25], it should
be possible to produce electricity without penalizing plants growth, or possibly even
increase agricultural productivity.

For this purpose, phytoextraction tests were carried out with three plant species
(Brassica juncea, Helianthus annuus and Lupinus albus) to assess the effect of LSC panels on
plant growth and the absorption capacity of contaminants by plants on a soil polluted by
arsenic and lead. Experiments were carried out by comparing plants grown under LSC
panels versus plants grown under polycarbonate panels. LSC panels doped with Lumogen
Red F305 (BASF) as luminescent dye were used to be evaluated as optical filter and not as
a PV device for electricity production. The parameters examined were those essential for a
phytoremediation feasibility test:

• possibility of plant growth in contaminated soil;
• biomass production;
• uptake of contaminants by plants;
• total removal of pollutants by plants.

This is a highly innovative perspective since, to the best of our knowledge, there are
no consolidated studies and results on the use of LSC in the remediation of contaminated
sites using phytoremediation technologies, when, due to soil contamination, plants should
grow under significant stress conditions.

2. Materials and Methods

2.1. Soil

The soil considered was collected from a former industrial site in Tuscany (Italy)
contaminated by lead (Pb) and arsenic (As) arising from manufacturing activities of various
chemicals. Soil samples were collected from the 0 to 20 cm layer, air-dried, and sieved
through a 2 mm sieve before laboratory analysis. In Table 1, soil pH was determined in a
soil/water ratio of 1:2.5 [26], cation exchange capacity (CEC) using barium chloride (pH =
8.1) [27], and texture by the pipette method [28]. Total nitrogen (N) was determined by the
Kjeldahl method [29], available phosphorus (P) by extraction with sodium bicarbonate [30],
and organic matter by wet combustion [31].

Table 1. Physical–chemical properties of As and Pb contaminated soil. Values represent the mean
(n = 3) ± standard deviation.

pH (H2O) 8.20 ± 0.1
CEC (Cmol+ kg−1) 17.5 ± 0.3

Sand (%) 73.6 ± 0.3
Silt (%) 18.0 ± 0.2

Clay (%) 8.46 ± 0.2
Textural class (USDA) Sandy Loam
Inorganic C (g kg−1) 15.8 ± 1.00
Organic C (g kg−1) 4.80 ± 0.20

Total N (g kg−1) 0.30 ± 0.03
Available P (mg kg−1) 7.60 ± 0.4

As (mg kg−1) 878 ± 93.2
Pb (mg kg−1) 572 ± 61.4
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2.2. Chelating Agents

Plant uptake is mainly influenced by the bioavailable fractions rather than the total
amount in the soil. For the highest efficiency in soil phytoextraction, an increased availabil-
ity of soluble forms of the contaminants is required. Bioavailability depends on the soil
characteristics that determine the release of Pb and As in the soil solution and plants ability
to uptake and transfer the metals to their tissues.

A high cation exchange capacity (CEC) and alkaline pH reduce Pb mobility and
bioavailability. Consequently, in soils contaminated by Pb, phytoextraction has many
limitations, deriving from the behavior of the element in the soil environment.

To increase bioavailability, the uptake and translocation of metals, the addition of
chelating agents has been extensively used in phytoextraction, with organic acids being
particularly effective in increasing the solubility of metals [32,33].

For many years, chelating agents have been used to increase plants uptake of micronu-
trients from the soil. Chelating agents’ action is mainly based on the release of metals
from the soil–solid surfaces and the formation of stable metal complexes in soil solution
available for plant uptake. In this experimental campaign, Ethylene Diaminete Traacetic
Acid (EDTA) was selected being one of the most used chelant, which increases the uptake
of several metals, Pb in particular [34]. Indeed, it was preferred to opt for a well-known
and commonly used solution, with positive results in assisted phytoextraction processes,
even very recent ones [35,36], in order to reduce uncertainty about this factor and focus
more attention on the effect of using LSC panels.

2.3. Photosynthetic Process and Selection of Luminescent Dye

In the process of photosynthesis, plants absorb the solar radiation in the range
400–700 nanometers (this range is called Photosynthetically Active Radiation, PAR), pri-
marily using the pigment Chlorophyll, the most abundant in the plant. In addition to
chlorophyll, plants also use other pigments belonging to the carotenoid group.

The chlorophyll exists in two forms: chlorophyll a and chlorophyll b. Chlorophyll a

shows a strong light absorption in the blue zone of the solar spectrum as well in the red
zone; chlorophyll b absorbs mostly blue and orange light. In contrast, both absorb poorly
the green and near-green light, which reflects the typical green color of the leaves. In the
near-green zone, the absorption of carotenoids takes place (Figure 2).

Figure 2. Absorption spectrum for chlorophylls and carotenoids (based on data from [37]).

The photosynthetic efficiency (i.e., the fraction of light energy converted into chem-
ical energy during photosynthesis) depends on the wavelength of light. The red light
(600–700 nm) is the most efficient; the efficiency increases when coupled to an equal far-red
light (700–800 nm). The violet-blue light, even if less efficient (efficiency = 0.65–0.75) [38], is
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necessary for photosynthesis because it promotes the development of chloroplasts, where
photosynthesis takes place [39]. A low percent of violet-blue light (~7%) is enough to
ensure plants good health [40]. Outside the visible spectrum, the UV light (200–400 nm)
damages the chloroplasts hindering the photosynthetic process [41].

Considering this, luminescent dye Lumogen F305 (perylene-based molecule by BASF)
was chosen for its spectroscopic features, high quantum yield (100%) and good photostabil-
ity (5% of degraded dye after 4600 h accelerated ageing). Indeed, the absorption spectrum
of Lumogen is characterized by a strong band in the range 500–600 nm with maximum
absorption at 576 nm and a weak band between 400 and 500 nm; the photoluminescence
emission takes place between 600 and 750 nm with a maximum fluorescence peak at
615 nm (Figure 3).

Figure 3. Absorption (red curve) and photoluminescent emission (blue curve) spectra of Lumo-
gen F305.

Green light of solar spectrum, which is largely captured by Lumogen, is not absorbed
by chlorophylls and carotenoids. Therefore, a LSC panel doped with Lumogen does not
interfere with the photosynthetic process.

High intensity and correct distribution of transmitted sunlight are required to LSC
plates for greenhouse application; these conditions allow high growth and good develop-
ment of plants. Increased conversion of sunlight absorbed in electricity is also needed for
making self-supporting greenhouses. In this respect, the amount of luminescent dye in the
plate plays a key role.

Different dye concentrations were evaluated to determine the best one in terms of
quantity and quality of transmitted light and electricity production. Transmitted light
and its distribution in PAR range were measured from the transmittance UV–Vis spectra
by using a Perkin Elmer UV–Vis–NIR Lambda 950 spectrometer. Every spectrum was
firstly weighted for the solar spectrum by the AM 1.5 Reference Solar Spectrum. Then, the
integrated area of the solar weighted transmission spectrum (in the range 400–700 nm) of
the sample was perceptualized using the AM 1.5 as reference.

PAR attenuation (%) is the attenuation of the transmitted light (ITL) with respect to
the incident light (IIL), as reported in Equation (1):

(ITL − IIL)/IIL * 100 (1)

2.4. LSC Panel Design

A typical greenhouse hard cover is made of double-wall PolyCarbonate (PC) panels
with sizes that range from 1.2 × 0.6 m to 3 × 2 m. In contrast with this, large LSC modules
rarely exceed a short-side length of 50–60 cm. In fact, the performances of larger devices
are limited by self-absorption of the fluorescent dye (multiple absorption-emission events
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that reduce the light transport efficiency, due to the overlap between the absorption and
emission spectra, Figure 3).

A reasonable trade-off is a module with a fixed short side of 50–60 cm and a variable
length of 0.5 to 2 m; this size permits to have modules with a large area but where the optical
path inside the slab is not so long to limit the performance due to self-absorption [42].

In addition, proper structural characteristics as rigidity and thermal insulation are
required in practical use as roofing. Hence, a suitable LSC device for greenhouses requires
a dedicated design with the integration of additional materials to fulfill these specifications.

In the present work, LSC panels with dimensions of 50 × 50 × 0.6 cm and
100 × 100 × 0.6 cm were used, fabricated by Altuglas (Arkema Group) using an industrial
method of “cell-casting polymerization” [43]. In particular, PMMA ShieldUp® (impact
resistant) was used as transparent material. LSCs with ShieldUp® are a patented technol-
ogy [44] resulting from the collaboration between Arkema Group and Eni S.p.A, specially
developed to provide a polymer composition that is highly resistant to shocks, remains
transparent regardless of temperature, and possesses greater flexibility, all while it absorbs
and re-emits light. These characteristics make it suitable for greenhouse roofing.

Measures of electrical efficiency of a complete LSC device were also performed. Eight
silicon cells IXYS SLMD142H01LE (dimensions 24.7 × 0.6 cm each and an active surface
of 14.8 cm2) were glued on the four edges of the slab, wired in series, and connected to
a Keithley 2602A (3A DC, 10A Pulse) digital multimeter to record the power response.
A 50 × 50 × 0.6 cm device was exposed directly to the sun and the current-voltage (I-V)
curves were collected.

The corresponding power conversion efficiency (PCE) was estimated though the
following formula:

VOC·JSC·FF

Pin
(2)

where in Voc is the open-circuit voltage, Jsc is the short-circuit current density, Pin is the
intensity of the light incident on the device (Global Normal Irradiance GNI = 1000 W/m2),
and FF (Fill Factor) is defined by the following ratio:

FF =
VMPP·JMPP

VOC·JSC
(3)

with VMPP and JMPP defined as the voltage and current density, respectively, corresponding
to the maximum power point.

Considering Equations (2) and (3), it results PCE = Pmax/Pin = VMPP ∗ JMPP/Pin.
The power production from the panel estimated in this way represents the peak value,

obtained with a naked LSC slab. However, the effective power conversion efficiency is
influenced by the final configuration of the device, so measures on the building-integrated
panel are deemed necessary.

2.5. Experimental Design

The microcosm tests were carried out in two different conditions: inside a greenhouse
(first phase) and outdoor (second phase). In the first phase (Figure 4), the plants were
grown on a microcosm scale under a red LSC panel of 100 × 100 cm supplied by Eni,
positioned at the height of about 50 cm to allow adequate plant growth. As a comparison,
the same tests were set up outside the LSC panel. The first phase aimed to evaluate if the
red LSC panel could hinder or reduce the biomass production of the selected species.
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Figure 4. Picture of the experiments inside the greenhouse.

In the second phase (Figure 5), outside the greenhouse, tests were set up using small
boxes made of polycarbonate and LSC panels, built and supplied by Eni with a size of
50 × 50 cm. Microcosms were placed inside the red LSC box, so that the plants were totally
subject to the action of the LSC panels. The same number of microcosms for each species
were placed in the polycarbonate box, in order to have a comparison at the same conditions.
In this second phase, metals bioavailability has been increased by the addition of EDTA for
some samples.

 

Figure 5. Picture of outdoor experiments. The boxes are made of transparent polycarbonate and
red LSC panels. Note: pots filled with white stones at the base of the box structures have the only
function of anchoring the panels to avoid possible adverse effects in the event of a mighty wind.
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In both phases, the growth of plant species commonly used for phytoremediation,
Brassica juncea (B), Lupinus albus (L), and Helianthus annuus (H) [20,22] was considered to
evaluate the biomass yield and the accumulation of the target metals (As and Pb).

2.5.1. Indoor Microcosm Tests

The phytoextraction test was carried out in 400 mL microcosms, i.e. pots filled with
soil in which the selected species are grown. Pots were filled with 300 g of As and Pb
contaminated soil.

Ten microcosms per species were prepared, for a total number of microcosms of 30, 15
grown under the LSC panel and 15 outside the panel. Sowing was carried out using 0.5 g of
Brassica juncea, 6 seeds of Helianthus annuus, and 5 seeds of Lupinus albus. The experiment
was organized in a randomized complete block design.

Microcosms were watered daily (at least twice a day) according to the needs of the
plants. B. juncea was the plant species that needed the least water. On average 20 mL for B.
juncea and 25 mL for L. albus and H. annuus, twice a day.

The whole experiment lasted 30 days. Plants were separated into roots and shoots.
Vegetal samples were accurately washed with deionized water, and roots were further
sonicated for 5 min with a Branson Sonifier 250 ultrasonic processor (Branson Ultrasonic
Corporation, Danbury, CT, USA) to remove the soil particles possibly still present, and
then rinsed with deionized water. Vegetal samples were dried up to constant weight in a
ventilated oven at 40 ◦C and each dry weight (DW) was recorded.

2.5.2. Outdoor Microcosm Tests

The microcosm test was conducted outdoor under two boxes measuring 50× 50× 50 cm,
one in transparent polycarbonate and the other consisting of red LSC panels. The amount
of soil per microcosm was 300 g. The selected plant species were the same as the first
phase: B. juncea (B), L. albus (L) and H. annuus (H). Sowing was carried out using 0.5 g
of brassica seeds, 6 sunflower seeds, and 5 lupine seeds. For each species, tests were
conducted in triplicate both without and with the addition of EDTA. The trial lasted about
30 days. Irrigation was carried out based on the daily need of the plants. About 20 days
after sowing, treatment with the 2 mM EDTA solution started. A total dose of 10 mL of
EDTA solution was added for each treated microcosm, divided into 5 days, diluting the
daily dose with water. At the end of both tests, the plants were harvested by separating the
leaves and stems from the roots. The fresh weight of the developed biomass was measured
and after careful washing, the plant samples were placed in an oven at about 45 ◦C to dry.
The dry weight was then determined, and the samples were prepared to be analyzed and
evaluate the amount of As and Pb accumulated in vegetable tissues.

2.6. Lead and Arsenic Analysis in Soil and Plants

Each plant sample (roots and shoots) was ground into fine particles (<1 mm) and
digested according to US-EPA 3052 [45]. Total As (using a method for the generation of
hydrides) and Pb concentration in soil and plants (aerial part and roots) were analyzed by
ICP-OES (Varian AX Liberty. Varian Inc., Palo Alto, CA, USA).

2.7. Quality Assurance and Quality Control

QA/QC were performed by testing two standard solutions (0.5 and 2 mg L−1) every
10 samples. Certified reference materials, CRM ERM e CC141 for soil and CRM ERM -
CD281 for plants, were used. The limit of quantification (LOQ) for Pb and As were of 5
and 50 mg L−1, respectively. The recovery of spiked samples ranged from 95% to 101%
with a Relative Standard Deviation (RSD) of 1.88 of the mean for Pb and from 94 to 101%
with a RSD of 1.91 of the mean for As.
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2.8. Statistical Analysis

Statistical analysis was performed using STATISTICA version 6.0 (Statsoft, Inc.,
Tulsa, OK, USA). Effects of treatments were analyzed using one-way analysis of vari-
ance (ANOVA). Differences between means were compared and a post-hoc analysis of
variance was performed using the Tukey’s honestly significant difference test (P < 0.05).

3. Results

3.1. LSC Panels Properties and Performance

Tests with various concentrations of luminescent dye were performed in the range
40–160 ppm, in order to identify the right composition to both maximize the photosynthesis
process and the energy production. LSC plate doped with 160 ppm of Lumogen F305 has
been identified to have the right characteristics to be used in microcosm experiments. As
reported in Table 2, it transmits a sufficient PAR light (about 30%), a low UV light (0.6%),
and a high red and far-red light (90%); the blue light is also satisfactory (7.8%) [42].

Table 2. Photosynthetically Active Radiation (PAR) attenuation and distribution (%) of transmitted radiation at different
wavelengths through PolyMethylMethAcrylate (PMMA) ShieldUp® doped with 160 ppm of Lumogen F305 luminescent dye.

PAR Attenuation %
(400–700 nm)

UV %
(300–400 nm)

Blue %
(400–510 nm)

Green %
(510–610 nm)

Red %
(610–720 nm)

Far-Red %
(720–800 nm)

−70.5 0.6 7.8 1.8 55.0 34.7

A power conversion efficiency (PCE) of 1.5% (corresponding to 15 W/m2) was ob-
tained for the naked LSC slab (0.5 × 0.5 m2) using Equations (1) and (2). Starting from 1.5%
that is the maximum value obtained, the PMMA ShieldUp® implementation in the final
configuration (to achieve the necessary structural characteristics) determines a drop, albeit
modest, of the effective power conversion efficiency.

The power produced is reasonably sufficient to fulfill all or part of greenhouse needs,
as airflow and water pumping irrigation, based on the characteristics of the specific green-
house. Indeed, greenhouse electrical consumption depends on several parameters (as the
location, the season of the year, technological innovation level and so on). However, the
large surfaces of the greenhouse roofs can be potentially entirely covered by LSC ShieldUp®

devices to maximize energy production.

3.2. First phase: Indoor LSC Panel

The first phase aimed to evaluate if the red LSC panel could hinder or reduce the
biomass production of the selected species. The obtained results for the fresh weight for the
aerial part and roots are reported in Figure 6. In the following, B LSC, H LSC, and L LSC
indicate the brassica, sunflower and lupine plants grown under the LSC panel. B, H, and L
refer to species grown outside the LSC panel, also indicated with the label CT (control).

From data showed, it can be noticed a trend towards a higher production of fresh
biomass for the aerial part of the plants grown under the LSC panel. On average, consider-
ing the mean values, this increase ranges from around 24% to 31%. In Figure 6, the fresh
weight values obtained for the roots have also been reported, even if these data are not
particularly significant on a microcosm scale due to the difficulty of their harvesting and
the modest production. Additionally, in this case, a general trend towards higher (root)
biomass production under the LSC panel can be seen, although the differences between
the plants grown outside or below the LSC panel are not very large.

To compare the overall biomass production, it is possible to consider the whole set of
microcosms and calculate the sum of the biomass produced of the five microcosms of each
species. The results are reported in Figure 7.
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Figure 6. Fresh biomass yield (g) for aerial part and roots. Values are reported as
mean ± standard deviation.
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Figure 7. The yield of the biomass (g) of the five microcosms for each species. Data refer to the fresh
weight of shoots and roots. Values are reported as mean ± standard deviation.

These results from fresh weights are also confirmed by the trend of the dry weight of
the biomass, as shown in Table 3.

Table 3. Dry weight (mg) of the biomass of the aerial part and of the roots of plants. Values are
reported as mean ± standard deviation (SD).

Aerial Part Roots

Mean SD Diff. % Mean SD Diff. %

B 608 61.7 — 96.3 63.0 —
B LSC 761 77.3 +25.12 100 59.7 +4.34

H 399 47.1 — 81.8 31.6 —
H LSC 506 66.0 +27.05 104 26.5 +26.7

L 750 54.2 — 158 25.1 —
L LSC 961 96.5 +28.17 166 31.9 +5.61

Note: Diff% is the increased percentage of the mean values of biomass grown under the LSC panel compared to
the plants grown outside the panel.
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In this case, there are significant differences between the aerial parts of plants grown
under the red panel and those grown outside the panel, with an increase of about 25%,
27%, and 28% of the mean values for B. Juncea, H. Annuus, and L. Albus, respectively.

Considering that energy saving is one of the strengths of "green remediation", the
usefulness of LSC panels can be demonstrated if the plants cultivated grow and develop
like those grown in traditional greenhouses. The results obtained seem to support this
thesis. By absorbing mainly green light, red LSC panels maintain the blue spectral range
necessary to activate photosynthesis. At the same time, the quantity and quality of light
transmitted by the luminescent dye incorporated in these panels can improve the spectrum
red fraction where the photosynthetic activity is highest [46–48]. Indeed, it should also
be considered that these results were obtained with plants grown in contaminated soil,
therefore under stress conditions.

3.3. Arsenic and Lead Uptake by Plants

An essential parameter to evaluate the feasibility of a phytoremediation intervention
is the plant ability to absorb contaminants. The concentration of As absorbed by the plants
is reported in Table 4.

Table 4. Concentration values (mg kg−1) of As absorbed by the plants. Values are reported as
mean ± standard deviation (SD).

Aerial Part Roots

Mean SD Mean SD

B 93.8 25.9 1668 208
B LSC 96.9 31.0 1716 344

H 64.5 7.2 1306 335
H LSC 64.8 15.0 1183 320

L 70.5 25.2 377 50.2
L LSC 78.6 41.0 439 92.0

No difference was found between the amount absorbed by plants grown under the
LSC panel and those grown outside the panel. The values obtained, which are the average
over five replicates, are not significantly different from each other; thus, it appears that the
LSC panel did not have a negative influence on As uptake by plants both in the aerial part
and in the roots of plants.

The average values of Pb concentration were shown in Table 5. Further, in the case of
Pb, the LSC panel did not affect the absorption of the metal. The mean Pb concentration
values are not significantly different in plants grown under or outside the panel.

Table 5. Concentration values (mg kg−1) of Pb absorbed by the plants. Values are reported as
mean ± standard deviation (SD).

Aerial Part Roots

Mean SD Mean SD

B 8.50 1.50 134 40.1
B LSC 10.0 1.25 112 34.2

H 6.32 1.06 109 40.5
H LSC 5.58 1.02 96.1 32.1

L 3.56 0.27 77.5 15.7
L LSC 3.50 0.25 98.1 38.8

3.4. Total Accumulation

The “total accumulation” (i.e., the total metal amount extracted by plants) was evalu-
ated as product of metal concentration and aerial biomass [49]. This parameter provides an

16



Appl. Sci. 2021, 11, 1923

estimation of phytoextraction efficiency, since it includes both metal uptake and vegetal
biomass production [20].

Data of total accumulation are reported in Figure 8.
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Figure 8. Total accumulation of As and Pb in the aerial part of plants grown under and outside the
red panel. Values are reported as mean ± standard deviation.

The tests conducted in the greenhouse show positive effects on plants grown under
the red LSC panel. On the contrary, since there are no differences in the absorption of
contaminants, the increase in plant biomass grown under the red LSC panel also shows a
beneficial effect on the total uptake values. On balance, the LSC panel could improve plant
growth and development, with a consequent increase in the amount of metals removed
from the contaminated soil.

3.5. Second Phase: Outdoor Comparison between LSC and Polycarbonate Boxes

As described above, the microcosm test was conducted outdoor using two boxes, one
in transparent polycarbonate and the other consisting of red LSC panels.

In this case, the lighting conditions of the plants in the microcosms are significantly
different from those of the first phase of the experiments. Indeed, there is no longer the
shielding due to the greenhouse under which the first phase tests were conducted: the two
boxes were placed outdoor, directly under the sunlight. In addition, for the LSC box all
sides are made of red LSC panels, condition that should simulate on a small scale the effect
of a hypothetical greenhouse made up exclusively of red LSC panels (in the comparison
box all sides are made of polycarbonate).

In general, the plants grew well, even after adding EDTA. Additionally, in this case,
the results obtained show that the production of fresh biomass, especially in the aerial part,
is higher for plants grown under the red box (Figure 9).
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Figure 9. Fresh biomass production of shoots and roots. LSC the plants grown under the red panels and T the plants that
have been treated with Ethylene Diamine Tetraacetic Acid (EDTA). Values are reported as mean ± standard deviation.

The trend of dry weight of the biomass of the plants is similar to that of the fresh
weight; the data has been reported in Table 6.

Table 6. Dry weight (mg) of the biomass of the aerial part and of the roots of plants. Values are
reported as mean ± standard deviation (SD).

Aerial Part Roots

Mean SD Diff. % Mean SD Diff. %

B 749 65.1 — 197 82.7 —
B LSC 877 71.0 +17.1 230 73.0 +16.6

B T 712 69.8 — 242 74.1 —
B LSC T 959 96.9 +34.7 261 80.7 +8.0

H 489 97.3 — 224 26.7 —
H LSC 615 141 +25.8 228 38.2 +1.8

H T 484 97.2 — 239 29.4 —
H LSC T 560 117.0 +15.7 220 28.8 −8.1

L 1051 58.6 — 309 12.2 —
L LSC 1310 212 +24.7 308 83.0 −0.5

L T 1120 82.9 — 296 19.3 —
L LSC T 1220 117.1 +8.9 432 63.5 +45.9

Note: Diff% is the increased percentage of the mean values of biomass grown under the LSC panel compared to
the plants grown outside the panel.

A picture of plants grown under the two different boxes before EDTA addition is
reported in Figure 10. As an example, for each of the three plant species, two microcosms
grown in the LSC box (on the left of the viewer) are compared with two microcosms grown
in the polycarbonate box (on the right).
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Figure 10. A picture of plants grown under the two different boxes, (a) L. albus, (b) H. annuus, and (c) B. juncea. On the left
of the beholder, the plants grown under the LSC box.

It must be emphasized that the addition of EDTA (not reported in Figure 10) did not
show a negative effect on biomass production. This result can be attributed to both the
fractional addition of the chelating agent and the short growth period of the plants in the
microcosm tests.

The concentration values of As and Pb in the aerial part and in the roots of the plants
are shown in Table 7.

From the results obtained, it can be seen that the concentration of Pb and As is in
general very similar for the plants grown under the red box and under the polycarbonate
one. In some cases, the plants under the red box even showed a slightly improvement in
the absorption of the contaminants. In general, the present experiment results showed
that in all plants, EDTA addition increased Pb concentrations in shoots compared with the
control.

The addition of EDTA increased the Pb content in the brassica plants in the aerial part
by more than four times, without notable differences between the plants grown under the
red box and those under the polycarbonate box.

A similar increase was also found in the aerial part of the sunflower, with an increase
in the concentration of Pb of about 4.5 times in plants grown under the polycarbonate
box and about 6 times in those grown under the red box. The most relevant effects of the
addition of EDTA were found in the lupine plants with increases in Pb concentration of the
aerial part of about 10 times the value found in the plants not treated with the chelating
agent. The results were the same for both boxes.

The effect of EDTA was instead not very evident in the root system, where the differ-
ence in the concentration of Pb between treated and untreated microcosms was always
minimal.

Lead is not easily transferred to above-ground plant biomass, since it is mainly stored
in root cells [50,51]. In this experiment, the addition of EDTA has proved to be particularly
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effective for phytoextraction because it seems to have favored the translocation of the metal
in the aerial part. It can be supposed that EDTA chelates Pb in the soil liquid phase then
the soluble Pb–EDTA complex enters the roots and Pb is transported through the plant and
accumulated in the aerial part [52].

Table 7. Mean concentration values (mg kg−1) of As and Pb absorbed by the plants. Values are reported as mean± standard
deviation (SD).

Aerial Part Roots

As Pb As Pb
Mean SD Diff. % Mean SD Diff. % Mean SD Diff. % Mean SD Diff. %

B 42.2 1.6 — 4.7 0.4 — 2181 82.1 — 178 9.6 —
B LSC 45.2 4.2 +7.2 4.3 0.5 −7.8 2238 79.3 +2.6 232 8.4 +30.3

B T 40.2 2.6 — 21.1 2.1 — 2376 86.8 — 189 8.5 —
B LSC

T 43.5 3.0 +8.2 18.7 2.0 −11.4 2401 83.3 +1.1 305 13.1 +61.4

H 62.3 3.8 — 3.5 0.5 — 1368 44.7 — 289 12.1 —
H LSC 69.0 2.6 +10.8 3.3 0.3 −6.7 1198 50.3 −12.4 355 13.2 +22.9

H T 71.3 3.5 — 15.1 1.8 — 1412 52.7 — 308 12.2 —
H LSC

T 65.2 3.1 −8.6 19.5 2.2 +29.1 1430 56.0 +1.3 383 14.4 +24.4

L 27.1 2.8 — 2.2 0.3 — 199 11.5 — 152 9.5 —
L LSC 26.8 1.0 −1.2 2.0 0.2 −7.6 227 10.2 +14.1 154 10.2 +1.3

L T 32.1 2.3 — 21.2 2.5 — 232 11.9 — 132 8.5 —
L LSC

T 31.7 2.1 −1.3 20.9 2.3 −1.4 241 11.8 +3.9 177 12.0 +34.1

The results did not show any adverse effect of EDTA on arsenic uptake. This can
be ascribed to the action that EDTA carries out on iron oxides, partially solubilized by
the complexing agent [53]. The mobility of arsenic in soil is greatly influenced by the
presence of Fe-oxides where significant amounts of As are adsorbed [54]. Arsenate forms
outer-sphere complexes by electrostatic coulombic interactions on all variable charge
minerals [54]. It can be hypothesized that the disruptive effects of the oxides by EDTA
release the arsenic that goes into soil solution becoming available for plants. As a matter of
fact, in the specific contaminated soil, the plants can uptake both the contaminants even if
not essential elements. There were no differences in the concentration of the two metals
between the plants grown in the polycarbonate box and the LSC red box. After all, the
EDTA metal complexes are poorly photodegradable in the soil, mostly when plants have
grown and in the alkaline conditions of soil pH [55].

The total accumulation of the two metals for the three investigated plants is reported
in Figure 11 for As and Pb.

This parameter, which, as previously stated, is essential in evaluating the efficiency of
phytoremediation, shows a positive effect of the LSC panels, as it is generally higher for
tests carried out in the red box. The results showed that plants development under the red
box also appears visually higher than that under the polycarbonate box. Thus, the positive
effects are more explicit in outdoor tests rather than in greenhouses, as in general the light
conditions in the greenhouse tend to decrease due to the shielding effect of the walls of
the structure.
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Figure 11. Total accumulation (µg) of Pb and As in the aerial part of the plants. Values are reported as mean ± standard
deviation.

4. Conclusions

In a context of growing international attention linked to the need to resort to renewable
energy sources, the possibility of using LSC panels for the growth of vegetables is becoming
a path pursued with great interest. LSCs can collect both diffuse and direct solar radiation,
making them a suitable technology to be used in countries where diffuse solar radiation
is dominant such as in northern European countries (with more than 50% diffuse light).
Research is still at an early stage regarding the beneficial effects of LSCs on the plant growth,
which will require a better understanding of the potential impacts of this technology on
growth across the huge diversity of vegetable species.

Nevertheless, the results of the present experimentation show that LSC panels in
PMMA ShieldUp doped with 160 ppm Lumogen Red F305 have the right characteristics
to be used for greenhouse application, since they do not penalize the growth of plants,
but rather they contribute to enhance the photosynthetic efficiency: the fluorescent dye
transmits a sufficient PAR light (about 30%), a low UV light (0.6%) and a high red and
far-red light (90%), while maintaining a satisfactory blue light (7.8%), necessary to improve
the photosynthetic efficiency.

Despite the preliminary nature of the conducted tests, which to the best of the au-
thors knowledge are absolutely innovative as there are no similar experiences even at
an international level, the results seem absolutely promising. Indeed, despite stressful
conditions due to a high concentration of contaminants in the soil, the plants under the
LSC panel grew well showing a higher uptake capacity with respect to plants grown in
the traditional greenhouse in polycarbonate. At the same time, plants grown in the LSC
greenhouse showed an interesting increase in fresh biomass production on microcosm
scale. These results offer some ideas for the possible use of these materials in the field of
remediation through phytoremediation, especially on a larger scale where both LSCs and
phytoremediation techniques deemed to be further proved.

An on-site greenhouse capable of being energy self-sufficient allows feasibility tests
to be carried out in optimal times, regardless of the climatic conditions (protection from
high temperatures in summer and low temperatures in winter) even with the addition
of chemical additives and biological (PGPR) to choose the best strategy for full-scale
remediation activities. In this sense, the power produced by relying on LSC panels could
be utilized to fulfill all or part of the greenhouse needs, as airflow and water pumping
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irrigation. Indeed, the large surfaces of the greenhouse roofs can be potentially entirely
building-integrated with by LSC devices to maximize energy production.

About this, measures of electrical efficiency of a complete LSC device (50× 50× 0.6 cm3)
with 160 ppm Lumogen Red F305 concentration showed a power conversion efficiency
(PCE) of 1.5%, equal to a maximum power production of 15 W/m2.

Depending on the greenhouse size, location, year season and technological innovation
degree, a use could also be envisaged for ex situ phytoremediation activities. For example,
by digging the contaminated soil at a certain depth it may be possible to place it inside
the greenhouse and program the growth of plants on the soil to be reclaimed in any
climatic season, considerably reducing the remediation times especially in the presence of
contamination by organic compounds.

On a full scale, LSC panels can also be used as canopies, placed at a certain height on
the area to be reclaimed, using appropriate anchoring systems, allowing the LSC properties
to be exploited. The height of the panels should be established based on the potentially
used agricultural machinery, and sowing should also be arranged in such a way as to allow
access and use of these means.
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Abstract: Solid–liquid separation is a key unit operation in the wastewater treatment, generally
consisting of coagulation and flocculation steps to promote aggregation and increase the particle size,
followed by sedimentation, where the particles settle due to the effect of gravity. The sedimentation
efficiency is related to the hydrodynamic behavior of the suspended particles that, in turn, depends
on the aggregate morphology. In addition, the non-Newtonian rheology of sludges strongly affects
the drag coefficient of the suspended particles, leading to deviations from the known settling behavior
in Newtonian fluids. In this work, we use direct numerical simulations to study the hydrodynamic
drag of fractal-shaped particles suspended in a shear-thinning fluid modeled by the power-law
constitutive equation. The fluid dynamics governing equations are solved for an applied force with
different orientations uniformly distributed over the unit sphere. The resulting particle velocities are
interpolated to compute the aggregate dynamics and the drag correction coefficient. A remarkable
effect of the detailed microstructure of the aggregate on the sedimentation process is observed.
The orientational dynamics shows a rich behavior characterized by steady-state, bistable, and periodic
regimes. In qualitative agreement with spherical particles, shear-thinning increases the drag correction
coefficient. Elongated aggregates sediment more slowly than sphere-like particles, with a lower
terminal velocity as the aspect ratio increases.

Keywords: sedimentation; drag; fractal aggregates; shear-thinning; non-Newtonian fluids; suspensions;
numerical simulations

1. Introduction

Separation of solid particles suspended in liquids is a fundamental operation in the treatment of
wastewater. This process generally consists of a sequence of steps, namely, coagulation and flocculation,
followed by sedimentation [1]. The first operation aims at destabilizing the suspension through the
addition of coagulants that neutralize the negative charges on fine solids. The small destabilized
particles are able to come into contact and form larger particles called microflocs. In the flocculation
step, the microflocs collide and stick together forming larger and larger particles (macroflocs). Once the
suspended aggregates have reached a desired dimension, the suspension undergoes the sedimentation
step, i.e., the particles are separated from the liquid through gravity or centrifugal force [2].

The knowledge of the hydrodynamic drag force, which counterbalances the sedimentation force,
is crucial to the design and optimization of wastewater treatment plants. Such a force depends on the
size and shape of the suspended particles, and on the rheological properties of the liquid. During the
flocculation stage, the aggregates assume fractal shapes [3–6] described by the following equation [7],

Np = kf

(

Rg

a

)Df

(1)
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where Np is the number of primary particles forming the aggregate, Rg is the radius of gyration, Df is
the fractal dimension, kf is the fractal pre-factor, and a is the radius of the primary particles. Aggregates
with a shape satisfying Equation (1) are referred to as fractal-like or quasi-fractal aggregates, as the
scaling law relation is independent of whether the particle has a real scale-invariant (self-similar)
morphology [8]. The fractal dimension provides a scaling law between the number of primary particles
composing the aggregate and a characteristic cluster size (e.g., the gyration radius). It assumes values
between 1 and 3 corresponding to rod-like and spherical-like particles, respectively. The fractal
prefactor is a descriptor of the aggregate local structure and is related to the packing factor. Finally,
the radius of gyration is a geometric measure of the spatial mass distribution about the aggregate
center of mass.

The particle morphology has a relevant influence on the settling velocity, and thus it must be
accounted for when dealing with the sedimentation process of flocculated particles [9,10]. Therefore,
it is not surprising that the hydrodynamic drag of particles with complex shapes has been thoroughly
studied in the literature. Several methodologies have been proposed to compute the hydrodynamic
drag of a set of spherical particles in contact, based on expansions of analytical solutions for Stokes
flows [11–13] or direct numerical simulations [14–16]. Due to the linearity of the creeping flow
equations, the dynamics of a particle with arbitrary shape can be determined by the mobility tensor
that univocally relates translational and angular velocities to the forces and torques acting on the
particle [17]. The knowledge of the mobility tensor allows to completely predict the translational
and orientational motion of the aggregate. In this regards, it is well known that the settling velocity
depends on the aggregate orientation. The average velocity over all possible orientations can be
linearly related to the applied force, with a proportionality constant given by the arithmetic mean
of the three eigenvalues of the translational mobility tensor divided by the fluid viscosity [13,18,19].
A hydrodynamic radius can be defined as the radius of a sphere that gives the same drag force acting
on the aggregate in a uniform flow [13]. It can be readily seen that the hydrodynamic radius is
inversely proportional to the aforementioned mean of the eigenvalues of the translational mobility
tensor. The knowledge of the hydrodynamic radius for an aggregate with arbitrary shape is, then,
sufficient to characterize its average settling velocity. The ratio of the hydrodynamic radius and the
gyration radius has been found to be a function of the parameters of the fractal Equation (1) [13,19,20].
Specifically, such a ratio is an increasing function of Df, assuming a value of ~1 for Df = 2, up to a
limiting value of about 1.29 for Df = 3 [13,15,20]. The number of primary particles strongly affects the
ratio for low fractal dimensions (rod-like particles), whereas it has a weak influence for more spherical
aggregates. Finally, increasing the fractal pre-factor moves the ratio to higher values without altering
the dependence on Df and Np [13].

All the aforementioned studies consider a Newtonian suspending liquid. In addition, the developed
methodologies used to compute the hydrodynamic drag are only applicable to Newtonian fluids. Active
sludges, however, show a non-Newtonian rheology [21,22], which has a strong influence on the particle
settling dynamics. For a spherical particle in an unbounded shear-thinning inelastic fluid, modeled
with the power-law constitutive equation, several works are available showing that the drag force
deviates from the Stokes’ law [23–26]. A drag correction coefficient has been defined as the ratio
between the applied force and the Stokes’ drag law, where the viscosity is replaced by the power-law
constitutive equation with a characteristic shear rate given by the terminal settling velocity divided
by the particle diameter. The coefficient is 1 for a Newtonian fluid and increases as the flow index
decreases (i.e., fluid shear-thinning increases). For non-spherical particles, Tripathi et al. [27] carried
out finite element simulations to study the flow of a power-law fluid over prolate and oblate spheroidal
particles aligned with the flow direction. In this particular orientation, the dependence of the total
drag coefficient on the flow index was found to be qualitatively similar to that observed for spherical
particles. As the aspect ratio of the prolate spheroid increases, the drag becomes relatively insensitive
to the degree of shear-thinning. Oblate spheroids with high aspect ratio experience a lower drag as
compared to spheres.
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In summary, many works exist dealing with drag calculation of particles with non-spherical shape
in Newtonian liquids. Concerning power-law fluids, the only results available are for spheres [25]
and spheroids [27], the latter only considering particles oriented with a principal axis along the force
direction. To the best of our knowledge, a study on the combined effect of non-Newtonian rheology
and complex particle shape on the hydrodynamic drag is missing.

In this work, we investigate the hydrodynamic drag experienced by fractal aggregates suspended
in a non-Newtonian fluid by numerical simulations. We assume that the aggregates are sufficiently
large to neglect Brownian motion and that their concentration is low enough (less than 5% in volume) to
avoid hydrodynamic interactions. This allows us to consider a single-particle problem. The suspending
fluid is assumed to be inelastic and shear-thinning, and is modeled by the power-law constitutive
equation. A map of particle velocities is precomputed by running finite element simulations for
orientations of the applied force uniformly distributed over the unit sphere. Such velocities are then
interpolated and used to reconstruct the aggregate dynamics by integrating the evolution equation of
the particle position and orientation. The drag correction coefficient at long times is averaged over
several initial orientations and particle shapes with the same fractal parameters. The effect of the fractal
dimension, the number of primary particles forming the aggregate, and the flow index is investigated.

2. Mathematical Model and Numerical Method

2.1. Governing Equations

A rigid non-Brownian aggregate is suspended in a fluid and subjected to a constant force F.
The fluid is at rest far from the aggregate. The computational domain, shown in Figure 1e, is a sphere
with radius much larger than the maximum size of the particle. The aggregate is placed at the center of
the sphere. A Cartesian reference frame is selected with x denoting the direction of the applied force F,
i.e., F = (F, 0, 0). The fluid velocity is set to zero on the external spherical surface whereas a rigid-body
motion is imposed on the particle boundary. We denote by xp and θp the position of the particle center
of volume and the rotation angle, and by Up and ωp the translational and angular particle velocities,
respectively. All the symbols used in this work are reported in Table 1.

We model the aggregate shape by a set of primary spherical particles with radius a arranged to
satisfy the fractal Equation (1). The construction of aggregate shapes satisfying such equation can be
done in several ways, for instance by iteratively adding spherical particles (particle–cluster methods)
or by directly connecting clusters of particles (cluster–cluster methods) [28–32]. In this work, we
adopt the particle–cluster aggregation method proposed in [33,34]. All the available algorithms are
based on the generation of pseudorandom numbers. Therefore, infinite shapes for the same fractal
parameters can be obtained by changing the seed of the random number generator. We report in
Figure 1 two examples of structures generated with Np = 20, kf = 1.3, and Df = 1.5 (Figure 1a) or
Df = 2.5 (Figure 1b).

Assuming negligible fluid and particle inertia, the fluid dynamics of the investigated system is
governed by the following mass and momentum balance equations,

∇ · u = 0 (2)

∇ · σ = 0 (3)

σ = −pI + 2η(γ̇)D (4)

where u, σ, p, I, η, and D are the velocity vector, the stress tensor, the pressure, the 3× 3 unity tensor,
the fluid viscosity, and the rate-of-deformation tensor D = (∇u + (∇u)T)/2, respectively. We model
the suspending fluid by the power-law constitutive equation:

η(γ̇) = mγ̇n−1 (5)
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where m is the consistency index, n is the flow index, and γ̇ =
√

2D : D is the effective deformation
rate. This model predicts shear-thinning for n < 1. For n = 1, a Newtonian fluid with (constant)
viscosity m is recovered.

The fluid is at rest far from the aggregate and rigid-body motion is applied at the particle boundary,
resulting in the following boundary conditions at the external spherical surface,

u = 0 (6)

and at the surface of the aggregate,

u = Up + ωp × (x− xp) (7)

with x a point of the particle boundary.

Table 1. List of symbols.

a Radius of primary particles
C Number of initial aggregate configurations
D Rate-of-deformation tensor
Df Fractal dimension
f Applied force in the body reference frame
f 0 Initial applied force in the body reference frame
F Applied force in the fixed reference frame
I 3x3 unity tensor
kf Fractal pre-factor
m Consistency index
n Flow index
n Unit vector normal to the particle surface

Nelem Number of elements of the tetrahedral mesh
Np Number of primary particles composing the aggregate

Nseed Number of seeds
p Fluid pressure

Reff Radius of a sphere with the same volume of the aggregate
Rg Radius of gyration

Rout Radius of the external sphere
S Particle surface
t Time
T Torque on the particle
u Fluid velocity
U Aggregate velocity along the direction of the applied force

Up Particle translational velocity
V Volume of the aggregate
x Point of particle boundary

xp Particle center of volume
xp,0 Initial particle position
X Drag correction coefficient
〈XR〉 Regime drag correction coefficient
〈XR〉m Ensemble-average drag correction coefficient

γ̇ Effective deformation rate
∆x Size of the elements on the aggregate

∆xout Size of the elements on the external surface
η Fluid viscosity
θ Polar spherical coordinate

θp Particle rotation angle
θp,0 Initial particle rotation angle
σ Fluid stress tensor
φ Azimuthal spherical coordinate

ωp Particle angular velocity
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Figure 1. Examples of aggregate shapes obtained from the particle–cluster method for Np = 20,
kf = 1.3, and Df = 1.5 (a), and Df = 2.5 (b). To avoid numerical issues due to the tangent point,
the centers of the spheres in contact are connected with a set of cylinders with radius 0.732a. In panels
(c,d), the final geometry of the aggregates and the surface mesh are shown. The computational domain
and the mesh on the external spherical surface is displayed in panel (e).
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Finally, we need to specify the hydrodynamic total force and torque acting on the aggregate.
Under the assumption of inertialess particle, the following equations hold,

F =
∫

S
σ · n dS (8)

T =
∫

S
(x− xp)× (σ · n) dS = 0 (9)

where T is the total torque on the particle surface S and n is the unit vector normal to the particle
surface pointing from the fluid to the boundary. Notice that the aggregate is torque-free, whereas the
only external force is the applied force F.

The solution of the governing equations gives the fluid velocity and pressure fields, along with
the particle translational and angular velocities. The translational and orientational dynamics can be
computed by integrating the following equations,

dxp

dt
= Up (10)

dθp

dt
= ωp (11)

with initial conditions xp|t=0 = xp,0 and θp|t=0 = θp,0. Notice that, for the problem under investigation
(settling dynamics of a particle in an unbounded fluid), the evolution of the aggregate center of volume
does not affect the orientational dynamics. Therefore, Equation (10) can be removed from the set of
equations to be solved.

The governing equations can be made dimensionless by choosing appropriate characteristic
quantities for length, time, and stress. As characteristic length, we choose the effective radius of the
aggregate, defined as the radius of a sphere with the same volume V of the aggregate, Reff = ( 3V

4π )
1/3.

The characteristic time is chosen as the inverse of a characteristic shear rate (U/Reff)
−1, where U

is the velocity along the direction of the applied force. The characteristic stress is m(U/Reff)
n. By

using such characteristic quantities, we can recast the governing equations and boundary conditions
in their dimensionless form. In these equations, only the flow index n appears as dimensionless
parameter. Therefore, the investigated system is fully determined by specifying n and the geometry
of the aggregate defined by the parameters in Equation (1). In this regard, the radius of the primary
particles a is related to Reff through Np. Moreover, the radius of gyration Rg is determined once the
other three parameters in Equation (1) are chosen. Therefore, the geometrical parameters that need to
be specified are the number of particles Np, the fractal dimension Df, and the fractal pre-factor kf.

To quantify the hydrodynamic resistance of the particle to the applied force, we introduce the
drag correction coefficient [25]:

X =
F

6π m
(

U
2Reff

)n−1
U Reff

(12)

defined as the applied force divided by the modified Stokes drag coefficient where the Newtonian
viscosity is replaced by the power-law model. Of course, X = 1 for a sphere in a Newtonian fluid.
The value of X depends on the orientation of the aggregate and, as such, changes in time since
the particle varies its orientation while sedimenting. As it will be discussed below, the aggregate
orientation can achieve various regimes, leading to different regime drag correction coefficients XR.
As XR is affected by the initial particle orientation, we average over C initial configurations:

〈XR〉 =
1
C∑

C

XR (13)
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Finally, to make the results independent of the seed used in the algorithm to generate the aggregate,
for each set of fractal parameters in Equation (1), the simulation is repeated with different seeds.
The ensemble-average drag correction coefficient is computed as

〈XR〉m =
1

Nseed
∑

Nseed

〈XR〉 (14)

with Nseed the number of seeds.
In this work, the fractal pre-factor is fixed to kf = 1.3, which is a value commonly used in the

literature to describe realistic aggregate shapes [8]. The sedimentation dynamics is studied by varying
the flow index, the fractal dimension, and the number of primary spheres forming the particle.

2.2. Numerical Method

The calculation of the regime drag correction coefficient requires the knowledge of the orbit
followed by the aggregate while pulled by the force. This would need, at each time step, the calculation
of the particle angular velocity from the solution of the set of equations presented in the previous
section (as discussed above, the translational dynamics is irrelevant). Instead of directly solving the
governing equations to compute the orbit, we can greatly speed-up the calculations by precomputing a
database of particle translational and angular velocities for different orientations of the aggregate [35,36].
The velocities needed at the right-hand side of Equations (10) and (11) are, then, obtained by
interpolating the data of the database. In this way, the computational effort is only due to the
construction of the database that can be used to compute the orbit for any initial orientation. Of course,
the database must be re-computed for every particle morphology.

Due to the irregular particle shape, two orthogonal vectors fixed with the particle are needed to
track the evolution of its orientation. However, it should be noted that any configuration obtained
by rotating the aggregate around the applied force is equivalent in terms of particle dynamics and
drag coefficient. Consequently, one orientation vector is sufficient to fully describe all the possible
configurations of the aggregate with respect to the applied force. This can be readily seen if we
consider the particle fixed in the laboratory frame and the applied force is rotated. All the possible
configurations are, indeed, obtained by rotating the applied force around the unit sphere (so just
considering one orientation vector). This is, in fact, the procedure we adopted to build the database,
i.e., we fix the aggregate orientation as generated by the particle–cluster algorithm and solve the fluid
dynamics problem for several orientations of the applied force uniformly distributed over the unit
sphere. More specifically, we divide the unit sphere in a triangular mesh with icosahedral symmetry.
The orientations of the force are taken as the directions connecting the center of the unit sphere and the
vertices of the icosahedral mesh. We select an icosahedral subdivision with 162 vertices, verifying that
this subdivision is sufficient to assure a good accuracy of the interpolation. Indeed, by computing the
interpolating functions on an icosahedral grid with 42 vertices, the maximum relative error is ~3%.

Once the database of particle velocities (and the corresponding drag correction coefficients) has
been computed, the rotational dynamics of the aggregate can be calculated by integrating Equation (11).
It is, however, more convenient to compute the particle dynamics in the body reference frame,
i.e., by fixing the orientation of the particle and rotating the applied force. The adopted procedure is
summarized in Algorithm 1. We have denoted with f the (time-dependent) applied force vector acting
on the aggregate, and with f 0 its initial value. In step 3, the search procedure described in [37] is used.
A linear interpolation over the spherical triangle mesh is done in step 4 [37,38]. The update of the force
f is carried out through quaternions [39]. Specifically, in step 5, a third-order Adams–Bashforth scheme
is used to integrate in time the quaternions through the angular velocity computed at the previous
step. A rotation matrix in terms of quaternions is constructed and used to update f . The procedure
just described gives the time-evolution of the applied force f and of the drag correction coefficient X(t)

that can be used to calculate the regime drag correction coefficient XR. Finally, the aggregate orbit can
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be reconstructed by transforming the force from the body to the lab reference frame, i.e., by rotating
the aggregate according to the rotation matrix that, at every instant, transform f in F = (F, 0, 0) (that
is the applied force in the lab frame). The procedure summarized in Algorithm 1 has been adopted
to simulate the rheology of a dilute suspension of fractal aggregates in shear-thinning fluids and
validated by reproducing the dynamics of spheroids in shear flow [36].

Algorithm 1 Procedure used to update the applied force in the body reference frame

1: f 0 ← initial orientation of the force

2: for t← 1, num_time_steps do

3: Identify the spherical triangle containing f

4: Compute ωp and X through interpolation over the spherical triangle in f

5: Update f using quaternions

6: end for

The solution of the governing equations to build the database is done by the finite element
method. The particle translational and angular velocities are treated as additional unknowns, and are
included in the weak form of momentum equation. Lagrange multipliers in each node of the particle
surface are employed to enforce the conditions in Equations (8) and (9) [40,41]. The fluid domain is
discretized by tetrahedral elements. Mesh generation issues arise due to the contact points between
the spheres generated by the particle–cluster algorithm. To overcome this problem, we perform a
Boolean union operation of the spheres with a set of cylinders connecting the centers of the spheres in
contact. The radius of the cylinders is 0.732a. We checked that lower values of the cylinder radius do
not significantly alter the results. The Boolean union, smoothing, and meshing of the aggregate surface
is done by the library PyMesh [42]. Examples of the surface meshes for the aggregates in Figure 1a,b
are shown in Figure 1c,d. The tetrahedral volume mesh is generated by Gmsh [43].

The mesh and geometrical parameters used in the simulations are reported in Table 2 for the
three values of Np considered in this work. The symbols ∆x, ∆xout, and Rout denote the size of the
elements on the aggregate surface and on the external domain (made dimensionless by the primary
particle radius a), and the radius of the external sphere (see Figures 1e). The number of tetrahedral
elements Nelem is reported in the last column of Table 2. Notice that, to neglect the effect of the
boundary condition far from the particle, very large external domains are needed. Furthermore,
as expected, bigger aggregates (i.e., higher values of Np) require larger external domains. We verified
mesh and domain size convergence by reducing both ∆x and ∆xout, and by further increasing Rout.
The (dimensionless) time-step size depends on the flow index n, ranging from about 0.01 for n = 1 to
0.005 for n = 0.6.

Table 2. Mesh and geometrical parameters.

Np ∆x Rout ∆xout Nelem

20 0.25 200 35 ∼25,000
50 0.25 400 60 ∼60,000
100 0.35 800 120 ∼60,000

The accuracy of the finite element solution is checked by comparing the results for a spherical
particle in a power-law fluid with those reported in Dazhi and Tanner [25]. In Figure 2, the drag
correction coefficient is reported as a function of the flow index n. The black circles are the simulation
results by Dazhi and Tanner [25] and the triangles are obtained by our simulations for different mesh
resolutions and size of the external domain (the radius of the spherical particle is 1, meshes M1 and M2
have approximately 50,000 and 70,000 elements). First of all, the superposition of the triangles denotes
that the results are independent of the mesh and domain size used. A fair agreement between triangles
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and circles is observed for values of the flow index between 0.8 and 1. For lower n-values, deviations
between the two sets of data are observed. We believe this is due to the coarser mesh used in Dazhi
and Tanner that is particularly problematic for low values of the flow index due to large gradients
of the velocity field around the particle. We have further examined this point by solving the same
problem in a 2D axisymmetric geometry allowing for a much more refined mesh. The results show that
the data for an extremely fine mesh overlap the triangles (deviations are lower than 1%). Furthermore,
by progressively coarsening the mesh, the value of X moves towards the black circles. It should be
noted, however, that the maximum deviation between the triangles and the circles (at n = 0.4) is ~4%,
which is a relatively low value.

X
Dazhi & Tanner

Rout = 100, M1

Rout = 100, M2

Rout = 200, M1

0.4 0.5 0.6 0.7 0.8 0.9 1

1

1.1

1.2

1.3

1.4

1.5

n

Figure 2. Drag correction coefficient X as a function of the flow index n for a spherical particle in an
unbounded power-law fluid. The black circles are the simulation results by Dazhi and Tanner [25],
and the triangles are obtained by our simulations for different mesh resolutions and size of the
external domain.

3. Results

We investigate the aggregate dynamics and the resulting drag correction coefficient by varying
the fractal dimension, the flow index, and the number of primary particles forming the aggregate.
The values selected for the three parameters are Df = [1.5, 2.0, 2.5], n = [1.0, 0.8, 0.6], and Np = [20, 50, 100].
As discussed in Section 2.2, for each set of these parameters, we first run single-step simulations for
different orientations of the applied force uniformly distributed over the unit sphere. Figure 3a–c
reports the drag correction coefficient X as a function of the polar and azimuthal spherical coordinates
(0 ≤ θ ≤ π,−π ≤ φ ≤ π), identifying the orientation of the applied force for n = 1 (i.e., the Newtonian
case), n = 0.8, and n = 0.6, respectively. The aggregate is the one shown in Figure 1a, i.e., with Np = 20
and Df = 1.5. It can be readily observed that (i) the drag correction coefficient depends on the
orientation of the force; (ii) the distributions are symmetric since X is the same for a specific force
orientation (θ, φ) and its opposite (π− θ, φ± π); (iii) in agreement with the spherical particle case [25],
the drag correction coefficient increases as the flow index decreases (see the bar legends on the right of
the panels); and (iv) the distributions are not affected by the flow index (for instance, the maxima and
minima are observed for the same orientations of the force). Previous results have evidenced a trend
between the drag force experienced by a fractal aggregate and its area projected along the direction of
the applied force [14], although this geometrical quantity is not sufficient to accurately predict the drag.
The dimensionless area of the aggregate projected along the force direction is reported in Figure 3d.
Specifically, we take the directions identified by the 162 vertices of the unity sphere and, for each of
them, we compute the area of the aggregate projected on a plane orthogonal to that direction (identified
by the spherical coordinates θ and φ). The comparison with panels (a)–(c) shows some similarities
between the distributions, e.g., the position of the maxima and minima is approximately the same,
although a strict correlation is not observed.
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Figure 3. (a–c) Drag correction coefficient for the aggregate shown in Figure 1a (Np = 20, Df = 1.5)
as a function of the force direction identified by the spherical coordinates (θ, φ) for the Newtonian
fluid (a), the power-law fluid with n = 0.8 (b), and n = 0.6 (c). (d) Dimensionless area projected along
the direction of the applied force for the same aggregate as in panels (a–c). The symbols denote the
direction of the force attained at long times for the Newtonian fluid (circle), power-law fluid with
n = 0.8 (square) and n = 0.6 (triangle).

The same quantities are reported in Figure 4 for the more sphere-like aggregate in Figure 1b
(Np = 20, Df = 2.5). As for the previous case, similar distributions are observed as the flow index is
varied, with higher values of X for more shear-thinning fluids. The projected area also shows a trend
similar to the drag correction coefficient. Due to the higher value of the fractal dimension leading to an
aggregate with a more spherical shape, the range of variation of both the projected area and the drag
correction coefficient is narrower than in the case at Df = 1.5, i.e., the influence of the force orientation
is weaker.
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Figure 4. (a–c) Drag correction coefficient for the aggregate shown in Figure 1b (Np = 20, Df = 2.5)
as a function of the force direction identified by the spherical coordinates (θ, φ) for the Newtonian
fluid (a), the power-law fluid with n = 0.8, (b) and n = 0.6 (c). (d) Dimensionless area projected along
the direction of the applied force for the same aggregate as in panels (a–c). The symbols denote the
direction of the force attained at long times for the Newtonian fluid (circle), power-law fluid with
n = 0.8 (square) and n = 0.6 (triangle).

The data presented so far refer to the instantaneous drag correction factor, i.e., the one obtained by
solving the fluid dynamics equations for a fixed orientation of the force (or, equivalently, of the
aggregate for a fixed force). The applied force, however, generates a rotation of the aggregate
(and, of course, a translation) leading to a change of the orientation and, in turn, of the drag correction
coefficient. The knowledge of the orientational dynamics of the aggregate is then crucial to determine
the time evolution of the drag correction coefficient and the regime attained by the particle. By using
the procedure described in the previous section, we compute the orientational dynamics of the applied
force for different initial orientations. Figure 5 shows the orbits for the aggregates reported in Figure 1a
(top row) and Figure 1b (bottom row), and for the Newtonian (left column) and power-law fluid
with n = 0.6 (right column). Twelve initial orientations uniformly distributed over the unit sphere
are considered (blue circles). For these sets of parameters, the orbits converge towards a unique
equilibrium point (green circle) regardless of the initial orientation. In the fixed reference frame, this
means that the aggregate achieves a stable orientation. Specifically, our simulations show that, once
the regime is achieved, the particle still rotates around the applied force, although with a very small
rotation rate (the resulting linear velocity, obtained as the angular velocity around the applied force
times the effective radius, is 2–3 orders of magnitude smaller than the sedimentation velocity). It is
important to point out, however, that this rotation does not influence the drag as any configuration
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around the force is equivalent (i.e., the force direction is a symmetry axis). The orientations of the
force corresponding to the equilibrium points (green circles in Figure 5) are shown as symbols in the
previous Figures 3 and 4. It can be readily observed that shear-thinning slightly affects the equilibrium
orientation only for rod-like particles, whereas it has no influence for higher values of the fractal
dimension (the symbols in Figure 4 overlap). Moreover, in both cases, the equilibrium orientation does
not correspond to any special value of the projected area (for instance the minimum). Therefore, this
quantity is not representative of the final orientation achieved by the aggregate and, as such, it is not
helpful to estimate the drag correction factor at long times. On the contrary, the detailed microstructure
of the aggregate needs to be considered to correctly predict the sedimentation dynamics.

Figure 5. Orbits described by the orientation of the applied force for 12 initial orientations (blue circles)
uniformly distributed over the unit sphere for: the aggregate shown in Figure 1a (Np = 20, Df = 1.5)
in a Newtonian (a) or power-law fluid with n = 0.6 (b), the aggregate shown in Figure 1b (Np = 20,
Df = 2.5) in a Newtonian (c) or power-law fluid with n = 0.6 (d). The equilibrium points are denoted
by green circles.

To further investigate on the effect of aggregate morphology, we have repeated the calculations
by varying the seed of the random number generator. We recall that, although the fractal parameters
in Equation (1) are fixed, the morphologies obtained by varying the seed are different. In the leftmost
panels of Figure 6, the regime drag correction coefficient is shown as a function of the seed for
Np = 20 and for different values of the fractal dimension and the flow index. If the force reaches an

36



Appl. Sci. 2020, 10, 3267

equilibrium point, regardless of the initial orientation like the orbits shown in Figure 5, XR is taken
as the steady-state value. These points are represented as solid circles in Figure 6. The data show
that, for Np = 20, the specific morphology (seed) has a relatively weak effect on XR, with a maximum
relative deviations of 7% from the average value. Furthermore, in all the investigated cases, a single
equilibrium orientation is achieved, except in one case (Df = 2.5, seed = 1, and n = 0.6) that will be
discussed later.
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Figure 6. Regime drag correction coefficient XR and its average over the initial orientations 〈XR〉
for different number of primary particles (columns), fractal dimension (rows), random seed for the
aggregate generation (bands), and flow index (orange n = 1, red n = 0.8, and green n = 0.6). Solid
circles and open squares denote steady-state and periodic regimes. The black dashes represent 〈XR〉.

A relevant quantity for the sedimentation process is the time tR needed to achieve the final regime.
For instance, with reference to Figure 5, this is the time needed to travel along the orbits from the initial
orientation to the green circle. Of course, the time strongly depends on the initial orientation. Thus, we
compute the orbits followed by the aggregate with orientation starting from the 162 vertices of the
spherical triangle mesh discussed in the previous section and, for each orbit, we estimate the time
needed to achieve the regime within a certain tolerance. In case a single steady-state regime exists, we
calculate the time the force requires to align with the equilibrium orientation within an angle tolerance
of 5◦. The results for Np = 20 and different values of the seed, fractal dimension, and flow index are
shown as box plots in Figure 7. The lower and higher limits of each box plot represent the first and
third quartile over the different initial orientations, whereas the black dash is the median. In general,
the (dimensionless) time decreases as the flow index decreases, whereas it is rather unaffected by the
fractal dimension, ranging between 10 and 100 for almost all the examined cases. There are, however,
some exceptions leading to remarkably longer times.
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Figure 7. Box plot of the times needed for an aggregate to reach a stable regime as a function of particle
random seed, flow index, and fractal dimension. The number of primary particles is Np = 20. The black
dash within each box represents the median of the distribution.

To investigate these particular cases more in detail , we show in Figure 8 the orbits described by
the orientation of the force for (i) n = 1, Df = 1.5, seed = 9 (Figure 8a corresponding to the highest
box plot in the top panel of Figure 7); (ii) n = 0.8, Df = 2.5, seed = 1 (Figure 8b corresponding to the
leftmost red box plot in the bottom panel of Figure 7); and (iii) n = 0.6, Df = 2.5, seed = 1 (Figure 8c
corresponding to the leftmost green box plot in the bottom panel of Figure 7). In the first case, we
still observe a dynamics similar to what reported in Figure 5 with all the orbits converging to a single
equilibrium point. However, at variance with the previous cases where the orbits independently
moved towards the equilibrium point, now each trajectory converges first towards a common orbit
and then, very slowly, to the equilibrium orientation, resulting in a drastic increase of the time needed
to reach the steady-state regime. A similar dynamics is also observed for the same seed and for n = 0.8
(red box plot) and n = 0.6 (green box plot), as well as for Df = 2.5 and seed = 3. A different scenario is
observed for the second case (Figure 8b), where the orientation of the force follows spiraling trajectories
before reaching the equilibrium point, also resulting in a longer transient dynamics. In the third case
reported in Figure 8c, the regime becomes periodic with the presence of a limit cycle. Therefore, while
settling, the aggregate continuously changes its orientation around the applied force, coming back
to the same configuration after a certain period. Notice that the cases in Figure 8b,c correspond to
the same aggregate (the fractal parameters and the seed are the same) and differ for the flow index.
Further, the same aggregate in a Newtonian fluid (n = 1) gives orbits like the ones shown in Figure 5.
Thus, we conclude that, for this aggregate shape, a decrease of the flow index leads to the appearance
of a bifurcation (specifically a Hopf bifurcation [44]) with a qualitative change in the regime attained
by the aggregate. In the case of a periodic regime, the time reported in Figure 7 is evaluated as the

38



Appl. Sci. 2020, 10, 3267

time needed to reach the limit cycle within a tolerance of 5% on X. Notice that the appearance of the
bifurcation inverts the trend of tR with the flow index (the values of the box plots corresponding to
seed = 1 in Figure 7c increase with decreasing n). As the number of primary particles of the aggregate
increases, another possible scenario, depicted in Figure 8d for Np = 50, Df = 1.5, n = 0.6, appears.
Two equilibrium regimes are observed, identified by the blue and red orbits. Therefore, depending on
the initial configuration, the aggregate can orient along one of the two stable orientations.

Figure 8. Orbits described by the orientation of the applied force for 12 initial orientations (blue circles)
uniformly distributed over the unit sphere. The parameters are (a) n = 1, Np = 20, Df = 1.5, seed = 9;
(b) n = 0.8, Np = 20, Df = 2.5, seed = 1; (c) n = 0.6, Np = 20, Df = 2.5, seed = 1; (d) n = 0.6, Np = 50,
Df = 1.5, seed = 9.
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By increasing the complexity of the shape, i.e., by increasing Np and decreasing Df, spiraling
orbits, periodic, and bistable regimes are more frequent, leading to a substantial increase of the time
needed to reach the final orientation, and, more importantly, to a significant effect of the detailed
morphology (i.e., the seed used to generate the aggregate) on the settling dynamics. This is illustrated
in the middle and right panels of Figure 6 where the regime drag correction coefficient is shown as a
function of the seed for Np = 50 and Np = 100. The periodic regime is denoted by two open squares
identifying the maximum and minimum values of the oscillation, with a corresponding XR calculated
by averaging X over a period. The bistability is indicated by two closed circles that represent the values
of XR for the two equilibrium points. In Figure 6, the average of the regime drag correction coefficient
over all the initial orientations (〈XR〉 in Equation (13)) is also reported as a black dash. In case of a
single equilibrium orientation, the unique solid circle coincides, in fact, with the dash. When multiple
regimes coexist, the black dash is closer to the one that attracts more orbits. Notice that, in some
cases (see, e.g., Np = 50, Df = 1.5, seed = 9, and n = 0.6), the values of XR for the two equilibrium
points are remarkably different, resulting in a relevant quantitative effect of the initial orientation on
the terminal velocity. At variance with the case at Np = 20, the effect of the microstructure (seed) is
much more relevant, leading to deviations up to 25% from the value of the drag correction coefficient
averaged over the seeds. In particular, maximum deviations are found for more elongated aggregates
rather than sphere-like shapes. (Indeed, in the limiting case of a spherical aggregate, different seeds
would produce the same shape.)

By averaging the data in Figure 6 over the seeds, we obtain the ensemble-average drag correction
coefficient 〈XR〉m reported in Figure 9. The data are shown as a function of the fractal dimension, where
each panel refers to a fixed number of primary particles and the curves are parametric in the flow index.
For the Newtonian case (orange symbols), 〈XR〉m can be used to calculate the hydrodynamic radius,
which is found to be quantitatively consistent with the one reported in [33]. In the investigated range of
Df, the drag correction factor is a linear decreasing function of the fractal dimension, i.e., an aggregate
with a more spherical shape sediments faster than one with a rod-like morphology. In agreement with
previous results for spheres [25], shear-thinning increases the drag correction coefficient. As already
noted in Figure 6, higher values of 〈XR〉m are observed as Np increases. This effect is more evident for
low fractal dimensions where a variation of the number of primary particles affects the aspect ratio
of the aggregate, in turn altering the drag experienced by the particle. On the contrary, as previously
remarked, for aggregates with a sphere-like shape (high Df), the number of primary particles mainly
affects the “resolution” of the microstructure, without substantially changing the main geometrical
features. For the same reason, the error bars are larger for low Df and high Np. As a final note, we
recall that, especially for low fractal dimension, a variation of the number of particles and flow index
may lead to different dynamics followed by the aggregate while sedimenting. In some cases, our
simulations evidenced a qualitative change of the regime attained by the particle (e.g., a bifurcation)
as one of these parameters is varied, with obvious consequences on the drag correction factor and
on the time needed to achieve such regime. These observations prevent us to derive a simple scaling
of 〈XR〉m with Np and n. In this regard, also the averaging of 〈XR〉 over different seeds is, in some
sense, misleading as it combines drag correction coefficients of aggregates that can experience very
different dynamics. Therefore, we point out once again the importance of considering the detailed
microstructure of the aggregate to correctly predict its sedimentation dynamics.
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4. Conclusions

In this work, the hydrodynamic drag experienced by a fractal aggregate suspended in a
non-Newtonian fluid is studied by numerical simulations. The aggregate shape is generated through
a particle–cluster method combining equally-sized spherical particles. The power-law constitutive
equation is used to model the suspending fluid. Finite element simulations are employed to solve
the fluid dynamics governing equations, for orientations of the applied force uniformly distributed
over the unit sphere. These velocities are interpolated and used to reconstruct the translational and
orientational aggregate dynamics. The drag correction coefficient at long times is averaged over several
initial orientations and particle shapes with the same fractal parameters.

The results show a relevant effect of the aggregate morphology and shear-thinning on the
sedimentation dynamics. Depending on the fractal dimension, the number of primary particles
forming the aggregate, and the flow index, the aggregate can undergo a variety of rotational dynamics
while settling. These can lead to a stable orientation, periodic oscillations around the force direction,
or coexistence of multiple equilibrium orientations, with relevant implications on the terminal velocity
and the time needed to achieve the long-time regime.

The ensemble-average drag correction coefficient linearly decreases by increasing the fractal
dimension in the investigated range, i.e., rod-like aggregates sediment more slowly than particles with
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an isotropic shape. Shear-thinning further reduces the settling velocity. At low fractal dimensions,
the number of primary spheres has a relevant influence on the drag correction coefficient as it
affects the aggregate aspect ratio. On the contrary, a weak effect is observed for aggregates with
a sphere-like shape as an increase of the number of spheres does not produce a relevant change of the
overall morphology.

The results reported in the present work highlight that the detailed particle shape needs to be
considered to properly predict the sedimentation dynamics. As a matter of fact, a variation of the
morphology, even with the same fractal characteristics, may lead to different transients and final
regimes. Therefore, to properly understand the settling phenomenon, the connection between the
shape of the aggregate and the resulting translational and rotational dynamics needs to be investigated.
This will be the subject of future works.

Finally, we would like to point out that the present results, although discussed in the context
of the sedimentation process, apply to any system in which a particle of fractal shape moves in a
shear-thinning liquid in a uniform flow field. Indeed, regardless of the nature of the applied force,
the particle experiences an hydrodynamic resistance that can be predicted from the results reported
in this work. In this regard, neglecting the details of the specific morphology, our calculation can be
exploited to derive a drag correlation model to be included in a computational fluid dynamic solver
for simulating particle laden flows [45].
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Featured Application: The ability of chitosan as a low-cost and environmentally friendly Cr(III)

adsorbent was studied to evaluate its potential application in the field of tannery wastewater

treatment, in terms of the removal of chromium ions avoiding their conversion into Cr(VI),

the compounds of which exert highly toxic and carcinogenic effects on biological systems.

Abstract: Chitosan is very effective in removing metal ions through their adsorption. A preliminary
investigation of the adsorption of chromium(III) by chitosan was carried out by means of batch tests
as a function of contact time, pH, ion competition, and initial chromium(III) concentration. The rate
of adsorption was rather rapid (t1/2 < 18 min) and influenced by the presence of other metal ions.
The obtained data were tested using the Langmuir and Freundlich isotherm models and, based on R2

values, the former appeared better applicable than the latter. Chitosan was found to have an excellent
loading capacity for chromium(III), namely 138.0 mg Cr per g of chitosan at pH = 3.8, but metal
ions adsorption was strongly influenced by the pH. About 76% of the recovered chromium was then
removed simply by washing the used chitosan with 0.1 M EDTA (Ethylenediaminetetraacetic acid)
solution. This study demonstrates that chitosan has the potential to become an effective and low-cost
agent for wastewater treatment (e.g., tannery waste) and in situ environmental remediation.

Keywords: chitosan; chromium; heavy metals; adsorption; kinetics; low-cost adsorbent; tannery;
ion exchange

1. Introduction

The removal of heavy metal ions from aqueous solutions, both for pollution control and for the
recovery of raw materials, has assumed increasing importance in recent years. Among the many metals
potentially harmful to the environment and human health, chromium pollution is of considerable
concern, as the metal is widely used in many industrial activities such as electroplating, leather tanning,
nuclear power plants, and textile industries [1,2].

To address this problem, numerous separation techniques are currently available (e.g., adsorption,
ion exchange, selective precipitation, nanofiltration, etc.), the selection of which, however, is far
from trivial and deserves extensive attention to avoid a suboptimal choice or the failure of the
reclamation activity [3]. In general, adsorption-based technologies have proven to be among the
most viable alternatives proposed for the treatment of industrial wastewater contaminated by a
wide variety of pollutants, both organic [4] and inorganic [5,6], due to the low processing and
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instrumentation costs, the simplicity of operation, and the availability of different types of low-cost
and environmentally friendly adsorbents. A wide range of materials, including activated carbon [7],
metal oxides, carbon nanotubes, polymers, agricultural residues [8], and natural and modified clays [9],
have been used successfully to adsorb heavy metals from aqueous solutions. This is even more
interesting when it is possible to exploit low-cost adsorbent materials from industrial waste [10], with a
double advantage for the environment, in line with operational guidelines such as the Circular Economy
and the “near-zero discharge” of hazardous waste [11] established by the most recent European laws.

In this context, a very promising and inexpensive material is chitosan
(poly-β-(1→4)-2-amino-2-deoxy-D-glucose), a nitrogenous polysaccharide prepared from chitin
by partially deacetylating its acetoamine groups using strong alkaline solutions at about 70 ◦C.
Chitosan has a high potential for the adsorption of metal ions, since it has both amino and hydroxyl
groups that can act as chelation sites for metal ions. One of the most interesting advantages of chitosan
is its versatility, since the material can be easily physically modified to obtain different forms of
polymers such as beads [12], membranes [13], or sponges [14] for different applications. Chitosan
can also be easily chemically modified to increase its applications [15]. Recently, several critical
reviews have been published on the many applications of chitosan as an environmentally friendly
biomaterial [16], ranging from the medical field [17] to food technology [18] and environmental
protection [19].

Chromium can be found in the environment in the forms Cr(III) and Cr(VI), as its other oxidation
states are not stable in aerated aqueous media [20]. The trivalent state is the most stable form in
reducing conditions and is present as a cationic species (Cr(OH)2+, Cr(OH)2

+), with the first or second
hydrolysis products dominating at pH values from 4 to 8. The low solubility of Cr(OH)3 (log k =
−16.19) considerably limits the concentration of Cr(III) for pH values above about 5.

Given its high danger to biological systems, many studies have focused on the removal of Cr(VI),
while very few articles deal with the adsorption of Cr(III) by chitosan. Maruca et al. [21] reported the
uptake of Cr(III) ions by chitosan flakes and the effect of PO4

3− on the adsorption mechanism. Chui and
collaborators [22] studied the removal of Cr(III) using a packed column filled with crab chitosan. More
recently, Singh & Nagendran [23] reported comparative studies on the sorption of Cr(III) on chitin and
chitosan in terms of a comparison between Langmuir and Freundlich isotherms. Overall, the papers
often concern the application of chitosan membranes or beads, and not of chitosan flakes.

Considering that equilibrium analysis is the most important fundamental study required to
evaluate the affinity of a sorbent, the ability of chitosan to remove chromium(III) by adsorption was
studied in the present work to evaluate its potential application in the field of tannery wastewater
treatment [1]. Numerous adsorption tests of chromium(III) on chitosan flakes were conducted to
investigate the effects of contact time, pH, initial Cr(III) concentration, and, using real wastewater,
ion competition. The thermodynamic behavior was assessed using the well-known Langmuir and
Freundlich isotherm models.

2. Materials and Methods

2.1. Material and Reagents

Chitosan (molecular weight: 400 k, 66.9% <40 mesh, degree of deacetylation: 84–86%) was
provided by Merck KGaA (Darmstadt, Germany) and used without further purification. Its surface
area, estimated with the nitrogen adsorption method (BET, Quantachrome Nova 2200, Quantachrome
Instruments, Boynton Beach, FL, U.S.), was equal to 1.578 m2 g−1. The water content of this commercial
chitosan, determined by thermogravimetric analysis (TGA1, Mettler Toledo, OH, U.S.), was 12.7%,
while its decomposition temperature was 292.12 ◦C (Figure 1). In order to study the effect of particle
size on the adsorption of metal ions, two granulometric fractions (<0.42 mm and >0.42 mm) were
obtained from the starting material by using a sieve shaker. Analytical grade chemicals were supplied
by Merck Co. (Kenilworth, NJ, U.S.); aqueous solutions were prepared dissolving Cr(NO3)3 at different
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concentrations in deionized water (Millipore Milli-Q, Merck KGaA, Darmstadt, Germany), and the
initial pH was adjusted by adding a few drops of HNO3 and NaOH solutions.
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Figure 1. Thermogravimetric analysis (TGA) of the chitosan sample.

2.2. Adsorption Tests

Batch experiments (in triplicate) were carried out using 100 and 500 mg of adsorbent each time;
chitosan was added to 50 mL of Cr solution in a conical flask. The stirring rate was set at 120 rpm for all
adsorption/desorption tests using a temperature-controlled magnetic stirrer. Analysis of metal ions was
carried out using an ICP-optical emission spectrometer (Inductively Coupled Plasma, Optima 2000 DV,
Perkin Elmer, Waltham, MA, U.S.).

For experiments on the pH effect, the solutions were initially adjusted with aqueous solutions of
acid or base (0.01 M HNO3 and/or 0.01 M NaOH) to reach pH values between 0.5 and 5, and thus avoid
the precipitation of Cr(OH)3. Isotherms were recorded during the execution of adsorption experiments
with various initial metal concentrations (C0 = 50–2000 mg L−1) at 20 ◦C. Kinetic tests were performed
using 100 mg of chitosan flakes, 100 and 500 mg L−1 as the initial metal concentration at 20 ◦C,
and pH = 3.8 for fixed time intervals during adsorption (t = 0–24 h). The effect of the granulometry
of the flakes on the adsorption capacity was investigated using the two granulometric fractions of
chitosan (<0.42 mm and >0.42 mm) under the same conditions. For all adsorption batch tests, a contact
time of 120 min was set.

The equilibrium amount of metal in the solid phase, expressed as Qe (mg g−1), was determined
with reference to the mass balance equation: Qe = (C0 − Ce)×(V/m), where C0 and Ce (mg L−1) are the
initial and equilibrium metal concentrations, respectively, V (L) is the volume of the aqueous solutions,
and m (g) is the mass of the adsorbent.

Dynamic tests were performed using a glass column with an internal diameter of 0.9 cm and a
bed high of 40 cm, filled with 2 g of chitosan. Tests were performed using both a real wastewater
solution and a 500 mg L−1 chromium(III) solution at pH = 3.5, imposing a flow rate of 23.6 mL h−1

(1 BV h−1) by using a peristaltic pump.
The real wastewater, a tannery washing solution, had the following composition: pH = 3.2,

Chemical Oxygen Demand, COD = 9.1 g L−1, Total Suspended Solids, TSS < 1 g L−1, Cr3+ = 635 mg L−1,
Na+ = 1050 mg L−1, Mg2+ = 760 mg L−1, Ca2+ = 300 mg L−1, Zn2+ = 115 mg L−1, Cd2+ = 87 mg L−1,
SO4

2− = 1.820 mg L−1, and Cl− = 818 mg L−1.
Desorption experiments were performed in batch mode (T = 20 ◦C, t = 24 h). In particular, after the

end of the adsorption phase, the adsorbent material was separated from the supernatant using filtration
membranes (0.22 µm). Then, desorption tests were performed using 50 mL solutions of H2SO4 and
EDTA as desorption reagents at a concentration of 0.1 M and 0.05 M, respectively.
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The quantitative evaluation of desorption was carried out using desorption percentages
calculated from the difference between the amount of metal loaded on the adsorbent after adsorption
and the amount of metal in solution after desorption. To investigate the reuse capacity of the
adsorbents, the above procedure was repeated 5 times under the same conditions (first adsorption and
then desorption).

3. Results

3.1. Adsorption Dynamics

The uptake of metal ions from the solution involves several steps, necessary for the transfer of the
solute from the liquid phase to the specific sites within the chitosan particles (e.g., external diffusion
and intraparticle diffusion).

In the case of chitosan, its chains have a large number of the –NH2 and –OH groups distributed
throughout the structure, making the kinetic or mass transfer representation likely to be global.
The –NH2 groups are the most important binding sites for metal ions [24], yet the hydroxyl groups
can also contribute as coordinator groups, especially those in C-3 position [15,22]. To examine the
adsorption mechanism of the metal ion of interest, two kinetic models were tested:

i. the pseudo-first-order equation described by Lagergren [25], which can be rearranged to obtain a
linear form as shown by Equation (1):

Log(qe − qt) = Log(qe) − (k1/2.303)t (1)

ii. a pseudo-second-order equation based on the equilibrium adsorption capacity, which can be
expressed as in Equation (2):

t/qt =
(

1/k2q2
e

)

+ (1/qe)t (2)

In the above equations, qe (mg g−1) represents the quantity of Cr(III) adsorbed when the system is
at equilibrium, qt (mg g−1) is the quantity of Cr(III) adsorbed at time t, and k1 (min−1) and k2 (g mg−1

min−1) are the rate constants of the pseudo-first and pseudo-second order kinetic models, respectively.
Given that Equations (1) and (2) are not able to provide information on the adsorption mechanism,

the simplified intraparticle diffusion model [26] was also tested, being ki (g mg−1 min−1) the rate
constant of the model:

qt = ki t1/2 (3)

The validity of these models was assessed by analyzing the slopes and intercepts of Log(qe − qt) vs.
t, t/qt vs. t, and qt vs. t1/2 for each of the linearized equations.

The results obtained with different concentrations of chromium(III) are shown in Table 1 in terms
of correlation coefficients (R2) as well as calculated and experimental adsorption capacity values.

Table 1. Values of the adsorption kinetic constants at T = 20 ◦C, pH = 3.8, C0 = 0.5 g L−1.

1st Order Kinetic Model 2nd Order Kinetic Model Intraparticle Diffusion Model

k1 qe, cal R2 k2 qe, cal R2 ki R2

(min−1) (mg g−1) (g mg−1 min−1) (mg g−1) (g mg−1 min−1)
1.07 × 10−2 9.32 0.7838 5.07 × 10−3 23.89 0.9987 1.711 0.9199

The correlation coefficient R2 for the pseudo-second-order adsorption model was the highest and,
in fact, its estimate of the equilibrium adsorption capacity qe, cal was quite close to the experimental
qt values (23–28.5 mg g−1 as shown in Figure 2 for the two grain-sizes). These results suggest that a
second-order mechanism is predominant and that the overall Cr(III) adsorption rate is controlled by a
chemisorption process.
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Figure 2. Effect of the grain size of the flakes on the adsorption of Cr(III) on chitosan (100 mg),
at pH = 3.8, T = 20 ◦C, and C0 = 100 and 500 mg L−1 of Cr(III).

3.2. Grain Size Effect

Figure 2 shows the effect of the grain size of the flakes on the adsorption capacity at pH = 3.8
and T = 20 ◦C. It can be observed that the metal uptake was higher on particles with a small size
(<0.42 mm). This is likely due to the higher surface area exposed by these particles, which favors the
removal of Cr(III) from the solution in the initial stages of the adsorption process. This phenomenon,
previously reported for the adsorption on chitin [21], chitosan [21,27,28], and Neem sawdust [29], was
further improved by the ability of metal ions to penetrate into the internal structure of chitosan.

Figure 2 also confirms that the adsorption process was rather rapid, with t1/2 < 18 min and the
maximum adsorption obtained in about 120 min. The reference time for the subsequent equilibrium
tests was thus set at 120 min, an adequate compromise between accuracy and speed in the execution of
experimental tests.

3.3. Effect of pH

Figure 3 shows the effect of pH on Cr(III) adsorption on chitosan. Notably, the pH of the
solution strongly affected the adsorption of metal ions, with the latter increasing with the pH of the
solution. Under acidic conditions, the amino groups (R–NH3

+) and the hydroxyl groups (R–OH2
+) are

protonated and the molecule is a sort of polycation, with a reduced number of binding sites available for
the adsorption of Cr(III); according to [30], the pKa of the amine groups is 6.3. In addition, the positive
surface charge may hinder the adsorption of metal ions. On the contrary, a high pH will favor their
adsorption since the nitrogen free electron doublet is responsible for cations coordination. Considering
that Kps = [Cr3+] × [OH]3 = 6.7 × 10−31, chromium(III) hydroxide begins to precipitate at pH ≈ 6.5;
for pH values higher than 3.8, there is a significant reduction of the Cr(III) fraction, with formation
of Cr(OH)2+ and Cr(OH)2

+ hydrolyzed complex species [20]. The result is an increase in chromium
adsorption due mainly to hydrolyzed forms. Therefore, the adsorption of metal ions is mainly due to
the electrostatic interactions between counter ions.

As previously reported [21], the final pH values of the equilibrated solutions were higher as the
Cr(III) concentration became smaller (Table 2). This is probably due to the fact that Cr ions are Lewis
acids; therefore, the lower the concentration, the higher the pH (Figure 3). Moreover, the chromium
adsorption capacity increases by increasing the metal ions concentration (see Section 3.4), which causes
a greater competition with H+ protons.
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Figure 3. Effect of pH (initial value) on chromium(III) adsorption on chitosan (C0 = 500 mg L−1).

Table 2. pH variation vs. Cr(III) concentration (pHin = 3.8).

Cr(III) (ppm) pH

50 5.16
100 5.02
200 4.98
400 4.67
500 4.47

As already stated, it is accepted that chitosan amino groups are the main reactive sites for metal
ions and that hydroxyl groups (in particular in C-3 position) may contribute to sorption. Metal sorption
may involve different mechanisms (chelating, electrostatic attraction) depending on the pH, the solution,
and the metal (concentration, speciation, etc.). Protonation of the amino groups at acidic pH increases
the adsorption of anionic species, while cations interactions increase with the pH due to deprotonation
of amino/hydroxyl groups. Moreover, increasing the ions competition, due to increase in metal
concentration, the pH decreases. The fraction of free (accessible) amine groups is the key parameter.

3.4. Adsorption Isotherms

To determine the maximum adsorption capacity of Cr(III) on chitosan, a study was carried out on
the adsorption isotherm by comparing the most common models; in particular, data were analyzed
using the Langmuir and Freundlich equations:

qe = Q
◦
kLCeq/

(

1 + kLCeq

)

or, linearized 1/qe = 1/
(

Q
◦
kL

) (

1/Ceq

)

+ 1/Q
◦

(4)

qe = kFC1/n
eq or, linearized Log (qe) = Log (kF) + 1/n Log (Ceq) (5)

where qe (mg g−1) is the amount of Cr(III) on the solid phase at equilibrium, and Ceq (mg L−1) is
the equilibrium concentration of Cr(III) in the aqueous phase. According to Langmuir’s equation,
Q◦ (mg g−1) is the amount of Cr(III) required for a complete coverage of available adsorption sites,
while kL is an empirical coefficient related to the affinity of adsorption sites for the adsorbed species.
With reference to Freundlich’s equation, kF and n are empirical constants representing the adsorption
capacity and adsorption intensity, respectively; all parameters can be estimated through the intercepts
and slopes of the linearized forms of isotherm equations.
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The essential characteristics of the Langmuir equation can be expressed in terms of a dimensionless
separation factor RL, which has been defined in [27] as:

RL = 1/[1 + (kLCo)] (6)

where Co is the highest initial Cr(III) ion concentration (mg L−1). RL is related to the shape of the
isotherm: the adsorption is unfavorable if RL > 1, favorable if 0 < RL < 1, irreversible if RL = 0,
and linear if RL = 1. All the estimated isotherm parameters are reported in Table 3. The RL value
confirms the affinity between chitosan and chromium ions, and the adsorption equilibrium data
correlate well with the Langmuir isotherm equation, with a maximum adsorption capacity estimated
at 138.04 mg g−1. This implies a monolayer interaction of chromium on the adsorbent [31]. Ngah and
colleagues [23] found that Q◦ was 30.03 mg g−1 using Cr(III) in the range 4–14 mg L−1 and identified
the Langmuir isotherm as the best model for the adsorption on cross-linked chitosan. However,
the chromium concentrations considered were much lower than those investigated in the present work,
and the number of amino groups available for ions coordination in cross-linked chitosan is limited,
which obviously results in a lower adsorption capacity. Eiden and colleagues [32] found that Q◦ was
62 mg g−1 for chitosan flakes at pH = 4, but no information regarding chitosan characteristics was
provided (especially regarding its degree of deacetylation).

Table 3. Langmuir’s and Freundlich’s isotherm parameters at 20 ◦C, C0 = 0.5 g L−1, and pH = 3.8.

Langmuir Freundlich

Q◦ (mg g−1) kL R2 RL kF (mg g−1) 1/n R2

138.04 3.7 × 10−4 0.9925 0.575 0.035 1.061 0.9694

Indeed, the basis of the high adsorption capacity found in our study lies precisely in the fact
that the investigated chromium concentrations are much higher than those reported in other works
(see Figure 2, which shows that adsorption on chitosan increases with the concentration of the target
species). Although the different experimental conditions make it difficult to compare the results
obtained, it can be observed that at lower concentrations, the adsorption is in line with the values
found in the literature (Figures 2 and 4).

−

−

− −

−

−

−

− −

−

Figure 4. Adsorption isotherm at 20 ◦C, C0 = 50–2000 mg L−1, and pH = 3.8.

3.5. Desorption

After Cr(III) adsorption, the chitosan flakes were washed thoroughly with deionized water and
treated with the desorption agents. Desorption tests were performed using H2SO4 and EDTA as
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desorption reagents; the chromium desorption efficiency of chitosan flakes for different washing
solutions is reported in Table 4.

Table 4. Desorption efficiency (%) for each adsorption cycle.

Reagent 1st Cycle 2nd Cycle 3rd Cycle 4th Cycle 5th Cycle

EDTA 0.05 M 53.3 - - - -
EDTA 0.1 M 76.5 73.4 70.6 71.7 72.1

H2SO4 0.05 M 37.8 - - - -
H2SO4 0.1 M 45.3 46.5 40.7 43.1 39.7

As reported in [23], EDTA is an efficient desorption agent: being an hexadentate chelating agent,
it is capable to form a strong complex with Cr(III) ions. Considering the pH effect on the chromium
adsorption, sulfuric acid (such as other acidic media) was also considered as a reagent potentially able
to remove Cr(III) ions from the chitosan polymer.

Despite being efficient in terms of chitosan regeneration, EDTA persists in municipal wastewater
treatments, making its use in technical applications potentially unwelcome. Although future research
may investigate other chelating agents that are biodegradable and more suitable for wastewater
treatment plants, the current approach has considered the possibility of treating the spent solution to
recover EDTA by precipitation in acidic media as a precautionary measure.

3.6. Dynamic Tests

The effect of competing ions can be observed from the breakthrough curves shown in Figure 5.
The inhibition effect of anions such as chlorides and sulfates has been reported for Cr(VI) [33];
in addition, it has been reported that chitosan forms complexes with transition metal ions, but not
with complexes with alkali and alkali earth metal ions due to the absence of d and f unsaturated
orbitals [34,35]. Therefore, the presence of Na, Mg, and Ca does not reduce the chromium adsorption.
In contrast, the removal of chromium is influenced by the presence of zinc and cadmium due to
their affinity with chitosan [36]. When real wastewater was considered, chitosan was able to absorb
104.7 mg g−1 of chromium, while 127.5 mg g−1 were adsorbed using a chromium solution.

 

− −

−

−

−

Figure 5. Breakthrough tests performed with real wastewater solution (pH = 3.2) and 500 mg L−1

chromium(III) solution (at pH = 3.5), using a flow rate of 1 BV h−1 (BV = 23.6 mL).

The breakthrough curve should be symmetrical and sigmoid in shape; however, a deviation from
a symmetrical S-shape and not very steep curves can be observed in Figure 5. The packed column
was probably not very homogeneous (chitosan flakes seem to be inappropriate to be used in a packed
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column) and the flow-rate was too fast, causing physical non-equilibrium processes and high mass
transfer zone [37].

4. Conclusions

The present study indicated the suitability of chitosan in applications aimed at removing
chromium(III) ions from aqueous solutions. Chitosan is a low-cost reagent and its utilization is
novel, non-toxic, and environmentally compatible. Although its effectiveness has been proven in the
adsorption of several metal ions, such as Cu, Ag, Cd, Zn, Mo, V, Pb, and Cr(VI), Cr(III) has been
poorly investigated. Moreover, among the usable forms of chitosan, flakes are the least studied. In this
work, the adsorption of Cr(III) on chitosan flakes was investigated considering concentrations (up
to 2000 mg L−1) that are much higher than those reported in the few studies present in literature.
This made it possible to highlight a much higher adsorption capacity of chitosan (up to 138.45 mg g−1),
well beyond the values observed so far.

The pH significantly influences the adsorption capacity of the biopolymer, the latter increasing
with the pH of the solution. The adsorption process is rather rapid: it was found that 2 h of contact
time are sufficient to reach about 95% of the adsorption equilibrium; the Langmuir equation provided
the best fit over the entire concentration range, thus suggesting a monolayer interaction of chromium
on the adsorbent.

The adsorption capacity for Cr(III) in dynamic tests was found to be penalized by the competition
between ions, and particularly influenced by the presence of zinc and cadmium due to their strong
affinity with chitosan. The recovery of Cr(III) ions (and the consequent regeneration of chitosan) can be
obtained by desorption with a 0.1 M EDTA solution, with the latter being recoverable by precipitation
in an acidic medium.

Since chitosan is basically a low-cost and environmentally friendly material, its use as it is produced
(i.e., flakes) is desirable, especially considering the greater theoretical adsorbent capacity due to a major
availability of both amino and hydroxyl groups, but involves some critical issues. In particular, since the
shape and size characteristics of commercial chitosan flakes introduce hydrodynamic limitations such
as column clogging, a batch reactor is probably more appropriate as a experimental setup. Further
investigations are therefore underway to quantify the effectiveness of alternative operating solutions.
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Featured Application: Nanobubbles were manufactured by using pressurized hydrogen gas and

were applied to soils contaminated with heavy metals, to confirm their function as enhancers.

The manufactured nanobubbles remained for an extended period of time. A batch-test experiment

revealed that the nanobubbles improved desorption of heavy metals. In addition, when the

nanobubbles were used as enhancers in electrokinetic experiments, the nanobubbles had better

remediation effects than distilled water (DW). The remediation of heavy metals is expected to

have a significant impact when using the nanobubbles.

Abstract: This basic research study was undertaken to use ecofriendly nanobubbles that can improve
the electrokinetic remediation of copper-contaminated soil, as well as to determine that remediation
efficiency. The nanobubbles were generated by using pressurized hydrogen gas, and the quantity
of hydrogen gas bubble that remained over 14 days was measured. The generated nanobubbles
were used as an enhancer to remove a heavy metal on contaminated soil, and their applicability was
confirmed. A batch test was used to compare the remediation effects of nanobubbles and distilled
water on copper-contaminated soil. The results proved that the nanobubbles are a proper desorption
agent for copper-contaminated sand and clay specimens. The solid–liquid ratio and the contact time
for desorption of the sand and clay were then respectively determined. A large amount of effluent
was obtained from electrokinetic remediation of the sand sample after applying the nanobubbles
as an enhancer. The remediation efficiency demonstrated with sand proved to be higher than that
for clay. This greater efficiency was attributed to a wider specific surface area, demonstrating the
potential use of the nanobubbles as an enhancer for soil contaminated by copper with a large amount
of effluent outflow. It was also assumed to be affected by the moving capability of the nanobubbles in
the soil layer. Thus, the nanobubbled water can be used to improve the removal of heavy metals from
contaminated soils. An ecofriendly enhancer for electrokinetic remediation with a relatively large
void ratio and fast flowrate was confirmed by the nanobubbles.

Keywords: nanobubbles; contaminated soil; electrokinetic; in situ; remediation

1. Introduction

The use of chemical substances is increasing, and the resulting outflows from factories, gas stations,
and industrial complexes are also increasing. Soil contamination, an obstacle to development, needs to
be addressed, and contaminated land needs to be reclaimed. While the buffering capacity of land is
comparatively large compared to the volume of contaminants, much depends on the soil characteristics
and environmental factors, and so the buffering capacity of the land varies [1]. In particular, soil
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contamination sourced from chemical facility effluents has characteristics that can be difficult to
effectively treat as compared to water or air pollution.

Soil remediation methods can be categorized into in situ or ex situ, depending on where treatment
takes place. Offsite processing, the ex situ method of restoration, is more effective and faster, but it
is also more expensive. By contrast, onsite processing, the in situ method, has a lower cost and uses
technologies pertinent to the characteristics of the site [2]. While some in situ remediation methods
employ ecofriendly enhancers, chemical solvents are also employed, due to the inherent difficulty in
desorbing heavy metals from fine-grained soil. Toxic heavy metals exist in water media, and effective
removal represents a continuing challenge for the scientific community as a whole.

To remedy this, numerous studies have been published discussing the use of adsorbent materials
for aqueous media decontamination from heavy metal ions [3–6]. However, the improper extraction of
enhancers employed for remediation may result in enhancers remaining in the soil at the conclusion of
treatment, causing secondary contamination [7].

The diameter of the nanobubbles ranges from 1 to 999 nm [8]. Bubbles with a diameter greater
than 50 µm are classified as microbubbles, while bubbles with a diameter size between 10 and 50
µm are classified as microbubbles, and bubbles with a diameter under 200 nm are nanobubbles [9].
The microbubbles have a fast rate of rise due to their large buoyant force. It does not last long in the
water and rapidly rises to the surface, and it bursts when it reaches the surface. On the other hand,
the microbubbles become smaller over time as they stay in water due to their slow rate of increase.
If the diameter of the microbubble is 10 µm, the internal pressure of the microbubble is about 0.3
atm. As the diameter of the microbubble decreases to 1 µm and 100 nm, the internal pressure of the
microbubbles rises up to 3 and 30 atm, respectively.

During this process, the internal gas spreads according to Henry’s Law, so all gases in the
microbubble spread into the surrounding water until the microbubble disappears [10]. On the other
hand, the nanobubbles exist in water for a long time once they are created. This is known to be
due to the strong hydrogen bonds found in ice and gas that hydrate the surface of the nanobubbles.
These bonds prevent the spread of internal gases and maintain an adequate mechanical balance
against high internal pressures, as observed via Attenuated Total Reflectance Infrared (ATR-IR) [11].
These various characteristics of the nanobubbles have been observed by many researchers in different
areas, including water purification, drag reduction, purification of surface contamination, removal of
tumors using shock waves caused by the collapse of bubbles, growth promotion of animals and plants,
and contrast medium.

The characteristics of the nanobubbles are that they have a wide specific area, they generate
radicals on their boundary surfaces, and they permit high internal pressure in the liquids. Thus,
studies looking into how to exploit these beneficial characteristics of the nanobubbles are being actively
pursued in various fields, including surface cleaning, remediation of poor water quality, and as a
supersonic contrast agent [9]. Kyzas [12] investigated the effect of the nanobubbles (NBs) on dissolved
heavy metal adsorption with activated carbon and confirmed that the inherent property of the NBs to
accept charged particles onto their interface assists in the diffusion and penetration of lead ions into
the activated carbon pores. Choi [13] sought to determine the removal efficiency and degradation rate
for total petroleum hydrocarbons (TPH). Thus, the objective of this study was to perform batch tests to
evaluate the efficacy of applying nanobubbles as enhancers. The solid–liquid ratio and contact time
required for desorption of the sand and clay were then calculated. Furthermore, electrokinetic in situ
remediation using nanobubbles as an enhancer for remediation of heavy metals was performed for
both copper-contaminated sand soils and copper-contaminated clay soils, in an attempt to determine
the optimal remediation method.
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2. Experimental Methods and Condition

2.1. Soils

To simulate soils contaminated with heavy metals, standard Jumunjin sand and clay specimens
were used. These clay specimens are comprised of a mixture of seaside sand and cohesive shore
sediment soils. Their physical characteristics are summarized in Table 1. Copper was selected as a
contaminant, and the soil specimens were contaminated, using copper nitrate (Cu(NO3)2). The soil
properties were measured, using the Korea Standard, and the pH measurements followed, using KSI
ISO 10390.

Table 1. Material properties of soils.

Soil Content Sand Silty Clay (<0.075 mm)

Soil Classification SW CL
Liquid Limit (%) 19.81 44.20
Plastic Limit (%) NP 23.82

Specific Gravity (Gs) 2.59 2.46
pH 7.6 9.4

Cation Exchange Capacity
(Cmol/kg) - 18.23

BET Surface Area (m2/g) - 16.0
Organic Matter (%) 0.22 0.85
Water content (%) 17.3 40

※ SW: well-graded sand, CL: low plastic clay, NP: non plastic.

2.2. Nanobubbles

The hydrogen nanobubbles were created by using the equipment shown in Figure 1. Nanobubbles
were created with hydrogen gas that was pressurized and filtered through a ceramic filter, so as to
create tiny bubbles. These tiny bubbles were transferred to the surface of the water and crushed,
thereby creating other nanobubble nuclei [14]. The nanobubbles were created for a period of 24 h.
Upon completion, their zeta-potential was measured so as to appraise their stability. The parameters
for the zeta-potential measurements and the measured value are presented in Table 2. The prepared
nanobubbles were measured by using zeta-potential analysis equipment (ZetaPALS, Brookhaven
Corp., USA), to measure the zeta potential of the nanobubbles (Figure 2c). The size and quantity of
the generated nanobubbles were measured, using a laser within the Nanoparticles Tracking Analysis
(NATA) equipment, as shown in Figure 1. Nanobubbles with an average diameter of 171 ± 6.11 nm, a
mode of 130 ± 9.85 nm, and a concentration of 1.5 ± 0.03 × 108 particles/mL were thus obtained. The
pH measured after the manufacture of the nanobubbles was confirmed to be neutral 7.

Table 2. Parameters for ζ-potential measurement and value of zeta-potential of nanobubble.

Measurement Values

Parameters

Refractive Index 1.331
Dielectric Constant 78.54

Electric Field (V/cm) 27.79
Viscosity (cP) 0.890

Zeta-potential (mV) −20.13

The stability of the nanobubbles was confirmed over two months. For the experiment, stable
14-day-old nanobubbles were used [15]. Figure 3 shows how long nanobubbles are maintained.
Figure 3a confirms the persistence by making nanobubbles in gasoline, and the results confirm that
the nanobubbles are maintained for 120 h. Figure 3b shows a comparison of the changes in the
concentration of the nanobubbles over 14 days, and it is the same as the nanobubbles used in this
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experiment. After day 14, approximately 15% of the nanobubbles were lost. Thus, the long-term
existence of the nanobubbles was confirmed.

 

Figure 1. Schematic view of a nanobubble Generator [16]. (a) Pressure gauge (air pressure in water
tank), (b) pressure gauge (air pressure in air tank), (c) water tank, (d) air, (e) gas tank, (f) water, (g)
pressure gauge (outflow), (h) bubble, (i) filter, and (j) pressure gauge (inflow).

 

(a) (b) 

 
(c) 

Figure 2. Nanobubble (a) NTA Instrument (Malvern Nanosight LM10, Malvern Panalytical Ltd, Unites
Kingdom), (b) image of nanobubbles [17], and (c) Zeta Potential Analyzer (ZetaPALS).
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Figure 3. Average particle concentration of nanobubbles: (a) concentration of nanobubbles in
gasoline [15]; (b) concentration of nanobubbles [16].

2.3. Batch Test

Batch testing was carried out in order to identify desorption characteristics of the nanobubbles
as an enhancer. The experimental conditions set for the batch test are summarized in Table 3. The
solid–liquid ratio, contact time, and desorption of heavy metals by the nanobubbles used as an enhancer
were tested. The copper-contaminated solution was prepared, using copper nitrate powder (Cu(NO3)2)
in distilled water. The contamination concentration of the copper was referred to as the Korea Standard.
An agitator was used for the batch test, while a centrifuge was used to collect the supernatant solution
for analysis by means of inductively coupled plasma (ICP), following the Korea Standard Test Method.
Different soil–liquid ratios and contact times for contaminant desorption were determined respectively
to attain the optimal conditions of desorption.

Table 3. Batch-test conditions.

Parameters Units Conditions

Soil - Sand, Clay
Contaminant - Copper

Contaminant Concentration ppm 500

Agents - Distilled Water (DW)
H2-Nanobubble Water (NBW)

Solid–Liquid Ratio g:mL 1:1, 1:2, 1:3, 1:5, 1:10, 1:20, 1:50
Contact Time Hr 0.5, 1, 2, 3, 6, 12, 24
Contact Speed rpm 150

2.4. Electrokinetic Test

A laboratory test was carried out to apply an electrokinetic remediation process to soils
contaminated with copper. The same soil specimens from the batch test, sand and clay, were
used to construct contaminated and uncontaminated soil. The copper-contaminated solution was
prepared, using copper nitrate powder (Cu(NO3)2) in DW. Then, 500 ppm of copper was contaminated
to soil, at a water content of 40%. Clay was tested immediately after contamination. Sand was
used as a simulation of the ground condition, and it was contaminated with 500 ppm of copper
solution and dried in the shade. Dry sand contaminated with copper was installed with the maximum
consolidation and tested. The contamination concentration of copper was referred to as the Korea
Standard. To identify the remediation characteristics, different conditions of soils with Jumunjin
standard sand and clay were used. In addition, nanobubbles identified as an appropriate enhancer
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from the batch test were placed into a Mariotte bottle and injected constantly. The experimental
device designed for electrokinetic remediation is shown in Figure 4. The cell and Mariotte bottle are
made of acrylic, and the electrode plate used graphite. The nanobubbles were injected into the cell,
using a hydraulic gradient. An electrode water tank was installed at each end of the cell, to provide
unrestricted outflow of electro-osmosis during the experiments. The testers were designed to conduct
five simultaneous tests. The experimental conditions are summarized in Table 4.

(a)  (b)  

ts 

Figure 4. (a) Side view. (b) Floor plan. Diagram of the Electrokinetic system.

Table 4. Electrokinetic test conditions.

Parameters Units Conditions

Fixed Factor
Concentration (C0) ppm 500 (Copper)

Electrokinetic
Gradient V/cm 1

Contaminated Soil
Bed x/L 0.75

Variable Factor

Soil - Sand, Clay

Enhancer - Distilled Water (DW)
H2-Nanobubble Water (NBW)

Duration Time Day
10 (Clay) Case 1 (DW)

Case 2 (NBW)

5 (Sand) Case 3 (DW)
Case 4 (NBW)

3. Results

3.1. Batch Test

Batch testing was carried out by varying the solid-liquid ratio and the contact time for different
conditions of copper-contaminated soils, so as to allow samples to be purified, using nanobubbles as
an enhancer. The results obtained from the batch test are as shown below.

Figure 5 shows the incremental desorption percentage of copper according to changes in the
solid-liquid ratios of soils contaminated with copper. After agitation for 24 h, the level of desorption
of the heavy metal by the nanobubbles was found to be greater in sand than in clay. The increase in
solid-liquid ratios in both sand and clay also increased the efficiency with which heavy metals were
removed than compared to the use of distilled water alone. However, contrary to the proportional
increase of the removal efficiency of the copper to solid-liquid ratio in sand, a solid-liquid ratio greater
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than 1:20 in clay rendered no significant difference in the efficiency of the copper removal by DW and
NBW. Taking both efficiency and economy into account, the optimal solid–liquid ratio, while using
nanobubbles as an enhancer in sand, was determined to be 1:20. This finding was attributed to the
comparatively larger specific surface area and zeta-potential of the nanobubbles, which is known to be
advantageous for desorption and transfer of copper from the surface of particles [15,18].

–

 

clay’s 

Figure 5. Solid-liquid ration test.

The results of the batch test, according to variations in the reaction time with a constant solid-liquid
ratio of 1:20, are presented in Figure 6. The nanobubbles demonstrated a greater efficiency for removing
copper than distilled water. The efficiency of the copper removal varied according to the reaction
time. Both distilled water and the nanobubbles initially increased desorption of copper. In the case of
sand with 6 h of contact time, the highest removal efficiency of copper, by both distilled water and the
nanobubbles, was 15.61% and 18.48% respectively. Thereafter, the removal efficiency of both distilled
water and the nanobubbles tended to converge. In the case of clay, the highest removal efficiency
(desorption of copper) of both distilled water and the nanobubbles was observed within the initial first
hour. The appropriate interval for contact time by the nanobubbles was found to be 6 h for sand and 1
h for clay. The explanation for this variation could be that the characteristics of re-adsorption of copper
from the surface of clay are greatly influenced by the clay’s surface charge.

–

clay’s 

Figure 6. Contact time test (S:L = 1:20).

63



Appl. Sci. 2020, 10, 2185

3.2. Electrokinetic Test

An electrokinetic remediation test was carried out, with the nanobubbles acting as an enhancer for
copper-contaminated soil. The current density and effluent changes, according to the soil type, were
then determined. The copper and pH in soil after completion of the experiment were also determined.

Figure 7 illustrates changes in the current density according to different types of soil. Clay (DW)
corresponds to a peak current density of 9.21 (mA/cm2) at 5 h from the start of the experiment. Clay
(NBW) corresponds to a peak current density of 9.81 (mA/cm2) at 8 h from the start of the experiment.
Sand (DW) corresponds to a peak current density of 0.88 (mA/cm2) at 24 h from the start of the
experiment, and Sand (NBW) corresponds to a peak current density of 0.74 (mA/cm2) at 5 h from the
start of the experiment. Both sand and clay exhibited an initial increase, followed by a decrease in
the current density. The result of all the tests tended to converge as time went by. The migration of
heavy metal ions increased initially and then decreased. Han et al. [19] postulate that this might be
attributable to the migration and sedimentation of the heavy metal ions.

Figure 7. Current density.

Figure 8 illustrates the amount of effluent according to the remediation time for sand and clay
as part of the remediation experiment, where nanobubbles were used as an enhancer. Effluents of
Clay (DW), Clay (NBW), Sand (DW), and Sand (NBW) were 729, 662, 5855, and 1198 mL, respectively.
The amount of effluent from the one treated with distilled water was found to be greater than the
outflow observed with the nanobubbles treatment. This was attributed to bubbles of hydrogen gas
being generated at the cathode by electrokinetic remediation with nanobubbles that disturbed the
discharge of the effluent. The amount of effluent from sand appeared greater than that outflowing from
clay. The removal of heavy metal from sand with greater effluent discharge was found to be highly
efficient. This could be attributed to the comparatively larger specific surface area and zeta-potential of
the nanobubbles that resulted in remediation being more efficient.

Figure 9 illustrates the concentrations of residual heavy metals and pH level measured at each
position in the cell upon completion of the experiment. In the case of sand and clay, all exhibited an
increased pH due to the collision of acid and base at the point of 0.75 x/L by electrokinetic remediation.

Remediation of copper contamination occurred, as compared to the initial state of the specimen.
The migration and accumulation of heavy metal by electrokinetic remediation were identified at a point
of 0.75 (x/L) [20]. The efficiency of the removal of heavy metals from the specimens contaminated by
heavy metal increased by the contact of the nanobubbles and by the high ratio of the void in sand, which
increased the flow of effluent through the copper-contaminated soil under basic conditions [21,22].
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The nanobubbles were made of hydrogen gas in distilled water and have an initial neutral pH 7. In
the case of sand, the initial pH was influenced by the initial pH due to the inflow of nanobubbles in
water, and it can be seen that the pH change at the point of 0.1 to 0.7 (x/L) is small. Sand has a smaller
void than clay, and heavy metals adhere to the surface, so the sand is considered to be desorbed when
passing through the void of the nanobubbles.

  
Figure 8. Cumulative flow.

ation.  

  

Figure 9. Final Copper Profile and pH at the end of Electrokinetic Test.

4. Conclusions

The present study carried out tests to determine the effect of applying nanobubbles to
copper-contaminated sand and clay specimens for heavy metal remediation. An enhancer can
be employed to solve the problems associated with sedimentation of heavy metals due to the basicity of
soils in electrokinetic remediation. The enhancer is mainly comprised of surfactants and solutions with
acidity or basicity. However, any enhancer that remains in the soil can produce secondary contamination.
Thus, the objective of the present study was to use ecofriendly hydrogen gas, which would not lead to

65



Appl. Sci. 2020, 10, 2185

secondary contamination, as an enhancer for in situ remediation. The results of the experiment carried
out in the present study are as follows.

Batch testing was performed to determine the optimal solid–liquid ratio and contact time to
remediate copper-contaminated sand and clay, using nanobubbles. The optimal solid-liquid ratio was
found to be 1:20 for both sand and clay, while the optimal contact time was 6 h for sand and 1 h for clay.
The shorter contact time for clay was attributed to the re-adsorption of desorbed copper according to
the varied surface charge of clay. The nanobubbles exhibited a higher copper removal efficiency than
distilled water, regardless of the soil conditions.

The electrokinetic remediation tests for sand and clay specimens were carried out, using
nanobubbles. The current density was found to increase initially, after which it converged at a
certain point. The amount of effluent from sand was found to exceed that of clay due to its higher
permeability. The remediation efficiency for heavy metals in sand was also found to be higher than
that for clay, due to more frequent contact with the nanobubbles. Additionally, the pH in soils at the
cathode was found to be low, suggesting less influence by the sedimentation of the heavy metals.

Based on the results of the present study, the use of nanobubbles is expected to be applicable
for electrokinetic remediation of the heavy-metal-contaminated sand and clay. By considering
the engineering characteristics of soils and contaminants corresponding to diverse soil conditions,
nanobubbles are a promising approach applicable for the in situ remediation of land contaminated
by heavy metals. Based on this study, a remediation experiment using nanobubbles is needed for
application to field soil.
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Abstract: Halogenated compounds are an important class of environmental pollutants that are widely
used in industrial chemicals such as solvents, herbicides, and pesticides. Many studies have been
carried out to explore the biodegradation of these chemicals. Trichloroacetic acid (TCA) is one of
the main halogenated compounds that are carcinogenic to humans and animals. The bacterium was
isolated from the northern coastline of Johor Strait. In this study, the ability of strain MH2 to biodegrade
TCA was evaluated by a growth experiment and dehalogenase enzyme assay. The growth profile of
the isolated strain was examined. The doubling time for L. boronitolerans MH2 was found to be 32 h.
The release of chloride ion in the degradation process was measured at 0.33 × 10−3 ± 0.03 mol·L−1 after
96 h when the growth curve had reached its maximum within the late bacterial exponential phase.
The results showed that the strain had a promising ability to degrade TCA by producing dehalogenase
enzyme when cell-free extracts were prepared from growth on TCA as the sole carbon source with
enzyme-specific activity, 1.1 ± 0.05 µmolCl−min−1·mg−1 protein. Furthermore, the morphological,
and biochemical aspects of the isolated bacterium were studied to identify and characterize the strain.
The morphological observation of the isolated bacterium was seen to be a rod-shaped, Gram-positive,
motile, heterotrophic, and spore-forming bacterium. The amplification of the 16S rRNA and gene
analysis results indicated that the isolated bacterium had 98% similarity to Lysinibacillus boronitolerans.
The morphological and biochemical tests supported the 16S rRNA gene amplification. To the best of
the authors’ knowledge, this is the first reported case of this genus of bacteria to degrade this type of
halogenated compound.

Keywords: biodegradation; dehalogenase-producing bacteria; haloalkanoic acids; trichloroacetic
acid; 16S rRNA; Lysinibacillus
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1. Introduction

Xenobiotic compounds are synthetic molecules which include halogenated hydrocarbon,
polyaromatic hydrocarbons, polycyclic biphenyls, and lignin [1,2]. They are biologically active
compounds that are widely used in several drug and pesticide industries [3,4]. Hence, xenobiotic
compounds often appear in industrial wastewaters and aquatic ecosystems [5,6]. Xenobiotic compounds
can be considered stable, in the thermodynamic sense. Moreover, they are fairly resistant to biodegradation
by the native microorganisms, and persistent in the environment [7]. Damage caused by xenobiotic
compounds poses significant health and ecological risks in developing countries [8]. The parent
xenobiotic compounds are not directly toxic but they can be transformed into harmful oxy-radicals or
carbon-centered radicals that attack the double bonds of cellular macromolecules generating oxidative
damage [9]. Xenobiotic compounds have the potential to cause toxic effects on humans and animals with
consequent acute carcinogenic, teratogenicity, and mutagenic effects [7]. Nonetheless, a diverse group
of aerobic and anaerobic groups of bacteria often found in various habitats are capable of degrading
xenobiotic compounds [10]. Several researches exist about biodegradation of xenobiotic compounds
using dehalogenase-producing bacteria such as organofluorine [11,12], organochlorine [13,14],
and organobromine [15,16].

Halogenated hydrocarbons are organic compounds that have many significant industrial
applications such as multipurpose solvents, plasticizers, pesticides, fuel additives, flame retardants,
and anesthetics [17–19]. Several halogenated hydrocarbon like polychlorinated biphenyl (PCB) residues
and chlorinated hydrocarbon pesticide residues were detected in human adipose tissue, milk, and blood
serum. Transfer and accumulation of these chemicals in the human body will consequently cause
serious health problems [20]. One of the most well-known applications of halogenated aliphatics in
the industry is related to the mixed substituted chlorofluorocarbons, CFC [21]. Millions of tons of
halogenated aliphatics are produced annually and mainly have been used in a variety of manufacturing
processes of solvents and cleaning agents [22]. These chemical compounds are common pollutants of
aquatic habitats, as they are relatively water-soluble and can migrate to underground water-supplies
and therefore threaten groundwater quality [23].

Haloacetic acids (HAAs) are recognized as oxidation products of airborne C2-halocarbons
which have been demonstrated to be fast in volatilization [24]. They are carcinogenic in humans
even at low concentrations [25]. Several studies show that haloacetic acids are biodegradable in
anaerobic environments including soil and, wastewater, [26]. HAAs come either from brominated
and/or chlorinated organic halogen compounds. These organic halogenated compounds are
important by-products of the reaction between organic compounds present in water and chlorine
in water-treatment plants [27]. There are five contaminating by-products of halogenated organic
compounds, which exceed the maximum levels established by the US Environmental Protection
Agency (60 µg·L−1). These by-products include monochloroacetic acid (MCA), dichloroacetic acid
(DCA), trichloroacetic acid (TCA), monobromoacetic acid (MBA), and dibromoacetic acid (DBA). As a
result, the literature reporting on the analysis of HAAs mostly is focused on these five species [28].
TCA is a member of a very small group of “moderately strong” acids with ionization constants in the
range 0.1–10 that is the most commonly used agent for chemical peeling [29,30]. TCA is one of the
main contaminants of the environment that are carcinogenic to humans and animals [31]. The DCA
and TCA are the most abundant HAAs detected in water resources containing nearly 80% of existing
HAAs [32]. Hence, the decontamination of water resources from these compound is one of the major
challenges for the preservation of the aquatic ecosystem and wastewater treatment [33].

Biodegradation is one of the main natural processes for the removal of xenobiotics such as
chloroaliphatic compounds from the environment using microorganisms [34,35]. The major chemical
processes for the metabolism of xenobiotic compounds are oxygenation, oxidation, reduction, hydrolysis,
and conjugation, which are catalyzed by enzymes [36]. Dehalogenases are known as enzymes
that catalyze the degradation reaction of halogen atoms from halogenated organic compounds.
Dehalogenase-producing bacteria can detoxify harmful halogenated compounds from their substrates
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by cleaving carbon–halogen bonds that link halogens in aliphatic compounds [37,38]. Based on
cleavage nature, dehalogenase enzymes can be classified as haloalkane, dichloromethane, halohydrin,
and L- and D-haloalkanoic acid dehalogenases [39]. Each specific group of these enzymes has its
enantioselectivity and product inhibition characteristics [40]. Dehalogenase enzyme is present in
bacterial systems and plays an important role in the biodegradation of environmental pollution caused
by halogenated hydrocarbons [41].

Several research projects have been conducted to study the degradation mechanism of
dehalogenase-producing bacteria for bioremediation of halogenated hydrocarbons and related
hazardous compounds in soil and water ecosystems. Muslem et al. [42] characterized Bacillus cereus

WH2 strain for its ability to metabolize β-haloalkanoic acids as carbon and energy sources. Alrawas
and Huyop [35] isolated Ralstonia sp. TCAA-2 native to Danga Bay coast, Malaysia, to biodegrade TCA.
Hamid et al. [43] further characterized dehalogenase enzyme functions of Rhizobium sp. RC1 bacteria.
It was reported that RC1 can grow in α-haloalkanoic acid as the sole carbon source. α-haloalkanoic
acids are halogenated compounds that are widely liberated into the ecosystem through the use of weed
herbicides in the agricultural sector. Adamu et al. [44] studied the catalytic properties and mechanistic
analysis of the microbial dehalogenases specific in Rhizobium sp. RC1. The isolated strain was reported
to have outstanding performance in detoxifying L-2-haloacid. Selvamani et al. [45] characterized
deploying Trichoderma asperellum SD1 to degrade 3-chloropropionic acid in the terrestrial ecosystem.
Bagherbaigi et al. [46] used Arthrobacter sp. S1 for degradation of α and β-haloalkanoic acids.

As such, most of the research to date has focused on bioremediation of aquatic and terrestrial
habitats. Nonetheless, there is a very little study to decontaminate TCA using dehalogenase- producing
bacteria and their focus is on terrestrial bacteria or the identified bacteria are non-native to the coastal
region of Johor strait. To the best of the authors’ knowledge, this is the first reported case that shows
Lysinibacillus bacteria could degrade halogenated compounds such as TCA. Because of the issues
described above, this study intends to characterize a native bacterium with the capability of degrading
TCA. To this end, several bacterial strains capable of aerobically degrading TCA were isolated from the
northern coastline of Johor Strait in Malaysia and evaluated for their morphological and biochemical
characteristics to degradation capabilities of TCA. The phylogenetic tree of the isolated strain was
constructed using 16S-rRNA sequencing and it was recognized that the characterized bacterium was
a new subspecies of the genus Lysinibacillus. The new bacterium was given the scientific name of
Lysinibacillus boronitolerans MH2.

2. Materials and Methods

2.1. Sampling, Enrichments, and Growth

The seawater sample was collected from the northern coastline of Johor Strait in Malaysia.
The water sample (1 mL) was added into 250 mL flasks containing 100 mL of minimal medium and
TCA as a carbon source. Minimal medium contained basal salts solution, trace metals solution; and
distilled water. The composition and proportion of the constituent of the minimal medium are shown
in Table 1. The medium was adjusted to pH 7 before autoclaving. Then, the bacterial culture was
incubated aerobically at 30 ◦C conditions in an orbital shaker set at 200 rpm. In order to prepare a
solidified medium, two flasks (labeled Flask 1 and Flask 2) were prepared. Flask 1 contained 1.6 g
oxide agar added into 48 mL distilled water (DW). Flask 2 was filled with 10 mL of trace metal salts
and 10 mL of basal salts added into 30 mL DW. Flask 1 and flask 2 were autoclaved separately at
121 ◦C, for 15 min at 101.3 kPa. After autoclaving, solution in both flasks 1 and 2 were mixed and 1 mL
of 1 M concentration TCA was added to the mixture, and the obtained medium was poured on agar
plates. After the solidification of the agar, bacterial dilution was streaked onto the plates. Among the
isolated strains, three different bacterial colonies were detected that the colony with the highest growth
rate was retained for further purification. No further study was carried out for the identification of
the two other isolated bacteria strains. The selected colony was picked and sub-cultured by repeated
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streaking on a fresh agar plate to purify for further analysis. The selected colony was diluted in a drop
of distilled water and transferred into minimal medium containing the ingredients shown in Table 1.

Table 1. Composition and proportion of the constituents in trichloroacetic acid (TCA)-enriched
minimal medium.

Composition Proportion Composition Name Formula Reference

Basal salts 10 mL
42.5 g·L−1 Dipotassium hydrogen

phosphate 3-hydrate K2HPO4·3H2O
Hareland et al.

[47]
10 g·L−1 Sodium dihydrogen

phosphate 2-hydrate
NaH2

PO4·2(H2O)
25 g·L−1 Ammonium sulfate (NH4)2 SO4

Trace metals
solution

10 mL

1.0 g·L−1 Nitrilotriacetic acid N(CH2COOH)3

Hareland et al.
[47]

2.0 g·L−1 Magnesium sulphate MgSO4
0.12 g·L−1 Iron sulphateheptahydrate FeSO4·7H2O
0.03 g·L−1 Magan sulfate heptahydrate MnSO4·7H2O
0.03 g·L−1 Zinc sulphate monohydrate ZnSO4·H2O
0.01 g·L−1 Cobalt chlorine hexahydrate CoCl2·6H2O

TCA 1 mL 10 mm Trichloroacetic acid C2HCl3O2 Fisher Scientific
Distilled water 79 mL - Distilled water H2O -
Total volume 100 mL - - - -

The bacteria were grown in minimal medium containing TCA as the sole carbon source. Chlorine
atoms are eliminated by hydrolytic dehalogenation from the compound [48]. Chloride ion liberation
had been monitored by the halide ion assay to prove the degradation of TCA [49]. The concentration
of chloride ions was determined by converting absorbance value to concentration in mmol·L−1 based
on the standard curve constructed using sodium chloride as the standard measurement of soluble
chloride [50,51]. The suspension of the selected colony was used to evaluate the growth profile and
TCA degradation. Several direct and indirect methods can be used for the evaluation of the bacterial
growth profile. A colony-forming unit (CFU) is a direct method to evaluate the actual colony forming
units per volume of culture in given bacterial incubation. The enumeration of CFU is one of the
most accurate methods to find out the number of viable bacteria strains growing in the presence of
harsh chemicals [52]. On the other hand, the spectrophotometric method is a widely used laboratory
technique to indirectly estimate the bacterial concentration and quantitative analysis of the released
chloride ions [44,53]. Spectrophotometry methods are based on the absorption and scattering of light
beams passing through the culture medium. These methods are sensitive and selective; however,
enumeration of CFU by plate count might be a disadvantage due to the fact that cells grown in clusters
into a single colony and assumption that each colony arises from one cell is not accurate. In addition,
commercial TCA may contain impurities and colony count may due to the growth of impurities
rather than on TCA. In this study, absorbance A680nm and A460nm are used for analysis of the bacterial
growth and released chloride ions, respectively. Chloride was liberated during the growth of TCA.
The absorbance of the released chloride ions was recorded every 6 h using Jenaway spectrophotometer
at A460nm. Growth experiment and chloride ion released analysis were carried out in triplicate.

2.2. Preparation of Cell-Free Extracts and Dehalogenase Enzyme Assay

Apart from measuring cell growth (A680nm) and chloride ions released (A460nm) in the growth
medium, the presence of dehalogenase was assessed as the liberation of halide in cell-free extracts
in vitro. Cells from a 100 mL culture grown in 10 mm TCA and nutrient broth were harvested by
centrifugation at 20,000× g for 10 min at 4 ◦C during the late-growth phase, between 72–96 h (Figure 1).
The pellets were resuspended in 10 mL of 0.1 M tris-acetate, 1 mm ethylenediaminetetraacetic acid
(EDTA), 10% (mass·vol−1.) glycerol, pH 7.5, and washed three times with 0.1 M tris-acetate buffer by
centrifugation at 20,000× g for 10 min at 4 ◦C. Finally, the cells were then resuspended in 3 mL of the
same buffer and maintained at 0 ◦C for sonication in an MSE Soniprep 150 W ultrasonic disintegrator at
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a peak amplitude (λ = 10 microns) for 30 s. Any unbroken cells and cell wall materials were removed
by centrifugation at 25,000× g for 20 min at 4 ◦C. The cell-free extracts activity was assayed immediately
after the preparation as previously described by Mesri et al. [54].

Bergey’s manual 

Figure 1. The growth curve of the MH2 bacterium measured at A680nm and chloride ions released
measured at A460nm. The control culture without strain MH2 was incubated under the same growth
conditions. All readings were based on triplicate analysis.

2.3. Biochemical and Morphological Characterization

Morphological tests, namely Gram staining, spore staining, and motility tests as well as biochemical
tests including catalase, oxidase, urease, gelatin liquefaction, citrate, MacConkey agar, casein hydrolysis,
starch, indole, and triple sugar iron (TSI) tests, were carried out for basic identification of bacteria
generics and inferring their properties following the standard outline in Bergey’s manual [55]. Table 2
shows the morphological and biochemical characteristics of the selected bacteria.
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Table 2. Morphological and biochemical characterization of L. boronitolerans MH2.

Objective Test Composition and Materials Incubation Condition Aim Description Reference

Characterization
of bacteria

Gram staining

• Crystal violet
• Iodine
• Alcohol
• Safranin

-
To determine the type of bacteria
(Gram-positive or
gram-negative)

Smear color

[55]
Spore staining

• Safranin
• Malachite - To determine the spore

production of bacterium
Retaining cell

color

Motility

• 5.0 g peptone,
• 2.0 g agar
• 2.5 g NaCl
• 1.5 g beef extract
• 200 mL distilled water (DW)

Incubated at 30–37 ◦C for 24–48 h.

To determine the motility and to
explore the capability of bacteria
to migrate away from a line of
inoculation

Turbidity
diffusion from

the stab line

Biochemical tests

Catalase • Hydrogen peroxide - To differentiate aerobic and
obligate anaerobic bacteria

Bubble
formation

[56,57]

Oxidase
• N′N′N′N′-tetramethyl-p

-phenylenediamine36dihydrochloride
(TMPD)

-
To determine the taxonomic
status and identity of pathogenic
bacteria

Color change

Urease

• 5.5 g of Christen’s urea agar
• 50 mL of 40% urea solution
• 250 mL DW

Autoclaved at 121 ◦C for 20 min.
Incubated at 37 ◦C 24–48 h.

To determine the ability of
bacteria to decompose urea
which produces the enzyme
urease

Color change

Gelatin
Liquefaction

• 0.75 g of beef extract
• 1.25 g of peptone
• 30 g of gelatin in
• 250 mL DW

Incubated at 33 ◦C for four days
To explore the ability of an
organism to produce
extracellular proteolytic enzyme

Solidification
and

hydrolysis of
gelatin
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Table 2. Cont.

Objective Test Composition and Materials Incubation Condition Aim Description Reference

Biochemical tests

Citrate
• 3.5 g of Simmon’s citrate in
• 150 mL DW

Autoclaved at 121 ◦C for 20 min.
Incubated at 37 ◦C for 24–48 h.

To look at the ability of enteric
organisms based on the ability to
ferment citrate as a carbon source

Color change

[56,57]

MacConkey
Agar

• 17 g peptone
• 3 g proteose peptone
• 10 g lactose monohydrate
• 1.5 g bile salts
• 5 g sodium chloride
• 0.03 g neutral red
• 0.001 g crystal violet
• 13.5 g agar
• DW (to adjust 1 liter)

Autoclaved at 121 ◦C for 20 min.
Incubated at 37 ◦C for 24–48 h.

To isolate Gram-negative enteric
bacteria and the differentiation of
lactose fermenting from lactose
non- fermenting Gram-negative
bacteria

Colony
observation

Casein
hydrolysis

• 3.6 g nutrient agar
• 0.5 g casein
• 200 mL DW

Incubated at 33 ◦C for three days
To identify bacteria capable of
hydrolyzing casein with casease
enzyme.

Observation
of clear zone

Starch

• 1.5 g soluble starch
• 2.5 g bacteriological agar
• 150 mL DW

Autoclaved at 121 ◦C for 20 min.
Incubated at 37 ◦C. for 24–48 h

To determine the amylase
enzyme with the ability to
degrade starch

Color
formation

Indole

• 1 g sodium chloride
• 2 g tryptophan or peptone
• 200 mL DW

Autoclaved at 121 ◦C for 20 min at
pH 7.5 Tryptophanase enzyme Color

formation

Triple Sugar
Iron (TSI)

• 1.5 g soluble starch
• 2.5 g bacteriological agar
• 150 mL DW

Autoclaved at 121 ◦C for 20 min;
incubate for 24–72 h

To test a microorganism’s ability
to ferment sugars and to produce
acid

Color
formation
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2.4. Molecular Identification

Genomic DNA from bacterial cells of strain MH2 was isolated using the Wizard® Genomic
Purification Kit (Promega). Universal polymerase chain reaction (PCR) forward and reverse primers
Fd1 (5’-aga gtt tga tcc tgg ctc ag-3’) and Rp1 (5’-acg gtc ata cct tgt tac gac tt-3’), respectively,
were synthesized by 1st Base® Laboratory Malaysia Sdn. Bhd., 43300 Seri Kembangan, Selangor,
Malaysia [58]. The amplified 16S rRNA gene has to be purified before sequencing. QIAquick polymerase
chain reaction (PCR) purification kit (Qiagen) was used to purify the DNA. The sequencing was
carried out by ABI PRISM® 377 DNA sequencer (1st Base® Laboratory Malaysia Sdn. Bhd., 43300 Seri
Kembangan, Selangor, Malaysia). The thermocycling conditions for PCR amplification are presented
in Table 3.

Table 3. Thermocycling conditions for polymerase chain reaction (PCR) amplification.

Step Temperature Time Cycles

Initial
94 ◦C 5 min 1Denaturation

Denaturation 94 ◦C 1 min
30Annealing 55 ◦C 1 min

Elongation 72 ◦C 4 min
Final Elongation 72 ◦C 10 min 1

The phylogram of unidentified bacteria was rebuilt using Mega5 Molecular software and compared
with the sequences from the 16S rRNA gene stored in the Gene Bank by the National Center for
Biotechnology (NCBI) using the Basic Local Alignment Search Tool (BLASTn) for nucleotides [59].
Sequences were aligned using Bioedit Sequence Alignment Editor X and a neighbor-joining tree was
constructed [60]. Bootstrap consensus tree was inferred from 500 replicates.

3. Results

A seawater sample was taken from the marine environment and three strains of bacteria were
isolated using minimal media. Once the bacterial strains were purified, only one isolate (MH2) was
selected from three bacterial samples due to its distinctively superior growth and survival abilities
in solid minimal media compared to the other two bacteria for further analysis. The doubling time
for MH2 strain was found 32 h and the maximum released chloride ion due to dehalogenase enzyme
activity was approximately 0.33 × 10−3 ± 0.03 mol·L−1. 16S rRNA phylogenetic analysis was conducted
to determine the phylogenetic relatedness and the species affiliation of the MH2 strain.

3.1. Growth of L. boronitolerans MH2

The growth profile of the isolated L. boronitolerans MH2 strain bacteria was examined in fixed
time intervals. The growth profile exhibiting the lag, exponential, stationary, and decline phase as
it was expected. The growth of the bacteria by measuring through light absorbance of the solutions
measured at 680 nm (A680nm) by using a JENWAY, 6300 ultraviolet (UV)-visible spectrophotometer
at every 6 h. The measured values for the growth of MH2 were recorded based on 10 mm of the
TCA-enriched medium. In the lag phase, the bacterium growth was very little because the bacterium
does not immediately adapt to the growth condition and the carbon source which was toxic to the
bacteria. In the exponential phase, the growth rate of the MH2 bacterium increased. At the end of
the exponential phase, the growth curve reached its maximum rate at 96 h. After a long exponential
phase, the growth curve reached a stationary phase and then the bacterium enters the decline phase.
The growth profile shows that MH2 was able to grow in minimal medium containing 10 mm of TCA.
According to Slater et al. [51], the bacterium absorbs TCA from the compound as the sole carbon
source and releases chloride ions. The liberated chloride ion during the metabolism of MH2 strain
was monitored by a halide ion assay order as an indicator of TCA degradation in the medium [51].
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The results of chloride ion released and the growth curve of the bacterium was plotted as shown in
Figure 1.

Figure 1 shows that both the halide ion assay and growth curves of the bacterium in minimal
medium exhibited identical trends indicating that the concentration of the released chloride ion and the
growth are directly related to each other. The curves for halide ion assay and growth of MH2 were in
contrast with the control experiment. The concentration of the chloride ion in the cultivation solution
was determined by converting absorbance corresponding to the concentration using the standard
curve. The standard curve was constructed using NaCl as a typical standard for measuring soluble
chloride concentration [61]. Doubling time of the bacteria in 10 mm TCA-enriched minimal medium
was estimated to be 32 h.

3.2. Enzyme Activity in Cell-Free Extracts from Cell Growth in Trichloroacetic Acid (TCA) Medium and
Nutrient Broth

Dehalogenase activity in cell-free extracts was assessed by the release of free halide in an
enzyme-substrate reaction in vitro. Cell-free extracts from strain MH2 grown on 10 mm TCA medium
as the sole carbon source was prepared. Halide liberation was measured from extracts of cells
grown in TCA using TCA as a substrate. However, no halide was liberated by extracts of the same
bacteria grown in nutrient broth. This suggests that in nutrient broth no expression of the bacterial
dehalogenase gene takes place. The enzyme specific activity of the dehalogenase for TCA was
1.1 ± 0.05 µmolCl−min−1·mg−1 protein.

3.3. Morphology and Biochemical Characteristics

The result of the bacteria characterization based on morphological and biochemical analysis shows
that the isolated bacterium grew well at aerobic conditions and can readily metabolize TCA and produce
chloride ions by dechlorination treatment. The morphological observations for Gram-staining and
spore staining using light microscopy 1000×magnification are shown in Figures 2 and 3, respectively.
The result of Gram-staining analysis indicated that the MH2 strain is a Gram-positive bacterium
and produced creamy to pink colonies on solid minimal medium. L. boronitolerans MH2 was further
examined for biochemical characteristics.

−1 −1

 

Figure 2. The Gram-staining of strain MH2 observation under light microscope (×1000 magnification).
Purple colour bacteria appeared as the result of Gram staining which indicated MH2 was a
Gram-positive bacterium.

A spore staining test was performed to determine if MH2 is an endospore-forming bacterium.
Spores were observed during the microscopic examination that proves that bacterium MH2 was
capable of producing spores. Microscopic observation of the spore staining is shown in Figure 3.
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negative results. Morphological and biochemical tests were conducted based on Bergey’s manual 

Figure 3. Spore staining for strain MH2 observed under a light microscope (×1000 magnification).
Spores were seen as black spots in each cell.

Tables 4 and 5 showed the summary of morphological characteristics of MH2 and the results
of biochemical tests, respectively. The oxidase, urease, casein, and starch hydrolysis tests showed
positive results and catalase, gelatin, citrate, MacConkey agar, indole, and TSI demonstrated negative
results. Morphological and biochemical tests were conducted based on Bergey’s manual systematic
bacteriology [56].

Table 4. Morphological character of MH2.

Characteristic Parameter

Identity L. boronitolerans MH2
Cell shape Rod shape

Size 0.5~1 mm
Colony Cream

O2 requirement Aerobic
Colony morphology Smooth, mucoid, a little elevated

Table 5. Morphological and biochemical characteristics of MH2.
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Positive (+); Negative (−).

3.4. Polymerase Chain Reaction (PCR) Amplification of 16s rRNA Gene Analysis

Colony PCR (cPCR) is performed to verify the construct of the DNA-sequence. 16S rRNA genes
were amplified using universal primers Fd1 and Rp1, respectively. The amplified genes were monitored
with agarose gel electrophoresis. In Figure 4, the unique amplified band (1500 bp) was observed and
compared with the 1 Kb DNA ladder.
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Figure 4. Amplification of the 16S rRNA gene of strain MH2 showing 1500 bp DNA fragment on
an agarose gel (1%) (Lane 2). Lane 1: 1kb DNA ladder (Promega); Lanes 3 and 4, negative controls,
polymerase chain reaction (PCR) mixture without forward (Fd1) and reverse (Rp1) primer respectively,
showing no amplification.

The continuous stretch (1274 bp) of 16S rRNA gene was investigated to determine the closest
phylogenetic neighbors. The BLAST program was employed and it was revealed that the MH2 has
98% identity matches in sequence with L. boronitolerans. Amplification and direct sequence analysis of
partial length of 16S rRNA indicate that bacterium MH2 is phylogenetically related to L. boronitolerans.
The results of the 16S rRNA analysis supported the biochemical characteristics of the bacterium belong
to the same genus and species.

3.5. Phylogeny Tree Analysis

The phylogenetic tree was constructed using the neighbor-joining method and the maximum
composite likelihood method. The bootstrap consensus tree offered from 500 replicates is taken
to represent the evolutionary history of the taxa analyzed. Branches corresponding to partitions
reproduced in less than 50% bootstrap replicates are excluded. The percentage of replicate trees is
shown next to the branches. Evolutionary analyses were conducted in MEGA5 [59]. Figure 5 presented
the phylogeny tree of the MH2 strain.

The maximum composite likelihood method was used to estimate the evolutionary distances.
The units of evolutionary distances were based on the number of base substitutions per site; 11 nucleotide
sequences were involved in the analysis. All gaps and missing data were excluded for tree building
before analysis. Only 1238 positions were considered in the final dataset.
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Figure 5. Neighbor-joining tree of strains M2 based on 16S rRNA gene sequences. Scale Bar 0.001
indicates sequence divergence.

4. Discussion

Biodegradation is an effective biological process to clean up polluted environments through the
isolation of efficacious halo-organic compound biodegraders. Notably, the BLASTn search on the
16S rRNA gene sequence revealed that MH2 has the 98% identity match with Lysinibacillus boronitolerans

(accession number: KC59351.1). Hence, to identify the capability of MH2 to degrade the sample
pollutants, this study grew the MH2 bacterial isolate in TCA-enriched minimal media as the sole
carbon source (pollutants).

The initial composition of the culture medium and the concentration of the substrate (TCA) are
two important parameters that can affect the degrading ability of the bacteria. Using artificial seawater
or sterilized seawater as a medium for cultivation of sea-isolated bacterium was refrained from due to
the potential interference of natural chloride ions in seawater with those liberated during the growth
experiment. Minimal medium contained basal salts solution, trace metals solution, and distilled
water was used in this study to provide the required growth culture for the bacteria. The existing
nitrilotriacetic acid (N(CH2COOH)3) in the trace metals solution is low enough not to interfere
significantly with the results of the experiment and to be consistent with the hypothesis of utilizing
TCA as the sole carbon and energy source in the bacteria growth process. The optimal concentration of
the TCA pollutant sample was selected 10 mm in the study of the growth profile and the ion liberation
experiments. Using TCA in concentrations higher than 20 mm can stifle the cell growth due to toxic
effects while the lower concentration of pollutants was not enough to observe the induced catalytic
reaction of the dehalogenase-producing bacteria. Growth was strictly monitored by measuring the
cells’ turbidity and the amount of chloride ions released at appropriate time intervals. An uninoculated
flask treated in the same way was used as a control. This is important to make sure the chloride
measured in the growth medium was due to the cells using the TCA rather than the auto-degradation
of the substrate in the growth medium.

MH2 strain was capable of degrading hydrocarbon compounds. The nature and type of carbon
sources are among the most important factor to determine bacterial growth. Haloacetates (i.e., MCA,
DCA, and TCA) are common classes of water chlorination by-products. Several bacteria are available
that can grow on MCA. Burkholderia sp. DehCL1 [62], Bacillus sp. TW1 [63], Xantobacter autotrophicus
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GJ10 [64,65], and Pseudomonas sp. R1 [66] are examples of bacteria that can degrade MCA haloacetates.
Additionally, Meusel and Rehm [67] described Xanthobacter autotrophicus GJ10 that can degrade DCA.
To the best of the authors’ knowledge, this is the first report on Lysinibacillus sp. isolated from seawater
adapted in metabolizing TCA.

The results showed that the highest growth in L. boronitolerans MH2 bacterium was achieved at
96 h. Low absorbance was observed for the lag phase due to the low intensity and slow growth of the
bacterial biomass produced. In broth, the doubling time of the L. boronitolerans MH2 was 32 h. Chloride
ion concentration during the biodegradation process was monitored by a chloride ion assay [61,68].
Based on the standard curve of the NaCl, the released chloride ion by L. boronitolerans MH2 strain after
96 h was 0.33 × 10−3 mol·L−1. The study of the growth curve shows that the L. boronitolerans MH2 was
capable of growing in a minimal medium having TCA as the sole source of carbon and energy. Growth
on TCA was further analyzed by preparing the cell-free extracts from growth on TCA as described in
Figure 1 and Section 3.2. The presence of dehalogenase was detected by measuring the enzyme-specific
activity. The L. boronitolerans MH2 dehalogenase described herein appears to be inducible because
MH2 cells grown in nutrient broth lacking TCA exhibited no dehalogenase activity.

Hydrolytic dehalogenation of TCA produces oxalate as a final product where oxalate serves as
the carbon source and it can be immediately converted to CO2 [69]. The number of bacteria capable
of using oxalate as the sole source of carbon is very limited [70]. Biochemical and morphological
experiments were carried out according to Bergey’s manual [56] aimed at verifying the obtained
result of 16S rRNA gene analysis. The results of biochemical characteristics supported the findings
of the bacteria suggested by the 16S rRNA analysis. The growth profile of the isolated strain was
examined and the results showed that L. boronitolerans MH2 bacterium has a promising ability as a
dehalogenase-producing bacterium.

5. Conclusions

Using dehalogenase enzymes to detoxify chlorinated organic compounds was envisaged as
a promising biological control method. The applicability of L. boronitolerans MH2 is an important
outcome discovered in current analysis suggesting dehalogenase-producing bacteria is important for
the future to the exploitation of the bacterium for in situ efforts to detoxify halogen-contaminated
environments. More importantly, these findings further add to the limited body of knowledge with
regards to the degrading of halogenated compounds by the bacteria.
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Featured Application: MgO is used for the synthesis of a magnesium potassium phosphate ma-

trix as a material for immobilization of radioactive waste in order to ensure radiation safety dur-

ing storage or disposal of waste.

Abstract: Magnesium oxide is a necessary binding agent for the synthesis of a magnesium potassium
phosphate (MPP) matrix based on MgKPO4 × 6H2O, which is promising for the solidification
of radioactive waste (RW) on an industrial scale. The performed research is devoted to finding
a cost-effective approach to the synthesis of MPP matrix by using MgO with an optimal ratio of
the quality of the binding agent and the cost of its production. A method for obtaining MgO from
the widely available natural mineral serpentinite was proposed. The phase composition, particle
morphology, and granulometric composition of MgO were studied. It was found that the obtained
MgO sample, in addition to the target periclase phase, also contains impurities of brucite and
hydromagnesite; however, after calcining at 1300 ◦C for 3 h, MgO transforms into a monophase state
with a periclase structure with an average crystallite size of 62 nm. The aggregate size of the calcined
MgO powder in an aqueous medium was about 55 µm (about 30 µm after ultrasonic dispersion),
and the specific surface area was 5.4 m2/g. This powder was used to prepare samples of the MPP
matrix, the compressive strength of which was about 6 MPa. The high hydrolytic stability of the
MPP matrix was shown: the differential leaching rate of magnesium, potassium, and phosphorus
from the sample on the 91st day of its contact with water does not exceed 1.6 × 10−5, 4.7 × 10−4

8.9 × 10−5 g/(cm2·day), respectively. Thus, it was confirmed that the obtained MPP matrix possesses
the necessary quality indicators for RW immobilization.

Keywords: serpentinite; magnesium oxide; calcination; particle size distribution; specific surface
area; magnesium potassium phosphate matrix; radioactive waste; immobilization; hydrolytic stabil-
ity; strength

1. Introduction

Industrial activities associated with the production and use of materials containing
radioactive substances inevitably lead to the generation of radioactive waste (RW) of various
activity levels. The largest amount of RW is generated during the operation of nuclear fuel
cycle enterprises and exploitation of nuclear power reactors of various purposes. In some
countries, including the USA, Sweden, and Finland, spent nuclear fuel (SNF) of nuclear
power reactors is classified as RW and is stored without reprocessing. In other countries,
including Russia, France, and Japan, SNF is subject to reprocessing for the purpose of
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extraction of uranium and plutonium for reuse, as well as a number of valuable components
from fission products and actinides, and the residue part is considered to be RW. In case of
uncontrolled spread of radioactive substances, they have a negative impact on humans and
environmental objects. Therefore, solving the problem of RW management in order to ensure
their reliable isolation from the human environment is key for the further development of
nuclear energy and industry. For controlled storage and/or final disposal of RW, it should
be converted to a stable solidified form using stable matrices.

Earlier, we showed in [1–5] that magnesium potassium phosphate (MPP) matrix
MgKPO4 × 6H2O is an effective and multipurpose mineral-like material for immobiliza-
tion of different RW, and it possesses the number of benefits over cement and glass-like
compounds. Therefore, MPP matrix was investigated for solidification of liquid intermedi-
ate level waste (ILW) [1], high level waste (HLW) [2,3], and also RW containing radiocarbon
14C [4] and spent electrolyte [5], obtained as a result of pyrochemical reprocessing of mixed
nitride uranium-plutonium SNF. This matrix is obtained by the acid-base reaction (1) of
magnesium oxide (MgO) with potassium dihydrogen phosphate (KH2PO4) in an aqueous
solution at room temperature, and it is an analog of the natural mineral K-struvite [6].

MgO + KH2PO4 + 5H2O→MgKPO4 × 6H2O (1)

Magnesium oxide is a necessary binding agent for reaction (1) for the synthesis of
MPP matrix; it is usually produced by calcination of carbonate minerals—magnesite
(MgCO3) [7] and dolomite (CaMg(CO3)2) [8]. It is widely used to obtain the refractories in
the production of steel and cement (70–80% of world consumption) in electrical engineering,
agriculture, for wastewater treatment, and gas absorption. Magnesium oxide on the market
with a purity of at least 99 wt% has a high cost—up to $5000 per ton. At the same time,
it is obvious that for the competitiveness of the technology of RW solidification using the
MPP matrix, cheaper raw materials should be used; for example, so that the cost of MgO is
at the level of the cost of Portland cement ($300–400 per ton). For this reason, the aim of
the study was to find a cost-effective approach to synthesizing the MPP matrix through
the use of MgO with low production cost. In this regard, a natural mineral, serpentinite
(Mg3Si2O5(OH)4), which contains 32–38% of MgO [9], is of special interest. There are
various technologies for reprocessing of serpentinite, primarily methods using mineral
acids: sulfuric acid [10], nitric acid [9], and hydrochloric acid [11].

Earlier in [12], while testing several commercial MgO samples obtained from magne-
site, we recommended the use of MgO powder with an average particle size of about 50 µm,
which has a high degree of crystallinity (the average crystallite size is not less than 40 nm),
without impure readily soluble magnesium phases (first of all, magnesium hydroxide) to
obtain a homogeneous compound based on MPP matrix with a high compressive strength
(up to 15 MPa). The specific surface of the conditioned MgO powder was no higher than
7 m2/g [1]. It was also noted that the impurities in MgO of metal compounds, primarily
silicon, calcium, and iron, do not significantly influence the synthesis conditions and the
mechanical strength of the compound.

This article presents the results of studying the characteristics of MgO powder obtained
from serpentinite, as well as determination of composition, mechanical strength, and
hydrolytic stability of the prepared MPP matrix samples.

2. Materials and Methods

2.1. Obtaining MgO from Serpentinite

The flow chart for obtaining MgO from serpentinite is presented in Figure 1. In this
work, an average sample of serpentinite from the “Bedenskoye” deposit, having a compo-
sition presented in Table 1, was used as a source of magnesium oxide.
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Figure 1. Flow chart for obtaining MgO from serpentinite.

Table 1. Chemical composition of serpentinite.

Content MgO SiO2 Fe3O4 CaO NiO Al2O3 Cr2O3 MnO SO3 K2O Na2O LOI *

(wt%) 38.05 39.96 8.55 0.63 0.36 0.33 0.32 0.11 0.06 0.02 0.01 11.30

* Loss on Ignition.

Several repeated experiments were carried out to decompose serpentinite and remove
magnesium hydroxide. In each of them, 100 g of finely ground serpentinite powder (with
a grain boundary size d < 45 µm), obtained in a ball mill with ceramic balls, were placed
in a laboratory autoclave with a mechanical stirrer, and 650 g (520 mL) of circulating
solution containing 35% NaHSO4, up to 7% MgSO4 and up to 10% (NH4)2SO4 were added.
The mixture was stirred for 4 h at 120 ◦C. The obtained hot suspension was filtered under
reduced pressure created by a water-jet pump on a Buchner filter with a thermostatic shirt
at 95 ◦C to obtain filtrate No. 1, and then at the same temperature, the filter precipitate
was washed by 250 mL of hot deionized water. Filtrate No. 1 and wash water were
combined, and 912–925 g (730–740 mL) of mixed solution, containing no less than 3.4% of
Mg(II) and no more than 0.08% of Fe(II, III), were obtained in different experiments that
corresponded to the degree of magnesium removal—no less than 80%, and iron—up to
11.5%. The solution was placed in a cold-storage, where it was cooled to +4 ◦C and kept
there for 2 h. As a result, a suspension was obtained, which was filtered on a thermostatted
Buechner filter at 5 ◦C. Filtrate No. 2 (no more than 490 g with up to 0.5% magnesium
and 0.1% iron) and a glassy precipitate with a pale yellowish-pink color were obtained.
Chemical analysis of such precipitate (no less than 370 g), dried at 105 ◦C for 1 h until the
loss of more than 10% moisture, showed a magnesium content of 6.5% and a molar ratio of
Mg2+:NH4

+:SO4
2− = 1:2:2 that corresponded to the double salt—magnesium ammonium

sulfate (Boussingaultite). The iron content in the dry sediment did not exceed 0.06%.
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The precipitate was dissolved in 650 mL of hot deionized water (95 ◦C), and a 25%
ammonia solution (purity qualification “analytical grade”) was added to the obtained
solution up to pH of 8, and 2 g of ammonium carbonate, (NH4)2CO3 (“reagent grade”),
was also added. A hot suspension of light green color was obtained, which was placed in
an autoclave, in which the temperature was maintained at 95 ◦C. Air was passed through
the suspension, adjusting the outlet of gases from the autoclave so that an excess pressure
is created in it. The mixture was kept for 4 h with stirring. A light brown suspension was
discharged from the autoclave, which was filtered through hot thermostatted Buchner
filter with a water-jet pump using a filter with pore size 1–2.5 nm. The resulting filtrate No.
3 was again placed in an autoclave, previously washed with deionized water, and then
filtrate No. 3 was cooled to room temperature. 80 mL of the solution of 25% ammonia were
poured into the contents of the autoclave, and 45 g of ammonium carbonate were added.
The autoclave was closed, the temperature was raised up to 65 ◦C, and the mixture was
stirred under excess pressure for 4 h. A suspension of white color with a bluish sheen was
obtained, which was filtered through a thermostatted Buchner filter using a paper filter
with pore size 1–2.5 nm. Filtrate No. 4 and precipitate of magnesium hydroxide-carbonate
were obtained. The precipitate was dried at 120 ◦C and then subjected to preliminary
calcination at a temperature of 650 ◦C for 3 h.

Filtrate No. 2 was heated up to 50 ◦C, a 25% ammonia solution was added to it to pH 8,
and the mixture was stirred for 5 h on a magnetic stirrer with heating. A finely dispersed
light brown suspension was formed, which was separated in a laboratory centrifuge to
obtain a supernatant.

The supernatant and filtrate No. 4 were mixed, and the resulting solution was sub-
jected to vacuum evaporation on a Buchi R-124 rotary evaporator (Bunker Lake Blvd.,
Ramsey, MN, USA) at 85 ◦C and a pressure of 0.15 bar until a wet crystalline mass was
obtained. This mass was placed in a muffle furnace and first dried at 120 ◦C for 1 h; then
the temperature was raised to 310 ◦C and decomposition was carried out for another 7 h.
In repeated experiments, at least 335 g of precipitate were obtained, to which 320 mL
of deionized water and 5 g of ammonium sulfate were added after cooling. A recycled
solution was obtained with a content of at least 35% NaHSO4, up to 7% MgSO4, and up to
10% (NH4)2SO4, which was used to decompose the next portion of serpentinite.

In each of the consecutive carried out experiments, at least 30 g of the preproduct
was obtained. The samples of magnesium oxide obtained in the course of six successive
experiments were combined, and an average composition of precalcined magnesium oxide
was obtained, in which the content of iron and manganese oxides did not exceed 0.01 wt%.

2.2. Preparation of the MPP Matrix

The synthesis of the MPP matrix was carried out according to reaction (1) at the MgO:
H2O:KH2PO4 weight ratio of 1:2:3. Previously in studies [1,13–16], it was shown that to
reduce the rate of reaction (1) and, accordingly, to ensure a technologically acceptable
setting time of the mixture for the purpose of high-quality mixing and tight packing of
the resulting mixture into containers for subsequent storage, MgO powder should be used
after preliminary heat treatment at 1300–1500 ◦C. Thus, MgO obtained from serpentinite
in accordance with the method in Section 2.1 and precalcined at temperatures of 1300 ◦C
for 3 h (hereinafter referred to as calcined MgO) in a muffle furnace (SNOL 30/1300,
AB UMEGA GROUP, Utena, Lithuania) and KH2PO4 (“Rushim” LLC, Moscow, Russia)
crushed to a particle size of 0.15–0.25 mm were used for synthesis of MPP matrix. The excess
of MgO in relation to the stoichiometry of reaction (1) was 10 wt% [1]. To decrease the rate
of reaction (1), boric acid was added to the initial mixture in an amount corresponding to
its 1.5 wt% content in the sample. The obtained mixture was placed in PTFE molds.

Cubic samples of the MPP matrix with dimensions of 2 × 2 × 2 cm3 were prepared
and kept for at least 15 days to cure at ambient atmospheric conditions.
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2.3. Investigation of MgO and MPP Matrix Samples

The phase composition of MgO and MPP matrix samples was determined by X-ray
diffraction (XRD) method using an Ultima-IV X-ray diffractometer (Rigaku, Tokyo, Japan).
The XRD data were interpreted using the Jade 6.5 software package (MDI, Livermore,
CA, USA) with PDF-2 powder database. The average crystallite size of the studied MgO
samples was calculated by the Scherrer [12]. The composition of MgO was determined
using the Rietveld method [17], with a PROFEX GUI software package for BGMN [18].

The microstructure of MgO and MPP matrix samples was investigated by the scanning
electron microscopy (SEM) using a JSM-6700F (Jeol, Tokyo, Japan) and Vega 3 (Tescan, Brno,
Czech Republic) microscopes; the electron probe microanalysis of the samples was per-
formed by energy-dispersive X-ray spectroscopy (EDS) using an X-ACT analyzer (Oxford
Inst., High Wycombe, UK).

The elemental composition of MgO powder was studied using an Axious Advanced
PW 4400/04 X-ray fluorescence (XRF) spectrometer (PANalytical B.V., Almelo, Nether-
lands).

Adsorption measurements of MgO powder samples were carried out in an ASAP 2000
automatic sorbtometer (Micromeritics, Norcross, GA, USA); the specific surface area was
calculated using the Micromeritics software package.

The particle size distribution of MgO samples was determined using a SALD-7500
nano laser diffraction granulometer (Shimadzu, Kyoto, Japan), including the use of 60 W
ultrasound for 5 min.

The compressive strength of MPP matrix samples was determined using a Cybertronic
500/50 kN test machine (Testing Bluhm & Feuerherdt GmbH, Germany). At least three
compound samples were used in experiment.

The hydrolytic stability of MPP matrix samples was determined in accordance with
the semi-dynamic standard test GOST R 52126-2003 [19]. Before leaching, monolithic
cubic samples were immersed in ethanol for 5–7 s, then the samples were dried in air for
30 min. Next, the samples were placed in a PTFE container, and double-distilled water
was poured in as a leaching agent (pH 6.6 ± 0.1, volume 100 mL), which was replaced
at regular time intervals. The samples were removed from the container at the set time,
washed with double-distilled water (volume 100 mL), and combined with the leachate,
and the content of the matrix components in the solutions after leaching was determined
by ICP–AES (iCAP-6500 Duo, Thermo Scientific, Waltham, MA, USA). The calculations of
the differential leaching rate LRdif (g/(cm2·day)) of the matrix components from samples
were made according to Equation (2).

LR =
c ·V

S ·f ·t , (2)

where c—element concentration in solution after leaching, g/L; V—the volume of leaching
agent, L; S—the open geometric surface area of the monolithic samples, cm2; f—element
content in matrix, g/g; and t—leaching time, days (for calculating the differential leaching
rate t—duration of the n-th leaching period between shifts of contact solution).

Leaching mechanism of MPP matrix components was assessed according to a de Groot
and van der Sloot model [20], which can be presented as Equation (3), where values of the
coefficient A (slope of the line) correspond to the following mechanisms: <0.35—surface
wash-off (or a depletion if it is found in the middle or at the end of the test); 0.35–0.65—
diffusion transport; and >0.65—surface dissolution [21]. The calculation of Bi was carried
out according to Equation (4).

log(Bi) = A log(tn) + const (3)

Bi = An·
V
S
·

√
tn

(√
tn −

√
tn−1

) (4)
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3. Results and Discussion

3.1. Features of the Obtaining Process of MgO from Serpentinite

The advantage of the bisulfate method of serpentinite reprocessing provides the
possibility of creating a closed-loop technological process, where all reagents are recovered.
This process was first proposed in [22]. In contrast to the complex chemical formulas used
in this work, we introduced simplifications that make it possible to better understand the
discussed cyclic process. If we present the formula of serpentinite in the form of a ratio of
the main macrocomponents, oxides of magnesium, silicon, and iron, in accordance with
the composition presented in Table 1, then the process of decomposition of serpentinite
with ammonium bisulfate can be presented as reaction (5).

3 MgO × 2 SiO2 × 0.04 Fe3O4 + 6.4 NH4HSO4 → 2 SiO2 × H2O↓+ 3 Mg(NH4)2(SO4)2+
0.08 FeNH4(SO4)2 + 0.08 Fe(NH4)2(SO4)2 + H2O + 0.08 (NH4)2SO4

(5)

In reaction (5), in contrast to [22], it was taken into account that in concentrated solu-
tions containing sulfate and ammonium, Mg (II) sulfate and Fe (II) and Fe (III) sulfates form
double salts with ammonium sulfate [23,24]. From the mixture obtained in accordance with
reaction (5), it is possible to separate the silicic acid phase (as well as the undecomposed
part of serpentinite, which takes place under the usually used real conditions), but this
separation is possible only at elevated temperature, since the solubility of double magne-
sium sulfate and ammonium decreases sharply with temperature decreasing. Therefore,
the separation in the work presented by us is carried out at temperatures above 90 ◦C. In
this case, a simple cooling operation allows most of the magnesium to be removed from
the system in the form of Boussingaultite, reaction (6).

3 Mg(NH4)2(SO4)2 + 18 H2O→ 3 Mg(NH4)2(SO4)2 × 6H2O↓ (6)

This process, similar to recrystallization, significantly reduces the problems of further pu-
rification of the magnesium product. However, it should be taken into account that all Tutton
salts (double sulfates formed by two and singly charged cations) with a monoclinic crystal
structure are capable of cocrystallization; therefore, Mohr’s salt Fe (Fe(NH4)2(SO4)2 × 6H2O),
like a similar manganese salt, can pollute the Boussingaultite. That is why at the stage of
purification of a magnesium compound not an ammonia solution is used, but a mixture of an
ammonia solution and ammonium carbonate, since it is impossible to achieve quantitative
precipitation of manganese hydroxide at pH 8. Within the framework of the processes pre-
sented for macrocomponents, the purification of double magnesium and ammonium sulfate
from iron occurs in the following simple way, reaction (7).

0.08 Fe(NH4)2(SO4)2 + 0.16 NH4OH + 0.04 H2O + 0.02 O2 → 0.08 Fe(OH)3↓ + 0.16 (NH4)2SO4 (7)

The Fe (III) double salt (ferric ammonium alum) predominantly remains in the filtrate
after the Boussingaultite is separated. The filtrate is purified from iron by the reaction (8).

0.08 FeNH4(SO4)2 + 0.24 NH4OH→ 0.08 Fe(OH)3↓+ 0.16 (NH4)2SO4 (8)

A very important problem is the problem of magnesium precipitation from double
ammonium magnesium sulfate. Magnesium hydroxide is practically impossible to quan-
titatively precipitate with just ammonia from solutions containing excessive amounts of
ammonium sulfate. We used the process of precipitation of a hydroxide-carbonate complex,
similar to the analogous process in [22], according to reaction (9).

3 Mg(NH4)2(SO4)2 + 3 NH4OH + 1.5 (NH4)2CO3 → 1.5 (MgOH)2CO3↓ + 6 (NH4)2SO4 (9)

92



Appl. Sci. 2021, 11, 220

Reactions (5), (7)–(9) give a total of 6.4 mol of ammonium sulfate. Removal in solid form
by evaporation and subsequent heat treatment of ammonium sulfate leads to the production
of all reagents necessary for the implementation of the cyclic process, reaction (10).

6.4 (NH4)2SO4 → 6.4 NH4HSO4 + 6.4 NH3 (10)

In particular, when this amount of ammonia is dissolved, 6.4 mol of its aqueous
solution can be obtained, of which 3.4 mol isfor carrying out reactions (7)–(9), as well as
3 mol for obtaining 1.5 mol of (NH4)2CO3 for reaction (9). A real technological process
can also be closed in terms of carbon dioxide, which is released during the calcination of
magnesium hydroxide-carbonate obtained in accordance with reaction (9).

While carrying out sequentially repeated laboratory experiments, as can be seen from
the description in Section 2.1, a closed process for ammonium bisulfate was carried out.
To standardize the conditions for laboratory experiments, the collection of gas components
and recuperation of ammonia solution on a small scale were not carried out.

According to our estimates, the cost of the enlarged proposed process for the produc-
tion of MgO from serpentinite should not exceed $400 per ton, which corresponds to the
cost of Portland cement.

3.2. Effect of Calcination of MgO Powder

The obtained X-ray diffraction patterns of MgO powder samples are shown in Figure 2.
It was established that the dominant phase in the studied samples is the target phase
with the periclase structure, which is identified by the reflexes 2.43, 2.11, and 1.49 Å
(Figure 2). The average crystallite size of MgO and calcined MgO was 40 and 62 nm,
respectively, which corresponds to the requirements [12]. It should be noted that MgO
samples prepared by high-temperature processing do not contain an impurity (Figure 2b)
of Mg(OH)2 (brucite) and Mg5(CO3)4(OH)2 × 4H2O (hydromagnesite), which present in
amounts about 21 and about 7 wt%, respectively, in the initial MgO sample (Figure 2a).
It was previously noted that the presence of such phases in MgO during the synthesis of
the MPP matrix is extremely undesirable, because it leads to an unacceptable increase in
the rate of reaction (1) and produces an inhomogeneous compound with low strength.

Figure 2. X-ray diffraction patterns of MgO (a) and calcined MgO (b). 1—MgO (periclase); 2—
Mg(OH)2 (brucite), 3—Mg5(CO3)4(OH)2 × 4H2O (hydromagnesite).

According to XRF analysis, the calcined sample of magnesium oxide contains 0.22 wt%
impurities (Table 2), that corresponds to the chemical purity of reagent “analytical grade”
in accordance with Russian standard [25].
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Table 2. Chemical composition of calcined MgO.

Component Content (wt%)
MgO Impurities

99.78 SiO2—0.10; CaO—0.08;
Fe2O3—0.01; MnO—0.02; P2O5—0.01

When studying the morphology of MgO powder particles, it was found that the
initial sample consists of particles of irregular shape with a size of several to tens of µm
(Figure 3a), and the surface structure of this powder presents staggered flake layer, which is
typical of Mg(OH)2 (Figure 3b). The morphology of MgO changed from a flake appearance
into cubic crystals (Figure 3c) after its calcination; the discovered effect was previously also
observed in [16].

Figure 3. Scanning electron microscope (SEM) images of MgO (a,b) and calcined MgO (c).

The obtained data on the granulometric composition of MgO powders are presented
in Figure 4 and in Table 3. The distribution of particle agglomerates by size of the initial
and calcined powder can be characterized as monomodal with a value of about 55 µm and
a complication in the region of small sizes with values less than 1 µm (Figure 4a) and less
than 3 µm (Figure 4c), respectively. The effect of ultrasound on MgO samples leads to the
destruction of large agglomerates. For example, as a result of the influence of ultrasound on
the initial powder, about 56% of the particles acquire a size of less than 8 µm (Figure 4a,b),
and in the case of a calcined powder, about 79%—less than 31 µm (Figure 4c,d). It is noted
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that, in general, calcination leads to partial agglomeration of MgO particles, for example,
to an increase of the number of aggregates with a size of about 100 µm (Figure 4d).

Figure 4. Size distribution of MgO (a,b) and calcined MgO (c,d) (dashed curve—size distribution after the effects of
ultrasound on powders).

Table 3. The results of granulometric analysis of MgO.

Sample
Mode
(µm)

Median
(µm)

>90%
(µm)

<0.1 µm <1 µm <10 µm <100 m

MgO 54.92 37.09 87.51 0.99% 8.04% 18.20% 98.12%
Calcined

MgO 54.92 38.92 110.47 0.71% 3.51% 19.77% 92.35%

MgO * 7.58 6.81 19.26 no 3.70% 74.13% 100%
Calcined
MgO * 30.68 10.58 43.51 4.73% 14.64% 50.32% 100%

* After exposure by ultrasound on powders.

It was found that the initial MgO powder has a large specific surface area (64.5 m2/g),
apparently due to the flake layer structure. In this case, as a result of calcining MgO powder
at 1300 ◦C for 3 h, the specific surface area of magnesium oxide decreases to 5.4 m2/g,
which corresponds to the previously obtained data [1].

3.3. Study of the Obtained Samples of the MPP Matrix

For the synthesis of the MPP matrix, we used a precalcined MgO powder, the charac-
teristics of which are given in the previous Section. When studying the phase composition
of the synthesized samples of the MPP matrix, it was found that their main crystalline
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phase is the target phase MgKPO4 × 6H2O, which is an analog of K-struvite [6] with main
reflections at 5.86; 5.56; 5.40; 4.25; 4.13 Å etc.) (Figure 5). The samples also contain phase
of MgO (periclase), which is associated with the excess of the used MgO in relation to the
stoichiometry of reaction (1).

Figure 5. X-ray diffraction pattern of the magnesium potassium phosphate (MPP) matrix. 1—
MgKPO4 × 6H2O (K-struvite); 2—MgO (periclase).

The SEM micrograph of the surface of the MPP compound is shown in Figure 5.
The elemental composition of the predominant phases in the compound sample includes
matrix components of the basic composition MgKPO4 × 6H2O with insignificant variations
in the Mg/K ratio, as we noted earlier in [1]. Open pores with a linear size of about 100 µm
are also observed (Figure 6).

Figure 6. SEM image of the MPP matrix.

The compressive strength of the MPP matrix obtained using MgO after calcining at
1300 ◦C for 3 h was 6.19 ± 0.45 MPa, which meets the regulatory requirements for a cement
compound: no less than 4.9 MPa [26].

The determination results of hydrolytic stability of MPP compound to the leaching of
matrix-forming components are shown in Figure 7a,b. Data in Figure 7a shows that the
differential leaching rate of magnesium, potassium, and phosphorus from the compound on the
91st day of contact of the sample with water is 1.6× 10−5, 4.7 × 10−4 8.9 × 10−5 g/(cm2 day),
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respectively. It was found that the leaching of the matrix-forming elements for 91 days
of contact of the sample with water is controlled by various mechanisms. Leaching of
potassium and phosphorus from the MPP matrix in the first seven days occurs due to
its wash-off of from the surface of the compound, followed by depletion of the surface
layer (Figure 7b, coefficients A in Equation (3) are for potassium −0.43 and 0.17, and for
phosphorus −0.50, 0.04, and −0.66). Leaching of magnesium in the first 10 days occurs
due to its wash-off of from the surface of the compound, and in the next 81 days due to
diffusion from its inner layers (Figure 7b, −0.81 and 0.48). The obtained results on the
hydrolytic stability (rate and mechanism of leaching) of the MPP matrix obtained using
MgO obtained from serpentinite are consistent with the previously obtained data for the
MPP matrix obtained from commercial MgO [1].

Figure 7. Kinetic curve of the leaching rate (a) and logarithmic dependence of the release (b) of the
matrix components from the MPP matrix.

4. Conclusions

The applicability of MgO obtained during the reprocessing of widely available mineral
raw materials—serpentinite by almost waste-free and economically profitable way for the
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synthesis of the MPP matrix was established. The characteristics of the obtained matrix
correspond to the requirements for the material for RW immobilization and for preventing
of release of highly toxic radionuclides into the environment.

Author Contributions: Conceptualization: S.A.K., S.E.V., and R.K.K.; methodology: S.A.K., S.E.V.,
N.S.V., and R.K.K.; validation: S.A.K., S.E.V., and N.S.V.; formal analysis: S.A.K., K.Y.B., and S.E.V.;
investigation: S.A.K., N.S.V., K.Y.B., and R.K.D.; resources: R.K.D.; writing—original draft prepara-
tion: S.A.K., S.E.V., and R.K.K.; writing—review and editing: M.A.K. and B.F.M.; supervision: S.E.V.,
R.K.K., M.A.K., and B.F.M.; project administration: S.E.V.; funding acquisition: S.E.V. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was funded by the GEOKHI RAS state assignment (0137-2019-0022).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data sharing not applicable.

Acknowledgments: The authors thank V.V. Krupskaya and I.A. Morozov (Lomonosov Moscow State
University; Institute of Geology of Ore Deposits, Petrography, Mineralogy, and Geochemistry of
Russian Academy of Sciences) for the opportunity provided to use Ultima-IV X-ray diffractometer
(Rigaku) and I.N. Gromyak (Laboratory of Methods for Investigation and Analysis of Substances
and Materials, GEOKHI RAS) for performing the ICP-AES analysis.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript;
or in the decision to publish the results.

References

1. Vinokurov, S.E.; Kulikova, S.A.; Krupskaya, V.V.; Myasoedov, B.F. Magnesium potassium phosphate compound for radioactive
waste immobilization: Phase composition, structure, and physicochemical and hydrolytic durability. Radiochemistry 2018, 60,
70–78. [CrossRef]

2. Vinokurov, S.E.; Kulikova, S.A.; Myasoedov, B.F. Solidification of high level waste using magnesium potassium phosphate
compound. Nucl. Eng. Technol. 2019, 51, 755–760. [CrossRef]

3. Kulikova, S.A.; Vinokurov, S.E. The influence of zeolite (Sokyrnytsya deposit) on the physical and chemical resistance of
a magnesium potassium phosphate compound for the immobilization of high-level waste. Molecules 2019, 24, 3421. [CrossRef]
[PubMed]

4. Dmitrieva, A.V.; Kalenova, M.Y.; Kulikova, S.A.; Kuznetsov, I.V.; Koshcheev, A.M.; Vinokurov, S.E. Magnesium-potassium
phosphate matrix for immobilization of 14C. Russ. J. Appl. Chem. 2018, 91, 641–646. [CrossRef]

5. Kulikova, S.A.; Belova, K.Y.; Tyupina, E.A.; Vinokurov, S.E. Conditioning of spent electrolyte surrogate LiCl-KCl-CsCl using
magnesium potassium phosphate compound. Energies 2020, 13, 1963. [CrossRef]

6. Graeser, S.; Postl, W.; Bojar, H.-P.; Berlepsch, P.; Armbruster, T.; Raber, T.; Ettinger, K.; Walter, F. Struvite-(K), KMgPO4·6H2O, the
potassium equivalent of struvite—A new mineral. Eur. J. Miner. 2008, 20, 629–633. [CrossRef]

7. Sasaki, K.; Moriyama, S. Effect of calcination temperature for magnesite on interaction of MgO-rich phases with boric acid. Ceram.

Int. 2014, 40, 1651–1660. [CrossRef]
8. Yu, J.; Qian, J.; Wang, F.; Li, Z.; Jia, X. Preparation and properties of a magnesium phosphate cement with dolomite. Cem. Concr.

Res. 2020, 138, 106235. [CrossRef]
9. Sirota, V.; Selemenev, V.; Kovaleva, M.; Pavlenko, I.; Mamunin, K.; Dokalov, V.; Yapryntsev, M. Preparation of crystalline Mg(OH)2

nanopowder from serpentinite mineral. Int. J. Min. Sci. Technol. 2018, 28, 499–503. [CrossRef]
10. Zhao, Q.; Liu, C.-J.; Jiang, M.-F.; Saxén, H.; Zevenhoven, R. Preparation of magnesium hydroxide from serpentinite by sulfuric

acid leaching for CO2 mineral carbonation. Miner. Eng. 2015, 79, 116–124. [CrossRef]
11. Teir, S.; Kuusik, R.; Fogelholm, C.-J.; Zevenhoven, R. Production of magnesium carbonates from serpentinite for long-term storage

of CO2. Int. J. Miner. Process. 2007, 85, 1–15. [CrossRef]
12. Vinokurov, S.E.; Kulikova, S.A.; Krupskaya, V.V.; Tyupina, E.A. Effect of characteristics of magnesium oxide powder on

composition and strength of magnesium potassium phosphate compound for solidifying radioactive waste. Russ. J. Appl. Chem.

2019, 92, 490–497. [CrossRef]
13. Wagh, A.S. Chemically Bonded Phosphate Ceramics: Twenty-First Century Materials with Diverse Application, 2nd ed.; Elsevier:

Amsterdam, The Netherlands, 2016; pp. 1–422.
14. Tan, Y.; Yu, H.; Li, Y.; Wu, C.; Dong, J.; Wen, J. Magnesium potassium phosphate cement prepared by the byproduct of magnesium

oxide after producing Li2CO3 from salt lakes. Ceram. Int. 2014, 40, 13543–13551. [CrossRef]

98



Appl. Sci. 2021, 11, 220

15. Viani, A.; Sotiriadis, K.; Šašek, P.; Appavou, M.-S. Evolution of microstructure and performance in magnesium potassium
phosphate ceramics: Role of sintering temperature of MgO powder. Ceram. Int. 2016, 42, 16310–16316. [CrossRef]

16. Dong, J.; Yu, H.; Xiao, X.; Li, Y.; Wu, C.; Wen, J.; Tan, Y.; Chang, C.; Zheng, W. Effects of calcination temperature of boron-
containing magnesium oxide raw materials on properties of magnesium phosphate cement as a biomaterial. J. Wuhan Univ.

Technol. Sci. Ed. 2016, 31, 671–676. [CrossRef]
17. Post, J.E.; Bish, D.L. Rietveld refinement of crystal structures using powder X-ray diffraction data. In Modern Powder Diffraction,

Reviews in Mineralogy; MSA: Washington, DC, USA, 1989; pp. 277–308.
18. Döbelin, N.; Kleeberg, R. Profex: A graphical user interface for the Rietveld refinement program BGMN. J. Appl. Crystallogr. 2015,

48, 1573–1580. [CrossRef] [PubMed]
19. Russian Federation. Radioactive Waste. Long Time Leach Testing of Solidified Radioactive Waste Forms; GOST R 52126-2003; Standard-

inform: Moscow, Russia, 2003; pp. 1–8.
20. De Groot, G.; van der Sloot, H. Determination of leaching characteristics of waste materials leading to environmental product

certification. In Stabilization and Solidification of Hazardous, Radioactive, and Mixed Wastes; Gilliam, T., Wiles, C., Eds.; ASTM
International: West Conshohocken, PA, USA, 1992; Volume 2, pp. 149–170.

21. Torras, J.; Buj, I.; Rovira, M.; de Pablo, J. Semi-dynamic leaching tests of nickel containing wastes stabilized/solidified with
magnesium potassium phosphate cements. J. Hazard. Mater. 2011, 186, 1954–1960. [CrossRef] [PubMed]

22. Pundsack, F.L. Recovery of Silica, Iron Oxide and Magnesium Carbonate from the Treatment of Serpentine with Ammonium
Bisulfate. U.S. Patent 3,338,667, 29 August 1967.

23. Khamizov, R.K.; Zaitsev, V.A.; Gruzdeva, A.N.; Krachak, A.N.; Rarova, I.G.; Vlasovskikh, N.S.; Moroshkina, L.P. Feasibility of
acid–salt processing of alumina-containing raw materials in a closed-loop process. Russ. J. Appl. Chem. 2020, 93, 1059–1067.
[CrossRef]

24. Nduagu, E.; Highfield, J.; Chen, J.; Zevenhoven, R. Mechanisms of serpentine–ammonium sulfate reactions: Towards higher
efficiencies in flux recovery and Mg extraction for CO2 mineral sequestration. RSC Adv. 2014, 4, 64494–64505. [CrossRef]

25. Russian Federation. Reagents. Magnesium oxide. Specifications; GOST 4526-75; Standardinform: Moscow, Russia, 1975; pp. 1–11.
26. Russian Federation. Collection, processing, storage and conditioning of liquid radioactive waste. Safety requirements. In Federal

Norms and Rules in the Field of Atomic Energy Use; NP-019-15; Rostekhnadzor: Moscow, Russia, 2015; pp. 1–22.

99





applied  
sciences

Article

Electrochemical Determination of Lead Using A Composite
Sensor Obtained from Low-Cost Green Materials:Graphite/Cork

Iasmin B. Silva 1, Danyelle Medeiros de Araújo 2, Marco Vocciante 3 , Sergio Ferro 4,* ,

Carlos A. Martínez-Huitle 1,* and Elisama V. Dos Santos 1,*

����������
�������

Citation: Silva, I.B.; de Araújo, D.M.;

Vocciante, M.; Ferro, S.;

Martínez-Huitle, C.A.; Dos Santos,

E.V. Electrochemical Determination of

Lead Using A Composite Sensor

Obtained from Low-Cost Green

Materials:Graphite/Cork. Appl. Sci.

2021, 11, 2355. https://doi.org/

10.3390/app11052355

Academic Editor: Fethi Bedioui

Received: 13 January 2021

Accepted: 1 March 2021

Published: 6 March 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Laboratório de Eletroquímica Ambiental e Aplicada, Instituto de Química, Universidade Federal do Rio
Grande do Norte, Lagoa Nova, Natal 59072-900, Brazil; iasminbds@gmail.com

2 Laboratório de Eletroquímica e Química Analítica, Departamento de Química, Universidade do Estado do
Rio Grande do Norte, Mossoró 59610-210, Brazil; danyellearaujo@uern.br

3 Department of Chemistry and Industrial Chemistry, University of Genova, 16124 Genova, Italy;
marco.vocciante@unige.it

4 Ecas4 Australia Pty Ltd., Mile End South 5031, Australia
* Correspondence: sergio@ecas4.com.au (S.F.); carlosmh@quimica.ufrn.br (C.A.M.-H.);

elisamavieira@ect.ufrn.br (E.V.D.S.)

Abstract: The purpose of this study was to develop an inexpensive, simple, and highly selective
cork-modified carbon paste electrode for the determination of Pb(II) by differential pulse anodic
stripping voltammetry (DPASV) and square-wave anodic stripping voltammetry (SWASV). Among
the cork–graphite electrodes investigated, the one containing 70% w/w carbon showed the highest
sensitivity for the determination of Pb(II) in aqueous solutions. Under SWASV conditions, its linear
range and relative standard deviation are equal to 1–25 µM and 1.4%, respectively; the limit of
detection complies with the value recommended by the World Health Organization. To optimize
the operating conditions, the selectivity and accuracy of the analysis were further investigated by
SWASV in acidic media. Finally, the electrode was successfully applied for the determination of Pb(II)
in natural water samples, proving to be a sensitive electrochemical sensor that meets the stringent
environmental control requirements.

Keywords: cork–graphite electrode; electrochemistry; lead; environmental application

1. Introduction

Lead is a highly toxic heavy metal that causes serious environmental problems due to
its non-biodegradability. It is commonly released into the environment because of mining
activities, natural processes, and the development of new technological devices [1,2], being
frequently used by the automotive, plastics, paints, and ceramics industries for its corrosion
resistance [3].

Since the nitrate and chloride salts of lead show excellent solubility in water [4,5], lead
is normally present in soil and aquatic ecosystems in ionic form, as Pb(II). According to
the World Health Organization (WHO), a Pb(II) concentration as low as 0.24 µmol L−1 can
cause decreased intelligence in children, behavioral difficulties, and learning problems. For
this reason, the concentration of lead in water and soils should always be below the WHO
limit and, consequently, must be monitored.

Nowadays, several analytical methods are employed for lead detection, such as
spectroscopy [6], optical colorimetry [7], inductively coupled plasma mass spectrometry
(ICP-MS) [8], atomic absorption spectrometry (AAS) [9], and fluorescence spectrometry [10].
However, these analytical methods are expensive (they require trained operators, complex
equipment, solvents or gases, and so on) and, in some cases, sample preparation procedures
are required. In this context, electrochemical techniques have been investigated because of
their significant advantages such as simplicity of operation, high sensitivity, low cost, and
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easy handling [11–15]. In general, electrochemical sensors are rapid, portable, inexpensive,
and highly sensitive and offer a low limit of detection, good reproducibility, good signal-to-
noise ratio, and selective detection [12]. Consequently, electrochemical sensors have been
applied for the determination of heavy metals in the environment, industrial products,
food matrices, electronic waste, and clinical materials [16–18].

Among the electrochemical sensors used, graphite-modified electrodes have been
extensively developed due to their higher selectivity, sensitivity, high specific area, unique
electrical conductivity, self-assembly behavior, mechanical flexibility, extreme resistance to
oxidation, natural origin, and low cost [19–22]. However, these properties can be improved
by including other modifiers in their composition.

Recently, cork has emerged as a promising low-cost and efficient green material for
various environmental applications (e.g., compound detection [13,23,24], soil and water
remediation [25,26]). Cork is a natural organic polymeric material, which has modest
electrical, magnetic, and optical properties and exhibits self-cleaning behavior and antibac-
terial activity. For raw cork (RAC), electrical conductivity (σ) values of approximately
1.2 × 10−10 and 1.67 × 10−13 S m−1 were registered at 25 and 50 ◦C, respectively [27].
Based on the existing literature, two types of cork are often used: raw cork (RAC) and
regranulated cork (RGC). Their differences are mainly due to their composition, which
depends on the thermal pretreatment applied to RAC to produce RGC.

In the present communication, cork–graphite composite electrodes to be used as
electrochemical sensors for the detection of lead ions are discussed. The effects of the cork
composition, the cork–graphite ratio, and the supporting electrolyte for detecting Pb(II)
were investigated. The performance in Pb(II) detection of two voltammetric techniques
(differential pulse adsorptive stripping voltammetry (DPASV) and square-wave adsorptive
stripping voltammetry (SWASV)) was also evaluated. Finally, the applicability of the
cork–graphite voltammetric device was successfully demonstrated by detecting Pb(II) in
real water matrixes (groundwater, tap water, and “produced water”) as well as verifying
the selectivity, repeatability, reproducibility, and stability of the sensors.

2. Materials and Methods

The highest quality commercially available chemicals were used. Graphite powder
and Pb(NO3)2 were sourced from Sigma (Brazil); the former was used without further
purification. Acetate buffer, NaNO3, CdCl2, H2SO4, NaCl, FeCl2, KCl, CaCl2, MgSO4,
ZnCl2, AlCl3, and MnSO4 were sourced from Merck (Brazil). The raw cork (RAC) used
in the experimental studies was provided by Corticeira Amorim S.G.P.S., S.A. (Portugal);
the granules were washed twice with distilled water in cycles of 2 h at 60 ◦C to remove
impurities and other water-extractable components that could interfere with the electro-
chemical analysis. Before use, the RAC was dried at 60 ◦C in an oven for 24 h [23]. Aqueous
solutions were prepared using ultrapure water obtained from a Millipore Milli-Q direct-0.3
purification system.

2.1. Preparation of Cork-Modified Electrodes

The RAC granules were reduced in size using a ball mill and sieved to obtain the
finest fractions. The fraction below 150 µm (designated as RAC powder) was selected for
use in this work. The cork–graphite composite sensor (working electrode) was prepared
by mechanical homogenization of RAC and graphite (Gr) in different proportions (10:90,
70:30, and 90:10 %w/w), using 0.3 mL of paraffin oil as a binder and mixing everything in
an agate mortar for about 30 minutes, as previously reported [23]. The paste was packed
in a polypropylene nozzle (model K31-200Y) used as a support, and the sensor surface
was smoothed over a tissue paper. Before use, the sensor was electroactivated by cyclic
voltammetry between −1.1 and 0 V (scan rate: 100 mV s−1) in 0.5 M H2SO4. The different
sensors are referred to as GrRAC-X, where X is the amount of cork (RAC) expressed as
%w/w. The unmodified graphite sensor (Gr) was prepared as described for the GrRAC-X
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sensors, but in the absence of RAC powder. Electrode stability was also determined by
repetitive determinations of Pb (25 µM) in 0.5 M H2SO4.

2.2. Electrochemical Measurements

The electrochemical tests were performed using an Autolab PGSTAT302N (Metrohm)
controlled with NOVA 1.8 software, and a three-electrode cell including an Ag/AgCl (3.0 M
KCl) reference electrode, a Pt wire auxiliary electrode, and one of the cork–graphite sensors
(GrRAC) as the working electrode (geometrical area of approximately 0.45 mm2). Differ-
ential pulse anodic stripping voltammetry (DPASV) measurements were performed with
different concentrations of Pb(II) ions in acetate buffer solutions (pH 4.5), 0.5 M NaNO3, and
0.5 M H2SO4. The accumulation of Pb(II) ions on the surface of the composite sensor was
achieved by applying a potential of −1.2 V (vs. Ag/AgCl) for different preconcentration
times (40, 70, 100, 130, and 160 s), during which the stirring conditions were kept constant
for 30, 60, 90, 120, and 150 s; the remaining 10 s were considered as an equilibration time,
without stirring. Subsequently, the anodic stripping scan was performed at 50 mV s−1,
with a modulation amplitude of +0.05 V, and a modulation time of 0.04 s. Square-wave
anodic stripping voltammetry (SWASV) measurements were performed in 0.5 M H2SO4.
In this case, a preconcentration potential of −1.2 V was applied to the working electrode
for 120 s under continuous magnetic stirring, with a scanning frequency of 80 Hz, an am-
plitude of 50 mV, and a step potential of 5 mV. All electrochemical studies were conducted
without deaerating and performed at room temperature (25 ± 2 ◦C). Each measurement
was performed in triplicate, and obtained data were subjected to statistical analysis and
reported as mean ± standard deviation (SD). For the determination of Pb(II) in different
water matrices (tap water, groundwater, and produced water), the water samples were
spiked with a known quantity of a standard solution of Pb(II) and the determination of
Pb(II) was performed using the standard addition method.

3. Results and Discussion

3.1. Effect of the Supporting Electrolyte

In order to evaluate the voltammetric response of the proposed modified sensor, the
quantification of Pb(II) was carried out in different supporting electrolytes. Figure 1a–c
show the DPASV response for the determination of Pb(II) using a GrRAC-70% sensor
(this composition was selected for preliminary analysis based on the results reported in
the literature) from solutions of 0.1 M acetate buffer (pH 4.5), 0.5 M NaNO3, and 0.5 M
H2SO4, respectively, using a preconcentration time of 30 s. The sulfuric acid solution
proved to be the most suitable electrolytic solution because it provided a well-defined
voltammetric signal and the response increased linearly without significant deviations
(Figure 1). The limit of detection (LOD), for each of the supporting electrolytes used, was
estimated by the equation LOD = 3 × Sy/x/b, where Sy/x is the residual standard deviation
and b is the slope of the calibration plot, in accordance with IUPAC recommendations of
the mean value for samples analyzed in triplicate. This approach allows the control of
both false positive and negative errors (α = β = 0.05), as recommended by IUPAC [28,29],
and has been confirmed and recommended by experts in the field [30,31]. For the 0.1 M
acetate buffer solution, no significant current response was obtained, resulting in an LOD
of 4.8 µM; a similar outcome was obtained in 0.01 M acetate buffer solution, where an LOD
of approximately 3.2 µM confirmed the poor performance of the sensor in acetate buffer
solutions. Conversely, the analytical approach significantly improved when 0.5 M NaNO3
and 0.5 M H2SO4 solutions were used, which resulted in LOD values of 2.8 (Figure 1b) and
1.6 µM (Figure 1c). Comparing the values obtained with an unmodified graphite electrode
and with the modified cork–graphite electrodes in H2SO4, the LOD is 3 times higher on
graphite (≈4.8 µM) than that obtained with the GrRAC-70% electrode. The best result
obtained using the composite material shows that the cork–graphite mixture is able to
influence the intensity of the current signals.
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a 

b 

c 

Figure 1. DPASV curves recorded for different concentrations of Pb(II) in (a) 0.1 M acetate buffer
(pH 4.5), (b) 0.5 M NaNO3, and (c) 0.5 M H2SO4. Lead concentrations: (a) 0, (b) 1.2, (c) 2.4, (d) 4.8,
(e) 7.1, (f) 9.5, (g) 11.8, (h) 14.0, (i) 16.3, (j) 18.6, (k) 20.8, (l) 25 µM. Inserts: plots of the electrochemical
response, in terms of current, as a function of the lead concentration.
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According to the literature [32], cork has a great adsorption capacity, which is assumed
to occur through a so-called biosorption mechanism consisting of an initial physical adsorp-
tion (rapid metal uptake) and then a slower chemisorption. The biosorption mechanism is
the result of several kinds of interactions, such as complexation, coordination, chelation,
ion exchange, inorganic microprecipitation, and hydrolysis products of metal ions; in the
case of metal ion biosorption, ion exchange is usually the main mechanism. Hence, the
type of cork, the pH conditions, and the contact time determine the interactions that can
occur between the target compound and the cork surface. Depending on the cork used,
specific active sites may predominate in its surface composition (phenolic, carboxylic,
sulfonic, phosphate, and amino groups as well as coordination sites), in addition to the
cork surface charge depending on pH conditions [33]. It is also important to consider that
carbonaceous materials have micropores and mesopores, the accessibility of which will be
increased following the inclusion of cork as a surface modifier. Thus, an improvement in
voltammetric current signals can be achieved. Another important feature to consider is
that the surface morphology of GrRAC-70% is more homogeneous, as evidenced by the
SEM micrographs, which can positively influence its current response [34].

In the case of the acetate buffer as the supporting electrolyte, the formation of
Pb(CH3COO)2 can decrease the availability of Pb(II) in solution; in addition, the acetate
ions can compete with Pb(II) ions for the active sites available on the graphite–cork surface.
As a result, a poor current response is achieved, with limitations on the selectivity and
sensitivity of the modified electrode. Indeed, lead concentrations below 10 µM (Figure 1a),
which affect the LOD, cannot be efficiently detected. In the case of NaNO3, the lack of
complexing activity by nitrate anions and the possibility of preferential interactions be-
tween the composite material (cork–graphite) and Pb(II) ions in solution allow significant
improvements in the current response, with consequent benefits in terms of the linearity
of the response, although superficial adsorption phenomena may be highlighted for lead
concentrations below 10 µM (Figure 1b). Finally, well-defined voltammetric signals were
observed at the GrRAC-70% electrode when H2SO4 was used (Figure 1c). Due to the acidic
conditions, lead is present in solution in its cationic form, Pb2+, and the cork surface is also
completely protonated and positively charged. When the working electrode is negatively
polarized, the lead ions compete with protons for surface sites; however, the surface ac-
cumulation of Pb ions is favored due to ion exchange mechanisms with active sites. In
fact, the current response increased linearly without any significant deviations. Therefore,
H2SO4 was selected as the supporting electrolyte for the subsequent experiments.

3.2. Influence of the Preconcentration Time

The effect of the preconcentration time (40, 70, 100, 130, and 160 s) on the voltammetric
response for Pb(II) detection was studied in 15 mL of 0.5 M H2SO4 by using the GrRAC-70%
sensor. The results indicate that the peak current increased with the preconcentration time,
from 40 to 160 s, as illustrated in Figure 2. For all tests, the initial potential was held constant
at −1.2 V under stirring conditions for different times (30, 60, 90, 120, and 150 s), with an
additional resting time of 10 s without stirring; subsequently, the stripping voltammetry
was carried out at 50 mV s−1. As seen in Figure 2, a decrease in current was achieved
when the preconcentration time was extended to 160 s; thus, 130 s was chosen as the most
suitable preconcentration time for further analysis. Ten replicates were considered in order
to study the effect of preconcentration. According to Student’s t-test at a confidence level
of 95% (parameter denominated as p), there were no significant differences between the
experimental value (23.5 µM of Pb) and the theoretical value (25 µM of Pb). The observed
trend can be motivated by the high adsorption rate due to the porous structure of the
cork [33]; for preconcentration times greater than 130 s (120 s under stirring conditions and
10 s in rest conditions), the GrRAC-70% sensor plausibly reached the maximum adsorption
capacity on its surface.
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− − −

Figure 2. Effect of the preconcentration time on the quantification of Pb(II) ions by DPASV, using the
GrRAC-70% composite sensor. Experimental conditions: 25 µM of Pb(II) (n = 10; R2 = 0.98; p = 95%).
Reduction potential: −1.2 V (vs. Ag/AgCl); scan rate: 50 mV s−1; potential range: −1.0 to 0 V.
Supporting electrolyte: 0.5 M H2SO4.

3.3. Influence of the Cork Concentration

The performance of the composite electrode is affected by the amount of cork that
is mixed with the graphite. In a previous work, we showed that the quantity of cork
influences the electroactive area of the sensor as well as the electron transfer during the
oxidation of caffeine [13]. In order to evaluate the effect of the quantity of cork on the
detection of Pb(II) by DPASV, 0.5 M H2SO4 was used as the supporting electrolyte. As can
be observed in Figure 3a–c, the peak current recorded on GrRAC depends on the amount
of cork present in the composite sensor. In particular, a linear relationship between the
peak current and the Pb(II) concentration was obtained in the Pb(II) concentration range
from 1 to 25 µM in 0.5 M H2SO4 (inserts in Figure 3a–c), considering at least 11 different
concentrations of the analyte. Pb(II) calibration curves were obtained for each of the
prepared sensors. From the analytical curves obtained using GrRAC-10%, GrRAC-70%,
and GrRAC-90% by DPASV, it can be seen that the stripping peak currents (Ip) increased
linearly with the concentration of Pb(II) (inserts in Figure 3). The calculated correlation
equations are

GrRAC-10%: Ip (µA) = (0.05 ± 0.03)×C - (0.1 ± 0.05); R2 = 0.97

GrRAC-70%: Ip (µA) = (0.08 ± 0.04)×C - (0.3 ± 0.1); R2 = 0.98

GrRAC-90%: Ip (µA) = (0.11 ± 0.09)×C - (0.2 ± 0.1); R2 = 0.95

According to Figure 3, the best performing GrRAC sensor in terms of sensitivity,
capable of providing an LOD for Pb(II) of only about 0.8 µM, was GrRAC-70%. In contrast,
the GrRAC-10% and GrRAC-90% sensors provided higher LODs of approximately 1.5
and 1.2 µM, respectively. This difference in the LODs is attributable to the different
degrees of dispersion of the surface active sites, as reported in our previous study on
the determination of caffeine [23]. The highest peaks were obtained with GrRAC-70%
and this cork–graphite ratio was used for detecting Pb(II). The results show that Pb(II)
stripping signals with GrRAC-70% are superior to those obtained with the GrRAC-10% and
GrRAC-90% electrodes. This can be attributed to the honeycomb macroporous structure of
the cork granules, which favor the presence of propagation paths through the cork cells,
forming macroporosity with textural properties. Based on our previous results, the surface
morphology of GrRAC-70% appears particularly homogeneous because the graphite sheets
are arranged in close contact within the porosities of the cork [23].
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Figure 3. DPASV curves recorded for different concentrations of Pb(II) with (a) GrRAC-10%,
(b) GrRAC-70%, and (c) GrRAC-90%. Lead concentrations: (a) 0, (b) 1.2, (c) 2.4, (d) 4.8, (e) 7.1,
(f) 9.5, (g) 11.8, (h) 14.0, (i) 16.3, (j) 18.6, (k) 20.8, (l) 25 µM. Inserts: plots of the electrochemical
response, in terms of current, as a function of the lead concentration.
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3.4. SWASV Analysis

The GrRAC-70% composite sensor produced the best DPASV results for Pb(II) de-
tection and was therefore chosen as the working electrode for evaluating Pb(II) traces by
SWASV. Figure 4 shows the SWASV voltammetric responses of Pb(II) under pre-selected
experimental conditions: 0.5 M H2SO4 as the supporting electrolyte, −1.2 V as the precon-
centration potential, 120 s of preconcentration time plus 10 s of resting time. The stripping
voltammetric peaks of Pb(II) ions appeared at −0.44 V for the GrRAC-70% sensor. The
peak current (Ip) increased linearly with the concentration of Pb(II) in the range from 1 to
25 µM; the linear regression equation (Ip vs. C) was obtained as

Ip (µA) = (0.4 ± 0.1) × C - (0.8 ± 0.2); R2 = 0.98

−

−

Figure 4. SWASV curves of GrRAC-70% recorded for different concentrations of Pb(II) in 0.5 M H2SO4:
(a) 0, (b) 1.2, (c) 2.4, (d) 4.8, (e) 7.1, (f) 9.5, (g) 11.8, (h) 14.0, (i) 16.3, (j) 18.6, (k) 20.8, (l) 25 µM. Inserts: plots
of the electrochemical response, in terms of current, as a function of the lead concentration.

The LOD was found to be 0.3 µM. Compared with DPASV, SWASV produced much
better results: the regression residuals are randomly distributed around zero and the
linearity is practically perfect. Another important point is that no noticeable alterations
were noted in the calibration curves recorded on different days, confirming the stability of
the GrRAC-70% composite sensor. The GrRAC-70% sensor used in this work remained
stable for at least two months of intensive use.

Table 1 collects the results available in the literature and relating to the analysis of
Pb(II) with different electrodes and allows a comparison with the results obtained in this
study. The ease of sensor preparation and the analytical protocol suggested here offer
advantages over the other methods reported.

Table 1. Comparison of the analytical parameters of the sensors reported in the literature for the determination of Pb(II).

Electrodes Method Electrolyte Linear Range µM LOD/µM Ref.

MTZ-PMO-S-S 1 SWASV 0.2 M HCl 0.01–10 0.024 [35]
5-Br-PADAP/MWCNT 2 DPA 0.1 M acetate buffer 0.9–114 0.5 [36]

PPy/CNFs/CPE 3 SWASV 0.1 M acetate buffer 0.2–130 0.05 [37]
SRE 4 DPASV 0.01 M HNO3 + 0.01 M KCl 0.01−0.1 0.02 [38]

Glassy carbon ADSV 0.5 M NaNO3 0.5 [12]
ErGO–MWNTs–L-cys 5 DPASV 0.1 M acetate buffer 0.2–40 0.05 [39]

CPE modified with IIP-MWCNTs 6 DPSV 0.1 M acetate buffer 3–55 0.5 [40]
IJP-MW-CNT 7 SWASV 0.1 M acetate buffer 5–20 0.05 [41]

GrRAC SWASV 0.5 M H2SO4 1–25 0.3 This work

1 Mercaptothiazoline-disulfide-bridged periodic mesoporous organosilica. 2 2-(5-bromo-2-pyridylazo)-5-diethylaminophenol modified multi-
walled carbon nanotube electrode. 3 Nanocomposite of polypyrrole (PPy) and carbon nanofibers (CNFs)-modified carbon paste electrode (CPE).
4 Silver ring electrode. 5 Electrochemically reduced graphene oxide–multiwalled carbon nanotubes–L-cysteine. 6 Carbon paste electrode (CPE)
modified with ion-imprinted polymer nanoparticles and multiwalled carbon nanotubes. 7 Inkjet-printed multiwalled carbon nanotubes.
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3.5. Study of the Interferences

In order to evaluate the specificity of the suggested approach, the sensor response in
the presence of several potentially interfering species was investigated. In particular, the
response to Pb(II) was evaluated in solutions containing 10 µmol/L of the following cations:
Fe2+, Na+, K+, Ca2+, Mg2+, Zn2+, Al3+, Mn2+, Cu2+, and Cd2+. No additional signals were
recorded when Fe2+, Na+, K+, Ca2+, Mg2+, Zn2+, Al3+, Mn2+, or Cu2+ ions were present in
solution during the determination of Pb at different concentrations (Figure 5). Conversely,
a well-defined peak signal for Cd2+ was observed at −0.8 V. However, no changes in the
Pb current peak were observed for the GrRAC-70% composite sensor in the presence of
Cd2+ ions in solution (Figure 5). Therefore, the GrRAC-70% sensor can be used to detect
Pb(II) even in the presence of other metals.

−

Figure 5. SWASV curves of GrRAC-70% recorded for different concentrations of Pb(II) in 0.5 M
H2SO4 in the presence of a fixed concentration of interfering metal ions (10 µmol/L).

3.6. Stability

The stability of GrRAC was previously examined by determining caffeine, obtaining
results of good consistency with a relative standard deviation (RSD) of 1.41% (n = 3); this
outcome suggested that the cork–graphite composite sensor can be reused. A similar
stability assessment was carried out in the case of Pb(II) by recording a series of voltam-
metric analyses over 10 days. No significant changes in the Pb peak current were observed
after five measurements over that time period (Pb(II) = 15 µM; RSD = 1.52%, n = 5). The
cork–graphite composite sensor was washed and stored at 25 ◦C after each experiment.

3.7. Analytical Applications

The effectiveness of the proposed method, for the detection of Pb(II) in real samples,
was also tested by analyzing tap water, groundwater, and “produced water” (a brackish
water that is extracted as a by-product from underground during the process of oil and
natural gas extraction). The electrochemical determination of Pb(II) was based on SWASV
in acidic medium. For this, a quantity of Pb(II) was added to the water samples to obtain
a well-known concentration between 10 and 50 µM for each sample. Then, the prepared
samples were analyzed using the GrRAC-70% composite sensor under the optimized
experimental conditions reported in Section 3.4. The validity of the proposed method for
the determination of Pb(II) was evaluated using the standard addition method and recovery
studies were conducted on the samples. As shown in Table 2, the recoveries ranged from
89 to 115 (n = 3), indicating that the proposed method can be efficiently applied for the

109



Appl. Sci. 2021, 11, 2355

detection of Pb(II) in real water samples. In all cases, the relative standard deviation (RSD)
values ranged from 0.3 to 2.1%, which confirms that the developed detection approach is
potentially applicable.

Table 2. Pb(II) content in real water samples, measured with SWASV using the GrRAC-70% composite sensor.

Sample Present Method 1 Pb2+ Added (µM) Pb2+ Found (µM) 1 Recovery (%)

Groundwater Not detected
10 11.5 ± 0.3 115
50 52.1 ± 1.8 104

Tap water Not detected
10 10.8 ± 0.5 108
50 50.4 ± 1.5 100

Produced water 12.0 ± 0.4 µM
10 19.6 ± 0.5 89
50 60.3 ± 2.1 97

1 Mean of three determinations ± standard deviation.

4. Conclusions

Cork–graphite-based sensors offer a fast, reliable, cost-effective, and simple way to
determine Pb(II) in real samples. The composite sensor exhibits higher sensitivity and
reproducibility than conventional unmodified graphite sensors, and the low LOD allows for
reduced matrix effects in dilute solutions. As for the materials tested, the affinity of the cork
with the analyte allowed a substantial improvement in sensitivity. According to the results
reported in this work, the sensor obtained by mixing 70% w/w of cork with 30% w/w of
graphite allowed obtaining higher voltammetric responses and a rapid detection of Pb(II).
The proposed approach is precise, with a limit of quantification of 0.3 µM, reproducible,
and less expensive, both in terms of time and materials, compared to other analytical
methods. The composite electrode can be applied effectively for the determination of Pb(II)
in acidic media. As for the physical and chemical properties, which favor the interactions
with the analytes to be detected or/and quantified, more experiments are needed to better
understand the chemical and electrochemical processes that occur on the cork–graphite
surface when the current is applied or when cork participates as a mediator.

Finally, even if the LOD reported in this work (0.3 µmol L−1) is slightly above the
limit established by the WHO (Pb: 0.24 µmol L−1), there is room for improvement; for
example, the size of the electrochemical sensor could be reduced, in order to approximate
a micro-electrode, while the use of other carbon-based modifiers could allow improving
the sensitivity.
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Abstract: Submerged marine debris (SMD) scattered between sea level and the bottom of the sea
damages the habitats of marine life and threatens its growth in South Korea. The collection of
SMD is more difficult and expensive than that of coastal and floating debris. The government
is trying to achieve a 33% reduction in SMD by 2023 by expanding its collection, which requires
huge additional investments and additional information about the economic value or benefits of
the reduction. This article seeks to conduct an economic valuation of the reduction by employing
contingent valuation (CV), which asks people to indicate their willingness to pay (WTP) for the
reduction. A dichotomous choice CV survey was undertaken with 1000 households by a professional
survey firm through person-to-person interviews during July 2019. Overall, people understood the
CV questions well and reported the WTP responses for a hypothetical market successfully created
with CV. Although 37.9% of interviewees stated zero WTP, the average of the yearly household WTP
was estimated as 5523 Korean won (KRW) (USD 4.92). This value ensures statistical significance.
The population’s WTP for the reduction would be KRW 110.30 billion (USD 99.75 million) per year
over the next five years. It was found that the reduction is socially beneficial since the value was
greater than the costs involved in the reduction.

Keywords: submerged marine debris; economic valuation; contingent valuation; economic benefit;
willingness to pay

1. Introduction

The “plastic-free” movement is taking place around the world with plastic waste emerging as
a serious environmental problem. In particular, the ocean often becomes the final destination for
plastic waste, resulting in problems such as the creation of an island made up of plastic waste [1].
Waste containing plastics that flows into the ocean is called marine debris. The marine debris containing
plastic is being pointed out as a global pollution problem [2], and various discussions and international
agreements to strengthen regulations to reduce marine debris in the future are under way [3–7].

In line with this international situation, South Korea has tried to reduce marine debris. Marine
debris in the past was mostly composed of decomposable materials, but postindustrial marine debris
consisting of synthetic materials such as plastics cannot be decomposed. Due to its high buoyancy,
plastic goods move thousands of miles into the ocean current and threaten marine ecosystems and
wildlife [2]. Marine debris also causes damage to the economy and the marine environment [8]. Thus,
in order for the marine ecosystem to provide sustainable services, it is urgent that the marine debris be
proactively managed [9,10].
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Three sides of the Korean Peninsula are surrounded by the sea, with the result that the country
actively engages in fishing and trading activities. There are numerous ports and fishing ports on the
East Sea, the South Sea, and the West Sea (the Yellow Sea). Moreover, rivers are connected to the sea.
Inevitably, the country’s geographical situation provides a route for land-based waste to flow into the
sea. The inflow of waste through the rivers flows into the stream due to increased flow rates caused
by a rainy season or typhoon. Currently, the country is actively carrying out policies and projects to
mitigate floating marine debris on the coast [11], which is one type of marine debris.

It is difficult to identify the distribution and inflow path of the other type of marine debris, known
as submerged marine debris (SMD), because it is located at the bottom of the sea. It is relatively easy
and cheap to collect floating marine debris, but collection of SMD is expensive because it requires divers
and special equipment. In addition, the disposal cost of marine waste in South Korea, approximately
KRW 2.24 million (USD 1995) per ton in the case of sunken fishing net, is about eight times higher than
that of land waste, which is approximately 270,000 Korean won (KRW) (USD 240) per ton. The SMD
from the ocean as well as SMD flowing from land into the ocean has a negative impact on the marine
environment. For instance, destruction of habitats of marine life, deterioration of the quality of marine
products, threat to maritime safety, and damage to marine resources can arise [12,13]. In summary,
although SMD is not classified as special waste, the collection of SMD is more difficult and expensive
than that of coastal and floating debris because it is submerged at the bottom of the sea and requires
special equipment and diving personnel to collect.

The South Korean government has established a legal basis for marine debris management at the
national level and has pursued various polices to reduce marine debris, such as prevention, collection,
and publicity. In particular, the government is trying to achieve a 33% reduction in SMD by 2023 by
expanding its collection. The government’s intent is to develop a collection system that considers the
effects of SMD on the marine ecosystem and to pursue the collection of SMD in a way that reflects
the use of space and ecological characteristics. Since the reduction requires a considerable amount of
investment, the government is interested in the value people place on reducing SMD [1,14]. From an
economics’ point of view, people’s willingness to pay (WTP) for the reduction is interpreted as the
economic value or benefits ensuing from the reduction [15,16]. Whether or not the reduction is socially
beneficial can be determined through comparing the economic benefits with the costs involved in
the reduction.

This paper attempts to determine the economic value or benefits of the reduction of SMD by
collecting and exploring people’s WTP for the reduction. For this purpose, a survey-based economic
technique called a contingent valuation (CV) method was adopted, and the results from a CV survey
of 1000 interviewees are reported.

In South Korea, SMD occurs mainly through three channels. First, waste from the land or riverside
flows into the river when heavy rain falls, and then into the sea through the estuary. If the nature
of these wastes is investigated, more than 90% consists of trees and grass, although some of it is
household waste such as waste appliances, waste plastics, and waste vinyl. It is impossible to identify
the polluters in these cases. Therefore, it is difficult to find the polluters and make them pay for the
cost of collecting SMD. In fact, the polluters may be ordinary people.

The second SMD channel consists of fishing-related waste that is intentionally or accidentally
thrown into the ocean. Fishermen’s fishing gear, fishing nets, waste nets, Styrofoam for buoys, and feed
bins for cultivating aquatic products are flowing into the ocean. In the case of fishing-related waste,
fishermen could be charged with SMD collection costs since they are clearly the polluters. However,
not all fishermen discharge waste into the ocean. It is not easy to accurately identify the polluters.
In addition, in South Korea, fishermen are exempt from various taxes and are given subsidies because
their income levels are lower than those of other occupations. Therefore, imposing a financial burden
on fishermen is not a very feasible alternative.

Third, waste intentionally or accidentally dumped by coastal inhabitants or islanders also flows
into the ocean. Likewise, it is not easy to figure out who among these residents has leaked waste,
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and their income levels are low, making it difficult for them to bear new burdens even if they
are polluters.

In summary, identifying the causal provider of SMD is not easy and, even if it is possible, imposing
collection costs is not socially acceptable. In the end, the central government has no choice but
to collect and utilize SMD through the funds raised from taxes paid by the general public. Thus,
the framework of this study, which randomly selected 1000 households nationwide and asked WTP
questions, was reasonable. This is because the polluters are not economic players such as certain
companies, but an unspecified majority of the general public.

The effects of SMD belong to the category of negative externalities, which have many other
economic effects. The economic effects of SMD are summarized in three ways. First, there is a decrease
in tourism income owing to marine environment pollution by SMD. When SMD flows onto the beach,
the number of visitors decreases, which, in turn, reduces the income of accommodations and shops
near the beach. Second, there is economic damage that occurs to fishermen. SMD caught in a net
causes damage to fish catches or fishing nets. In addition, SMD caught in a ship screw can lead to
a ship accident, resulting in huge economic losses. The third effect of SMD is a national economic
loss due to transboundary pollution. When SMD crosses the border along the current, transboundary
pollution occurs, which can cause conflicts between countries.

These various economic effects of SMD can affect the public’s WTP for reducing SMD. Therefore,
in order to control these effects, it was assumed in the study that everything remained in its current
state except for the change in the goods to be assessed. The assessed goods presented to respondents
in this study reflected a 33% reduction of SMD by 2023 as compared to the business-as-usual (BAU)
state, assuming that there are no economic effects on SMD.

There are three sections in the subsequent content of the paper. Section 2 reports materials and
methods. Section 3 shows the main results of the analysis. Conclusions are presented in Section 4.

2. Materials and Methods

2.1. Survey Implementation and Data Collection

In order to collect CV data, the method of deriving the WTP from respondents; the payment
vehicle, unit, and period; the method of survey; and the sample size had to be determined [17]. First,
out of four methods of open-ended questions, bidding game questions, payment card questions,
and dichotomous choice (DC) questions, which have been used in the literature as methods of
eliciting WTP, this study adopted the DC question method. This was because the DC question
method has been most frequently employed in the literature and possesses various merits, such as
incentive compatibleness and mitigation of the respondents’ cognitive burden [18]. In addition,
Korea Development Institute [19] and Arrow et al. [20] present methodological guidance to be followed
in applied CV research. For example, the survey correctly explained to respondents that there exist
substitutes for the good, that the respondents’ income is limited, and that consumption of other goods
should be reduced to pay the WTP they have reported. In addition, this survey evaluated one of the
many projects that the government should undertake. As will be explained below, this study tried to
follow most of these guidelines.

Six important points had to be determined in order to conduct an actual field survey with a
well-made CV questionnaire. First, the method of survey should be determined. This study adopted
a person-to-person interview, which can facilitate the delivery of information rather than utilizing a
relatively low-cost telephone, mail, or Internet method. In addition, the survey was conducted by
experienced interviewers belonging to a professional opinion research institute.

Second, the size of the sample had to be determined. In this study, the population was all
households in South Korea, and the population size is 19,971,359. The appropriate sample size
had to be determined from this, with a 95% confidence level usually considered. In addition, a
sample error of 5% is widely applied in South Korea, but a sample error of 3.1% was adopted in this
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study for more rigidity. The appropriate size of the sample was thus derived as approximately 1000,
and 1000 observations were collected for the final analysis. Although a larger sample is better, it is
important to size the sample at an appropriate level because the cost of the survey increases accordingly.
In this regard, the size of the sample was set at 1000 following the suggestion of Korea Development
Institute [19] and Arrow et al. [20]. In particular, since the costliest method of a person-to-person
individual interview was conducted in this study, the sample size of 1000 was considered large enough
and appropriate.

Third, the unit of the survey had to be determined. In this study, households were chosen out of
individuals and households. This was because Korea Development Institute [19] proposed the use of
households as a unit of the CV survey. In addition, conducting surveys of individuals may cause an
issue as to what to do with the population when expanding the sample value to the population value.
In other words, whether to include people under 20 or over 65 years of age who may lack economic
ability can have a significant impact on the analysis results. On the other hand, conducting a survey of
households is free of this issue. To improve the reliability of the data, the participants from households
were limited to the household owner and his/her spouse, who have the actual burden of tax payment.

Fourth, the payment period must be determined. Naturally, the longer the payment period,
the larger the total WTP, and the shorter the payment period, the smaller the total WTP. Therefore,
it is important to reasonably determine the payment period. In this survey, payment was due for the
next 10 years. This was because this period has been used in most applied CV works conducted in
South Korea.

Fifth, the payment vehicle had to be fixed. The payment vehicle was decided as the yearly
household income tax. Income tax is the most widely applied payment vehicle in empirical CV research
for South Korea as it has the advantage of being relatively familiar to interviewees and not tied to
everyday spending. In addition, Korea Development Institute [19] suggests as a guideline for applied
CV studies that yearly household income tax should be used as a means of payment.

Sixth, the method of eliciting WTP responses had to be determined. Instead of the direct
open-ended question method, the close-ended question method most widely applied in the literature
was adopted. Of several close-ended questions, a DC question asking if an interviewee is willing to
pay a specific amount was employed. The main part of the survey questionnaire in this study is given
in Appendix A.

Various versions of the DC question are actually found in the literature. This study tried to
apply a one-and-one-half-bounded (1.5B) model. Cooper et al. [21] proposed the model, which has
several advantages [22–26]. The procedure of applying the model can be explained in the following
manner. First, two bid amounts, DL and DH (DL < DH), should be determined through preliminary
investigation. Half of all respondents were asked to agree on payment after presenting the smaller
(DL) of the two amounts first. If “yes” was responded, the higher bid (DH) was presented and an
additional question about its payment was asked. If “no” was stated to DL, an additional question was
not needed. The remaining respondents were given a higher amount (DH) first. If “yes” was reported,
an additional question was not asked. However, if “no” was answered, the lower amount (DL) was
presented to the respondent. Thus, six responses were possible: “no,” “yes-no,” "yes-yes,” “no-no,”
“no-yes,” and “yes.”

This study sought to take a closer look at the cases of “no” and “no-no” responses among these.
Responses that indicated no intention of paying a lower amount (DL) were further classified into zero
WTP and WTP greater than zero and less than a lower amount (DL). Therefore, a further question was
asked to identify to which of the two classifications the “no” and “no-no” responses belonged. To this
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end, a further question was presented about whether the interviewee had no intention of paying a
dime, i.e., to check for a zero WTP. The final number of cases was, therefore, eight:
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where I and J are binary variables with zero or one, q indicates qth interviewee, and K(·) is an indicator
function. If the proposition in parenthesis is true, the function has a value of one. Otherwise,
the function has a value of zero.

The WTP data obtained from a CV survey conducted on 1000 households during July 2019 is
summarized in Table 1.

Table 1. Willingness-to-pay data obtained and used in this study.

Lower Bid is Suggested First (%) b Higher Bid is Suggested First (%) b

Bid Amount a “yes-yes” “yes-no” “no-yes” “no-no” “yes” “no-yes” “no-no-yes” “no-no-no”
Number of

Observations

1000 3000 20 (14.0) 19 (13.3) 7 (4.9) 26 (18.2) 31 (21.7) 12 (8.4) 3 (2.1) 25 (17.5) 143 (100.0)
2000 4000 26 (18.2) 10 (7.0) 8 (5.6) 27 (18.9) 29 (20.3) 11 (7.7) 5 (3.5) 27 (18.9) 143 (100.0)
3000 6000 18 (12.6) 13 (9.1) 10 (7.0) 30 (21.0) 30 (21.0) 13 (9.1) 9 (6.3) 20 (14.0) 143 (100.0)
4000 8000 20 (14.0) 12 (8.4) 14 (9.8) 26 (18.2) 15 (10.5) 12 (8.4) 18 (12.6) 26 (18.2) 143 (100.0)
6000 10,000 14 (9.9) 13 (9.2) 18 (12.7) 26 (18.3) 20 (14.1) 5 (3.5) 16 (11.3) 30 (21.1) 142 (100.0)
8000 12,000 16 (11.3) 15 (10.6) 13 (9.2) 27 (19.0) 16 (11.3) 10 (7.0) 17 (12.0) 28 (19.7) 142 (100.0)

10,000 15,000 12 (8.3) 12 (8.3) 20 (13.9) 28 (19.4) 11 (7.6) 8 (5.6) 20 (13.9) 33 (22.9) 144 (100.0)
Totals 126 (12.6) 94 (9.4) 90 (9.0) 190 (19.0) 152 (15.2) 71 (7.1) 88 (8.8) 189 (18.9) 1000 (100.0)

Notes: a Unit is Korean won (USD 1.0 = KRW 1122.8 at the time of the survey). b Numbers reported in parentheses
mean the percentage of the number of observations.

2.2. Method: CV

The CV method has various advantages and disadvantages. Three advantages are as follows.
First, unlike revealed preference approaches, such as the hedonic price technique and the travel cost
technique, CV is a stated preference technique and can be used to estimate the economic value that
explicitly includes non-use value. Second, from an economic point of view, the CV technique can
theoretically provide an accurate estimate of the economic value or benefits from the supply of a certain
good, while the revealed preference techniques have room for underestimation or overestimation. Third,
since the validity and reliability of the CV approach is proven to some extent in the literature [22–26],
the CV approach has been a widely applied one.

The CV method also has three disadvantages. First, the application of CV is more costly than that of
other economic techniques because a survey of many respondents is essentially needed. For researchers
facing budget constraints, the application of CV may be restrictive. Second, a valuation through
CV based on the data collected using the questionnaire can be subject to various biases, as it can be
influenced by the content of the questionnaire, the attitude of the interviewer, and the operation of
the survey method. Third, since CV techniques are based on stated responses gathered from people
instead of human behavior, people are less likely to believe in the value obtained by using CV.

The DC question method has several merits and demerits. There are two typical merits to the DC
method. First, it is quite familiar to respondents. Even if a person has not experienced a referendum,
the type of question is similar to deciding whether to buy a good on the market. Therefore, people can
answer DC questions without much difficulty. Second, it is incentive compatible for people to respond.
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People buy a certain good if their utility from the purchase and consumption of it is greater than or
equal to the price of the good; they do not otherwise buy the good. If a person’s WTP is greater than
the presented bid, she/he will answer “yes” and otherwise “no.” There is no reason to take a strategic
behavior when a person is faced with the DC question.

The DC method has two demerits. First, the use of the DC question results in discrete interval data
rather than continuous point data. This makes an econometric analysis of the CV data less statistically
efficient than other value elicitation methods such as open-ended questions. Thus, the use of the
DC method requires the collection of a large number of observations and demands a large survey
cost. Second, a pretest survey is required to determine a list of bid amounts to be presented to the
respondents, resulting in costs associated with the pretest survey and longer application period than
other methods.

Reducing SMD is a typical nonmarket good. A nonmarket good means that it cannot be traded in
the usual market. A good traded in the market is easily valued, but a nonmarket good does not have a
market and its value is not well observed [27]. Therefore, for the purpose of assessing the economic
benefits ensuing from the reduction, it is necessary to create a hypothetical market for the reduction
and hypothetically trade the reduction in the market. A CV method is a typical economic method that
can be done in this way, and it has been widely utilized in the literature [28–34]. The CV technique
uses a questionnaire to explain the good to be assessed to the randomly chosen potential consumers
and then to make a hypothetical transaction, leading them to reveal their WTP for consuming the
good [35–39]. Next, the researcher estimates the WTP model and calculates the average WTP by
applying an econometric model to the WTP data collected from a survey.

Therefore, the first thing a researcher should do for the application of CV is to carefully make
the questionnaire. CV questionnaires usually have three components. The first component addresses
questions about potential consumer perceptions and experiences toward the good being assessed.
The second component presents an explanation of the good to be evaluated and a question about the
WTP. Questions about the individual characteristics of the consumers are shown in the third component.

The most important part of the CV questionnaire is the explanation of the good under investigation.
The good should be identical for all respondents and should be accurately described in the questionnaire.
The BAU state, which can be a reference for valuation, and the target state to be assessed should be
clearly described. In other words, the object of valuation in CV is the amount of the WTP to obtain a
change from the BAU state to the target state. Moreover, the policy measures associated with how
to get the change should be fully explained. The policy measures presented in the CV survey were
the establishment of a scientific forecasting system for early prediction of inflows and travel paths of
marine debris, and research and development on how to collect and treat the SMD.

2.3. Modeling the CV Data

As mentioned earlier, this study attempted to explicitly deal with zero WTP in analyzing the DC
CV data. To this end, the spike model given in Kriström [40], Habb and McConell [41] and Yoo and
Kwak [42] was applied. Hanemann’s [43] approach to modeling DC CV data was also used. Therefore,
the CV data model used in this study was the 1.5B DC spike model. The 1.5B DC spike model can
explicitly reflect zero WTP as well as positive WTP responses. The mean WTP estimate obtained from
analyzing the 1.5B DC spike model using a total of 1000 observations was considered reasonable in its
use for information about the benefits ensuing from the reduction. For the application of this model,
the cumulative distribution function (cdf) of WTP had to first be defined. This study adopted a logistic
function that is almost always applied in the spike model. Thus, the cdf, ME(·), can be specified as:

ME(E; τ0, τ1) =















[1 + exp(τ0 − τ1E)]−1 i f E ≥ 0

0 i f E < 0
(2)
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where τ0 and τ1 are parameters of ME(·). If E = 0, the equation in the first line on the right side
becomes the spike. Thus, the spike means Pr(E = 0). E is a bid presented to respondents and Pr(·)
means a probability.

Concerning the model, the log-likelihood function can be specified as:
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Maximum likelihood (ML) estimation method relates to obtaining parameter estimates that
maximize the log-likelihood function. This study employed the ML estimation method. Thus,
the estimates for τ0 and were obtained by maximizing Equation (3). In addition, the mean WTP was
derived from Equation (2) as [44,45]:

(1/τ1) ln[1 + exp(τ0)] (4)

3. Results and Discussion

3.1. Estimation Results

The results obtained through an application of maximum likelihood estimation to the model,
Equation (3), are given in Table 2. The dependent variable is the probability of responding “yes”
to a suggested bid. As the value of the bid becomes greater, the probability should be reduced.
The coefficient estimate for bid amount is negative and statistically significant at the 1% level. This is
quite reasonable. Given that the sample proportion of “no-no” and “no-no-no” responses, that is,
zero WTP was 37.9%, the estimated spike of 0.3859 implies that the data were well represented by the
spike model. Moreover, the spike secures statistical significance at the 1% level.

Table 2. Estimation results of the model and the mean willingness to pay (WTP).

Variables Coefficient Estimates (t-Values)

Constant 0.4645 (7.31) #

Bid amount a −0.1724 (−21.16) #

Spike 0.3859 (25.62) #

Yearly household mean WTP
t-value

95% CI b

99% CI b

KRW 5,523 (USD 4.92)
13.70 #

KRW 5055 to 6076 (USD 4.90 to 5.41)
KRW 4896 to 6284 (USD 4.36 to 5.60)

Sample size
Log-likelihood

Wald statistic (p-value) c

1000
−1330.22

656.28 (0.000)

Notes: a The unit is 1000 Korean won (USD 1.0 = 1122.8 at the time of the survey). b CI indicates confidence interval.
c The null hypothesis is that all the parameter estimates are jointly zero. The # means statistical significance at the
1% level.

The Wald test can be employed for the specification test of the model. The null hypothesis is that
the estimated coefficients for bid amount as well as constant terms are not distinguishable from zero.
In other words, the hypothesis implies the meaninglessness of the model. The statistic was 656.28.
Since this value is sufficiently large, the hypothesis could be rejected without deficiency. In addition,
the p-value for the statistic was 0.000. Thus, the model possessed statistical significance.

The yearly household average WTP for the reduction was obtained as KRW 5523 (USD 4.92).
Uncertainties can be involved in the estimation of the average. In such cases, it may be a good idea to
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report confidence intervals together rather than just point estimate. To this end, this study adopted a
parametric estimation technique developed by Krinsky and Robb [46] to present a confidence interval
for the average. This method assumed that the estimates of the constant term and coefficient for the
bid amount, given in Table 2, followed a bivariate normal distribution and produced an empirical
distribution of the mean WTP by extracting the coefficients from this distribution and calculating
the mean WTP 5000 times. Cutting the appropriate proportion from the left and right sides of this
empirical distribution can find 95% and 99% confidence intervals. In other words, to find 95% and 99%
confidence intervals, 2.5% and 0.5% are cut from the left and right sides of the distribution, respectively.
Table 2 also reports them.

The results presented in Table 2 do not contain other covariates related to the interviewee’s
characteristics. However, other factors could influence the likelihood of reporting “yes” to an offered
bid. For instance, some variables concerning the interviewee, such as gender, household income,
and education level, can be introduced. A model including some covariates can be considered for
investigating the possible effects of such variables. For this purpose, four variables were reflected in
the model with covariates. Basic information about the covariates is described in Table 3.

Table 3. Information about some variables considered in this study.

Variables Definitions Mean Standard Deviation

Education Education level of the respondent in years 14.10 2.23

Income Monthly income of the respondent’s household
(unit: million Korean won = USD 891) 4.91 2.14

Head Dummy for the respondent’s being head of
household (0 = no; 1 = yes) 0.53 0.50

Age Age of the respondent (unit: years) 47.78 9.20

Table 4 shows the estimation results of the model containing the variables described in Table 3.
The Wald statistic for the specification test of the model was 607.79. This indicates that the null
hypothesis of the model’s being meaningless was rejected, considering that its p-value became 0.000.
One of the purposes of estimating the model with covariates is to check for internal consistency or
theoretical validity. Except for the estimated coefficient for Head variable, all the coefficient estimates
were statistically significant. Thus, it seems that the model employed in this paper secured internal
consistency. As explained above, the sign of the coefficient means the direction of the effect of the
variable on the likelihood of responding “yes” to a provided bid. The coefficient estimates for Education,
Age, and Income variables had statistical significance. Respondents with higher levels of education
had a higher possibility than respondents with lower levels of education. The age of the respondents
was negatively correlated with the possibility. An interviewee with a higher income was more likely
to answer “yes” to a proposed bid than an interviewee with a lower income. Contrary to our prior
expectations, the estimates of the coefficient for the Head variable was not statistically significant
at a level of 10%. Whether or not the respondent was the head of the household did not affect the
respondent’s determination of WTP for the reduction. This was quite an interesting finding because it
is often thought in the country that this variable will affect the respondent’s decision on WTP.

The important purpose of estimating a model containing covariates is to verify the theoretical
validity or internal consistency of the model. The model used in this study appeared to be meeting
these since the estimation results were overall significant. Table 4 also presents the yearly household
average WTP estimate and its confidence intervals. The mean WTP was KRW 5412 (USD 4.82), which is
not much different from the results given in Table 2 (KRW 5523 or USD 4.92). In addition, the confidence
intervals were much the same as those given in Table 2.
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Table 4. Estimation results of the model containing the variables described in Table 3.

Variables Estimates t-Values

Constant −1.1772 −1.80 *
Bid amount a −0.1803 −21.29 **
Education 0.1252 3.90 **
Income 0.1221 4.32 **
Head −0.1881 −1.54
Age −0.0122 −1.66 *
Spike 0.3769 24.65 **
Yearly household mean willingness to pay KRW 5412 (USD 4.82)

t-value 21.01 **
95% CI b KRW 4946 to 5965 (USD 4.41 to 5.31)
95% CI b KRW 4778 to 6123 (USD 4.26 to 5.45)

Sample size
Log-likelihood
Wald statistic (p-value) c

1000
−1297.06

607.79 (0.000)

Notes: a The unit is 1000 Korean won (USD 1.0 = 1122.8 at the time of the survey). b CI indicates confidence interval.
c The null hypothesis is that all the parameter estimates are jointly zero. The * and ** indicate statistical significance
at the 10% and 5% levels, respectively.

3.2. Discussion of the Results

This study investigated people’s WTP for reducing SMD in South Korea by 33% by 2023 by
means of expanding SMD collection. It is possible to compare three sample characteristics with three
population characteristics given in Statistics Korea [47]. First, the sample proportion of female persons
can be compared with the population proportion of female persons. The first (50.0%) is not different
from the second (49.9%). Second, three areas with a large number of households can be investigated.
The sample proportions of Gyeonggi, Seoul, and Busan respondents were 23.9%, 20.1%, and 7.2%,
while the population proportions of Gyeonggi, Seoul, and Busan respondents were 23.7%, 19.4%,
and 7.0%, making no significant difference. Third, the average monthly income of households can
be examined. The sample value was KRW 4.86 million (USD 4136) and the population value was
KRW 4.92 million (USD 4187), almost the same. The authors also think that the population could be
reasonably represented by the sample because sampling was entrusted to a specialized survey institute.
Therefore, extending the results for the previously presented sample to the population would not be
a problem.

One of the most important purposes of the applied CV study was to expand the location value of
WTP obtained from the sample to the population. In this regard, we should have determined whether
to use the location values for the sample. Usually, mean, median, and mode are used for location
value. The median WTP obtained in this study was zero and the mean WTP was estimated to be
positive. The mode WTP could not be computed because we used DC WTP question. It was necessary
to determine which, of mean or median, to use. Median is known to be all the more robust than mean
because mean is vulnerable to outliers but median is not. Median can be useful for identifying the
central tendency of the sample, but it is not used for expanding a sample value to a population value
because it can cause underestimation to overestimation in the expansion. Therefore, the mean WTP
has been almost always employed in the literature to estimate population value using sample value.

As explained earlier, we conducted stratified random sampling using 16 strata. The sample size
allocated to each stratum was decided based on the Census implemented by Statistics Korea in 2015.
The sample size of each stratum was, thus, consistent with the population. In this study, the total value
was calculated by multiplying the mean WTP by the number of households in the population instead
of using a mean formula applied for stratified sampling.

The average of the household’s yearly WTP for the reduction was computed as KRW 5523
(USD 4.92). This sample value can be extended to the population. The population’s total WTP was
derived as the multiplication of the relevant number of households by the average WTP. Since the
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CV survey was conducted throughout the country, the relevant population became the entire country.
There were 19,971,359 households when the survey was implemented [47]. The yearly population
value would be KRW 110.30 billion (USD 99.75 million). Comparison of this value with the costs
involved in the reduction is an interesting task.

An economic feasibility analysis of the reduction was tried as a final exercise. To this end, some
prerequisites needed to be examined and determined. First, the period for the analysis had to be
set. It was determined as five years, beginning from 2019 when the survey was implemented and
when the reduction begins in 2023. Second, a social discount rate should be set. Concerning this,
the government-run Korea Development Institute announced the suggested use of 4.5% as a social
discount rate. This study adopted the value. Third, the time of “present” as a baseline for calculating
the present value had to be set. In this study, this was set to be 2019, the time when the survey
was conducted.

The next important information that was needed was benefits and costs arising from the reduction.
As presented earlier, the economic benefits ensuing from the reduction would occur annually for
10 years, from 2019 to 2023. The costs largely relate to collection and treatment of SMD and were taken
from “The Third Marine Debris Master Plan (2019–2023)” contained in Korea Ministry of Oceans and
Fisheries [48]. The costs amounted to about KRW 6.69 billion (USD 0.60 million), KRW 10.20 billion
(USD 0.91 million), KRW 11.22 billion (USD 1.00 million), KRW 12.35 billion (USD 1.10 million),
and KRW 12.66 billion (USD 1.13 million) over the period 2019-2023, respectively. All benefits and
costs are expressed in a 2019 constant price. The ratio of benefit over cost (B/C), which is one of the
indicators for cost-benefit analysis (CBA), can be calculated from the constant values of benefits and
costs. It is a simplification of the real CBA.

The present value of the benefits arising from the reduction was computed as KRW 1103.02 billion
(USD 98.24 million) and that of the costs arising from the reduction became KRW 48.16 billion
(USD 4.29 million). Thus, the net present value of the reduction became KRW 863.89 billion
(USD 76.94 million), which is larger than zero and thus implies that the reduction passed the economic
feasibility analysis. Furthermore, the ratio of benefit over cost was computed to be 18.93, which is
larger than one, confirming the finding that the reduction secures economic feasibility. In conclusion,
the reduction of SMD in South Korea is socially beneficial. Therefore, a continuous and stable reduction
must be conducted.

4. Conclusions

South Korea is trying to reduce SMD by 33% by 2023 through expanding the collection of it.
The implication from this study is all the more interesting since no research that has evaluated people’s
WTP for reducing SMD is found in the literature. Therefore, this study can be a useful contribution to
the literature. In particular, the information about the value people place on the reduction is widely
demanded to determine whether the reduction has sufficient public support. For the purpose of
providing this information to policymakers, this article empirically looked into people’s WTP for the
reduction, employing data collected through a survey of 1000 households through person-to-person
interviews during July 2019. In addition, the spike model was estimated not only using the entire
sample data, including observations with zero WTP, but also only using observations with positive WTP.
In this regard, the mean WTP estimate obtained for the sample can be extended over the population.

Judging from the comments of the supervisor and interviewers, the survey was implemented
without difficulty and successfully enough to collect opinions representative of the population. Overall,
people understood the CV questions well and reported the WTP responses in a hypothetical market
successfully created with CV. Respondents stated a significant amount of WTP for the reduction.
This study can provide three important policy implications. First, people’s WTP for reducing SMD was
quantitatively assessed. Although 37.9% of interviewees stated zero WTP, the average of the yearly
household WTP was calculated to be KRW 5523 (USD 4.92), which is not big compared to the average
household’s annual income (KRW 58.9 million or USD 52.5 thousand). However, it has statistical
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significance and can be utilized as a logical basis for the government to continue to push for reduction
of SMD. In fact, the various CV empirical studies conducted in South Korea have often encountered too
many zero WTP responses [22–24,26]. For example, Lim and Yoo [22], Kim et al. [23], Kim et al. [24],
and Kim and Yoo [26] reported that the proportion of zero WTP responses was 56.5%, 46.5%, 61.7%,
and 63.6%, respectively. The zero WTP response rate in this study is fairly small compared with
the preceding studies. Therefore, it can be judged that the public is giving considerable value to
the reduction.

Second, according to microeconomics, WTP means the economic benefits that arise from the
reduction. The study evaluated the economic benefits that ensue from a 33% reduction in SMD by
2023 through an expansion of its collection and found that the population’s total WTP was KRW
110.30 billion (USD 99.75 million).

Third, the economic benefits can be compared with the costs caused by the reduction. In this
regard, a cost-benefit analysis of the reduction indicated that the reduction is socially beneficial and,
therefore, the investment on the reduction can be economically justified. This is because the net present
value was larger than zero. Moreover, the benefit/cost ratio was greater than one. Thus, the reduction
of SMD should be stably and continuously performed.

As addressed above, the CV approach has some limitations due to using a survey of respondents.
For example, in a hypothetical market created with CV, payments of a certain amount are not actually
made but are made hypothetically. Therefore, it would be useful to conduct a test for the respondents’
sincerity that adopts some statistical methods. One method is to include questions which gather
ordinal data on a Likert-type scale in the CV questionnaire and then to compute a Cronbach’s alpha
to test for internal consistency. Unfortunately, this study did not contain the questions in the CV
questionnaire. This point needs to be appropriately handled in future CV studies.

To the best of the authors’ knowledge, there have not been many cases studies that applied CV to
reducing marine debris, specifically SMD. Thus, one purpose of this study was to add a case study of
South Korea to the literature. In particular, the implications of this study are all the more useful because
there have been no related studies for the country. Nevertheless, this study needs to be improved
in several respects to ensure that it is distinct from previous studies. First, if more observations are
obtained through additional budgeting, the respondents can be segmented and the analysis could be
made according to various criteria, such as geolocation of the respondent, whether the respondent
had knowledge of campaigns around the issue prior to the survey, and relevance of the local issue,
so as to obtain differentiated implications for each segmented group. Second, because the presented
results are preliminary or partial, they can be supplemented by including enterprises in the survey.
Since households consume products produced by businesses, there is a view that businesses are the
ultimate polluting sources of the seas and oceans. Therefore, a follow-up study can be carried out by
including enterprises as interviewees and using taxes paid by entrepreneurs and companies as the
payment vehicle. In addition, future research should be conducted on companies that can respond
to the polluters pay principle. Only then will this be helpful in establishing a more detailed policy
on SMD.
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Appendix A. Main Part of the Survey Questionnaire

Part 1. Questions about Socio-Economic Characteristics

The interviewees were asked to respond to their socio-economic characteristics, such as the gender
of the individual, the number of family members, the level of education, and the monthly income per
household (before tax deduction). Questions about the number of family and income were open-ended
questions, while the question about the level of education was as follows:

Table A1. Please check with
√

your education level in years.

Education Level Uneducated Elementary School Middle School High School University Graduate School

Education level in years 0 1, 2, 3, 4, 5, 6 7, 8, 9 10, 11, 12 13, 14, 15, 16 17, 18, 19, 20

Part 2. Questions about Willingness to Pay for Reducing the Submerged Marine Debris (SMD) in South Korea

Type A. Q1. Is your household willing to pay additional income tax of 1000 Korean won (lower
bid amount) annually for the next 10 years for reducing SMD in South Korea, supposing that the
protection is certain to succeed?

a. Yes—go to Type A. Q2.
b. No—go to Q3.

Type A. Q2. Is your household willing to pay additional income tax of about 3000 Korean won
(upper bid amount) annually for the next 10 years for reducing SMD in South Korea, supposing that
the protection is certain to succeed?

a. Yes—finish this survey.
b. No—finish this survey.

Type B. Q1. Is your household willing to pay additional income tax of about 3000 Korean won
(upper bid amount) annually for the next 10 years for reducing SMD in South Korea, supposing that
the protection is certain to succeed?

a. Yes—finish this survey.
b. No—go to Type B. Q2.

Type B. Q2. Is your household willing to pay additional income tax of about 1000 Korean won
(lower bid amount) annually for the next 10 years for reducing SMD in South Korea, supposing that
the protection is certain to succeed?

a. Yes—finish this survey.
b. No—go to Q3.

Q3. Then, is your household not willing to pay anything for reducing SMD in South Korea?

a. Yes, our household is willing to pay something less than 1000 Korean won.
b. No, our household is not willing to pay anything. In other words, our household’s willingness

to pay is zero.
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Abstract: In the line of pursuing better energy efficiency in human activities that would result in a
more sustainable utilization of resources, the building sector plays a relevant role, being responsible
for almost 40% of both energy consumption and the release of pollutant substances in the atmosphere.
For this purpose, techniques aimed at improving the energy performances of buildings’ envelopes
are of paramount importance. Among them, green roofs are becoming increasingly popular due
to their capability of reducing the (electric) energy needs for (summer) climatization of buildings,
hence also positively affecting the indoor comfort levels for the occupants. Clearly, reliable tools
for the modelling of these envelope components are needed, requiring the availability of suitable
field data. Starting with the results of a case study designed to estimate how the adoption of green
roofs on a Sicilian building could positively affect its energy performance, this paper shows the
impact of this technology on indoor comfort and energy consumption, as well as on the reduction
of direct and indirect CO2 emissions related to the climatization of the building. Specifically, the
ceiling surface temperatures of some rooms located underneath six different types of green roofs
were monitored. Subsequently, the obtained data were used as input for one of the most widely
used simulation models, i.e., EnergyPlus, to evaluate the indoor comfort levels and the achievable
energy demand savings of the building involved. From these field analyses, green roofs were shown
to contribute to the mitigation of the indoor air temperatures, thus producing an improvement of
the comfort conditions, especially in summer conditions, despite some worsening during transition
periods seeming to arise.

Keywords: innovative envelope; building components; green roofs; indoor comfort; energy
consumption; building modelling; simulation models

1. Introduction

The reduction of energy consumption and the related decrease of greenhouse gases emissions
represent important aspects to which much attention has been paid at global, European and countries
levels, especially with regard to the building sector.
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Worldwide, energy consumption in the building sector is responsible for 36% of total energy use
(corresponding to a 39% of energy-related CO2 emissions) [1,2], while at the European level, the energy
consumption in the same sector accounts for a share of the total energy comprised between 25% and
40% (corresponding to about 35% of CO2 emissions throughout Europe) [3–5].

From this perspective, various strategies have been implemented. At the global level, the UN 2030
Agenda for Sustainable Development, along with the 17 Sustainable Development Goals (SDGs) [6],
need to be mentioned.

At the European scale, the EU has been very committed to this issue by setting the well known
ambitious targets for 2020 (“climate and energy package”) [7], and even more so for 2030 (“climate and
energy framework”) [8,9] and 2050 (“long-term strategy”) [10,11]. Other relevant goals have been set
out in the seventh Environment Action Program (EAP) [12] aimed at decarbonizing and making more
sustainable European cities. Among European standards and regulations issued on this matter, the
EPBD Directive and its recast must be cited [13–15].

Italy’s National Energy Strategy 2017 [16] lays down the actions to be achieved by 2030, in
accordance with the long-term scenario drawn up in the EU Energy Roadmap 2050, which translate to
a reduction of emissions by at least 80% from their 1990 levels.

However, despite these standards and regulations being in force, in recent years, the energy
consumption in the building sector has increased, particularly in Italy [17]. That is why more
effort in promoting actions and finding new strategies to improve energy savings and efficiency are
necessary [18].

Generally speaking, apart from all the design strategies typical of the principles of bioclimatic
architecture (such as, for instance, space organisation, wall-window-ratio, orientation, thermal mass,
operation management [19,20]), more relevant energy savings achievable in buildings can be attributed
to two main categories of components: technical plants (HVAC system) and the building envelope,
which have a synergistic relationship. In fact, a reduction in energy consumption related to the HVAC
consists in the use of active systems which entail further energy consumption. As regards the building
envelope, passive systems (not energy depending) can be used, which allow to actually obtain a
reduction of the energy consumption (and at the same time, to also save on the use and the size of the
HVAC system). Clearly, the occupants’ behaviours and attitudes might also significantly influence
energy saving, as demonstrated, for instance, in [21–24]. Starting from the above considerations, in
this work, it was decided to pay attention to the use of a passive system to be applied to the building
envelope, that is, green roofs equipped with different vegetation types.

Among the passive systems, green roofs are becoming more and more popular due to their
capability of reducing the energy needs for the climatization of buildings [25–27], especially for cooling
purposes [28–30].

At the same time, vegetated roofs also have a positive impact on the outdoor urban environment
in terms of regenerative sustainability, allowing to induce various environmental benefits [26,31],
such as reducing air pollution [32,33], mitigating noise [34,35], improving the management of
runoff water [32,36,37], easing the urban heat island (UHI) effects [38–40], and increasing the urban
biodiversity [41,42]. Moreover, the European Union is evaluating the possibility of including criteria
specifically referring to green coverings within the EU Ecolabel scheme for buildings [43].

In addition to experimental studies [44–46], the effect on the built environment of vegetated
roofs in diverse climates has also been investigated from analytical [47–49] and modelling points of
view [50–52] over the years. In particular, the relevant parameters for energy modelling of green
roofs have been explored in the literature, particularly referring to the role played by leaves and solar
radiation in the thermal exchanges between vegetated layers and the surrounding environment [53].

The reported literature indicates that green roofs represent very promising building components,
also in the Mediterranean context, as demonstrates the incremental number of studies and analyses
carried out in recent years concerning both the experimental [44,54] and the simulating approach [47,55].
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Other studies have underlined that additional issues would probably need more attention
regarding plants growing on the roof, especially their influence on the thermal performance of green
roofs [56,57], and the influence of the evapotranspiration component on the green roof heat and mass
transmission [50,58].

Taking into account the studies reported above, it is evident how green roofs can have a strong
impact in attenuating the average radiant temperature on building roofs [44,59,60]. This capability of
acting as thermal insulation positively influences the indoor comfort conditions for the occupants of
the rooms sited under the roof [27,45,61,62]: this aspect has always been critical in the design phase of
a building envelope.

Kuan-Teng Lei et al. [63], by means of a field experiment performed in a school building in Taipei,
have developed a finite element analysis model for the improvement of indoor thermal comfort in the
presence of extensive green roofs. The researchers found a decrease of the indoor temperature up to
4 ◦C, compared to bare roofs. Costa Junior et al. [64], through an experimental analysis conducted in
the city of Recife, Pernambuco (Brazil), compared the performance of four roofs made up of chanana
green roof (Turnera subulata), daisy green roof (Sphagneticola trilobata), parsley green roof (Ipomoea
asarifolia), and fiber cement tile. Through the comparison, the index of discomfort (ID), effective
temperature (ET) and the human comfort index (HCI) were calculated. The three vegetated options
mitigated both the internal air temperature with a reduction of 0.71◦C, 0.19◦C and 0.35◦C, respectively
and the internal surface temperature with a reduction of 1.5◦C, 0.8◦C and 0.8◦C, respectively, compared
to the fiber cement tile-made roof. Di Giuseppe and Orazio [65] experimentally analysed the effect of
cool and green roofs compared to traditional ones in a Nearly Zero Energy Building, on the internal
comfort and the air temperatures of the surrounding environment. The outcomes, on one hand,
confirmed the effectiveness of green and cool roofs for the mitigation of the Urban Heat Island effect,
and on the other hand, indicated the little effectiveness of high-albedo materials on roofing systems
with a very low U-value for internal comfort.

Furthermore, the impact of green walls on thermal comfort have been compared to that of green
roofs. For instance, Malys et al. [66], using the SOLENE-microclimat tool, compared the effect caused
by different ‘greening strategies’ on buildings’ energy consumption and indoor comfort in the summer
season. The outcomes of the investigation indicate that, while green roofs seemingly mainly affect the
upper floor, green walls directly affect the indoor comfort throughout the entire building.

To help to provide a contribution to this important and often overlooked matter, the aim of
this paper was to assess the influence that green roofs have on the indoor thermal comfort levels,
particularly considering the indoor radiative heat exchanges. For this purpose, a case study was
conducted to estimate how the adoption of the proposed interventions could impact the indoor thermal
comfort and the energy consumption of a building and contribute to the reduction of the direct and
indirect CO2 emissions. In particular, the ceiling temperatures of some rooms located underneath
six different types of green roofs were monitored. The choice of detecting this parameter resides
on the circumstance that the ceiling internal surface’s temperature is a relevant component of the
mean radiant temperature of the room that, in turn, greatly affects the value of the indoor parameter
PMV [67]. Subsequently, the obtained data were used as input data for one of the most widely used
simulation models (EnergyPlus [68]) to evaluate the indoor comfort levels and the achievable energy
demand savings of the involved building.

Three scenarios were adopted. Scenarios #1 and #2 refer to a building equipped with a green roof;
Scenarios #3 refers to the pre-existing roof. The simulation of Scenario #2 is made by means of the
Energy Plus code, through its resident routine; on the other hand, Scenario #1 is modelled by imposing,
for the indoor temperatures of the ceiling, the experimental data detected on the site. The aim of this
approach was to compare the PMVs obtained from Energy Plus with those calculated on the basis of
the monitored experimental data, i.e., the indoor ceiling surface temperatures.
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2. Materials and Methods

The presented study is part of a joint research project between the University of Palermo and the
“Consiglio per la ricerca in agricoltura e l’analisi dell’economia agraria - CREA”, operating in Sicily. To
accomplish the task mentioned in the Introduction, a mixed approach, partly modelling and partly
experimental, was used in the work.

At the same time, the impact that green roofs have on the energy consumption of a building was
evaluated. In addition, the estimation of the achievable savings in direct and indirect CO2 emissions
due to the use of such building component is reported as well.

2.1. Description of the Experimental Site

The installation of the experimental green roof was settled by the CREA Research Center and the
University of Palermo with the support of a building materials enterprise, on the roof of a one-storey
detached house (Figure 1) owned by CREA and sited in Bagheria, a Sicilian town near Palermo
(Southern Italy).

Figure 1. Site of the installation of the experimental field (source: Google-Earth).

To conduct the present case study, it was decided to install the green coverage on the pre-existing
roof of the building, made of hollow bricks, with a surface of approximately 80 m2.

As regards the weather conditions of the site, they were typical of the South of Italy, characterized
by a temperate climate with warm summers and mild winters. Figures 2–4 show the trend of outdoor
air temperature (T), relative humidity (RH) and solar radiation (IR), respectively, during the monitoring
period of one year.

Figure 2. Trend of the outdoor air temperature during the monitoring period.
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Figure 3. Trend of the outdoor air relative humidity during the monitoring period.

Figure 4. Trend of the solar radiation during the monitoring period.

2.2. Description of the Analysed Green Roof Installed in the Experimental Site

Going from the indoor to the outdoor sides of the building, as shown in Figure 5, the green roof
compound is composed of the following layers: a root barrier (with a waterproofing membrane),
a drainage layer (made of a polyethylene geo-net, hot-coupled with a non-woven geotextile with
filtering functions), a water storage layer (constituted by cushions filled with expanded perlite), a filter
fabric (composed by a geotextile felt, 100% polypropylene calendered), a growing medium (which is a
mixture of peat, lapillus, pumice, zeolite and slow releasing fertilizers and is infesting weeds free) and
the vegetation layer.

Figure 5. Sketch of the green-roof layers.
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In order to also analyse the effects provided by different plant species and different thicknesses of
the water storage layer on the green roof thermal behaviour, the roof was divided into six sectors, where
three different Mediterranean autochthonous species (Halimione Portulacoides, Rosmarinus Officinalis

Prostratus and Crithmum Maritimum) and two different thicknesses of the water storage layer (10 cm for
plots 1, 2, 3 – P1, P2, P3 – and 15 cm for plots 4, 5, 6 – P4, P5, P6 –) were used according to the scheme
reported in Figure 6.

Figure 6. Scheme of the plant species planted in the different sectors.

A brief structural description of each layer is reported in Table 1.

Table 1. Description of the layers constituting the green roof plot.

Layer Element Type Thickness [cm] Plant Species

1 Structural support 20 Hollow brick

2 Waterproofing membrane
and root barrier - Bituminous paint

3 Drainage layer 0.5 Polyethylene geo-net, hot-coupled
with a no woven geotextile

4 Water storage layer 10 (P1, P2, P3)
Pillows filled with expanded perlite

15 (P4, P5, P6)

5 Filter fabric - Geotextile felt, 100%polypropylene
calendered

6 Growing medium 15 Pumice, lapillus and peat

7 Vegetation layer -

Halimione Portulacoides
(P1 and P6)

Rosmarinus Officinalis Prostratus
(P2 and P5)

Crithmum Maritimum (P3 and P4)

Table 2 reports, instead, the main physical parameters characterizing each of the green roofs’ six
plots. The data listed in Table 2 are the same as those used in [69].
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Table 2. Description of the layers constituting the green roof plot.

Parameters
Plots

P1 P2 P3 P4 P5 P6

Water storage layer thickness (cm) 15 15 15 10 10 10
Height of Plants (m) 0.35 0.28 0.12 0.12 0.22 0.30
Leaf Area Index (-) 4.0 2.8 1.2 0.9 2.3 3.8
Leaf Reflectivity (-) 0.19 0.18 0.17 0.20 0.21 0.21
Substrate total thickness (m) 0.30 0.30 0.30 0.25 0.25 0.25
Thermal conductivity of dry soil (W/m·K) 0.0738 0.0738 0.0738 0.0816 0.0816 0.0816
Density of dry soil (kg/m3) 530 530 530 446 446 446
Specific heat of dry soil (J/kg·K) 1050 1050 1050 1060 1060 1060

In addition to thermal conductivity, density and specific heat, which characterize the
thermo-physical behaviour of the soil, some other properties typical of the specific plants, which have
an important impact on the heat exchanges through the green-roof, were also considered.

Particularly, the “leaf reflectance” (dimensionless), that is, the ratio of the incoming light which is
reflected by a leaf, and the “leaf area index”—LAI (m2/m2)—defined as the one-sided green leaf area
per unit of ground surface area. The latter, in particular, which has a great influence on the shading
and transpiration effects, has a positive effect, especially during summer seasons; in fact, the higher the
LAI, the higher the cooling reduction [50,69,70].

As for the vegetation characteristics, Figure 7 shows how the Halimione Portulacoides (both P1
and P6) and the Rosmarinus Officinalis Prostratus (only P5) reached full coverage (100%) in less than
12 months while the Rosmarinus Officinalis Prostratus in P2 achieved a maxim coverage of about 85%
in the same period and the Crithmum Maritimum (both P3 and P4) did not accomplish more than
40%–60%, showing the difficulty of establishing it in the considered environment [52].

Figure 7. The six-plots green coverages system.

2.3. Data Monitoring System Adopted

The field experimental part of the proposed approach essentially consisted in a monitoring
campaign of the ceiling temperature values of the building.

Since the monitoring of the temperatures profiles of the ceiling was aimed at checking the effects
of the presence of the green roof on the indoor conditions, particularly in terms of thermal comfort
levels, measures were performed in the center of the rooms’ ceiling, far from thermal bridges and lights
fixtures, as shown in Figure 8.
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Figure 8. Layout of the building, green roof plots’ arrangement and positions of probes for the
temperature measurement.

Concerning the measuring method, temperatures were recorded with a sample rate of 10 minutes,
during both the winter and the summer seasons, by means of insulated T type thermocouple probes.

The monitoring campaign lasted one year and started six months after the installation of the
green roofs in order to have the green coverage well stabilized and to allow the testing of the
acquisition system.

2.4. Simulations Performed in the Study

The modelling part of the proposed approach consisted in utilizing the very popular EnergyPlus
simulation code to run the building’s thermal calculations. For this purpose, different scenarios were
implemented, specifically:

• Scenario #1, in which the monitored ceiling temperatures were utilized in the simulation as
boundary fixed conditions for the ceiling of the investigated rooms. In this scenario, a detailed
schedule for the HVAC was implemented, based on assumptions made of its "real" use according
to the typical time of occupation of the building, considering a power capacity of 10000 Watt. This
value was obtained from simulations previously conducted using the climatic design-day typical
of the examined area, characterized by a temperature of 5.2◦C (± 0) for winter conditions and
31◦C (± 6) for summer conditions.

• Scenario #2, in which the simulation was carried out utilizing the green roof configuration provided
by EnergyPlus (EP+GR), trying to simulate the previously described six plots as faithfully as
possible by using the parameters reported in Tables 1 and 2. In fact, the EnergyPlus green roof
simulation tool sets numerical limits for some parameters, which could not therefore have been
set according to their real values.

• Scenario #3, in which the simulation was conducted by implementing a standard case (STD), that
is, considering the original roof of the building without the presence of green coverage.

Regarding the HVAC schedule of Scenario #2 and Scenario #3, it was decided to use a simple
on/off schedule, with the HVAC working between 7:00 and 17:00, considering the same power capacity
as that used in Scenario #1.

The authors would like to underline here that Scenarios #1 and #2 are characterized by the presence
of green roofs, while Scenario #3 refers to a standard roof. The difference consists in the fact that, while
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the simulation of Scenario #2 totally complies with the Energy Plus code (by utilizing its typical green
roof simulation routine), Scenario #1 is modelled by forcing the Energy Plus code, that is, imposing the
monitored indoor ceiling temperatures as boundary conditions. In this way, the model was driven
with real data based on the presence of the experimental green roof, avoiding the actual simulation of
the green roof element itself. Hence, this allowed us to compare the PMVs obtained from the Energy
Plus green roof simulation tool (with its relative assumptions limits) with those calculated on the basis
of the real monitored experimental data.

In order to assess the direct and indirect reduction of CO2 emissions, in this work, a value of
85 kgCO2/ha per year [71] was considered for the direct reduction of CO2 emission, based on the
extension of green covering, while a value of 0.531 tCO2/MWh (the average emissions for the current
electric Italian energy mix [34]) was used to estimate the indirect reduction of CO2 emission based on
energy saving for climatization purposes and having set a COP value equal to 3 for the cooling season
and 3.5 for the heating season.

3. Results and Discussions

In this section, the results relative to the monitoring campaign and to the energy performance
simulations are reported.

3.1. Monitored Data

Table 3 shows the average temperatures measured on the ceiling of each room sited below the
green roof’s six plots, for summer (July) and winter (February) conditions, in periods during which the
air-conditioning system was working.

Table 3. Monitoring results of the green roofs six plots.

Plots Plant Species
Water Storage Layer

Thickness (cm)

Maximum Green
Coverage (%)

Tavg (◦C) of the Ceiling

February July

P1 Halimione Portulacoides 10 100% 18.1 ± 2.1 26.6 ± 0.2

P2 Rosmarinus Officinalis
Prostratus

10 85% 16.0 ± 1.8 27.5 ± 0.9

P3 Crithmum Maritimum 10 58% 15.8 ± 1.4 26.9 ± 1.1
P4 Crithmum Maritimum 15 38% 17.9 ± 1.2 30.8 ± 0.8

P5 Rosmarinus Officinalis
Prostratus

15 100% 17.6 ± 1.2 28.5 ± 0.6

P6 Halimione Portulacoides 15 100% 19.0 ± 1.1 28.2 ± 0.3

The monitoring results point out a general tendency to attain lower temperatures when the green
coverage is higher, i.e., P1 (Halimione Portulacoides). Indeed, this plot shows that ceiling temperatures
were generally 1–3 ◦C lower with respect to the other plots in summer and 1–2 ◦C higher during winter,
hence representing a benefit for both the summer and winter seasons.

Moreover, it must be noted that the LAI has a positive influence on the green-roof thermal
behaviour; P1 and P6 have, in fact, higher LAI, unlike P3 and P4. In addition, another factor that could
have influenced the obtained results is represented by the light colour of the plants’ leaf surface, which
enabless a higher amount of solar radiation to be reflected.

The results shown in Table 3 also highlight the influence of the different type of plants. In particular,
Halimione Portulacoides (P1 and P6) reduces temperature peaks more consistently. Therefore, this type
of plant seems to be more suitable for lowering the summer temperature values and increasing the
winter temperature peaks.

Anyway, as reported in Table 3, it should be pointed out that during the summer season, a mean
temperature of about 26.6 ◦C has been recorded by the thermocouples placed on the rooms’ ceilings
under P1 (Halimione Portulacoides), with maximum peaks of 27 ◦C, that lies within the suggested range
for the indoor comfort in summer conditions [72]. The same cannot be stated for the other plots,
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where, even with a 100% green coverage, ceiling temperatures of about 27–28 ◦C were registered, with
maximum peaks going beyond 30 ◦C.

The above-discussed outcomes demonstrate the importance of selecting a proper plant species
during the green roof design phase.

Apart from these considerations, strictly related to the physical characteristics of the green roof, it
is also necessary to take into consideration some aspects related to the building features that may have
influenced the monitored ceiling temperatures, in particular:

• the room located underneath the plot P1, facing North, is almost always in the shade (and not often
sunlit); therefore, it is likely that the indoor environment is characterized by an air temperature
lower than that of the other rooms;

• the room sited below the plot P4, on the other hand, is subjected both to greater solar radiation
levels on the west-faced external wall and to heat released by several refrigerators aimed at the
storage of biomass; it is then possible that the temperature inside such a space is constantly higher
than that of the other rooms;

• the sensors located under plots P2 and P3, despite being associated to two different plant species,
are located within a single large environment, which could make the distinction of their readings
quite difficult;

• the rooms where the sensors relative to plots P3 and P4 are placed in, border on the left with a
small greenhouse that, reasonably, is characterized by a higher air temperature than the outdoor.

3.2. Outcomes of Energy Simulations

Since the main aim of this work was to assess how the use of green roofs can affect the indoor
comfort and the energy consumption of a building, it was decided to report, in the first part of this
section, a comparison between the simulation results of Scenario #1 and Scenario #3. In particular,
considering that such estimation is affected by the temperature changes during the actual HVAC
system operating periods and in light of the detailed schedule utilized to run the simulations, it was
chosen to divide the resulting data into two five-days periods representative of winter (Figure 9, on the
left) and summer (Figure 9, on the right) conditions. Specifically, in Figure 9, the green lines represent
an average of the values obtained for the six plots (Scenario #1), with its relative ranges of variation
and the blue lines represent the standard case (Scenario #3); on the other hand, the red lines indicate
the HVAC system start-up intervals.

Figure 9. Comparison between Scenario #1 (green lines) and Scenario #3 (blue lines) for winter (left)
and summer (right) conditions.

Looking at Figure 9, it can be noted how after an initial start-up phase of the HVAC system,
the presence of a green roof during the winter season does not seem to improve the indoor thermal
conditions, while during the summer season, it brings a noticeable improvement of the indoor comfort
levels. It must be underlined here that the amplitude of the variation range relative to the green roofs’
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temperature values is due to the fact that as reported in Section 2.2, the six plots are characterized by
different features and therefore, describing parameters; in particular, the type of species and its relative
coverage percentage have a strong influence on the monitored temperatures.

The temperature differences noticed also had an impact on the energy consumption. Over the
representative five-day periods considered, in fact, a 18% increase for heating needs (220.05 kWh for the
standard roof against 259.59 kWh for the green roof) and a 44% saving for cooling needs (189.38 kWh
for the standard roof against 106.37 kWh for the green roof) were observed.

As mentioned earlier, after this first comparison, the authors wondered what results would have
been obtained by simulating a green roof similar to the real one using the green roof configuration tool
provided by EnergyPlus. The second part of this section shows, therefore, a comparison between the
results obtained from the Scenario # 1 and Scenario # 2 simulations.

Similarly to the previously reported Figure 9, Figure 10 contains the obtained results for the
two five-days periods representative of winter (on the left) and summer (on the right) conditions.
In particular, the green lines (Scenario #1) and the red lines (HVAC system start-up intervals) are the
same as shown in Figure 9, while the black lines represent an average of the values obtained for the six
plots, with the relative ranges of variation, using the Scenario #2 EnergyPlus settings.

Figure 10. Comparison between Scenario #1 (green lines) and Scenario #2 (black lines) for winter (left)
and summer (right) conditions.

By analysing Figure 10, it can be seen how, in the winter conditions, the green roof simulated
according to Scenario #2 shows a very similar behaviour to that in Scenario #1, particularly during
the air-conditioning working periods. In winter conditions, however, Scenario #2 allows to obtain
higher temperatures than Scenario #1, corresponding to a further improvement in the indoor comfort
levels. Furthermore, in summer conditions, contrarily to Scenario #1, Scenario #2 shows an evident
very variable temperature trend between day and night, typical of a context highly influenced from
solar radiation, which does not seem to reflect reality.

As for the fact that the changes of the Scenario #2 temperatures range are much narrower than
those in Scenario #1, it must be observed that this is most likely due to the fact that, as previously
highlighted, the model used by EnergyPlus does not allow to set all the parameters of the green roof
freely but imposes some constraints to their numerical values. Due to this reason, in fact, the Scenario
#2 results show no differences relating to the two different thicknesses of water storage used for each
species, but only some small differences between the different species.

As for the energy consumption of Scenario #2, over the representative five-day periods considered,
a 4% saving for heating needs (220.05 kWh for the standard roof against 212.34 kWh for the green roof)
and a 41% saving for cooling needs (189.38 kWh for the standard roof against 112.54 kWh for the green
roof) were observed.

Finally, in the last part of this section, it was decided to report a rough estimate, on a monthly
basis, relative to both aspects of indoor comfort improvement and energy consumption savings. In this
regard, it was chosen to compare the results deriving from the simulations of Scenarios #2 and #3.
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This choice was suggested due to the fact that, given the intended use of the building (i.e., research
laboratory) and its real use (i.e., infrequent), especially in terms of the HVAC system, it was assumed
that the results of Scenario #1 were not considered actually representative for a long-term estimate.

Once again, in order to make the results visually more easily readable, an average of the results
obtained for the green roof six plots was used to display the results of Scenario #2.

To compare Scenario #2 with Scenario #3 in relation to indoor comfort levels, it was decided
to report, in Figure 11, a graph of the monthly temperatures. The graph indeed allows to show the
deviations of the average values of the green roof ceiling temperatures (∆tav,ceiling) compared to those
of the standard roof, where the black bars represent the range of deviation from the average values.

Figure 11. Deviations of the average values of the green roof ceiling temperatures compared to those of
the standard roof.

Figure 11 highlights the positive effects due to the presence of the green roof, which, with respect
to the standard roof, allows maintaining higher ceiling temperatures in winter and lower ceiling
temperatures during summer.

Other than the temperature, another important indicator when assessing the indoor comfort levels
is represented by the PMV (Predicted Mean Vote). For this reason, it was also decided to report, in
Figure 12, a comparison between the monthly PMV average and peak values of Scenario #2 (GR) and
Scenario #3 (ST).

Figure 12. Monthly PMV average and peak values for Scenario #2 (GR) and Scenario #3 (ST).
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By looking at the differences in the obtained PMV average values (Figure 12) with and without
the presence of the green roof, especially those relative to July and August, it arises that the presence
of the green roof reduces PMV average values from more than 0.7 to approximately 0.5. Hence,
accordingly to the standard currently in force for the design of the indoor environment, i.e., EN
16798-1:2019 [72], the presence of the green roof contributes to shift the indoor thermal environmental
conditions from Category III (acceptable, moderate level of expectations) to Category II (normal level
of expectation). In other words, the presence of the green roof contributes to bring the building within
comfort conditions (PMV = 0.5), starting from a slight warm condition (PMV = 0.7).

Moreover, by analysing Figure 12, it can also be seen how, although a general positive effect due
to the presence of the green roof is evident, some critical issues emerged in the months of April and
October (transition months), for which the standard roof seems to perform better than the green roof.
This condition, which needs to be better investigated, is probably due to the additional thermal inertia
that the presence of the green roof brings to the structure: this slows down the response of the green
roof compound to the changes of climatic conditions occurring in the transition periods of the end of
spring (April) and the beginning of winter (October).

For the sake of completeness, it was decided to report, in Figure 13, an annual plot where the
average daily external temperatures (Outdoor) are compared with those of the ceiling in the presence
of the green roof (GR_mean) and with those relative to the standard roof (ST).

Figure 13. Annual average daily temperatures (i.e. Toutdoor air, Tceiling with GR and Tceiling without GR)
trends.

Regarding the energy consumptions for heating and cooling needs, these are summarized in
Table 4 by reporting the absolute values (kWh) obtained for the standard roof scenario and the
correlated average percentage deviations (including the respective variation ranges) relative to the
achievable savings due to the green roof presence.
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Table 4. Monitoring results of the green roofs six plots.

Standard Roof
(kWh)

Green Roof
(% Savings)

Jan Heating 655.1 17.9 ± 1.7%

Cooling 0

Feb
Heating 610.6 12.5 ± 1.8%

Cooling 0

Mar
Heating 409.9 2.2 ± 3.5%

Cooling 0

Apr Heating 15.9 −43.6 ± 34.3%
Cooling 0

May Heating 4.4 2.1 ± 24.2%
Cooling 0

Jun Heating 0
Cooling 239.6 50.1 ± 9.8%

Jul Heating 0
Cooling 534.2 28.7 ± 7.4%

Aug Heating 0
Cooling 630.0 24.7 ± 4.9%

Sep Heating 0
Cooling 323.1 20.4 ± 4.7%

Oct
Heating 2.0 62.9 ± 6.7%
Cooling 45.9 33.0 ± 10.7%

Nov
Heating 69.5 59.3 ± 7.0%
Cooling 0

Dec
Heating 429.8 26.4 ± 2.5%

Cooling 0

Specifically, for each month, the amount energy consumed for both heating and cooling with and
without the presence of the green roof is listed. The use of the bold character is intended to show
more easily the actual HVAC working periods, that is December–March for winter conditions and
June–September for summer conditions. Therefore, in Table 4, data related to months when the HVAC
is working have been highlighted using the colour black. The results confirm the advantage of using
green roofs as a solution capable of achieving valuable energy savings.

Moreover, the mean indirect reduction of CO2 emissions due to the green roof installation was
145.6 ± 13.8 tCO2/year, while for the direct reduction, a value of only 56 gCO2/year was observed.

Finally, some further considerations need reporting. When an energy restoration of a roof is in
context, such as the one considered in this work, it is easier and safer to add a vegetated coverage
to an existing roof than making it larger. That is why here, it was chosen to exclude a theoretical
comparison between a green roof and a hypothetical alternative high massive one and to limit the
analysis to a specific comparison between the behaviour of the pre-existent standard roof equipping
the building and the improvements brought by the installation of the green coverage. For this purpose,
the thermo-physical characteristics of the roof are those typical of the building habit of the considered
geographical area.

In addition, the benefits of the presence of a green roof cannot be simply evaluated in terms of
thermal insulation, since it generates other positive effects regarding the evaporative phenomena and the
change of the albedo of the roof. Therefore, it was decided to exclude a comparison with insulated roofs
too, in accordance with existing literature studies—such as that by Niachou et al. [73]—demonstrating
that the presence of green roof on an insulated roof is practically irrelevant.

4. Conclusions

The capability of green roofs in reducing the electric energy needs for the climatization of buildings
and their environmental benefits has been extensively demonstrated in the literature.
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The idea behind the presented work derived from considerations regarding the possible
influence of green roofs on the indoor thermal comfort levels; that is, instead, an aspect often
overlooked when estimating the performance of such building components. Therefore, the analysis
methodology approach utilized (partly modelling and partly experimental) was implemented in light
of such considerations.

Accurate knowledge of the internal temperatures of the ceiling is indeed an important prerequisite
for establishing both achievable indoor comfort conditions and the energy demand for the air
conditioning of the building itself. A lowering of the indoor temperatures in summer, and a rise during
winter, lead, in fact to an improvement in the comfort levels for the occupants, and consequently, a saving
on the use of the HVAC system, which, in turn, translates into a reduction of polluting emissions.

For this purpose, the comparison between Scenario #1 (where the monitored ceiling temperatures
were used as boundary conditions) and Scenario #3 (standard roof case), and that between Scenario #2
(where the green roof configuration provided by EnergyPlus was utilized) and Scenario #3, allowed to
prove how the presence of the experimental green roof on the monitored building improved the indoor
comfort levels during summer by moderating the ceiling temperatures (Figures 9–11 and 13), despite
some worsening during winter periods seeming to occur. Moreover, the temperature differences
noticed had also a positive impact on the building energy consumption and the CO2 emissions.

On the other hand, by comparing Scenario #1 with Scenario #2, it was possible to highlight the
possible limits of the code’s ability in adequately simulating the green roof behaviour. These limits
are mainly represented by the lack of flexibility that EnergyPlus allows in the setting-process of some
of the green roof physical parameters and in the way in which the code takes into account the solar
radiation components.

Another aspect which should be better investigated, regards the PMV results (Figure 12). In fact,
even though, also, in this case, a general positive effect due to the presence of the green roof can be
seen, some criticalities emerged during some transition periods, for which the standard roof seems to
perform slightly better than the green roof.

In conclusion, the proposed analysis made it possible to highlight how it is possible to assess
the impact that green roofs have specifically on the indoor comfort levels, other than on the
energy consumption.

Furthermore, the availability of field data put into evidence the importance of adequate simulation
tools to facilitate the green roof design and assessment processes.
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Abstract: Tourism represents an important economic driver in Italy, being responsible for
approximately 13.2% of the total GDP (a value higher than the reference European average) and for
nearly 10% of the regional GDP. Among the touristic sectors, the agritourist ones show a persistent
growth, experiencing in 2019 a 6.7 point percentage improvement compared to the 2017 figures. Given
this situation, the transition towards a low-carbon path, affecting the building sector for some time,
should also involve agritourist buildings, through the release of EU directives, member state laws, and
technical rules. On the other hand, agritourism sites could be awarded the Community EU Ecolabel.
Unfortunately, awarding the EU environmental excellence brand implies the availability of several data
on building energy behavior that should then be managed by complex evaluation tools. To overcome
this issue, the use of the simplified ARERA (Italian Regulatory Authority for Energy Networks and
Environment) technical datasheets, issued to assess environmental improvements consequent to
energy efficiency interventions in the urban residential building stock, is proposed. The application
of this tool totally avoids using building computer-based simulation models, thus facilitating the
preparation of the EU Ecolabel request documentation by agritourism owners. Being awarded the
Community EU Ecolabel also implies approaching a net zero energy condition because of a lower
energy consumption and a minor recourse to fossil fuels. For this purpose, an application of an easy
graphical method, previously developed for residential and commercial buildings, which visually
represents improvements achievable by a given agritourism when implementing energy efficiency
measures, is presented.

Keywords: building energy efficiency; European environmental brands; tourism sector; agritourism;
nearly zero energy buildings (nZEB)

1. Introduction

Tourism, and the activities connected to it, represent an important sector of the economic
system. According to recent statistics the tourism industry represents about 10% of total global gross
domestic product (GDP) and 7% of global trade [1,2], accounting for approximately 11% of the world’s
employment, with an expected positive economic growth trend [3,4]. Tourism constitutes a significant
contributor to energy consumption, both at a global and European scale [5–7], which translates to a
significant impact on the environment and ecosystem; it is in fact responsible for about 5% of the global
CO2 emitted by human activities [1,8].
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Accommodation (thus the building), in particular, is the third energy consuming item (after
travel and transport), much of which is consumed in space heating or air conditioning (up to 50%
in some cases), followed by hot water, and cooking [9,10]. Moreover, a study conducted by the
World Tourism Organization and the United Nations Environment Programme [11] estimates that
accommodation generates 21% of tourism’s total greenhouse gas (GHG) emissions. Accordingly,
the number of papers analyzing tourism significance, in terms of energy consumption [12,13] and
impacts on emissions [14,15], has been increasing lately.

Consequently, in recent years much attention has been paid to the concept of sustainable tourism,
which in accordance with the United Nations Environment Programme (UNEP) and the United Nations
World Tourism Organization (UNTWO) is defined as “development of tourism activities with a suitable
balance between the dimensions of environmental, economic, and sociocultural aspects to guarantee
its long-term sustainability”. Hence, the challenge of sustainable tourism is to mitigate its negative
impacts, consisting mainly in: (i) high energy consumption, (ii) increasing GHG emissions in the
atmosphere, and (iii) the contribution to climate change [16].

Therefore, taking into consideration global [17,18], European [19–22], and national [23] policies,
the UNWTO recommended three central actions on which the tourism sector should concentrate in
order to contribute in achieving a more sustainable development [1,24], which are resource efficiency,
environmental protection, and climate change (linked to sustainable development goals (SDGs) 6, 7, 8,
11, 12, 13, 14, and 15) [25].

At the European scale, the European Commission set the basis for the best environmental
management practice in the tourism sector in accordance with Article 46 of the Eco-Management and
Audit Scheme (EMAS) regulation [26,27]. Furthermore, by means of the “Guide on EU funding for the
tourism sector 2014–2020” [28] the EU states that effective governance, policies, frameworks, and tools
need to be implemented in order to properly guide and support (also from an economic point of view)
the development and promotion of sustainable tourism practices.

Tools like these are indeed important because they encourage the owners and/or managers of the
accommodation facilities to use practices and systems that allow both energy savings and pollutant
emissions, by favoring the visibility of these structures in terms of environmental sustainability, which
represent an added value, given that tourists are becoming increasingly more attentive to this issue.

In this regard one of the first initiatives undertaken by the European Community has been
the releasing of the EU Ecolabel for tourist accommodation services [29], created to improve the
environmental performance of hotels, campsites, hostels, agritourisms, holiday homes, and bed &
breakfasts, by providing efficient guidelines on the action to be implemented in order to lower their
environmental impact; and which still remains one of the most implemented initiatives.

The promotion of sustainable tourism is also the basis of the nearly zero-energy hotels (neZEH)
project, launched by the Intelligent Energy Europe Programme of the European Commission, with
the intent of supporting European hotels in complying with the nZEB (nearly-Zero Energy Buildings)
regulations [1]. On this subject, various studies have been conducted aimed at analyzing the achievable
energy saving measures [30–32] and proposing suitable strategies and policies to be adopted [33,34].

Looking at the national scenario, the tourism issue is particularly relevant, considering that 16.5%
of EU accommodation facilities are located in Italy [35], and since in the last two years Italy resulted to
be amongst the top five most visited European tourist destinations (for accommodation in hospitality
facilities), with a 13.4% share of the total of the EU-28 [36,37].

According to some recent statistics, the Italian tourism sector represents 13.2% of the national
GDP (for a total contribution of around 230 billion euros), higher than both the world and European
figures (which stand at around 10%). The economic impact of tourism is significantly reflected in the
job market, accounting for 14.9% of the country’s total employment [38]. Tourism is in fact one of the
fastest growing industrys in Italy, and both public and private business organizations are strongly
interested in its economic and environmental impact, both at national and regional level [39,40].
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Thus, from the collaboration between such organizations and the national and regional
governments, different initiatives have been undertaken from an environmental sustainability point of
view in recent years. These include the creation of a set of national environmental quality certifications
(besides the previously cited EU Ecolabel), including the “Green Key” [41], “Bandiera Blu” [42],
and “Spighe Verdi” [43], born from the collaboration between the Italian Foundation for Environmental
Education—FEE Italia (whose actions are supported by ONU, UNEP, UNWTO, and UNESCO) and
national authorities dealing with environmental policies [44].

Furthermore, other economic initiatives have been implemented to encourage the use of sustainable
energy solutions through financial incentives. The “Tax Credit Alberghi—Bonus alberghi e agriturismi”
(bonus for hotels and agritourism), a tax facility that encourages various upgrading activities,
including those aimed at improving energy efficiency, has recently been introduced, specifically
for accommodation facilities [45].

Agritourism, or rural tourism, has been promoted as a practice able to encourage the use of green
practices, making farms sustainable and also maintaining the local historical and natural settings [8,46].

Thanks to this, according to recent statistics in Italy, the agritourism sector continues to record a
growing trend, both in the number of structures, and in the presence of customers and its economic
value. Agriculture economic reports make it possible to measure the economic dimension of the
agritourism sector, which is equal to 1.36 billion euros, up 6.7% compared to the previous year. In
particular, 60% of agritourisms are located in the regions of central and southern Italy, where Sicily
prevails with more than 600 farms [47].

The growing interest in the agritourism sector is also reflected in the academic world, where
studies concerning both the economic and social benefits of various tourist activities in the rural area,
including agritourism [48], and the environmental performance of agritourism companies in terms of
energy performance [49,50], can be found.

In the present work we verified whether the simplified ARERA (Italian Regulatory Authority
for Energy Networks and Environment) technical datasheets [51], issued for the urban residential
building stock, can be easily applied to estimate the increase in energy efficiency (or the corresponding
decrease in the release of polluting substances) consequent to the adoption of some improvements to a
building or plant, planned for the issuance of the EU Ecolabel brand for accommodation facilities [29].
The convenience in the use of these technical datasheets lies in the fact that they allow the estimation
of the energy demand reductions without necessarily going through the building simulation. For this
purpose, a case study has been conducted to estimate what advantages agritourism owners could gain
in adopting a well-known brand such as the EU Ecolabel [29], with particular reference to the actions
aimed at saving energy and reducing emissions of pollutants, from the perspective of a possible “nearly
Zero Energy Agritourism (nZEA)”, in parallel with the previously cited nZEB and neZEH projects.

The idea at the base of this work stems from the numerical consistency of agritourisms in
Sicily [47] and their conceivable growth trend, which is a consequence of the increased interest in the
rural landscape of the territory and in the products of the land that are strongly orienting tourism,
directing it not only towards the urban context. The adoption of an environmental certificate like
the EU Ecolabel [29] can therefore represent an advantage both for agritourism owners and for the
entire territory.

Furthermore, the owners of agritourism in Sicily can apply for subsidized loans and financial
funding [28,52] in the regional area and beyond. However, such requests must be supported by
information concerning the consumption and energy efficiency of the agritourism and, in line with the
new European directives on sustainability [17–19], by information on the environmental performance
of the buildings themselves (premises).

Normally this information is of a complex nature and tends to imply the use of sophisticated
simulation models, the use of which is not always the prerogative of (or available to) the managers of
the holiday farms. The same problem can be found by analyzing the work of the decision makers who
have to assess the adequacy of the requests for funding.
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Essentially, the availability of simple but reliable tools for evaluating these premises is of paramount
importance for the orientation of this important tourism sector towards a sustainable path.

Hence, as previously mentioned, in order to provide a contribution to this important issue we
assessed the reliability of a scheme of simple computational methods provided by the Italian Regulatory
Authority for Energy Networks and Environment—ARERA [51], specifically for the residential and
tertiary building stock. The advantage in the use of this computational scheme lies indeed in the fact
that it is based on excel spreadsheets (technical datasheets) which, as already mentioned, allow the
estimation of the energy demand reductions without the need of simulating the building behavior.

2. Materials and Methods

The proposed methodology aims at considering together in an easy and accessible way two
aspects of the sustainability, which are energy efficiency and environmental safety, in order to help
agritourism owners, and/or managers, to make decisions that are more favorable to them and consistent
with the European policies in force. Specifically, according to the presented approach, the selection of
energy efficiency interventions is based on a combination of the ARERA technical datasheets and the
EU Ecolabel criteria, hence taking into account the environmental sustainability aspects, and also in
view of achieving a possible nearly zero energy condition (nZEA). Therefore, two Sicilian agritourisms
have been selected to show how the application of the proposed methodology actually works.

The considered approach can also be seen as a simple diagnosis method aimed at facilitating
the social appropriation of knowledge and technology, so that the owners of agritourism facilities
can confidently check their level of eco-efficiency. Moreover, the method can be utilized in order to
choose between addressing actions concerning the energy performance of the structure or interventions
regarding the installation of new (renewable) energy plants.

2.1. Agritourism Definition

The Italian national legislation [53], and the regional Sicilian one [54,55], define as ‘agritourism’
activities, those reception and hospitality activities exercised by agricultural entrepreneurs, through the
use of their own company connected with the activities of cultivation of the land, forestry, and animal
breeding. Thus, agritourism activities include:

• providing accommodation;
• administering meals and beverages consisting mainly in products of their own production and

products from farms in the local area;
• organizing recreational, cultural, educational, sports, and excursion activities aimed at promoting

and supporting the territory and the rural heritage.

2.2. The ARERA Technical Datasheets

In the present work, the use of ARERA technical datasheets [51] was not an arbitrary (random)
choice, but it was decided to turn to these methods since, although simplified, they constitute an official
reference at the Italian national level.

The Italian Regulatory Authority for Energy Networks and Environment—ARERA is indeed
an independent body, established with the task of protecting consumers’ interests and promoting
competition, efficiency, and the spread of services, and having adequate quality levels, through
regulation and control activities. The action of ARERA concerns the sectors of electricity and natural
gas [56], water services [57], district heating and district cooling [58], and the waste cycle [59].

One of the main tasks of ARERA is to promote the rational use of energy, with particular reference
to the promotion and diffusion of end use energy efficiency and/or energy saving actions, and the
adoption of measures for sustainable development. Among the feasible actions, there are both active
measures, which involve the installation of high efficiency equipment, or the insertion of regulation
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devices for a more efficient use of energy, and passive interventions such as the modification of
buildings’ envelope in order to reduce losses.

In this regard, the technical datasheets proposed by ARERA establish the guidelines for the
preparation, execution, and final evaluation of specific actions, aimed at increasing energy efficiency
(or promoting energy saving), providing reduced rates of primary energy consumption actually
achieved (expressed in toe—Tons of oil equivalent), and also for the purpose of issuing energy
efficiency certificates. Table A1 in Appendix A reports a comprehensive list of the current standardized
and analytical ARERA technical datasheets.

2.3. The EU Ecolabel Brand

Established in 1992 (by Regulation n. 880/92 [60], now disciplined by Regulation (EC) n. 66/2010 [61]
in force in the EU-28) and recognized across Europe and worldwide (Figure 1), the EU Ecolabel is a
voluntary environmental performance certificate that is awarded to products and services meeting high
environmental standards. The EU Ecolabel encourages companies to develop products and provide
services that consume less energy, and generate less waste and CO2 emissions. As of March 2019,
an increase by 88%, with respect to 2016, of the number of EU Ecolabelled products/services has been
registered. Leading countries for number of products/services are: Spain, Italy, Germany, Belgium, and
France [62].

modification of buildings’ envelope in order to reduce losses.

—

 

within the product group “tourist accommodation” according to the legal obligations of the country 

as a way of legitimizing the accommodation’s 

Figure 1. Official EU Ecolabel logo [62].

The EU Ecolabel provides exigent criteria, and relative guidelines, depending on the type of
product and/or service, in order to reduce their overall environmental impact. Such criteria are
established at a European scale with a wide participation of interested parties, including both public
authorities, and consumer and environmental associations [63].

In particular, the EU Ecolabel for tourist accommodation services [29] was created specifically for
hotels, campsites, hostels, agritourisms, holiday homes, and bed & breakfasts, in order to improve
their environmental performance, by providing a set of criteria on the action to be implemented in
order to lower their impact. Such criteria are divided into mandatory and optional, and focus on the
five categories; general management, energy, water, waste and wastewater, and other, as shown in
Table A2 in Appendix A.

In order to be awarded the EU Ecolabel a tourist accommodation service, other than falling within
the product group “tourist accommodation” according to the legal obligations of the country in which
the accommodation is located, must comply with all the mandatory criteria (if applicable), and receive
at least twenty points under the optional criteria [29].

An added value, in terms of visibility, for tourist accommodation owners lies in the fact that the
EU Ecolabel is recognized by the majority of travelers as a way of legitimizing the accommodation’s
claims that it is making real efforts to reduce its impact on the environment in its operational activities.

2.4. Analysis Methodology

2.4.1. Merging the ARERA Technical Datasheets and the EU Ecolabel Criteria

As mentioned in the introduction section, the aim of the present work is to verify whether
the simplified ARERA technical datasheets can be applied to estimate the increase in energy
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efficiency consequent to the adoption of some actions planned for the issuance of a EU Ecolabel
for Tourist Accommodation Services, without necessarily going through the building simulation.
Obviously, an increase in the energy efficiency implies a corresponding decrease in the release of
polluting substances.

Therefore, since this work is mainly focused on the energy criteria, starting from the assumption
that the considered agritourism meets all the mandatory criteria, it was decided to analyze possible
“environmental action packages”, consisting of different combinations of the actions established by the
optional energy criteria, which are better suited to a scenario such as agritourism, and which allow
the obtaining of the weight of the energy category on the twenty points minimum limit set by the
regulation, which corresponds to 7.34 points.

To this purpose, only the ARERA datasheets regarding the actions related to the improvement of
the structure energy efficiency that could be transferred and applied to agritourism structures, according
to the EU Ecolabel for Tourist Accommodation energy criteria, have been considered, as reported in
Table 1, where the correspondent energy consumption categories have also been reported.

Table 1. Correspondence between the Italian Regulatory Authority for Energy Networks and
Environment (ARERA) datasheets and the EU Ecolabel energy criteria.

ARERA Technical
Data Sheet N.

EU Ecolabel
Criterion N.

EU Ecolabel
Achievable Points

Energy Consumption
Category 1

5 33 4 HVAC
7 39, 40, 41 3.5 RES

8T 6 2 DHW
15T 6, 7 1.5 HVAC
19T 7 3.5 HVAC
27T 6 1.5 DHW

6 - - HVAC
20T - -

1 HVAC—Heating, Ventilation, and Air Conditioning; DHW—Domestic Hot Water; RES—Renewable Energy Source.

As can be seen in Table 1, under the dotted line, the two ARERA datasheets 6T and 20T, additional
to those that can be associated to the EU Ecolabel, have also been taken into account. In fact, even
though these two intervention typologies are not foreseen by the current Ecolabel scheme, they
represent actions that can actually be applied to an agritourism structure in the perspective of a possible
“nearly Zero Energy Agritourism (nZEA)” as a parallel with the well-known nZEB concept; and also,
in view of a possible future improvement of the Ecolabel scheme.

The selected datasheets (Table 1), have been then put into the form of appropriate
excel spreadsheets.

The equations relative to the ARERA calculation procedures, for each considered technical
datasheet, are given in Appendix B.

One aspect that must be highlighted here regards the fact that while datasheets 5, 6, 15T, 19T, 20T,
and 27T enable obtaining savings of consumed energy (energy saving measures, ESM), datasheets 7 and
8T allow, instead, the production of energy from renewable sources (renewable energy sources, RES).

2.4.2. Methodology Application Feasibility

With the aim of assessing the potential energy savings, with reference to a real context, it was
decided to select two agritourisms situated in the Sicilian province of Palermo, considered as
representative of the whole regional agritourism context regarding the size, the provided services,
and more importantly for the purpose of the proposed methodology object of the present work,
in terms of energy consumption. Apart from these physical and energy features, both agritourisms
were selected thanks to their wide offer of services, which are representative of these kind of farms,
and due to the fact that they operate in the two climatic zones where agritourisms are mainly sited in
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Sicily. Specifically, the two agritourism are Villa Dafne, sited in Alia and belonging to climatic zone D,
and Bergi, located in Castelbuono and classified as climatic zone C. Both agritourisms fall into solar
belt 3. Table 2 describes the main general characteristics of the two structures.

Table 2. General characteristics of the two selected agritourisms.

Characteristic Villa Dafne Bergi

Covered surface (m2) 1000 1400
Glazed surface (m2) 236 305
Opaque surface (m2) 2768.5 2791.75

Surface/Volume ratio (-) 0.62 0.5
N. of seats in the dining area 150 180

N. of rooms 35 34

In Table 3 is reported the information relative to the energy characteristics of interest for the
conducted study, which were obtained by on field surveys and interviews with the owners of the
two businesses, thanks to which it was possible to reconstruct the energy consumption relative to an
entire year of operation of the structures. In particular, the data regarding the energy consumption
were distributed between four main categories and accordingly broken down into percentages, and
corresponding toe/year, also with reference to the corresponding energy sources. As for the energy
sources’ average costs, the following values were used:

- 0.19 €/kWh for electricity;
- 1.17 €/Sm3 for natural gas;
- 0.90 €/lt. for diesel oil.

Table 3. Energy sources and energy consumption breakdown for the two selected agritourisms.

Category Source
Villa Dafne Bergi

% Toe/Year % Toe/Year

Domestic Hot Water
(DHW)

natural
gas/diesel oil 0 0.00 16 5.09

electricity 22 9.72 6 1.91

Lighting electricity 15 6.63 15 4.77

Heating, Ventilation and
Air Conditioning

(HVAC)

natural
gas/diesel oil 25 11.05 15 4.77

electricity 14 6.19 24 7.64

Other
natural

gas/diesel oil 0 0.00 0 0.00

electricity 24 10.60 24 7.64

Total 44.18 31.82

Subsequently, it was hence possible to obtain the achievable energy savings (AES), in terms of
percentage of electricity consumption covered by the datasheets proposed interventions on an annual
basis, by comparing the values obtained from Equations (A1) to (A8), and the total energy consumption
(Table 3), by means of the following equation:

AESi =
Ri

Tot. cons. j
[%] (1)

where:
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- Ri represent the energy savings obtained from Equations (A1) to (A8);
- Tot. cons.j is the total figure reported in Table 3;
- i and j represent the selected intervention and the considered agritourism, respectively.

Regarding the pollutant emissions, an assessment of the CO2 emissions’ reduction was conducted
assuming for the considered climatic context an emission factor equal to 2.30 tCO2eq/toe for the
electrical supply [64,65], while for natural gas and diesel oil an emission factor of 3.08 tCO2eq/toe and
2.34 tCO2eq/toe, respectively [66].

In order to single out the most convenient aforementioned “environmental actions packages”,
an economic estimation relative to the interventions suggested by the ARERA technical datasheets was
also performed. To this purpose, the information relative to the costs of supply and installation for the
materials, used to calculate the proposed interventions costs, were obtained from the current regional
price list [67] and from local market surveys, as reported in Table 4.

Table 4. ARERA technical datasheets proposed interventions costs.

Datasheet N◦ Proposed Intervention Cost

5 Replacement of simple glazing with double glazing 407.13 €/m2

7 Use of photovoltaic systems with an electrical power
of less than 20 kW 1898.42 €/kWp

8T Installation of solar collectors for the production of
domestic hot water 578.73 €/m2

15T
Installation of outdoor air electric heat pumps
instead of boilers in newly built or renovated

residential buildings
4901.323 €/UFR *

19T Installation of high efficiency outdoor air
conditioners with cooling capacity lower than 12 kWf

490.13 €/kW

27T Installation of electric heat pump for domestic hot
water production in new and existing plants 570.65 €/UFR *

6 Wall and roof insulation 29.32 €/m2

20T Thermal insulation of walls and roofs for summer
cooling in domestic and service sectors 29.32 €/m2

* UFR—Reference physical unit.

Successively, the economic savings, in terms of saved €/year, were obtained by multiplying
the energy savings with the energy sources’ average costs, according to the considered categories
breakdown (Table 1). Furthermore, in order to select the optimal “environmental actions packages”,
for these the pay-back periods (not discounted) were also calculated and expressed in years.

3. Results

In this section the outcomes of the application of analysis methodology are reported.
Regarding the input parameters used in the equations relative to the ARERA calculation procedures,

for each considered technical datasheets, these are given in Table A3 in Appendix B.
The following Figures 2 and 3 show the achievable energy savings (AES) on the total annual

consumption, relative to the application of the intervention proposed by each considered ARERA
datasheet, to the two agritourisms. On the right side of the graphs, the EU Ecolabel points corresponding
to each datasheet are also reported.
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Figure 2. Achievable energy savings (AES), on an annual basis, and EU Ecolabel points relative to each
considered ARERA datasheet for Villa Dafne agritourism.
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Figure 3. Achievable energy savings (AES), on an annual basis, and EU Ecolabel points relative to each
considered ARERA datasheet for Bergi agritourism.
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Figures 2 and 3 show how, amongst the ARERA proposed interventions enabling the obtaining of
an EU Ecolabel score, the implementation of a photovoltaic (PV) system (datasheet 7) would be the one
allowing the gain of a greater advantage in terms of energy consumption. Concerning the savings
related to the domestic hot water (DHW) category, by comparing datasheets 8T and 27T, which are
alternatives to each other, it can be observed how 8T would be the more convenient choice. Regarding
the heating, ventilation, and air conditioning (HVAC) category, the savings achievable through the
application of datasheets 15T and 19T should, instead, be considered jointly (15T + 19T) as they can be
attributed to the same improvement intervention. As for datasheet 5, although it represents one of the
easiest measures to implement, it does not seem to bring the benefits that would have been expected.

With respect to datasheets 6 and 20T, also in this case the consideration that the attainable benefits
must be considered together (6 + 20T) is valid. As already explained these two datasheets fall out of
the Ecolabel scoring scheme, nevertheless they represent the second-best intervention that allows the
highest energy savings, after datasheet 7.

The overall obtained results for the two considered agritourisms are reported in Tables 5 and 6.

Table 5. Proposed interventions costs and environmental benefits for Villa Dafne agritourism.

ARERA
Datasheet N.

EU Ecolabel
Points

Proposed
Intervention

Cost (€)

Energy
Savings (AES)

CO2 Emissions
Reduction

(tCO2eq/Year)

Economic
Savings
(€/Year)

5 4 123,971.09 6.20% 7.7 2831.21
7 3.5 37,588.70 18.26% 18.6 8053.63

8T 2 13,392.91 11.00% 11.2 4851.56
15T 1.5 98,026.40 7.37% 10.0 3429.31
19T 3.5 1.67% 1.7 738.75
27T 1.5 20,930.15 8.80% 9.0 3881.25

6 - 81,172.42 17.55% 23.9 738.74
20T - 3.13% 3.2 1381.90

Table 6. Proposed interventions costs and environmental benefits for Bergi agritourism.

ARERA
Datasheet N.

EU Ecolabel
Points

Proposed
Intervention

Cost (€)

Energy
Savings (AES)

CO2 Emissions
Reduction

(tCO2eq/Year)

Economic
Savings
(€/Year)

5 4 95,980.90 3.70% 2.73 1350.79
7 3.5 37,588.70 25.35% 18.59 8053.63

8T 2 14,608.10 11.00% 8.18 4595.95
15T 1.5 73,519.80 6.29% 4.69 2767.13
19T 3.5 1.74% 1.28 554.06
27T 1.5 10,182.10 6.00% 4.40 1905.96

6 - 81,854.11 13.16% 9.81 1212.67
20T - 4.39% 3.22 1393.51

As can be observed, according to what has been previously pointed out, a single intervention cost
was given to datasheets 15T and 19T as the proposed intervention corresponds to the same type of
system, i.e., the same system allows operation for both heating and cooling. The same consideration
can be made for datasheets 6 and 20T in relation to the insulation of the building.

Looking at the economic savings column it can be noticed how, from this point of view greater
advantages can be associated with datasheets 7 and 8T, followed by 15T + 19T, 27T and lastly 5.
Considering the whole set of interventions, instead, the (6 + 20T) option would also result second in
this case.

Referring to CO2 emissions reduction, the obtained results are obviously in line with what was
seen beforehand (Figures 2 and 3) and commented on with the energy savings.
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4. Discussion

The application of the ARERA data sheets to agritourism raises a question concerning the
suitability of these simplified forms to the energy performances of agritourisms sites, being originally
developed for residential and commercial buildings.

On the other hand, a possible improvement of the energy features of an agritourism, due to the
actions referred to in the ARERA datasheets, should be evaluated on the base of its effectiveness in
addressing a given site, towards a nearly-zero energy path, as required by the current international
standards [20,21,28].

Both issues are briefly discussed in the following.

4.1. Effectiveness of the Proposed Actions

The obtained results could seem not too encouraging in terms of energy savings. In fact, the
reduction of the energy demand following the proposed actions accounts for about one third of the
annual energy consumption for both the considered agritourisms. However, this is not surprising;
the fact that the ARERA technical datasheets proposed interventions have been designed for the
residential sector, in fact, place some limits on their application in a wider context, such as the
agritourism one. Specifically, the limitations set on the reference physical units (UFRs) sizes might
have made the outcomes much lower than the actually achievable results.

For instance, concerning datasheet 7 a maximum kWp of 20 kW is reductive for an agritourism,
which could employ PV better having wide areas available to install such systems. Supporting this
observation, during the survey of the agritourisms, it arose that both currently have a 100-kW PV
undergoing design phase. In this context it would be more sensible to impose a limit on the maximum
percentage of yearly energy consumption to be covered with the proposed intervention.

The latter consideration also applies to datasheet 8T.
Regarding, instead, datasheet 15T the application problem is mainly related to the residential

standard apartment size (80–90 m2), which is difficult to translate into an agritourism setting. In the
conducted analysis, for instance, in order to comply with such a parameter, three to four rooms were
grouped and assumed equal to 1.5 standard apartments, but it could be a questionable criterion.

As for datasheets 19T, it would be more reasonable to install a centralized system rather than
considering the replacement of the single air conditioning units (the same goes for the heat pumps
proposed by datasheets 15T).

Nevertheless, since one of the aims of this work was that of singling the most convenient EU
Ecolabel “environmental actions packages”, based on the comparison of the results reported in Tables 5
and 6 it was decided to tentatively choose three alternative options, both for Villa Dafne (VD-n) and
Bergi (B-n), as follows:

- options VD-1 and B-1, constituted by datasheets number 5 and 7;
- options VD-2 and B-2, constituted by datasheets number 7, 8T and (15T + 19T), the latter two

must be considered together for the reasons indicated at the end of Section 2.4.2.;
- options VD-3 and B-3, constituted by datasheets number 7, (15T + 19T) and 27T.

Table 7 summarizes the obtained results relative to the selected “environmental actions packages”.
By analyzing the data reported in Table 7 it was, therefore decided to consider as optimal options

VD-2 for Villa Dafne and B-2 for Bergi. These two options allow, in fact, the obtaining of greater
economic and energy savings and, correspondingly, higher CO2 emissions reductions. Moreover, they
are characterized by the lower pay back periods.

It must be observed that the availability of effective and reliable methods for evaluating the energy
actions involving agritourism is of paramount importance for suitable planning of this important
sector. Therefore, the ARERA technical data sheets should be properly reconsidered in order to render
them more complicit with the energy features of agritourism buildings and dwellings.
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Table 7. Summarized results for the two agritourisms.

Agrit.
Environm.

Actions
Package

EU
Ecolabel
Points

Environmental
Actions

Package Cost
(€)

Energy
Savings

(AES)

CO2

Emissions
Reduction

(tCO2eq/Year)

Economic
Savings
(€/Year)

Pay Back
Period—Not
Discounted

(Years)

Villa
Dafne

VD-1 7.5 161,559.79 24.46% 26.3 10,884.84 14.8
VD-2 10.5 149,008.01 36.63% 39.8 16,334.51 9.1
VD-3 10 156,545.25 34.43% 37.6 15,364.20 10.2

Bergi
B-1 7.5 133,569.60 29.05% 21.3 9,404.42 14.2
B-2 10.5 125,716.60 42.64% 31.5 15,416.72 8.2
B-3 10 121,290.60 37.64% 27.7 12,726.73 9.5

4.2. Towards a Nearly Zero Energy Agritourism

As already mentioned, another intention of this work concerned the possibility of applying some
actions to the agritourism structures, additional to those envisioned by the EU Ecolabel, in order to
move towards a potential “nearly Zero Energy Agritourism (nZEA)”. For this purpose, the results
relative to ARERA datasheets 6 and 20T were added to the selected optimal options VD-2 and B-2 for
Villa Dafne and Bergi, respectively; the outcomes of such combinations are reported in Figures 4 and 5.

move towards a potential “nearly Zero Energy Agritourism (nZEA)”. 
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Figure 4. Path towards a nearly zero energy condition (nZEA) for Villa Dafne.
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Figure 5. Path towards a nearly zero energy condition (nZEA) for Bergi.

According to such approaches and visual representations, already used in the literature [68–70],
the nearly zero energy condition (nZEA) is reached when the energy demand (reported on the x axis)
is completely covered by the self-energy supply from renewable sources (reported on the y axis).

Therefore, the effectiveness of the ARERA proposed interventions in moving agritourism towards
a sustainable path, nZEA, is given as a simple summation of the effects provided by the energy saving
measures—EESM (datasheets 6, 15T, 19T, and 20T) and those attributable to the renewable energy
sources—ERES (datasheets 7 and 8T). EA represents, instead, the current energy consumption and,
Da and Dp the current (ante operam) and achievable (post operam) minimum distances (hence the
perpendicularity) from the nZEA condition, respectively.

For the sake of simplicity, this assumption does not take into account the synergetic effects that are
likely induced by the contemporary adoption of different energy actions on a given agritourism site.

Consequently, the results reported in Figures 4 and 5 show that the selected combinations of
interventions allow an improvement of 59% for Villa Dafne and a 62% for Bergi, in terms of approaching
the nZEA condition with respect to the current conditions.

Regardless of the obtained results, the proposed methodology can be seen as a simplified scheme
for analyzing and ranking the “environmental actions packages” applicable to agritourisms, and could
be usefully adopted by local administrations to define the impact of different scenarios in order to
better define environmental policies concerning the agritourism sector.

The proposed assessment/estimation methodology could, therefore, also represent important
information for the design of the rural tourism sector, and of the/a regional energy plan by stakeholders
and decision makers [71,72].

4.3. On the Correspondence between the EU Ecolabel Criteria and the ARERA Technical Datasheets

The application of the ARERA technical datasheets and the EU Ecolabel criteria to two different
agritourisms in Sicily (here considered representative of the whole regional agritourism context) enabled
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us to better understand the level of compliance between two such schemes. The level of correspondence
cannot totally match, since the ARERA methodology has been designed specifically for residential
buildings and, on the other hand, the EU Ecolabel for Tourist Accommodation Services applies
expressly to tourism facilities, with features that could not be perfectly applicable to agritourisms.
These latter, in fact, are generally characterized by the presence of cultivated soils and the production
of agrifarm foods and products.

Nevertheless, the comparison exerted on the two sites has shown that some useful correspondences
can be assessed. In fact, by means of the combination of the ARERA technical datasheets and the
EU Ecolabel energy optional criteria, it is likely possible to identify some “environmental actions
packages”, suitable to the agritourism context. Such packages are allowed to obtain a 7.34 points
minimum limit for the energy category, set by European regulation. In particular, it emerged that
the combination of datasheets 5 and 7 (options VD-1 and B-1) allowed obtaining 7.5 EU Ecolabel
points, while by adding datasheets 7, 8T and 15T + 19T (options VD-2 and B-2) it is possible to achieve
10.5 points, and from the union of datasheets 7, 15T + 19T, and 27T (options VD-3 and B-3) a total of
10 points can be reached.

Therefore, a suitable implementation of the ARERA technical datasheets (that, apart from other
things, permits an easy computation of the energy performances of various building and system
components) is recommended to be ancillary utilized with the EU criteria in order to assess a unique
scheme for the application of the EU Ecolabel brand.

In addition, the above verified correspondence, allowed us to introduce a criterion for ranking the
effectiveness of the proposed measures within the framework of the nearly Zero Energy Buildings
approach (nearly Zero Energy Agritourism, in this case). In other words, once the ARERA datasheets
have provided useful energy saving results, achieved thanks to the implementation of the proposed
interventions, it is easy to report such results in terms of closeness to a zero energy situation for a
given agritourism.

5. Conclusions

Agritourisms represent an important reality in the Italian tourism sector, specifically in Sicily due
to their numerical consistency and constantly growing trend. The idea at the base of the presented
work stems from some considerations regarding the use of a simple method, based on the ARERA
technical datasheets (which constitute an official Italian reference), to assess the energy, environmental,
and economic benefits related to the implementation of some energy efficiency measures on a given
agritourism, specifically aimed at achieving the EU Ecolabel environmental excellence brand, in the
perspective of approaching a potential nearly Zero Energy condition.

The results of the conducted analysis put in evidence some discrepancies regarding the application
of the ARERA calculation methods, devised for the residential sector, in a wider context, like that of
agritourism. Such an outcome was foreseeable, but it has probably been highlighted even more by the
fact that the datasheets results are outdated, having not been updated in the last few years.

Nevertheless, the adoption of the proposed efficiency interventions, despite not being specifically
defined for the agritourism context, contributed in addressing both structures toward a nearly Zero
Energy path, hence, improving their performances in terms of sustainability.

Apart from the interventions proposed by the ARERA, clearly agritourism sites can be interested
in further renewable technologies in order to promote their energy sustainability. In fact, the application
of solutions like micro wind turbines, biomass, and high efficiency cogeneration for such purposes
has been demonstrated [73]. Similar and/or recently available technologies could represent a driver
for implementing new ARERA technical datasheets, in order to render them more compliant with
the agritourism context, and the EU targets for energy efficiency and emissions reductions in the
civil sector.

In conclusion, it arose that, although it was possible to combine the ARERA technical datasheets
with the EU Ecolabel criteria, in order to apply the proposed analysis methodology to the agritourism
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context in a more efficient way, the existing ARERA technical datasheets should be suitably updated
and/or replaced by other more effective tools, expressly planned for the accommodation and catering
business sector.
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Appendix A

Table A1. ARERA technical datasheets.

Datasheet N◦ Proposed Action

1-tris Installation of high-quality compact fluorescent lamps, not exceeding 15 W power

2 Replacement of electric water heater with gas water heater with sealed chamber
and piezoelectric ignition

3 New installation of 4-star single-family efficiency boiler fueled with natural gas

4 Replacement of gas water heater (with open chamber and pilot flame) with gas
water heater (with sealed chamber and piezoelectric ignition)

5 Replacement of simple glazing with double glazing

6 Wall and roof insulation

7 Use of photovoltaic systems with an electrical power of less than 20 kW

8T Installation of solar collectors for the production of domestic hot water

9T Installation of electronic frequency regulation systems (inverters) in electric motors
operating on pumping systems with power lower than 22 kW

10T Electricity recovery from natural gas decompression

11T Installation of engines with higher efficiency

13a-bis Installation, in residential environments, of water saving kits consisting of low-flow
aerators and low-flow shower heads

13b-bis Installation of low flow shower dispensers in hotels and guest houses

13c-bis Installation of low flow shower dispensers in sports facilities

15T Installation of outdoor air electric heat pumps instead of boilers in newly built or
renovated residential buildings

16T Installation of electronic frequency regulation systems (inverters) in electric motors
operating on pumping systems with power greater than or equal to 22 kW

17T Installation of luminous flux regulators for mercury vapor lamps and high-pressure
sodium vapor lamps in outdoor lighting systems

18T Replacement of mercury vapor lamps with high pressure sodium vapor lamps in
public lighting systems

19T Installation of high efficiency outdoor air conditioners with cooling capacity lower
than 12 kWf

20T Thermal insulation of walls and roofs for summer cooling in domestic and
service sectors

21T Application in the civil sector of small cogeneration systems for winter and summer
air-conditioning of rooms and the production of domestic hot water
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Table A1. Cont.

Datasheet N◦ Proposed Action

22T Application in the civil sector of district heating systems for room air conditioning
and domestic hot water production

23T Replacement of incandescent traffic lights with LED traffic lights

24T Replacement of incandescent votive lamps with votive LED lamps

25Ta Installation of devices for automatically switching off equipment in standby mode
in the residential sector

25Tb Installation of devices for automatically switching off equipment in stand-by mode
in the hotel sector

26T Installation of centralized systems for winter and/or summer air conditioning in
civil use buildings

27T Installation of electric heat pump for domestic hot water production in new and
existing plants

28T Realization of high efficiency systems for the illumination of main motorway and
extra-urban tunnels

29Ta Implementation of new high-efficiency lighting systems for roads destined to
motorized traffic

29Tb Installation of high efficiency lighting fixtures in existing lighting systems for roads
destined to motorized traffic

Table A2. EU Ecolabel for Tourist Accommodation Services criteria.

Mandatory Optional

General management criteria

1 Basis of an Environmental
Management System 23 EMAS registration, ISO certification of the tourist

accommodation (up to 5 points)

2 Staff training 24 EMAS registration or ISO certification of suppliers
(up to 5 points)

3 Information to guests 25 Ecolabelled services (up to 4 points)

4 General maintenance 26 Environmental and social communication and
education (up to 2 points)

5 Consumption monitoring 27 Consumption monitoring: Energy and water
sub-metering (up to 2 points)

Energy criteria

6 Energy efficient space heating
and water heating appliances 28 Energy efficient space heating and water heating

appliances (up to 3 points)

7
Energy efficient air

conditioning and air-based
heat pumps appliances

29 Energy efficient air conditioning and air-based heat
pumps appliances (up to 3.5 points)

8 Energy efficient lighting 30 Air-based heat pumps up to 100 kW heat output
(3 points)

9 Thermoregulation 31 Energy efficient household appliances and lighting
(up to 4 points)

10 Automatic switching off of
HVAC and lighting 32 Heat recovery (up to 3 points)
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Table A2. Cont.

Mandatory Optional

11 Outside heating and air
conditioning appliances 33 Thermoregulation and window insulation (up to

4 points)

12
Procurement of electricity

from a renewable
electricity supplier

34 Automatic switch off appliances/devices (up to
4.5 points)

13 Coal and heating oils 35 District heating/cooling and cooling from
cogeneration (up to 4 points)

36 Electric hand driers with proximity sensor (1 point)

37 Space Heater emissions (1.5 points)

38 Procurement of electricity from a renewable
electricity supplier (up to 4 points)

39 On site self-generation of electricity through
renewable energy sources (up to 5 points)

40 Heating energy from renewable energy sources
(up to 3.5 points)

41 Swimming pool heating (up to 1.5 points)

Water criteria

14 Efficient water fittings:
Bathroom taps and showers 42 Efficient water fittings: Bathroom taps and showers

(up to 4 points)

15 Efficient water fittings: Toilets
and urinals 43 Efficient water fittings: Toilets and urinals (up to

4.5 points)

16
Reduction in laundry achieved
through reuse of towels and

bedclothes
44 Dishwasher water consumption (2.5 points)

45 Washing machine water consumption (3 points)

46 Indications on water hardness (up to 1.5 points)

47 Optimised pool management (up to 2.5 points)

48 Rainwater and grey water recycling (up to 3 points)

49 Efficient irrigation (1.5 points)

50 Native or non-invasive alien species used in outdoor
planting (up to 2 points)

Waste and wastewater criteria

17 Waste prevention: Food
service waste reduction plan 51 Paper Products (up to 2 points)

18 Waste prevention:
Disposable items 52 Durable goods (up to 4 points)

19 Waste sorting and sending
for recycling 53 Beverages provision (2 points)

54 Detergents and toiletries procurement (up to
2 points)

55 Minimisation of the use of cleaning products
(1.5 point)

56 De-icing (1 point)

57 Used textiles and furniture (up to 2 points)

58 Composting (up to 2 points)

59 Waste water treatment (up to 3 points)
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Table A2. Cont.

Mandatory Optional

Other criteria

20 No smoking in common areas 60 No smoking in rooms (1 point)

21 Promotion of environmentally
preferable means of transport 61 Social policy (up to 2 points)

22 Information appearing on the
EU Ecolabel 62 Maintenance vehicles (1 point)

63 Environmentally preferable means of transport offer
(up to 2.5 points)

64 Unsealed surfaces (1 point)

65 Local and organic products (up to 4 points)

66 Pesticide avoidance (2 points)

67 Additional environmental and social actions (up to 3
points)

Appendix B

In the following the equations relating to the ARERA calculation procedures for each considered
technical datasheet are given, in order to define the parameters reported in the following, Table A3.

Datasheet N◦ 5, “Replacement of simple glazing with double glazing”, allows obtaining the gross
primary energy savings (RL) achievable per individual building:

RL = RSL× Swindow [toe/year/building] (A1)

where:

- RSL is the specific gross primary energy savings per m2 of replaced glass surface, dependent
on the climatic zone and the buildings intended use (residential, office, school, hospital, etc.),
expressed in toe/year/m2;

- Swindow is the replaced glass surface, expressed in m2.

Datasheet N◦ 7, “Use of photovoltaic systems with an electrical power of less than 20 kW”, allows
obtaining the achievable specific gross primary energy savings (RSL) for each reference physical unit
(UFR), represented by a photovoltaic system with electrical power <20 kW:

RSL = kWp × heq × k1 × 0.22·10−3 [toe/year] (A2)

where:

- kWp is the peak power of the system, expressed in kW;
- heq is a coefficient dependent on the solar belt of the considered province, expressed in h/year;
- k1 is a dimensionless coefficient that varies in function of the inclination (β) of the photovoltaic

modules on to the horizontal plane, that is k1 = 0.70 for β > 70◦, otherwise k1 = 1;

Datasheet N◦ 8T, “Installation of solar collectors for the production of domestic hot water”, allows
obtaining the annual shares of primary net energy savings (RNC) for each reference physical unit (UFR),
represented by the opening surface (m2) of the installed collectors:

RNC = RSN ×UFR [toe/year] (A3)

where:
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- RSN is the net specific primary energy savings achievable per m2 of UFR, based on the system
typology and on the solar belt to which the site belongs, expressed in toe/year/m2;

Datasheet N◦ 15T, “Installation of outdoor air electric heat pumps instead of boilers in newly built
or renovated residential buildings”, allows obtaining the annual shares of primary net energy savings
(RNC) for each reference physical unit (UFR), represented by a standard apartment, which in terms of
square meters of heated surface corresponds to about 80–90 m2:

RNC = a×RSL×UFR [toe/year] (A4)

where:

- a is the additionality coefficient (dimensionless);
- RSL is the specific gross primary energy savings per single UFR, based on the COP of the heat

pump typology, the surface/volume (S/V) ratio of the heated environment and the climatic zone
(c.z.), expressed in toe/year/m2.

Datasheet N◦ 19T, “Installation of high efficiency outdoor air conditioners with cooling capacity
lower than 12 kWf”, allows obtaining the annual shares of primary net energy savings (RNC) for each
reference physical unit (UFR), represented by 1 kW cooling capacity of the air conditioning system at
nominal conditions (expressed in actual installed cooling capacity):

RNC = a×RSL×UFR [toe/year] (A5)

where:

- a is the additionality coefficient (dimensionless);
- RSL is the specific gross primary energy savings per UFR, dependent on the solar belt of the

considered province, expressed in toe/year/m2.

Datasheet N◦ 27T, “Installation of electric heat pump for domestic hot water production in new
and existing plants”, allows obtaining the annual shares of primary net energy savings (RNC) for each
reference physical unit (UFR), represented by an electric heat pump water heater for the production of
domestic hot water (expressed in number of units):

RNC = a×RSL×UFR [toe/year] (A6)

where:

- a is the additionality coefficient (dimensionless);
- RSL is the specific gross primary energy savings per single UFR, based on the COP of the heat

pump typology and on the climatic zone, expressed in toe/year/m2.

Datasheet N◦ 6, “Wall and roof insulation”, allows obtaining the gross primary energy savings
(RL) achievable per insulated surface unit (m2):

RL = RSL× Swall−roo f [toe/year/building] (A7)

where:

- RSL is the specific gross primary energy savings per m2 of insulated surface, dependent on the
climatic zone and the building intended use (residential, office, school, hospital, etc.), expressed
in toe/year/m2;

- Swall-roof is the insulated surface of walls and/or roof, expressed in m2.
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Datasheet N◦ 20T, “Thermal insulation of walls and roofs for summer cooling in domestic and
service sectors”, allows obtaining the annual shares of primary net energy savings (RNC) achievable
per m2 of insulated surface unit (UFR):

RNC = a×RSL×UFR [toe/year] (A8)

where:

- a is the additionality coefficient (dimensionless);
- RSL is the specific gross primary energy savings per m2 of insulated surface, based on the thermal

transmittance K (W/m2/K) of the structure (walls and/or) before the intervention, expressed in
toe/year/m2.

Table A3. Equations (A1) to (A8) input data parameters for the two considered agritourisms.

Data-Sheet
N. (Eq)

Villa Dafne Bergi

Equation Input Data Equation Result Equation Input Data Equation Result

5 (1)

RSL = 0.009 toe/year/m2

RL = 2.7 toe/year

RSL = 0.005 toe/year/m2

RL = 1.2 toe/yearSwindow = 305 m2 Swindow = 236 m2

7 (2)

kWp = 19.9 kW

RSL = 8.1 toe/year

kWp = 19.9 kW

RSL = 8.1 toe/yearheq = 1852 h/year heq = 1852 h/year

k1 = 1 k1 = 1

8T (3)

RSNelectrical = 0.210 toe/year/m2

RNC = 4.9 toe/year

RSNelectrical = 0.210 toe/year/m2

RNC = 3.5 toe/yearRSNgas = 0.123 toe/year/m2 RSNgas = 0.123 toe/year/m2

UFRelectrical = 23 m2 UFRelectrical = 5 m2

UFRgas = 0 UFRgas = 21 m2

15T (4)

a = 1

RNC = 3.3 toe/year

a = 1

RNC = 2.0 toe/yearRSL = 0.181 toe/year/UFR RSL = 0.143 toe/year/UFR

UFR = 18 UFR = 14

19T (5)

a = 1

RNC = 0.7 toe/year

a = 1

RNC = 0.6 toe/yearRSL = 0.0037 toe/year/UFR RSL = 0.0037 toe/year/UFR

UFR = 200 kWf UFR = 150 kWf

27T (6)

a = 1

RNC = 3.9 toe/year

a = 1

RNC = 1.9 toe/yearRSL = 0.106 toe/year/UFR RSL = 0.107 toe/year/UFR

UFR = 37 UFR = 18

6 (7)
RSL = 0.0028 toe/year/m2

RL = 7.8 toe/year
RSL = 0.0015 toe/year/m2

RL = 4.2 toe/year
Swall-roof = 2768.5 m2 Swall-roof = 2791.75 m2

20T (8)

a = 1

RNC = 1.4 toe/year

a = 1

RNC = 1.4 toe/yearRSL = 0.0005 toe/year/UFR RSL = 0.0005 toe/year/UFR

UFR = 2768.5 m2 UFR = 2791.75 m2
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Abstract: This paper contributes to the literature on sustainable consumption by in-depth analy-
sis of the factors affecting the probability of 57 different practices of proenvironmental behavior
(PEBs) in Russia. The set of studied PEBs includes not only popular energy-saving and waste-
management practices but also more circular patterns of plastic consumption, shopping, and city
mobility. To study real and potential barriers to greening consumer behavior models, we conducted
a survey of 623 respondents using a questionnaire developed based on a comparative analysis of
similar studies conducted in other countries. The processing of the survey results was carried out
using nonparametric statistics due to the absence of a normal distribution of the sample for most of
the studied characteristics. The results of the study revealed that the main barriers to sustainable
consumption in Russia are the lack of appropriate infrastructure as well as a lack of knowledge.
Infrastructural barriers in some situations makes sustainable consumer behavior impossible or incon-
venient (in this case, preference is given to other types of consumption), or in some cases necessitates
spending additional time and money (then sustainable consumer behavior is not completely denied
but practiced less often).

Keywords: proecological behavior; circular economy; environmental management; survey; nonpara-
metric methods

1. Introduction

Circular Economy (CE) describes an economic system based on business models for
reusing, recycling, and recovering materials in the production and consumption of goods,
works, and services. The transition to the circular economy is necessary to maximize each
process’s performance in the life cycle of goods or services. The concept of CE opens
new radical changes in consumption patterns and lifestyles. Implementing the idea of
a circular economy requires rethinking the value chain, a conscious consumer approach,
and using new business models such as sharing platforms to extend the life of a product [1].
This principle of improving the economy implies that the global production system is
designed to have a no waste concept. All useful elements taken from the environment
can be reused and waste from one production chain is the starting material for building
another one. In contrast to the economy of the linear type, this stimulates the consumer to
change items of consumption always to replace them with newer ones. When the economy
transitions according to the circular type, it is essential to extend the life cycle of products
as long as possible by the following cycles: (1) reuse, (2) remanufacturing, (3) recycling,
(4) disposal [2]. At the same time, the more a product is in the first cycles, the cheaper it
is to produce in general than when the product goes for disposal immediately after use
(the traditional linear model of the production system).
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The European Development Plan for a Circular Economy is one of the best-developed
practical guidelines for the transition in today’s economic environment to the new, more sus-
tainable patterns of production and consumption. The European plan considers the forma-
tion of sustainable consumption as one of the priority areas of the circular economy [3].

The transition to the concept of a circular economy requires not only the restructuring
of production chains but also the reformatting of many logistic, informational, and man-
agerial links, as well as a change in consumer behavior models [4,5]. The lack of technology
and infrastructure readiness to support consumer behavior patterns can inhibit the intro-
duction of proecological consumer behavior patterns. The sustainability of the ecological
infrastructure (“eco” -infrastructure) and the living environment as socioecological subsys-
tems necessary for a person is achieved by the ability to adapt in a changing world. By “eco”
-infrastructure, we mean a complex of natural, natural-anthropogenic and artificial objects
and systems that provide conditions for preserving the human environment. The “eco”
infrastructure includes elements of traditional infrastructure (natural resources, all mining
systems, waste disposal systems, energy, transport, etc.). Many elements of traditional
infrastructure must be environmentally stable in order to be included as components
of the “eco” infrastructure that a person must carry out in accordance with ethics and
environmental regulation. However, modern world literature in the field of sustainable
development shows that it is cultural and economic barriers that have the most signifi-
cant impact on which of the practices of proecological behavior are spread and which are
not [6–8].

Consumer demand is a powerful incentive to create new and transformative industries
to increase environmental and social responsibility. However, consumers’ readiness for
such a radical change in traditional patterns should be formed gradually with the transition
from simple resource conservation and waste management practices to more complex ones.

Information on the barriers of proenvironmental conduct in a different cultural, eco-
nomic, and professional context is scattered across the body of literature [9–12]. However,
as far as we know, no previous research has investigated the problem of the barriers of
proenvironmental behavior in the context of circular economy development in Russia.
This country is only in the beginning of its way to the circular economy but has a compar-
atively high level of environmental awareness in some groups of consumers and strong
cultural traditions in sustainable consumption of food and clothes [13].

Most scholars recognize that environmental awareness is the first important step in
the adoption of proenvironmental behavior [14,15]. At the same time, some authors argue
that there is still a gap between environmental awareness and proenvironmental behavior
and rely on behavioral cost concept in explaining the obstacles of sustainable consump-
tion [14,16]. Since there are no consistent government policies in supporting sustainable
consumption in Russia, it is possible to assume that behavioral cost of proenvironmental
behavior is high in this country. This makes Russia an interesting case to study both from
empirical and theoretical points of view.

The purpose of this paper is to assess barriers of proenvironmental behavior associated
with the transition towards a more circular daily practice of energy and water consumption,
waste management, city mobility, and shopping in Russia. The study contributes to
the literature by bringing new empirical evidence of consumers’ attitude toward different
forms of proenvironmental behavior in Russia and the cultural influences on it.

To achieve the study’s objectives, we used a face-to-face questionnaire survey. The sur-
vey group mostly included students from the Peoples’ Friendship University of Russia
(Moscow) and the Kuban State University (Krasnodar), who studies in several training
areas, whose educational programs include courses in environmental management, envi-
ronmental engineering, etc. This choice of respondents is explained by the fact that this
category of consumers is the most informed and the most flexible in forming consumer
behavior patterns.
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2. Literature Review

Experts realize that the circular economy is characterized by a restorative and closed
nature. In the literature, there are three key features inherent in a circular economy:
first, enhanced control over natural resources and maintaining a sustainable balance of
renewable resources to conserve and maintain natural capital at an inexhaustible level;
second, optimization of consumption processes by developing and distributing products,
components, and materials that meet the highest level of reuse; third, the identification and
prevention of negative externalities of current production activities in order to improve
the efficiency of economic and ecological systems [17].

For the functioning of the circular economy model, the Ellen MacArthur Foundation
identifies several essential components of the transition and functioning of the circular
economy of groups of activities [17]: (a) Regenerate, (b) Share, (c) Optimize, (d) Loop,
(e) Exchange.

Despite the relatively recent interest in circular economics, recycled materials are
being returned to manufacturing processes at much lower levels. If this system could
be improved, loss of value, dependence on volatile product markets, reduced resource
productivity, and externalities in the form of environmental pollution could be avoided [18].
Germany’s waste management system is one of the most advanced globally; waste disposal
is carried out safely for people and the environment. However, only about 14% of the raw
materials used in the industry come from processing; the rest still come from raw materials.
The introduction of a circular economy is primarily an information problem.

Promoting proecological behavior in people’s daily lives is critical in the circular econ-
omy’s direction and the industrial and commercial sectors’ efforts. Therefore, this issue is
relatively well studied in modern scientific literature. As evidenced by the results of numer-
ous studies, awareness of the existence of environmental problems concern about the state
of the environment is characteristic of almost all social strategy of society, regardless of
gender, age, education, type of activity, etc. [19–21]. However, people’s environmental
activity—their ability to abandon their habitual consumer behavior to take the path of more
responsible behavior in everyday practices—is in its infancy [6,22,23]. There are many
internal and external barriers to taking real measures to prevent them or reduce the neg-
ative impact and consequences if people are well aware of environmental problems [24].
These barriers can be due to various factors such as traditional values, lifestyles, policies,
infrastructure, environmental circumstances, various cultures, and countries [5,25].

A significant amount of research addresses selecting factors that determine the choice
in favor of proecological behavior. In studies on the role of the individual behavioral aspect
in sustainable development, several primary determinants are highlighted that can influ-
ence an individual’s choice in favor of proecological actions. Thus, the article [26] states
that a combination of social and personal moral standards positively impacts the efficient
use of electricity, water, other resources, ecological consumerism, and the desire to recycle
materials. A person’s attitudes and beliefs, reflecting their awareness of problems and
a desire to change the situation also stimulate ecofriendly behavior, although in a less
significant way. In papers [27,28], it was noted that in addition to these factors, there are
several more: the so-called behavioral control, which means the ease with which an individ-
ual can put his intentions into action (the presence of monetary funds, time, opportunity);
the intrinsic usefulness of environmental good and the willingness to pay for its offer.
First of all, the last two parameters affect the desire to purchase environmentally friendly
goods instead of conventional ones. Sustainability is based on a balanced relationship of
the triple bottom line—people, profit, and planet [29].

The article [30] describes a study of proecological behavior in Canada and the United
States. As a result of this study, the authors found a positive relationship between life
satisfaction and proecological behavior. Life satisfaction as well as proecological behavior
was predicted by more social behavior.

There was high interest in the study, which was conducted by the students of Malaysian
universities. The authors of the study [31] carried out a personal assessment of proecologi-
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cal behavior. They assessed such qualities of a student’s character as openness, benevolence,
and conscientiousness. It was found that conscientiousness was the only trait that most
influenced the proenvironmental behavior (PEB). The multilevel analysis [32] showed
that the relationship between self-transcendence/self-development values–proecological
behavior was weaker among societies with higher cultural and socioecological constraints
(for example, with lower values of self-expression and economic development). These re-
sults clarify when values can promote or inhibit proecological behavior and highlight
the need to consider human interaction and context in understanding how personal factors
translate into proecological behavior. The article [33] examined the impact of education on
proecological behavior in Thailand’s educational institutions. The authors concluded that
the higher the level of education, the more often the respondents are ready to participate
in environmental actions. However, education does not have any impact on willingness
to pay environmental taxes. The study [34] estimated that people who received environ-
mental training would demonstrate 4.7 times more voluntary proenvironmental behavior
than those who did not receive any training. The article [35] examined personal factors
in proecological tourism behavior from a gender perspective. This study is based on
a sample of 347 golfers from 16 European countries. The results confirmed the relationship
between ecological habits, personal ability, and attitude to the environment. It is shown that
only the interaction between personal capabilities and externally-oriented habits influence
environmental attitudes.

In studies [36,37], they used the European countries’ example. The authors showed
that, despite evidence of a positive influence of education on individuals’ proecological
behavior, clear conclusions are impossible due to an ambiguous causal relationship. More-
over, it may be overlooked factors that force individuals to get more education and care for
the environment.

The article [38] examines students’ knowledge and behavior in ecological civilization.
Based on 13,404 questionnaires from 152 universities and using a polynomial logit regres-
sion model, the authors investigated the relationship between Chinese university students’
cognition and behavior. This article divides students’ ecological civilization knowledge
into two parts. One of which is common sense knowledge that comes from long-term
public environmental and environmental education in China. The other is the knowledge
of the ecological civilization’s national strategy, which comes from the recent intense and
comprehensive political advertising. This article concludes that university students with
the latest knowledge are more willing to implement ecological civilizational behavior.
This result illustrates the role of political propaganda in China for ecological civilization
to influence its citizens’ behavior and inspires other countries to promote environmental
policy and promote public environmental protection through the media.

The paper [39] examines the role of stakeholder engagement in establishing and
strengthening the sustainability culture in a company transitioning toward a circular
economy. The authors also emphasize that the government and universities play an active
role in promoting sustainability culture.

In addition to education, energy conservation, for example, is influenced by other
aspects. Thus, authors from China [40] considered factors affecting consumer behavior
with energy-saving. The authors concluded that urban inhabitants are more economical
in terms of energy consumption than rural inhabitants. The authors confirmed a more
responsible attitude towards the environment due to improved knowledge in energy con-
servation and more developed consumption habits. Scientists from Sweden [41] carried out
a comprehensive analysis of energy conservation factors. The authors identified the three
most significant factors: age of people, type of house, and income—with the decisive factor
being the type of housing. People living in private houses are more likely to save than
people living in apartment buildings. Socioeconomic factors influence savings on heating
more than attitude to the environment.

An interesting study was conducted [42] on procrastination on household energy-
saving behavior. The author concluded that environmental awareness increases energy
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savings but only affects actions that do not require additional costs (lowering the house’s
temperature during the absence).

One of the most common methods for studying consumer proecological behavior barri-
ers is to conduct surveys [8]. Although this method has its significant drawbacks, which are
also actively discussed in the literature (see, for example, works [7,43,44], it remains a pri-
ority tool in primary research. The goal is to obtain an overall picture of the prevalence of
a particular consumer behavior model and identify the reasons for the nonproliferation of
other models.

3. Materials and Methods

3.1. Procedure and Participants

To study real and potential barriers to greening consumer behavior models, we con-
ducted a survey of 623 respondents using a questionnaire developed based on a com-
parative analysis of similar studies conducted in other countries [6,25]. The study was
launched in early 2019 on a pilot group of students (N = 100) from Kuban State University.
On the stage of pilot research, a face-to-face survey method was used. A personal survey
in the case of small- and medium-scale gives an opportunity to study of phenomena in
a real-life context [45]. After processing the results of the pilot study and finding interest-
ing consistent patterns, the study was extended to different age groups and regions and
continued until the May of 2020.

On the second stage of survey a method of responded-driven sampling was used [46],
in which one interviewer from the invited group (students) interviews several (up to 10)
people at a time. It allowed us to increase the speed of the study and the size of the sample.

The procedure of responded-driven sampling led us to the following distribution of
respondents by age: the majority of respondents belong to the age category from 20 to
29 years old (55%), besides 8% of respondents belongs to the category from 16 to 20 years
old. This makes it possible to test the hypothesis about whether the educational process
affects the respondent’s values and their attitude to the practices of proecological behavior.
In addition, the sample has a reasonably well-represented age group from 30 to 39 (11%),
from 40 to 49 (11%) and 50 to 59 (9%). Age categories over 60 are less represented (6%).

The distribution of respondents by involvement in the educational process is the fol-
lowing: 62% of respondents are high school or college students, as well as undergrad-
uate and graduate university students. All other respondents (38%) form the category,
which was called “not a student” in order to highlight that they are not involved in the ed-
ucation process at the time.

The distribution of respondents by economic activity is the following: 93% of respon-
dents are economically active and only 7% are not. All working respondents are classified
as economically active, regardless of whether they are employed (be it self-employed,
sole proprietor, an employee at the enterprise) or students. The economically inactive
group includes pensioners, housewives, persons on parental leave, or persons with disabil-
ities. This division of respondents into groups was performed to test the hypothesis of how
the availability of free time (it is believed that economically active people have less free
time) affects the frequency of using various practices of proenvironmental behavior.

The distribution of respondents by region of residence is uneven. The majority
live in Moscow (69%). A significant proportion of respondents live in Krasnodar (17%)
and the Krasnodar region (10%). Other regions of Russia are slightly represented in
the sample, which is a consequence of the research technique—the main groups were
formed precisely in Moscow and Krasnodar based on two large universities. Nevertheless,
2% of respondents are representatives of other regions of the Southern Federal District
(except for the Krasnodar region), 1% of respondents live in St. Petersburg, and another 1%
live in other regions (Samara Oblast, Kamchatka Krai, Yuzhno-Sakhalin Oblast, etc.).

The level of education of the interviewed respondents in general can be defined as high.
The majority of respondents (62%) have higher education (31%—bachelor’s level and 41%—
specialist or master’s level). Another 6% of respondents have postgraduate education—
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postgraduate, doctoral, or residency). Sixteen percent of respondents have secondary
education (6%—general and 10%—professional) and another 16% are university students.

Regarding the distribution of respondents by income level, the majority of respon-
dents (60%) determined their income level using the following description “In general ok,
but sometimes I have to save”. The share of those who defined their financial situation with
the following phrase “I can satisfy all my needs and the needs of my family” is also quite
large in the sample (23%). Only 1% of the respondents defined their financial situation as
“I live in poverty”, 11% chose the phrase “I have to save” to describe their financial situa-
tion. Five percent of respondents found it difficult to determine their financial situation or
refused to answer.

The distribution of respondents by the level of participation in environmental activities
is the following: 39% of respondents participated in environmental campaigns to plant trees,
clean garbage, collect wastepaper, glass containers, etc. at least once. Almost the same
number of respondents did not participate in any environmental activities (38%). Six per-
cent of respondents filed complaints about any environmental pollution, participated in
collecting signatures for appeals to the authorities with demands to improve the environ-
mental situation and another 6% made donations for environmental activities. Only 3% of
respondents took part in environmental protests and only 2% participated in two or more
environmental events.

3.2. Measure of Attitude to Proenvironmental Behavior

In this study, we use the concept of ecological behavior proposed by Stern [14]. He under-
stands behavior as an interactive product of a personal value system and a set of contextual
factors. Accordingly, ecological behavior is “a product of the interaction of personality charac-
teristics (internal factors) and contextual (external) factors” [14]. Internal factors are associated
with citizens’ characteristics and include environmental knowledge, environmental values,
motivation, locus of control, and personal responsibility. External factors can be divided
into several categories: political, economic, social, and technological. Political factors are
related to the level and speed of adoption of environmental laws and standards for sus-
tainable development. The economic factors include the state of the country’s economy as
a whole, the volume and structure of environmental investments, the use of natural resources,
measures to restore natural resources, and the demand for environmentally friendly prod-
ucts. Social factors influence environmental competence through social cultural values and
traditions, the propensity to accept innovations, and change consumer behavior. External
technological factors include the level of development of technologies for the treatment of
discharges and emissions, disposal and recycling of waste, secondary use of raw materials,
environmental research, research in the field of alternative energy, etc.

As noted above, the questionnaire consisted of three parts. The first part of the ques-
tionnaire has fixed data internal factors of the respondents.

The second part of the questionnaire aimed to determine the respondents’ attitudes
on environmental responsibility issues (general environmental self-awareness). We asked
the respondents to answer whether they believe that they can improve their city’s environment
and indicate the types of environmental measures they took part in at least once. The third
part of the questionnaire aimed to assess the frequency and reasons for applying (or not
applying) practices of proenvironmental behavior in energy conservation, water conservation,
waste management, and reducing the use of disposable products and mobility.

In compiling a list of proenvironmental behaviors, we used a variation of the ques-
tionnaire proposed by Lee, Kurisu and Hanaki [6]. We chose this study as a prototype for
the following reasons: firstly, it contains a large list of possible practices of proenvironmen-
tal behavior (includes 58 practices); secondly, it has already been used by other scientists as
a basis for international comparisons [25], which allows us to further (when conducting
a more extensive study) compare the results obtained for Russia with the results of other
countries. It should be noted that from the entire list of 58 practices of proenvironmental
behavior, some are almost unknown in modern Russian society. Nevertheless, they were
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included in the study to identify possible patterns of behavior transmitted from genera-
tion to generation as a way of lean housekeeping. Several practices were excluded from
the list due to Russia’s inability to use a contradiction to cultural or legal norms. Instead,
several new energy-saving practices have been added. In general, our set of PEBs is 90%
similar to the set of Lee, Kurisu, and Hanaki [6].

The selected 57 patterns in our study were divided into six groups: (1) patterns in
the field of energy conservation; (2) patterns in the field of water conservation; (3) patterns
in the field of waste management; (4) patterns that can be arbitrarily called “against plastic”
(reducing the use of disposable tableware, packaging, etc.); (5) shopping patterns; (6) urban
mobility patterns. This division is explained by the fact that some groups of patterns
(for example, in the field of energy efficiency) have been actively promoting at the state
level for more than ten years, while others (for example, deciding in favor of purchasing
more environmentally friendly goods) have not yet been stimulated. The list of patterns,
divided into groups, is presented in Table 1

When answering the question of how often respondents practice each of the 57 models of
proenvironmental behavior, one could choose the answer options “never”, “rarely”, “often”,
or “always”, which, when processed, were translated into a scale from 1 to 4. Besides,
respondents were asked to choose the reasons for the application or nonapplication of these
practices. Among the possible reasons for applying the practice were “Habit”, “Laziness”,
“Money saving”, “Sense of duty”, “Fashion” and among the reasons for nonapplication—
“Laziness”, “Time consuming”, “No consideration”, “Forget”, “Nobody doing”, “Costly”,
“There are no conditions for application”, “I did not know that it was so necessary.” The choice
of each of the reasons was encoded as a Boolean variable (0 or 1).

Table 1. Proenvironmental patterns of consumers’ behavior.

Group of PEBs Description of PEBs

Energy saving

P1 Avoiding overloading the refrigerator
P2 Reducing opening and closing the door of the refrigerator
P3 Using a lower setting in the refrigerator compartment
P4 Putting hot food into the refrigerator after cooling
P5 Using stairs instead of elevators
P6 Cleaning filter of the air conditioner or cleaner
P7 Adjusting the temperature of the air conditioner
P8 Turning off lights in empty rooms
P9 Unplugging appliances not in use
P10 Turning off the TV when people are not watching
P11 Using energy-saving mode or turning off when not in use
P12 Doing ironing collectively
P13 Setting a lower shower temperature
P14 Adjusting the temperature of the radiator
P29 Avoiding over-volume cooking
P30 Water heating of the required volume in an electric kettle
P31 Covering the pan with a lid when cooking or boiling water
P40 Buying energy efficient appliances
P54 Using LED lamp instead of a fluorescent lamp
P56 Flame adjustment for cooking
P57 Use of residual heat when cooking on an electric stove

Water saving

P15 Using toothbrush cup
P16 Turning off the water when washing face or brushing teeth
P17 Taking short showers
P18 Washing dishes using jugged water
P19 Reducing detergent
P20 Cutting down on the frequency of washing clothes
P55 Using dishwasher
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Table 1. Cont.

Group of PEBs Description of PEBs

Waste management

P21 Avoiding throwing away waste cooking oil
P22 Following garbage rules
P23 Garbage separation
P24 Giving used clothes to other people or using a recycle box
P25 Collection and delivery of glass containers to appropriate
collection points
P26 Wastepaper collection and delivery to appropriate collection points
P27 Collection and delivery of used batteries, light bulbs to appropriate
collection points
P32 Composting kitchen garbage
P33 Throwing away kitchen garbage after it has dried
P46 Using both sides of the paper

No plastic

P28 Using own cup
P34 Using receptacle instead of plastic bag
P35 Using own bag when going shopping
P36 Reducing use of disposable products
P37 Not buying over-packaged products

Shopping

P38 Buying organic products
P39 Buying recycled goods
P41 Buying ecomark-appliances
P42 Choosing goods with their CO2 emission in mind (carbon footprint)
P43 Not buying unnecessary products
P44 Trying to repair things before buying replacements
P45 Using refill goods

Mobility

P47 Using bicycle or walking
P48 Using public transportation
P49 Joining the one day without car program
P50 Doing car checks regularly
P51 Avoiding overloading the car
P52 Reducing idling of the car
P53 Maintaining air pressure of the tire

Further, the investigation for answers to research questions was carried out using
descriptive and nonparametric statistics. Nonparametric tests were used in case the studied
variables are not distributed normally and are measured on an ordinal scale. Research
questions and methods of verification are summarized in Table 2.

Table 2. Research questions and methods.

Research Questions Method of Study

Q1: What are the most popular/unpopular PEBs? Descriptive statistics
Q2: Which groups of PEBs are the most popular/unpopular Descriptive statistics
Q3: The most coherent and discordant PEBs (single, groups) Descriptive statistics
Q4: Does the probability of PEBs depends on income level? Kruskal–Wallis Test
Q5: Does the probability of PEBs depends on the level of education? Mann–Whitney Test
Q6: Does the probability of PEBs depends on the degree of
involvement in the educational process? Mann–Whitney Test

Q7: Does the probability of PEBs depends on the level of
environmental responsibility (theoretical, real)? Mann–Whitney Test

Q8: What are the most common reasons for not practicing PEBs? Descriptive statistics
Q9: What is the degree of population involvement in ecopractices
(waste separation, wastepaper collection, etc., adherence to waste
management standards, etc.)?

Descriptive statistics
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Table 2. Cont.

Research Questions Method of Study

Q10: Does the probability of PEBs depends on age (what is
the influence of old patterns of behavior)

Correlation of Spearman
(R) and Tau-Kendall (K)

Q11: Does the probability of PEBs differ by region of residence? Kruskal–Wallis Test
Q12: Does the probability of PEBs depends on the level of economic
activity of the respondent? Mann–Whitney Test

4. Results

The survey data showed that most Russians are interested in the environment (73%).
More than half (57%) have taken part in nature conservation activity at least once. Every third
respondent spoke in the affirmative on personal participation to improve the city’s environ-
mental situation. The relatively widespread opinion among respondents about the need to
develop initiatives to protect the environment and the degree of responsibility for the environ-
ment indicates the lack of necessary changes. From the point of view of the locus of control
the respondents’ opinions were divided in groups, which are quite close to such a factor as
responsibility and determines the measure of a person’s moral attitude towards other people
and the world around him. Citizens with an internal locus of control who recognize each
resident’s possibility and ability to influence the current environmental situation were 54% of
respondents. On the contrary, 42% of respondents believe that an individual cannot influence
the situation with the environment, thereby shifting their responsibility to the relevant social
institutions, namely, the federal or local authorities. Despite these differences in answers,
Russians are interested in environmental consumption and behavior issues and economic
and social challenges. The study’s main focus was on determining the statistical relationships
between age, involvement in the educational process, economic activity, region of residence,
education level, income level, and the degree of participation in environmental activities on
the frequency of application of proenvironmental behavior practices.

4.1. Statistical Relationship between the Age and Gender of the Respondent and the Frequency of
Application of the Practices of Proecological Behavior

Since some age categories of respondents were less represented in the sample, we used
nonparametric statistical methods for processing research results that allow working with
small samples [47,48]. Calculation of nonparametric correlation coefficients Spearman (R)
and tau-Kendall (K) revealed the presence of some statistically significant relationships
between the age of the respondent and his attitude to various practices of proecological
behavior (Table 3). As shown from the nonparametric correlation results, the older genera-
tion more often practices more than 50% of the main patterns of proecological behavior.
The exception is practice P5—using stairs instead of elevators, for which there is a negative
correlation with the respondent’s age, which is understandable. The highest values of non-
parametric correlation coefficients were obtained in practices: P56—Flame adjustment for
cooking, P53—Maintaining air pressure of the tire, P43—Not buying unnecessary products,
P51—Avoiding overloading the car, P52—Reducing idling of the car, P50—Doing car checks
regularly, P25—Collection and delivery of glass containers to appropriate collection points.

Statistically significant differences in the frequency PEBs between men and women
were identified with Mann–Whitney test for practices P4 “Putting hot food into refrigerator
after cooling”, P50 “Doing car checks regularly”, P21 “Avoiding throwing away waste
cooking oil”, P22 “Following garbage rules”, P33 “Throwing away kitchen garbage after it
has dried”, P35 “Using own bag when going shopping”, P37 “Not buying over-packaged
products”, P47 “Using bicycle or walking” and P49 “Joining the one day without car
program”. All these PEBs are practiced more often by men than by women.
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Table 3. Correlations (at the p = 0.05 level) between the respondent’s age and the frequency of using the practices of
proecological behavior.

Designation of Practice Description of PEBs R K

P1 Avoiding overloading the refrigerator 0.110939 0.093358
P4 Putting hot food into the refrigerator after cooling 0.092132 0.078012
P5 Using stairs instead of elevators −0.086402 −0.072836
P8 Turning off lights in empty rooms 0.108368 0.092159
P9 Unplugging appliances not in use 0.098662 0.082177
P14 Adjusting the temperature of the radiator 0.129772 0.109882
P16 Turning off the water when washing face or brushing teeth 0.095665 0.080276
P24 Giving used clothes to other people or using a recycle box 0.114770 0.097202
P28 Using own cup 0.153335 0.131443
P30 Water heating of the required volume in an electric kettle 0.129507 0.109186
P31 Covering the pan with a lid when cooking or boiling water 0.143026 0.124615
P32 Composting kitchen garbage 0.104058 0.089667
P35 Using own bag when going shopping 0.082377 0.069287
P36 Reducing use of disposable products 0.090911 0.076527
P37 Not buying over-packaged products 0.098018 0.082512
P38 Buying organic products 0.147661 0.124152
P40 Buying energy efficient appliances 0.104952 0.088397
P43 Not buying unnecessary products 0.177359 0.150145
P44 Trying to repair things before buying replacements 0.125854 0.106487
P45 Using refill goods 0.091414 0.077797
P46 Using both sides of the paper 0.093672 0.079129
P50 Doing car checks regularly 0.155318 0.132766
P51 Avoiding overloading the car 0.170529 0.147143
P52 Reducing idling of the car 0.161546 0.138124
P53 Maintaining air pressure of the tire 0.192696 0.162217
P54 Using LED lamp instead of a fluorescent lamp 0.126195 0.107098
P55 Using dishwasher 0.113048 0.093301
P56 Flame adjustment for cooking 0.195606 0.162289
P10 Turning off the TV when people are not watching is not significant 0.065431
P17 Taking short showers is not significant 0.066025
P19 Reducing detergent is not significant 0.059806

4.2. Influence of Involvement in the Educational Process on the Frequency of Application of
Practices of Proecological Behavior

We tested whether education can significantly impact proenvironmental behavior, in-
volving more efficient use of natural resources, recycling materials, and green consumerism.
Conducting a series of nonparametric Mann–Whitney tests made it possible to reveal statis-
tically significant differences: in the use of specific practices of proenvironmental behavior
between respondents involved in the learning process (schoolchildren, students) and those
who completed their education (Table 4).

Table 4. Statistically significant (at the p < 0.05 level) results of the Mann–Whitney test with a grouping variable—
involvement in the educational process.

Designation of Practice Description of PEBs
Average in

a Student Group
Average in

the Nonstudent Group

P8 Turning off lights in empty rooms 2.85 3.05
P14 Adjusting the temperature of the radiator 2.39 2.62

P24 Giving used clothes to other people or using
a recycle box 2.28 2.49

P28 Using own cup 2.51 2.78
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Table 4. Cont.

Designation of Practice Description of PEBs
Average in

a Student Group
Average in

the Nonstudent Group

P30 Water heating of the required volume in
an electric kettle 2.43 2.67

P31 Covering the pan with a lid when cooking or
boiling water 2.58 2.85

P32 Composting kitchen garbage 2.00 2.22
P40 Buying energy efficient appliances 2.45 2.65
P41 Buying ecomark-appliances 2.18 2.39
P43 Not buying unnecessary products 2.51 2.68

P44 Trying to repair things before
buying replacements 2.58 2.78

P50 Doing car checks regularly 1.97 2.43
P51 Avoiding overloading the car 1.95 2.35
P52 Reducing idling of the car 1.87 2.24
P53 Maintaining air pressure of the tire 1.45 2.10
P54 Using LED lamp instead of a fluorescent lamp 2.33 2.61
P56 Flame adjustment for cooking 1.85 2.27

Concerning the revealed, statistically significant differences between the groups of
respondents receiving education and have completed their education, the second group of
respondents demonstrate more conscious proecological behavior in absolutely all aspects.

4.3. The Statistical Relationship between the Grouping Variable—Economic Activity and
Frequency of Application Practices Proenvironmental Behavior

Conducting a series of nonparametric Mann–Whitney tests made it possible to identify
statistically significant differences in the use of some proecological behavior practices
between economically active and economically inactive respondents (Table 5).

Table 5. Statistically significant (at the p < 0.05 level) results of the Mann–Whitney test with a grouping variable—economic activity.

Designation of Practice Description of PEBs
The Average in the Group

of Economically Active
Average in the Group of
Economically Inactive

P5 Using stairs instead of elevators 2.61 2.18

P6 Cleaning filter of the air conditioner
or cleaner 2.40 1.95

P8 Turning off lights in empty rooms 2.95 3.32

P11 Using energy-saving mode or turning
off when not in use 2.80 2.28

P19 Reducing detergent 2.47 2.85

P25
Collection and delivery of glass

containers to appropriate
collection points

2.12 1.51

P26 Wastepaper collection and delivery to
appropriate collection points 2.15 1.61

P27
Collection and delivery of used

batteries, light bulbs to appropriate
collection points

2.11 1.76

P31 Covering the pan with a lid when
cooking or boiling water 2.71 3.15

P33 Throwing away kitchen garbage after it
has dried 2.10 1.63

P34 Using receptacle instead of a plastic bag 2.14 1.68
P43 Not buying unnecessary products 2.58 3.12

P54 Using LED lamp instead of
a fluorescent lamp 2.48 3.00

P56 Flame adjustment for cooking 2.03 3.37
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The revealed differences in the frequency of the use of some practices by economically
active and economically inactive respondents do not confirm the original author’s hypothe-
sis that having more free time in the absence of a permanent job can contribute to the more
careful handling of all resources and the use of more labor-intensive waste management
practices. On the contrary, economically active respondents demonstrate greater environ-
mental awareness. They are more likely to practice collecting and handing over recycling
wastepaper, glass containers, e-waste, drying food waste, and reusable shopping bags.
In addition, economically active respondents are more competent in handling household
appliances to reduce their energy consumption. At the same time, nonworking respon-
dents more often use those practices associated with saving, first of all, financial resources.
Besides, they more often use traditional household practices in cooking, which are aimed
not so much at saving resources but simply correspond to the usual established order
of things.

4.4. The Impact of the Region of Residence on the Frequency of Use of Practices of
Proenvironmental Behavior

Given the strong uneven distribution of respondents by region of residence, to process
the results of statistical testing hypotheses related to regions of residence, nonparametric
statistics were also used. In addition, we tried to interpret the results as carefully as possible.
The influence of the respondent’s region of residence on the frequency of application of
proecological behavior practices was investigated using a series of nonparametric Kruskal–
Wallis tests. Statistically significant values of the χ2-statistic are given in Table 6.

Table 6. The results of calculating the Kruskal–Wallis statistics test the hypothesis about the influence
of the region of residence on the frequency of using proecological behavior practices.

Practice. H-Statistics p-Value

P1 12.85229 0.0248
P2 23.98897 0.0002
P4 39.28119 0.0000
P6 15.12456 0.0098
P7 19.66623 0.0014
P8 25.955667 0.0001
P10 14.93873 0.0106
P12 15.00023 0.0104
P13 12.89271 0.0244
P15 46.54626 0.0000
P17 16.29421 0.0061
P18 33.89423 0.0000
P20 16.76744 0.0050
P21 43.66621 0.0000
P22 15.42830 0.0087
P23 47.3464 0.0000
P25 49.1394 0.0000
P26 39. 5141 0.0000
P27 33.7303 0.0000
P28 16.1706 0.0064
P30 19.0606 0.0019
P31 12.5835 0.0276
P32 36.8298 0.0000
P33 54.84471 0.0000
P34 47.85524 0.0000
P36 14.10583 0.0150
P38 17.90442 0.0031
P39 34.38250 0.0000
P41 11.75316 0.0383
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Table 6. Cont.

Practice. H-Statistics p-Value

P42 38.94659 0.0000
P43 21.59409 0.0006
P44 23.25259 0.0003
P50 50.10451 0.0000
P51 35.87414 0.0000
P52 18.91370 0.0020
P53 56.74829 0.0000
P54 26.04608 0.0001
P55 17.85102 0.0031
P56 70.39943 0.0000

Residents of two regions of Moscow and Krasnodar took part in the survey, and the range
of answers was quite comprehensive.

4.5. Effect of Educational Level on the Frequency of Usage Practices Proenvironmental Behavior

To test the hypothesis about the influence of the respondent’s education level on his
attitude to various proecological practices, we calculated the nonparametric Spearman
(R) and tau-Kendall (K) correlation coefficients. As a result, a weak positive statistically
significant result was obtained at the p = 0.05 level for some nontrivial practices. It should
be noted that Practices P23 (Garbage separation), P25 (Collection and delivery of glass
containers to appropriate collection points), P27 (Collection and delivery of used batteries,
light bulbs to appropriate collection points), P33 (Throwing away kitchen garbage after it
has dried) from the Waste Management category, Practices P28 (Using own cup), P34 (Using
receptacle instead of plastic bag) from the category “Rejection of Plastic” and Practices
P38 (Buying organic products), P42 (Choosing goods with their CO2 emission in mind
(carbon footprint)) from the Purchase category are relatively new for the Russian consumer
and/or labor-intensive. Thus, we can talk about the positive influence of the respondent’s
education level on forming a proecological consumer behavior (Table 7).

Table 7. Correlations (at the p = 0.05 level) between the respondent’s educational level and the frequency of using
proenvironmental practices.

Designation of Practice. Description of PEBs R K

P4 Putting hot food into the refrigerator after cooling −0.092740 −0.078767
P6 Cleaning filter of the air conditioner or cleaner 0.1010145 0.082851

P25 Collection and delivery of glass containers to appropriate
collection points 0.081862 0.068227

P27 Collection and delivery of used batteries, light bulbs to
appropriate collection points 0.104634 0.087570

P28 Using own cup 0.086698 0.072704
P33 Throwing away kitchen garbage after it has dried 0.108604 0.091953
P34 Using receptacle instead of plastic bag 0.116350 0.097265
P39 Buying recycled goods 0.084708 0.070035

P42 Choosing goods with their CO2 emission in mind
(carbon footprint) 0.091716 0.075898

P3 Using a lower setting in the refrigerator compartment is not significant −0.057050
P23 Garbage separation is not significant 0.052729
P44 Trying to repair things before buying replacements is not significant −0.056678

4.6. The Impact of Income on the Frequency of Use of Practices of Proenvironmental Behavior

As a result of testing the hypothesis about the influence of the respondent’s income
level on the frequency of his use of various practices of proecological behavior by calcu-
lating the Spearman and Kendall nonparametric correlations, negative correlations were
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revealed between the income level and the use of his own bags for shopping (P35), as well
as the refusal to use personal vehicles in urban areas (P47, P48). A weak positive correlation
was also found between the respondent’s income level and his use of such energy saving
practices as cleaning the air conditioner filter (Table 8).

Table 8. Correlations (at the p = 0.05 level) between the respondent’s income level and the frequency of using proenviron-
mental practices.

Designation of Practice Description of PEBs R K

P6 Cleaning filter of the air conditioner or cleaner is not significant 0.054452
P35 Using own bag when going shopping −0.084402 −0.072595
P47 Using bicycle or walking −0.100478 −0.087474
P48 Using public transportation −0.087542 −0.075391

Thus, we can say that the level of income has practically no effect on the frequency
of using proecological patterns of consumer behavior. The exception is urban mobility
practices, where there is a negative impact of income on proecological mobility practices.

4.7. The Influence of the Level of Involvement in Environmental Activities on the Frequency of Use
of Practices of Proenvironmental Behavior

The influence of the level of involvement in environmental activities (which can
be interpreted as the level of environmental awareness) on the frequency of applying
proenvironmental behavior was also investigated using a series of nonparametric Kruskal–
Wallis tests. Statistically significant values χ2-statistics are given in Table 9.

Table 9. The results of calculating the Kruskal–Wallis statistics to test the hypothesis about the influ-
ence of the respondent’s level of involvement in environmental activities on the frequency of using
proenvironmental practices.

Practice H-Statistics p-Value

P4 15.64615 0.0158
P11 14.51215 0.0244
P16 14.22839 0.0272
P18 17.12929 0.0088
P23 13.33903 0.0380
P28 20.03792 0.0027
P29 13.21269 0.0398
P31 14.12257 0.0283
P34 12.65754 0.0488
P37 23.60005 0.0006
P38 15.38802 0.0174
P47 16.87749 0.0097
P53 20.70417 0.0021
P54 13.48528 0.0359
P56 23.78589 0.0006

4.8. Results of the Analysis of Descriptive Statistics on Proenvironmental Behavior Practices

The calculation of descriptive statistics on the respondents’ assessments of the fre-
quency of using the proposed patterns of proecological consumer behavior shows that
the most popular practices across all 57 were P1 “Avoiding overloading the refrigerator”,
P2 “Reducing the opening and closing of the refrigerator door”, “P4 “Putting hot food into
refrigerator after cooling”, P7 “Adjusting the temperature of the air conditioner”, P8 “Turn-
ing off lights in empty rooms”, P10 “Turning off the TV when people are not watching”,
P11 “Using energy saving mode or turning off when not in use”, P28 “Using own cup”,
P31 “Covering the pan with a lid when cooking or boiling water”er” и P5
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The least popular practices, with a median score of 1.5 to 2.1, are: P21 “Avoiding
throwing away waste cooking oil”, P25 “Collection and delivery of glass containers to
appropriate collection points”, P27 “Collection and delivery of used batteries, light bulbs
to appropriate collection points”, P33 “Throwing away kitchen garbage after it has dried”,
P34 “Using receptacle instead of plastic bag”, P42 “Choosing goods with their CO2 emission
in mind (carbon footprint)”, P49 “Joining the one day without car program”, P52 “Reducing
idling of the car”, P53 “Maintaining the air pressure in the tire”, P55 ”Using the dishwasher”

er” и P5
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P57 “Using residual heat when cooking on an electric stove” (Figure 1).

Figure 1. Average ratings of 10 most and 10 least popular practices of proecological behavior
in Russia.

The most consistent respondents from the regions rated the practices: P1 “Avoiding
overloading the refrigerator”, P2 “Reducing opening and closing the door of the refrig-
erator”, P3 “Using a lower setting in the refrigerator compartment”, P17 “Taking short
showers”, P36 “Reducing use of disposable products”, P41 “Buying ecomark-appliances”
(the standard deviation is slightly more than 1). The largest scatter of assessments is
observed across practices: P57 “Use of residual heat when cooking on an electric stove”,
P16 “Turning off the water when washing face or brushing teeth”, P51 “Avoiding over-
loading the car”, P53 “Maintaining air pressure of tire”. Moscow’s respondents did not
show consistency in applying practices (standard deviation is on average more than 1.0).
The most considerable variation among respondents is observed for practices: P53 “Main-
taining air pressure of tire”, P55 “Using the dishwasher”, P56 “Flame control when cooking
on a gas stove”, P57 “Using residual heat when cooking on an electric stove” (standard
deviation is on average more than 1.5). Among the groups of practices, the most popular
were energy saving practices (median 2.8, average 2.6), the least popular practices for waste
management (median 1.9, average 2.21) (Figure 2).

One of the central principles of ecological behavior is saving resources in everyday life.
Research data showed that a significant proportion of citizens (46%) try to save electricity,
water, and gas. Regarding people’s behavior, which can be called eco-oriented (saving
resources in everyday life, separating garbage, following the norms of waste management),
we can conclude that Russians rarely adhere to several pro-eco practices simultaneously,
but they are used quite often separately. The most frequently chosen reason for nonapplica-
tion of proenvironmental practices of handling household waste was the answer option
“There are no necessary conditions for application”, which suggests that the overwhelming
majority of respondents could make them at least more commonly used with appropriate
collection points for glass containers, wastepaper, old clothing, used batteries and light
bulbs. However, also popular answers about the reasons for nonapplication were “I see
no need”, “laziness”, “waste of time”, “forgetting”, which indicates an insufficient level
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of environmental self-awareness even in one of the most informed and flexible in house-
hold skills group of respondents. The identified differences are most likely explained
not so much by the respondent’s income level as by other factors that may be indirectly
related to the income level: cultural traditions and living conditions. More research is
needed to understand better the impact of income on the frequency of using a particular
behavior model.

Figure 2. Most popular groups of practices.

4.9. Box and Whisker Chart Analysis Results for Proenvironmental Behavior Practices

The revealed differences were analyzed by constructing box and whisker diagrams,
reflecting the median, and quartiles of 25%–75% and the maximum and minimum values
of each group’s respondents’ ratings. Differences due to the discrepancy between only
the quartiles of 25–75% and the discrepancy between the median estimates of only groups 4,
5, and 6 (the smallest, cannot be generated randomly) were excluded from the meaningful
interpretation. In those cases, when the median values of the most numerous groups
of respondents (1, 2, and 3) differed among themselves, we attempted to analyze and
substantively explain the statistically significant differences revealed. In Figures 3–16
are box and whisker diagrams with the most noticeable differences in the respondents’
assessments between groups 1—Moscow, 2—Krasnodar, 3—Krasnodar region.

Figure 3. Box and whisker diagrams for practices P2 (Reducing opening and closing the door of the refrigerator) and P4
(Putting hot food into the refrigerator after cooling) from the category “energy saving”.
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Figure 4. Box and whisker diagrams for practice P6 (Cleaning filter of the air conditioner or cleaner) and P7 (Adjusting
the temperature of the air conditioner), the category “energy saving”.

Figure 5. Box and whisker diagrams for practice P8 (Turning off lights in empty rooms) and P10 (Turning off the TV when
people are not watching), the category “energy saving”.

Figure 6. Box and whisker diagrams for practice P12 (Doing ironing collectively) and P13 (Setting a lower shower
temperature), the category “energy saving”.
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Figure 7. Box and whisker diagrams for practice P15 (Using toothbrush cup) and P17 (Taking short showers), category—
“Water saving”.

Figure 8. Box and whisker diagrams for practice P18 (category “Water saving”) and P21 (category “Waste management”).

Figure 9. Box and whisker diagrams for practices P22 (Following garbage rules) and P23 (Garbage separation), the category
“Waste management”.
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Figure 10. Box and whisker diagrams for practices P25 (Collection and delivery of glass containers to appropriate collection
points), P26 (wastepaper collection and delivery to appropriate collection points) and P27 (Collection and delivery of used
batteries, light bulbs to appropriate collection points) from the category “Waste management”.

Figure 11. Box and whisker diagrams by practices P28 (Using own cup), P32 (Composting kitchen garbage), from
the categories “No plastic” and “Waste management”.
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Figure 12. Box and whisker diagrams by practices P33 (Throwing away kitchen garbage after it has dried), P34 (Using
receptacle instead of plastic bag), from the categories “No plastic” and “Waste management”.

Figure 13. Box and whisker charts by practices P38 (Buying organic products), P39 (Buying recycled goods), from category
“Shopping”.

Figure 14. Box and whisker charts by practices P41 (Buying ecomark-appliances), P42 (Choosing goods with their CO2

emission in mind (carbon footprint)), from category “Shopping”.
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Figure 15. Box and whisker diagrams by practices P50 (Doing car checks regularly), P51 (Avoiding overloading the car),
category “Mobility”.

Figure 16. Box and whisker diagrams by practices P52 (Reducing idling of the car), P53 (Maintaining air pressure of the tire),
category “Mobility”.

Control over opening the refrigerator (P2): in Krasnodar, this practice is used less fre-
quently (median 2.0, which corresponds to the answer “rarely”) than in Moscow and small
towns of the Krasnodar Territory (median 3.0, which corresponds to the answer “often”).
Cooling hot food before placing it in the refrigerator (P4): in Krasnodar and Krasnodar region
it is used more often (median 4, which corresponds to the answer “always”) than in Moscow
(median—3, which corresponds to the answer “often”) (Figure 3). Air conditioner filter
cleaning (P6) is used much more frequently in Moscow (median 3, which corresponds to
the answer “often”) than in Krasnodar and Krasnodar region (median 2—“rarely”). Air con-
ditioner temperature control (P7) is more often used in large cities—Moscow and Krasnodar
(median 3—“often”), and in Krasnodar region-less often (median 2—“rarely”) (Figure 4).

Lighting off in empty rooms (P8) is more commonly used in Krasnodar and Krasnodar
region (median 4—“always”) than in Moscow (median 3—“often”). Switching off the TV af-
ter watching (P10) is most often used in Krasnodar (median 4—“always”), while in Moscow
and Krasnodar region—less often (median 3—“often”) (Figure 5). Selective ironing (P12) is
often practiced in large cities—Moscow and Krasnodar (median 3—“often”). In small towns
and rural areas of the Krasnodar region, this practice of energy saving is rarely used (median
2—“rarely). Lowering the water temperature when taking a shower/washing/washing
dishes (P13) is more often practiced in Moscow (median 3—“often”), while in Krasnodar
and Krasnodar region this practice of energy saving is used less often (median 2—“rarely”)
(Figure 6).
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Using a water cup when brushing teeth (P15) is one of Russia’s least popular resource-
saving practices. In Moscow (as well as in the regions that are represented by a small
number of respondents), it is still used more often (median 2—“rarely”) than in Krasnodar
and Krasnodar region (median 1—“never”). Shortening of shower time (P17) as a water
saving practice is more often used in Moscow and small towns of the Krasnodar region
(median 3—“often”) than in Krasnodar (median 2—“rarely”) (Figure 7).

Washing dishes in a basin (P18) is more commonly used in Moscow (median 2—
“rarely”) than in Krasnodar and Krasnodar region (median 1—“never”). A similar situation
is observed in the practice of recycling vegetable oil (P21). This situation is rather strange
since it is logical to assume that such practices are more accessible to apply in the case of
living in your own house and/or running a subsidiary farm, which is much more common
in small towns of the Krasnodar region than in such a metropolis as Moscow (Figure 8).

Compliance with waste management standards (P22) is much more common in
Moscow (median 3—“rare”) than in Krasnodar and Krasnodar region (median 2—“rare”).
Judging by the assessments of respondents from regions with a low representation, it can
be expected that the same situation of ignoring waste management standards is observed
in other regions of Russia. The practice of sorting waste (P23) is more often used in Moscow
and small towns of the Krasnodar region (median 2—“rarely”) than in Krasnodar (median
1—“never”) (Figure 9).

Collection and delivery of wastepaper, glass containers, and electronic waste occurs
(P25) more often in Moscow (median 2—“rarely”) than in Krasnodar and other settlements
of the Krasnodar region (median 1—“never”) (Figure 10).

The use of one’s tableware instead of disposable ones is equally often practiced
in Moscow and Krasnodar (median 3—“often”) but even more often in small towns of
Krasnodar region (median 4—“always”). Composting of kitchen waste is sometimes prac-
ticed in Moscow and small towns of the Krasnodar region (median 2—“rare”), in Krasnodar
it does not occur at all (median 1—“never”) (Figure 11).

Such a practice of handling household waste as throwing away organic waste only after
drying (P33) is sometimes observed in Moscow (median 2—“rarely”), in Krasnodar and other
points of the Krasnodar region do not occur at all (median 1—“never”). The use of a container
instead of a plastic bag for storing food (P34) is also more often used in Moscow (median
2—“rarely”) than in the Krasnodar region and Krasnodar (median 1—“never”) (Figure 12).

The purchase of organic products (P38) is more common in Moscow and small towns of
the Krasnodar region (median 3—“often”) than in Krasnodar (median 2—“rare”). The pur-
chase of processed goods (P39) is sometimes found in large cities—Moscow and Krasnodar
but not at all in small towns of the Krasnodar region (median 1—“never”) (Figure 13).

Purchases of goods subject to ecolabeling (P41) are more likely to occur in Moscow
(median 3—“often”) than in Krasnodar and Krasnodar region (median 2—“rare”). The pur-
chase of goods taking into account the carbon footprint (P42) is still found only in Moscow
(median 2—“rare”), in the Krasnodar region not found at all (Figure 14).

As for the practices that help reduce the negative impact of the car on the environment,
the practice of regular technical inspection and avoidance of overloading the car (P50) is
sometimes used in Krasnodar and Krasnodar region (median 2—“rarely”), in Moscow—
never (median 1) (Figure 15). A similar picture is observed with a decrease in the idling
of a car and tire pressure maintenance (P52). (Figure 16). In the Krasnodar region and
Krasnodar, they are often used (median 2.5-3), in Moscow—never (median 1).

The respondents’ distribution by the level of participation in environmental events
held by local communities, regional and federal authorities, and their initiative is shown
in Figure 16. Of the most interesting differences between the behavior of respondents,
the following can be noted: respondents who show their environmental activity in the form
of participation in protest actions are less likely than other groups (including respon-
dents who show their activity in other forms and respondents who do not participate in
any what environmental actions) use in practice the patterns P4 (Putting hot food into
the refrigerator after cooling), P11 (Using energy-saving mode or turning off when not
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in use) and P29 (Avoiding overvolume cooking) from the category “energy saving”, P16
(Turning off the water when washing face or brushing teeth) from the category “Water
use”, P23 (Garbage separation) from the category “Waste management”, P28 (Using own
cup) from the category “Refusal from plastic”, P37 (Not buying over-packaged products)
and P38 (Buying organic products) from the category “Shopping”, P47 (Using bicycle
or walking) and P53 (Maintaining air pressure of the tire) from the category “Mobility”.
For all other practices, where differences in respondents’ behavior from different groups are
revealed, this group does not differ from most others. Judging by the identified features of
consumer behavior, this group of respondents cannot be classified as environmentally con-
scious. Their participation in protest actions is most likely motivated not by environmental
considerations as by a generally negative attitude towards the authorities’ actions.

The most active respondents who took part in more than one type of environmental
activities demonstrate a more frequent use of practices P4 (Putting hot food into the refrig-
erator after cooling) and P56 (Flame adjustment for cooking) from the category “energy
saving”, P16 (Turning off the water when washing face or brushing teeth) from the cat-
egory “Water use”, P28 (Using own cup) and P37 (Not buying over-packaged products)
from in the category “Refusal of plastic”, P38 (Buying organic products) from the cate-
gory “Purchases”, P53 (Maintaining air pressure of the tire) from the category “Mobility”.
At the same time, according to other practices, such as P18 (Washing dishes using jugged
water) from the category “Water use”, P23 (Garbage separation) from the category “Waste
management”, P34 (Using receptacle instead of plastic bag) from the category “Avoiding
plastic”, this group of respondents has the lowest or one of the lowest rates of the fre-
quency of use. Such a spread in the frequency of using various practices of the most active
respondents’ proecological behavior is most likely evidence that not all of the studied
practices are realized as essential and useful. Any striking differences in the behavior of
groups of respondents who have never taken part in environmental actions at all, who filed
complaints or collected signatures under appeals to the authorities and who participated
in tree planting, garbage collection, collection of wastepaper, glass containers, etc., was not
identified. This may indicate that the respondents took part in environmental campaigns
more out of solidarity, communication, charity, etc., rather than based on clear ideas about
the severity of environmental problems. Another interpretation of the results obtained
can be offered: it is much easier for even environmentally conscious people to take part in
a one-time action than change the usual patterns of their daily consumer behavior.

5. Discussion

In the extensive literature on various proecological behavior issues, we can highlight
several articles that consider various factors and barriers that affect environmental respon-
sibility, which implies a more efficient use of natural resources. Thus, the article [27,49]
noted that in addition to environmental awareness, the availability of financial resources,
time, and opportunities affect the desire to purchase environmental goods. Studies [50–52]
demonstrate that time preferences influence the valuation of PEBs even in very different
cultural contexts (US and India), and people who have free time are more engaged in
energy-saving proenvironmental behavior. Unlike previous research, our study did not
reveal the differences in the frequency of some PEBs between the groups of economically ac-
tive and inactive respondents, which can support our original hypothesis that having more
free time in the absence of a permanent job can contribute to more careful handling of all
resources and the use of more labor-intensive waste management practices. The exception
is the pattern P8 “turning off lights in empty rooms”.

On the contrary, economically active respondents demonstrate greater environmental
awareness. In a study [37] on the example of European countries, the author showed
evidence of a positive influence of education on the proecological behavior of individuals.
The same kind of positive correlation was recently found in [53] on the example of Peru for
the PEBs, connected with plastic consumption. Our results also showed that involvement in
the educational process has a positive effect on the respondent’s values and attitude towards

193



Appl. Sci. 2021, 11, 46

practices. As for the revealed statistically significant differences between the groups of
respondents who are receiving education and have completed their education, the second
group of respondents demonstrates more conscious proecological behavior in absolutely
all aspects.

Statistically significant differences in the frequency of PEBs for the variable “gender”
were found only for nine PEBs, of which three PEBs belong to the mobility group and three
PEBs belong to the waste-management group. This result is rather unexpected, since in
other countries, for example, in Spain [54], France [55], and China [56], women demonstrate
more active proecological behavior.

In the study of authors from China [40], it is shown that other aspects affect energy
conservation in addition to education. The authors believe that urban residents are more
economical in terms of energy consumption than rural residents. In this, the results of
our study are quite consistent with the results of surveys of Chinese scientists conducted
in large urban agglomerations and presented in the study [11]. Our results showed that
concerning interregional differences, we could say that Moscow is a regional leader in
infrastructure development and information support for more “advanced” practices of
proenvironmental behavior. The application of these practices requires a certain level of
environmental knowledge and specific technical equipment. In small towns and rural
areas, traditional patterns of proenvironmental behavior are more often used. However,
more detailed conclusions about regional differences can be made only after additional
research and expansion of other regions of Russia in the sample.

Despite the fact that the obtained results cannot be directly compared with the parallel
results of surveys in other countries presented in the literature, since they were obtained in
different macro and micro contexts [56], it can be noted that composting kitchen waste is
unpopular in Russia as much as in cities like Tokyo, Bangkok, and Seoul [25]. On the contrary,
energy-saving practices are the most popular both in Russia and in all three Asian cities
examined with the same methodology. In an article [41,57], the authors identified the most
significant factors: age, income, and housing type. They showed that people living in private
houses are more likely to save than residents of apartment buildings. The results of the study
confirmed the effect of age on the frequency of practice. Namely, the older generation more
often practices more than 50% of proecological behavior’s main patterns. They are more
conscious about their consumption, which can be seen in many practices. However, this
behavior is not associated with a decrease in economic activity and a decrease in income.
On the contrary, economically active respondents are more likely to practice proenvironmen-
tal behavior than economically inactive, especially in cases where proenvironmental behavior
is more costly than irresponsible consumption. The main reasons for not applying several con-
sumer behavior patterns are either a lack of understanding of their significance or a complete
lack of information about the possibility of such consumer behavior.

The selection of methods for studying barriers to consumer prosustainable behavior
confirmed significant shortcomings of the questionnaire used in this study. This method is
actively discussed in the literature [7,8,43]. However, when conducting primary research
to obtain a general picture of the spread of a particular behavior model and identifying
the reasons for the nonproliferation of other models, this method, in our opinion, remains
a priority tool. It is possible to identify the main reasons for the weak operation of CE in
reality. Central to the effective circular economy design is the observation that there is still
a problem with information. For example, potential consumers do not know how many
years they can use it when buying a supported product. If the customer can receive such
information on time, this may affect his choice. There is also a distorted perception among
potential customers that recycled materials are usually considered substandard. In primary
markets, external effects (pollution of the environment and air) are not taken into account,
which leads to unjustified price advantages of primary materials. It is necessary to increase
the literacy of citizens. As the key factors that hinder environmentally sound behavior,
the respondents highlight the lack of their initiative and specific environmental measures
on the part of the government.
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6. Conclusions

This paper contributes to the literature on sustainable consumption by in-depth analy-
sis of the factors affecting the probability of 57 different PEBs in Russia. The advantages of
our research are as follows: the set of studied PEBs includes not only popular energy-saving
and waste-management practices but also more circular patterns of plastic consumption,
shopping, and city mobility.

The study has revealed that involvement in the educational process (being a student)
has a positive effect on the respondent’s attitude towards the most energy-saving practices.
Besides, the respondents who completed their education demonstrate more conscious
proenvironmental behavior in all studied areas: energy and water saving, plastic consump-
tion, food consumption, waste management, and sustainable mobility. At the same time,
the probability of PEBs practically not related to the level of income and, therefore, is not
the result of intention to save money. Economically active respondents demonstrate greater
environmental awareness and are more likely to practice waste collection and recycling and
reusable shopping bags. In addition, economically active respondents are more competent
in handling household appliances to reduce their energy consumption.

Thus, it is possible to confirm the positive externality of education-higher quality proeco-
logical behavior. Given the high cost of recycling modern waste, investment in education can
be a preventive measure for improving the environment. In the short term, the effect is hardly
possible, but for the regions of Russia, raising awareness and education of the population in
the long term can significantly affect the level of environmental awareness.

The main reasons for not applying some sustainable behavior patterns are either a lack
of understanding of their significance or a complete lack of information about the pos-
sibility of such consumer behavior. Waste management practices are the least popular.
We can explain that the unpopularity of waste management practice by the underde-
velopment of “eco” infrastructure, which is a barrier to the formation of proecological
behavior. As a rule, respondents understand which of the patterns is correct and real-
ize its importance, but the lack of infrastructure at the proper level does not allow using
this pattern. The study showed that there are inter-regional differences. We can say that
Moscow is a leader in infrastructure development and information support for more “ad-
vanced” practices of proenvironmental behavior, the use of which requires a certain level
of environmental knowledge and specific technical equipment. In small towns and rural
areas, traditional patterns of proecological behavior are more commonly used. However,
more detailed conclusions about regional differences can be made only after additional
research and expansion of other regions of Russia in the sample. The findings can be used
in the educational process and social work with young people.

We realize that the obtained results cannot be directly compared with results of surveys
in other countries presented in the literature, since they were obtained in different macro
and micro contexts. It should be noted that the factors influencing PEB are still not clearly
understood outside a high-income country. However, our major findings do not contradict
with conclusions of other authors, arguing that the level of education is one of the most
important factors for practicing PEBs.

As for the limitations of our study, we can point out a moderate sample size. This has
prevented us from studying the regional differences in behaviors in a more detailed way.
Besides the sample size limitation, our study has also neglected the role of cultural values
and social norms in stimulating proenvironmental patterns of consumer’s behavior.

In our questionnaire design, we have provided questions aimed at identifying the main
reasons as to why respondents do not practice PEBs. The answers to these questions should
have led us to estimates of behavioral cost. However, in reality, the main reason for not
using PEBs was the lack of information about its environmental importance. We will
continue our study in trying to redesign the questionnaire, collecting more even samples,
and using advanced methods, such as structural modelling, for processing the result
of survey.
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Abstract: In the “full world” and Anthropocene, global ecological consumption is beyond natural
capital’s regenerative and absorptive abilities, and ecological consumption of humanity has to be
reduced to have an ecologically sustainable future. To achieve the goal of ecological sustainability,
influencing factors that could reduce ecological consumption need to be explored. Based on three
panel datasets for the time period 1996–2015, this paper estimates the impacts of urbanization,
renewable energy consumption, service industries, and internet usage on ecological consumption
for all 90 sample countries, the 42 developed countries, and the 48 developing countries. Education
and income are taken as control variables in the panel regressions. As a consumption-side indicator,
the ecological footprint is selected to measure ecological consumption. The estimations find that (1)
urbanization has negative impacts for all sample countries and the developed countries, and it is
insignificant for the developing countries, (2) renewable energy consumption and service industries
have negative impacts for all of the three samples, and (3) internet usage has lagged negative
impacts for all sample countries, and it is an independent and significant force of reducing ecological
consumption in the developing countries rather than the developed countries. It is found that there
is a positive linear relationship, an inversed U-shaped relationship, and a U-shaped relationship
between ecological consumption and income in all sample countries, the developed countries, and the
developing countries, respectively. The estimated results provide guidance for evidence-based
policymaking on reducing ecological consumption.

Keywords: ecological consumption; influencing factors; panel regressions; ecological footprint

1. Introduction

In the increasingly “full world” and Anthropocene, and according to the paradigm of strong
sustainability, the limiting factor to well-being improvement switched from manmade capital to natural
capital [1]. The epochal and fundamental change in the pattern of scarcity warns us that the physical
stock of natural capital has to be kept constant, only then enabling an ecologically sustainable future.
However, the undisputed fact is that ecological consumption of humanity is beyond natural capital’s
regenerative and absorptive abilities and that we are living off the “principal” of natural capital [2,3].
Humanity stepped over at least four planetary boundaries, i.e., climate change, rate of biodiversity
loss, nitrogen cycle, and change in land use [4,5]. Natural capital is being gradually liquidated and
degraded, which could cause declines in provision of ecosystem goods and services and have negative
impacts on ecosystem stability and resilience [6].

Therefore, to have an ecologically sustainable future, ecological consumption of humanity has to be
reduced until it is kept below natural capital’s regenerative and absorptive abilities [7,8]. To achieve the
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goal of ecological sustainability, influencing factors that could reduce ecological consumption need to be
explored in detail, which would provide specific guidance for sound and evidence-based policymaking
on reducing ecological consumption. Inspired by previous literature, urbanization, renewable energy
consumption, service industries, and internet usage are treated as the latent influencing factors.
This paper explores the impacts of the influencing factors on ecological consumption at the global level
by selecting representative sample countries covering all of the world. More importantly, this paper
explores whether the impacts of the influencing factors on ecological consumption are different or
not for countries at different development stages, i.e., developed countries and developing countries.
Lessons could be drawn and policy implications could be obtained from the possible estimation
differences between developed countries and developing countries.

Because exploring how to reduce ecological consumption from the consumption side is more
related to individual lifestyles and consumption habits [9], the ecological footprint (EF) is employed
as the proxy of ecological consumption. Regressions based on panel datasets are used to estimate
the impacts of the influencing factors on ecological consumption, which could minimize estimation
bias caused by omitted explanatory variables. In comparison with time series and cross-section
regressions, panel regressions are more capable of controlling econometric problems such as serial
correlation and heterogeneity [10]. Two important economic–social factors, education and income,
are employed as the control variables in the panel regressions. To some extent, the unobserved and
unmentioned influencing factors of ecological consumption could be controlled for by education and
income. By incorporating income into the panel regressions, whether the “environmental Kuznets
curve” (EKC) hypothesis is valid or not could also be estimated.

The developed countries and the developing countries selected as the samples are those with a
population larger than one million and 10 million in 2018, respectively, which to some extent guarantees
that their empirical data are relatively reliable [11] (classification of developed countries and developing
countries is based on the M49 Standard made by the United Nations, which can be seen from the web
page of https://unstats.un.org/unsd/methodology/m49/, accessed on 5 October 2019). Furthermore,
the development patterns of developed countries with a population of less than one million and
developing countries with a population of less than 10 million are more likely to be unstable and
more prone to distortion, which may make the empirical estimations biased and unrepresentative.
After sorting out all of the data obtained from public sources, a panel dataset of 90 sample countries
for the time period 1996–2015 was available for empirical estimations. The EF data of the 90 sample
countries in 2016 were also obtained to estimate the lagged impacts of the influencing factors on
ecological consumption, which could reduce estimation bias caused by endogeneity and serve as robust
checks for the estimation results. In 2018, the population of the 90 sample countries accounted for 83.85%
of the total population, which demonstrates that the sample is quite representative of the whole world
and that the empirical findings could provide general guidance on reducing ecological consumption.
Among the 90 sample countries, there are 42 developed countries and 48 developing countries.

The remaining of this paper is organized as follows: Section 2 introduces the EF and depicts
global and national ecological consumption. Section 3 discusses why the four latent influencing factors
are chosen and conducts a literature review. Section 4 presents the regression variables, data sources,
and econometric framework. Regression estimations of the impacts of the influencing factors and
control variables on ecological consumption for all 90 sample countries, the 42 developed countries,
and the 48 developing countries are conducted successively in Section 5. Finally, a discussion and
conclusions are presented in Section 6.

2. Ecological Footprint and Levels of Ecological Consumption

Despite some criticisms of its rationale and methodology, the EF is one of the most popular and
inclusive indicators of ecological consumption [12,13]. Some authors argued that the EF is now the
most widely used indicator in sustainable development research [14]. The EF measures ecological
consumption by calculating the area of biologically productive and mutually exclusive land and water
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that is required to provide the resources a population demands and to absorb the corresponding wastes
in a given year [8]. The EF consists of grazing land footprint (providing animal-based food and other
animal products), cropland footprint (providing plant-based food and fiber products), fish product
footprint (providing fish-based food products), forest product footprint (providing timber and other
forest products), carbon footprint (providing carbon uptake land for absorption of anthropogenic carbon
dioxide emissions), and built-up land (representing ecological productivity lost due to occupation of
physical space for shelter and other infrastructure) [15].

The EF measures humanity’s final demand on a wide range of ecological resources and services
from the consumption side (EFconsumption = EFproduction + EFimports − EFexports) [16]. Therefore, the land
and water to be calculated are not only within national borders but also outside national borders.
Because EF values vary greatly with consumption behaviors and habits, it is not difficult to understand
global ecological impacts of individual daily lives with the use of the EF [17,18]. The EF is a biophysical
rather than monetary accounting approach to measuring ecological consumption. The measuring unit
of the EF is global hectares (gha) per capita. A global hectare represents an ecologically productive
hectare with global average biological productivity.

Another prominent advantage of the EF is that it has a counterpart, i.e., the biocapacity (BIO),
which measures the theoretical maximum capabilities of ecological systems to meet humanity’s
demands for ecological consumption. The measuring unit of the BIO is also gha per capita. Comparing
national EF to globally available BIO provides a quantitative criterion to assess whether national
ecological consumption exceeds globally average ecological capacities. For countries, if their EF values
are higher than globally available BIO values, they are countries with an ecological deficit; otherwise,
they are countries with an ecological surplus.

Data of the EF and BIO were obtained from the National Footprint Account results (2019 Edition)
provided by Global Footprint Network (GFN). Figure 1 depicts temporal trends of the global EF and BIO
from 1961 to 2016. The globally available BIO values declined continuously from 3.12 gha to 1.63 gha
per capita. The global EF values increased from 2.28 gha per capita in 1961 to 2.87 gha per capita in
1973 and fluctuated between 2.54 gha and 2.87 gha per capita for the time period 1973–2016. Following
1970, the global EF values were larger than the globally available BIO values, which demonstrates that
humanity’s ecological consumption exceeded the regenerative and absorptive capacities of natural
capital and that humanity is living in a state of an ecological deficit.

−

 

Figure 1. Temporal trends of global ecological footprint (EF) and biocapacity (BIO) (1961–2016). Data
source: National Footprint Account results (2019 Edition) from the Global Footprint Network (GFN).

By calculating the ratio of global EF to globally available BIO, how many Earths are needed to
support humanity to be ecologically sustainable could be obtained. Figure 2 depicts evolution of the
“number of Earths” needed. In 1961, 1970, 1980, 1990, 2000, 2010, and 2016, 0.73, 1.00, 1.19, 1.29, 1.38,
1.67, and 1.69 Earths were needed to support humanity to be ecologically sustainable, respectively.
Before 1970, one Earth was sufficient to support humanity to be ecologically sustainable. Since 1970,
we needed more than one Earth and, in general, more Earths.
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Figure 2. Evolution of “number of Earths” needed (1961–2016). Data source: National Footprint
Account results (2019 Edition) from the GFN.

As the most influential countries, the G20 countries are used as examples to illustrate national
ecological consumption. Table 1 lists the EF values and “number of Earths” of the G20 countries from
1990 to 2016 (“number of Earths” is the ratio of national EF to globally available BIO, which means
that, if the level of ecological consumption of one certain country is universal, this is how many Earths
would be needed to support humanity to be ecologically sustainable). For the time period 1990–2016,
only the EF values of India were lower than the globally available BIO, and India was the only country
with an ecological surplus; China and Indonesia transformed from countries with an ecological surplus
into countries with an ecological deficit; the EF values of the United States and Canada were extremely
large. In 2000, the EF value of the United States was even higher than 10 gha per capita and 5.52 Earths
were needed to support the lifestyle of the United States.

Table 1. Ecological footprint (EF) values and “number of Earths” of G20 countries for the time
period 1990–2016.

1990 2000 2010 2016

EF Earths EF Earths EF Earths EF Earths

Argentina 3.07 1.49 3.13 1.69 3.25 1.91 3.37 2.06
Australia 8.04 3.88 8.06 4.33 8.32 4.89 6.64 4.07

Brazil 2.89 1.40 3.08 1.66 3.00 1.76 2.81 1.73
Canada 8.94 4.32 9.10 4.90 8.34 4.90 7.74 4.75
China 1.53 0.74 1.92 1.03 3.36 1.98 3.62 2.22
France 5.59 2.70 5.54 2.98 5.25 3.09 4.45 2.73

Germany 6.90 3.34 5.51 2.96 5.39 3.17 4.84 2.97
India 0.78 0.38 0.86 0.46 1.07 0.63 1.17 0.72

Indonesia 1.20 0.58 1.35 0.73 1.51 0.89 1.69 1.04
Italy 5.18 2.51 5.60 3.01 5.29 3.11 4.44 2.72

Japan 5.46 2.64 5.29 2.84 4.69 2.76 4.49 2.76
Republic of Korea 3.74 1.81 5.06 2.72 5.88 3.46 6.00 3.68

Mexico 2.50 1.21 2.85 1.53 3.18 1.87 2.60 1.60
Russia 6.90 3.34 4.69 2.52 5.35 3.15 5.16 3.17

Saudi Arabia 2.13 1.03 3.77 2.03 5.66 3.33 6.23 3.83
South Africa 3.36 1.62 3.05 1.64 3.60 2.12 3.15 1.93

Turkey 2.58 1.25 2.92 1.57 3.21 1.89 3.36 2.06
United Kingdom 5.84 2.82 5.73 3.08 5.31 3.12 4.37 2.68

United States 9.87 4.77 10.25 5.52 8.94 5.26 8.10 4.97

Notes: The EF value of Russia of 1990 is not available and the data in the row is of the year 1992.

It is encouraging to find that the EF values of four developed countries (France, Germany, Japan,
and the United Kingdom) show downward trends. The EF values of Germany decreased by the largest
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extent (29.84%). In 2016, the EF value of Germany was about 40% lower than the EF of the United
States. The EF values of seven countries (Argentina, China, India, Indonesia, Turkey, Republic of Korea,
and Saudi Arabia) show upward trends. The EF values of Republic of Korea, China, and Saudi Arabia
increased by 60.63%, 136.72%, and 193.10%, respectively.

3. Influencing Factors and Control Variables

Why the four influencing factors and two control variables are selected is discussed in detail.
The related and most recent literature is reviewed. In terms of the relationships between the four
influencing factors and ecological consumption, four hypotheses are established.

3.1. Urbanization

As an important economic and social transformation, urbanization is treated as one of foremost
influencing factors of ecological consumption. However, the impacts of urbanization on ecological
consumption are controversial. On the one hand, because urbanization typically goes hand-in-hand with
the industrial process, urbanization would increase ecological consumption due to more consumption
of fossil fuels, construction land, cars, electric appliances, and so on. On the other hand, urbanization
goes in parallel with a high population density and more ecologically oriented institutions, policies,
plans, and technologies, which would permit more efficient use of ecological consumption and, thus,
reduce ecological consumption.

By employing the EF as the proxy of ecological consumption and based on panel datasets,
Danish and Wang confirmed a positive relationship between urbanization and ecological consumption
in 11 emerging countries during 1971–2014 [19], Baloch et al. confirmed a positive relationship in
59 Belt and Road countries for the time period 1990–2016 [20], and Wang and Dong confirmed a
positive relationship in 14 sub-Saharan Africa countries for the time period 1990–2014 [21].

By employing the EF as the proxy of ecological consumption, some literature confirmed a
negative relationship between urbanization and ecological consumption. Based on time series datasets,
Nathaniel et al. confirmed a negative relationship in South Africa for the time period 1965–2014 [22],
Ahmed and Wang confirmed a negative relationship in India for the time period 1971–2014 [23],
and Dogan et al. confirmed a negative relationship in Nigeria for the time period 1971–2013 [24].
Based on a panel dataset during 1990–2013, Balsalobre-Lorente et al. confirmed a negative relationship
in MINT countries (Mexico, Indonesia, Nigeria, and Turkey) [25]. Based on three panel datasets for the
time period 1975–2007, Charfeddine and Mrabet found that urbanization would reduce ecological
consumption in 15 Middle East and North African (MENA) countries, eight oil-exporting MENA
countries and seven non-oil-exporting MENA countries [26].

It is expected that the negative impacts of urbanization on ecological consumption are stronger
than the positive impacts and would dominate the relationships between urbanization and ecological
consumption. High-density, compact, and modern urban lifestyles are more likely to bring lower levels
of ecological consumption. Therefore, the following hypothesis is established:

Hypothesis 1 (H1). Urbanization would reduce ecological consumption.

3.2. Renewable Energy Consumption

By employing the EF to measure ecological consumption, the estimated relationship between
renewable energy consumption and ecological consumption is consistent. Based on two time series
datasets, Dogan et al. found a negative relationship between renewable energy consumption and
ecological consumption in Nigeria and Turkey for the time period 1971–2013 [24]. Based on panel
datasets, Alola et al. confirmed a negative relationship in 16 European Union (EU) countries for the time
period 1997–2014 [27], Shujah-ur-Rahman et al. confirmed a negative relationship in 16 Central and
Eastern European Countries for the time period 1991–2014 [28], Wang and Dong confirmed a negative
relationship in 14 sub-Saharan African countries for the time period 1990–2014 [21], Balsalobre-Lorente
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et al. confirmed a negative relationship in the MINT countries for the time period 1990–2013 [25],
and Olanipekun et al. confirmed a negative relationship in eleven Central and West African countries
for the time period 1996–2015 [29].

Renewable energy consumption would reduce greenhouse gas emissions and other pollutants,
which constitute major parts of ecological consumption [30,31]. Renewable energy consumption
is considered as a key option for reduction in fossil-fuel consumption [32,33]. Whether the EKC
hypothesis is valid or not is determined by the significance of renewable energy consumption [10],
and that increasing the role of renewable energy consumption is a fundamental strategy in decreasing
environmental pressures. In addition, renewable energy consumption may make individuals conscious
of ecologically friendly behaviors and lifestyles. Therefore, the following hypothesis is established:

Hypothesis 2 (H2). Renewable energy consumption would reduce ecological consumption.

3.3. Service Industries

Relative to agricultural and industrial industries, service industries are generally less material-
and energy-intensive [29,34]. More importantly, service industries could improve technical efficiencies
in using ecological consumption [35]. If service industries account for larger proportions of economic
output, national ecological consumption is more likely to be reduced. A paradigm shift from
material-intensive and energy-intensive industries to service-centered industries is urgently needed to
mitigate negative impacts of ecological overshoot and crisis [36]. Therefore, the following hypothesis
is established:

Hypothesis 3 (H3). Service industries would reduce ecological consumption.

3.4. Internet Usage

Internet changes traditional ways of consumption and production and creates a new economic form,
i.e., the internet economy. The internet economy has the potential to reduce ecological consumption in
two ways. Firstly, the internet economy is much less material- and energy-intensive than traditional
industries; secondly and more importantly, the internet economy could improve the efficiency of every
sector of the economy in transforming ecological consumption into economic output [37]. In addition,
the internet promotes and facilitates the collaborative economy or the sharing economy, which has the
potential to reduce ecological consumption [38,39]. Therefore, the following hypothesis is established:

Hypothesis 4 (H4). Internet usage would reduce ecological consumption.

3.5. Control Variables: Education and Income

Because education embodies a lot of information on economic and social progress such as scientific
and technological progress and human capital accumulation, it is an important and essential control
variable. Education may reduce ecological consumption by stimulating ecological awareness and
increasing pro-ecological practices. Higher education levels would enable individuals to have more
access to various scientific information and knowledge to understand complicated environmental
issues and identify causes and consequences of ecological crisis [29]. Furthermore, higher levels
of education would increase individual willingness to live an ecologically sustainable life such as
installing more renewable energy equipment and participating more in recycling activities [23].

The negative impacts of education may be insignificant because of the attitude–behavior gap [40].
In practice, higher education levels and enough information and comprehension of the ecological
crisis may not be transformed into ecologically friendly lifestyles and consumption habits. Moreover,
individuals with higher levels of education tend to have high levels of living standards, which often
demand higher levels of ecological consumption. Therefore, it is unclear whether education would
reduce ecological consumption or not.
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Because the EKC hypothesis is quite well known and the EF is a consumption-side proxy of
ecological consumption, income is the most important control variable. The EKC hypothesis implies
that there is an inversed U-shaped relationship between ecological consumption and income. At low
levels of income, levels of ecological consumption and income tend to increase simultaneously.
When income reaches a threshold point, levels of ecological consumption would decrease along with
further increases in income levels.

Based on a panel dataset of 16 Central and Eastern European Countries during 1991–2014,
Shujah-ur-Rahman et al. validated an N-shaped relationship between income and the EF [28]. Based on
a panel dataset of 26 EU countries for the time period 1990–2013 and employing the sub-footprints of
the EF as the indicators of ecological consumption, Aydin et al. revealed that the EKC hypothesis is
not valid [17]. However, based on a panel dataset of 16 EU countries for the time period 1997–2014,
Alola et al. found that a 1% increase in real GDP would reduce total EF by 0.81%, which supports
the EKC [27]. The above literature shows that the estimations of the EKC hypothesis for developed
countries are inconsistent.

By employing the EF to measure ecological consumption, estimations of the EKC hypothesis
for developing countries are also inconclusive. Based on time series datasets, Ahmed and Wang
confirmed the EKC in India for the time period 1971–2014 [23], and Dogan et al. confirmed the EKC
in each of the MINT countries during 1971–2013 [24]. Based on panel datasets, Balsalobre-Lorente et
al. validated the EKC in the MINT countries for the time period 1990–2013 [25], but Wang and Dong
indicated that economic growth and ecological consumption were positively related in 14 sub-Saharan
Africa countries for the time period 1990–2014 [21]. Based on three panel datasets during 1975–2007,
Charfeddine and Mrabet showed that the EKC hypothesis was valid in 15 MENA countries and eight
oil-exporting MENA countries, and that the relationship between economic growth and ecological
consumption was U-shaped in seven non-oil-exporting MENA countries [26].

4. Regression Variables, Data Sources, and Econometric Framework

To conduct empirical estimations, “urban population (% of total population)” (URB) is employed
to measure urbanization, “renewable energy consumption (% of total final energy consumption)”
(REN) is employed to measure renewable energy consumption, “services, value added (% of GDP)”
(SER) is employed to measure service industries, and “individuals using the internet (% of population)”
(INT) is employed to measure internet usage. For the control variables, “mean years of schooling
(years)” (MYS) is employed to measure education, and “gross national income per capita, PPP (current
international $)” (GNIPC) is employed to measure income. Abbreviations of all of the regression
variables are listed in Table 2.

Table 2. List of abbreviations of the regression variables.

Abbreviation Variable

EF Ecological footprint
URB Urban population (% of total population)
REN Renewable energy consumption (% of total final energy consumption)
SER Services, value added (% of GDP)
INT Individuals using the internet (% of population)
MYS Mean years of schooling

GNIPC Gross national income per capita

Data of URB, REN, SER, INT, and GNIPC were obtained from the World Bank Indicators. Data of
MYS were obtained from the Human Development Reports of the United Nations Development
Program. All of the data used were obtained from public and reliable data sources, which could
guarantee that the regression estimations are repeatable and testable.

After sorting out all of the data of the seven variables and based on the criteria of selecting the sample
countries, we finally obtained three panel datasets, i.e., all sample countries (90), the developed countries
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(42), and the developing countries (48), for the time period 1996–2015. Lists of the developed countries
and the developing countries are presented in Tables 3 and 4, respectively. Statistical descriptions of
the seven variables for all sample countries, the developed countries, and the developing countries are
presented in Tables 5–7, respectively. Furthermore, to estimate the lagged impacts of the independent
variables on the EF (lagged by one year) and have as many observations as possible, data of the EF in
2016 for all sample countries were obtained.

Table 3. List of 42 developed countries.

Developed Countries

Albania France North Macedonia
Australia Germany Norway
Austria Greece Poland
Belarus Hungary Portugal
Belgium Ireland Romania

Bosnia and Herzegovina Israel Russian Federation
Bulgaria Italy Serbia
Canada Japan Slovak Republic
Croatia Republic of Korea Slovenia
Cyprus Latvia Spain
Czech Lithuania Sweden

Denmark Moldova Switzerland
Estonia Netherlands United Kingdom
Finland New Zealand United States

Table 4. List of 48 developing countries.

Developing Countries

Angola Ecuador Niger
Argentina Egypt Pakistan

Bangladesh Ethiopia Peru
Benin Ghana Philippines

Bolivia Guatemala Rwanda
Brazil Guinea Senegal

Burkina Faso Haiti South Africa
Burundi India Sri Lanka

Cambodia Indonesia Thailand
Cameroon Kazakhstan Tunisia

Chad Madagascar Turkey
Chile Malawi Uganda
China Malaysia Venezuela

Colombia Mali Vietnam
Cote d’Ivoire Mexico Zambia

Dominican Republic Morocco Zimbabwe

Table 5. Statistical descriptions of the variables for all sample countries (1996–2015). Obs—observations;
Min—minimum; Max—maximum.

Variable Obs Mean SD Min Max

EF 1790 3.40 2.22 0.50 10.48
URB 1800 57.13 22.22 7.41 97.88
REN 1796 33.77 29.10 0.61 98.09
SER 1786 53.12 9.86 17.99 77.02
INT 1778 27.40 28.85 0.00 96.81
MYS 1773 8.12 3.40 0.90 14.10

GNIPC 1794 14,562.42 13,688.90 450.00 68,100.00
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Table 6. Statistical descriptions of the variables for the developed countries (1996–2015).

Variable Obs Mean SD Min Max

EF 830 5.27 1.73 1.09 10.48
URB 840 70.41 13.27 39.47 97.88
REN 840 15.79 12.95 0.61 60.19
SER 838 59.22 7.96 35.70 76.92
INT 826 45.83 29.29 0.00 96.81
MYS 832 10.93 1.49 6.50 14.10

GNIPC 835 24,869.68 13,180.40 2180.00 68,100.00

Table 7. Statistical descriptions of the variables for the developing countries (1996–2015).

Variable Obs Mean SD Min Max

EF 960 1.78 0.99 0.50 6.83
URB 960 45.50 21.97 7.41 91.50
REN 956 49.57 30.17 1.15 98.09
SER 948 47.73 8.08 17.99 77.02
INT 952 11.41 16.10 0.00 76.63
MYS 941 5.63 2.58 0.90 11.70

GNIPC 959 5587.91 5123.61 450.00 26,360.00

Based on panel datasets, the ordinary least square (OLS) was employed to conduct the estimations.
We employed Equation (1) to estimate the impacts of the influencing factors and control variables on
ecological consumption. Equation (2) is the specification of Equation (1).

EF = f (URB, REN, SER, INT, MYS, GNIPC). (1)

EFi,t = α+ β1URBi,t + β2RENi,t + β3SERi,t + β4INTi,t + β5MYSi,t

+β6Ln(GNIPC)i,t + β7Ln(GNIPC)2
i,t + εi,t

(2)

EF was the dependent variable and URB, REN, SER, INT, MYS, Ln(GNIPC), and Ln(GNIPC)2 were
the independent variables. Ln(GNIPC) is the natural log form of GNIPC. Ln(GNIPC)2 is the square
of Ln(GNIPC). Because marginal impacts of income on ecological consumption are supposed to be
diminished, Ln(GNIPC) rather than GNIPC is used in Equation (2). Relative to GNIPC, Ln(GNIPC)
could minimize the potential estimation bias caused by extreme income values. α represents the
intercept term. β1, β2, β3, β4, β5, β6, and β7 represent the slope coefficients of URB, REN, SER, INT, MYS,
Ln(GNIPC), and Ln(GNIPC)2, respectively. i represents the sample countries (cross-section), which
indicates the country-specific effects. t denotes the time period (years), which indicates the time series
effects. εi,t is the stochastic error term, which captures the impacts of all unobserved variables on EF.

According to the hypotheses in Section 3, β1, β2, β3, and β4 are expected to be negative. We still
could not predict whether β5 (the coefficient of MYS) is expected to be negative. For ecological
consumption and income, there is a monotonically increasing linear relationship if β6 > 0 and β7 = 0,
there is a monotonically decreasing linear relationship if β6 < 0 and β7 = 0, there is an inversed
U-shaped relationship if β6 > 0 and β7 < 0, which validates the EKC hypothesis, and there is a U-shaped
relationship if β6 < 0 and β7 > 0, which is contrary to the EKC hypothesis. For the inversed U-shaped
or U-shaped relationship, it is easy to be calculated that the turning point values of income are exp
(−β6/2β7) (the marginal impacts of Ln(GNIPC) on EF are equal to dEF

dLn(GNIPC)
= β6 + 2β7Ln(GNIPC).

At the turning points, the marginal impacts are zero, and the corresponding values of Ln(GNIPC) are
−β6/2β7. Therefore, the corresponding values of GNIPC are exp (−β6/2β7)).

Because values of Ln(GNIPC) are above zero, an inversed U-shaped or U-shaped relationship
between ecological consumption and income cannot be validated if β6 = 0 and β7 , 0. Furthermore,
it could not be concluded that income is not a significant influencing factor of ecological consumption
if β6 = 0 and β7 = 0. Under the circumstances, a liner relationship rather than an inversed U-shaped or
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U-shaped relationship between ecological consumption and income should be explored and estimated.
Therefore, we needed to revise Equation (2) and another estimation equation was proposed. The new
estimation equation is as follows:

EFi,t = α+ β1URBi,t + β2RENi,t + β3SERi,t + β4INTi,t + β5MYSi,t

+β6Ln(GNIPC)i,t + εi,t
(3)

In order to explore the lagged impacts of the independent variables on EF (lagged by one year),
the following two equations were estimated:

EFi,t = α+ β1URBi,t−1 + β2RENi,t−1 + β3SERi,t−1 + β4INTi,t−1 + β5MYSi,t−1

+β6Ln(GNIPC)i,t−1 + β7Ln(GNIPC)2
i,t−1 + εi,t−1

(4)

EFi,t = α+ β1URBi,t−1 + β2RENi,t−1 + β3SERi,t−1 + β4INTi,t−1 + β5MYSi,t−1

+β6Ln(GNIPC)i,t−1 + εi,t−1
(5)

We could present the regression results by mainly estimating Equations (2) and (4). If an inversed
U-shaped or U-shaped relationship between ecological consumption and income could not be validated,
Equations (3) and (5) were estimated instead to explore the linear relationship. Based on the three
panel datasets, this paper follows the subsequent seven regression procedures:

I. This paper estimates Equation (2) by employing the country random effects model. The
estimation is called Model (1);

II. This paper estimates Equation (2) by employing the country fixed effects model. The estimation
is called Model (2);

III. Between the country random effects model and the country fixed effects model, this paper
selects an appropriate model by employing the Hausman test;

IV. To minimize the potential estimation bias caused by heteroscedasticity, this paper estimates
Equation (2) by employing the selected appropriate model and robust standard errors. Robust
standard errors are clustered on the country. The estimation is called Model (3);

V. To explore the lagged impacts of the independent variables on EF (lagged by one year), this
paper estimates Equation (4) by employing the selected appropriate model and robust standard
errors. Robust standard errors are clustered on the country. The estimation is called Model (4);

VI. If there is not an inversed U-shaped or U-shaped relationship between ecological consumption
and income, this paper estimates Equation (3) by employing the selected appropriate model
and robust standard errors. Robust standard errors are clustered on the country. The estimation
is called Model (5);

VII. If there is not an inversed U-shaped or U-shaped relationship between ecological consumption
and lagged income (lagged by one year), this paper estimates Equation (5) by employing the
selected appropriate model and robust standard errors. Robust standard errors are clustered
on the country. The estimation is called Model (6).

5. Regression Estimation Results

Estimation results of the impacts of the influencing factors and control variables on ecological
consumption for the three samples are presented. For all sample countries, Models (1)–(6) are presented,
and Models (5) and (6) should be used to describe the impacts. For the developed countries and the
developing countries, Models (1)–(4) are presented, and Models (3) and (4) should be used to describe
the impacts.
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5.1. All Sample Countries (90)

Estimation results of the impacts of the influencing factors and control variables on ecological
consumption for all sample countries are presented in Table 8. As can be seen from Models (1) and
(2), the estimation results based on the country random effects model and the country fixed effects
model were different, especially for the impacts of URB and MYS. Therefore, the Hausman test was
conducted to select an appropriate model. The result of the Hausman test (the chi-square statistic was
significant at the 1% level) shows that the null hypothesis, i.e., the country random effects model is
appropriate, was rejected. Therefore, the country fixed effects model was selected.

Table 8. Estimations of impacts of influencing factors and control variables for all sample countries.

Model (1) Model (2) Model (3) Model (4) Model (5) Model (6)

Coefficient
(Prob.)

Coefficient
(Prob.)

Coefficient
(RSE)

Coefficient
(RSE)

Coefficient
(RSE)

Coefficient
(RSE)

URB −0.003
(0.53)

−0.033 ***
(0.00)

−0.033 ***
(0.01)

−0.029 **
(0.01)

−0.034 ***
(0.01)

−0.030 **
(0.01)

REN −0.028 ***
(0.00)

−0.031 ***
(0.00)

−0.031 ***
(0.01)

−0.026 ***
(0.01)

−0.027 ***
(0.01)

−0.025 ***
(0.01)

SER −0.014 ***
(0.00)

−0.018 ***
(0.00)

−0.018 ***
(0.00)

−0.018 ***
(0.01)

−0.019 ***
(0.01)

−0.019 ***
(0.01)

INT −0.012 ***
(0.00)

−0.005 ***
(0.00)

−0.005 *
(0.00)

−0.005 *
(0.00)

−0.002
(0.00)

−0.004 *
(0.00)

MYS 0.075 ***
(0.00)

0.013
(0.58)

0.013
(0.05)

0.015
(0.05)

0.001
(0.05)

0.010
(0.05)

Ln(GNIPC) −2.958 ***
(0.00)

−0.956 ***
(0.01)

−0.956
(0.80)

−0.078
(0.89)

0.592 ***
(0.18)

0.591 ***
(0.20)

Ln(GNIPC)2 0.215 ***
(0.00)

0.093 ***
(0.00)

0.093 *
(0.05)

0.040
(0.06)

Constant 13.858 ***
(0.00)

8.228 ***
(0.00)

8.228 ***
(3.16)

4.353
(3.48)

2.031
(1.29)

1.673
(1.40)

Prob > F-statistic 0.00 0.00 0.00 0.00 0.00
Prob > chi2 0.00
R-squared 0.68 0.18 0.18 0.15 0.17 0.15

Obs 1728 1728 1728 1729 1728 1729
Groups 90 90 90 90 90 90

Notes: *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively; for Models (1) and (2), probability
values (Prob.) are reported in parentheses; for Models (3–6), robust standard errors (RSE) are reported in parentheses.

In Model (3), Ln(GNIPC) was not statistically significant. In Model (4), neither Ln(GNIPC) nor
Ln(GNIPC)2 was significant. According to the arguments in Section 4, an inversed U-shaped or
U-shaped relationship between ecological consumption and income could not be statistically validated.
Therefore, a linear relationship was explored instead. The scatter plot of EF and GNIPC (Figure 3)
further demonstrates that a linear relationship was more appropriate. We ought to interpret the
estimated relationships between the independent variables and EF based on the Models (5) and (6).

In Models (5) and (6), the estimated coefficients and significant extents of URB, REN, SER, MYS,
and Ln(GNIPC) showed small differences. URB, REN, and SER had statistically significant and negative
impacts on EF. Ln(GNIPC) had statistically significant and positive impacts on EF. MYS was statistically
insignificant. The fact that INT was statistically significant in Model (6) and insignificant in Model (5)
demonstrates that INT only had significant lagged impacts on EF. Relative to URB, REN, and SER,
the lagged impacts of INT were weaker. The variance inflation factor (VIF) values of MYS and INT
were 4.69 and 3.22, respectively, which demonstrates that the estimations of MYS and INT were not
likely affected by the problems with multicollinearity.

To sum up, for all sample countries, urbanization, renewable energy consumption, and service
industries were the significant influencing factors of reducing ecological consumption; internet usage
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only had lagged negative impacts on ecological consumption; education had no significant impacts on
ecological consumption; ecological consumption and income were positively related. The relationship
was linear rather than inversely U-shaped, and the EKC hypothesis was not supported.

 

Figure 3. Scatter plot of EF and gross national income per capita (GNIPC) of all sample countries.

5.2. Developed Countries (42)

Estimation results of the impacts of the influencing factors and control variables on ecological
consumption for the developed countries are presented in Table 9. As can be seen from Models (1) and
(2), the estimation results based on the country random effects model and the country fixed effects
model were different, especially for the impacts of URB and INT. Therefore, the Hausman test was
conducted to select an appropriate model. The result of the Hausman test shows that the country fixed
effects model should be selected.

Table 9. Estimations of impacts of influencing factors and control variables for the developed countries.

Model (1) Model (2) Model (3) Model (4)

Coefficient (Prob.) Coefficient (Prob.) Coefficient (RSE) Coefficient (RSE)

URB 0.004
(0.64)

−0.046 ***
(0.00)

−0.046 **
(0.02)

−0.046 **
(0.02)

REN −0.051 ***
(0.00)

−0.058 ***
(0.00)

−0.058 ***
(0.01)

−0.046 ***
(0.01)

SER −0.060 ***
(0.00)

−0.077 ***
(0.00)

−0.077 ***
(0.01)

−0.069 ***
(0.02)

INT −0.005 ***
(0.01)

0.003
(0.18)

0.003
(0.00)

0.003
(0.00)

MYS 0.122 ***
(0.00)

0.119 ***
(0.00)

0.119
(0.07)

0.091
(0.08)

Ln(GNIPC) 4.498 ***
(0.00)

6.017 ***
(0.00)

6.017 ***
(2.01)

8.407 ***
(2.32)

Ln(GNIPC)2 −0.188 ***
(0.00)

−0.285 ***
(0.00)

−0.285 **
(0.11)

−0.423 ***
(0.13)

Constant −17.801 ***
(0.00)

−18.954 ***
(0.00)

−18.954 **
(8.83)

−29.425 ***
(10.28)

Prob > F-statistic 0.00 0.00 0.00
Prob > chi2 0.00
R-squared 0.12 0.32 0.32 0.28

Obs 810 810 810 811
Groups 42 42 42 42

Notes: *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively; for Models (1) and (2), probability
values (Prob.) are reported in parentheses; for Models (3) and (4), robust standard errors (RSE) are reported
in parentheses.

210



Appl. Sci. 2020, 10, 678

In Models (3) and (4), the estimated coefficients and significant extents of URB, REN, SER, INT,
MYS, Ln(GNIPC), and Ln(GNIPC)2 showed small differences. URB, REN, and SER had statistically
significant and negative impacts on EF. Ln(GNIPC) and Ln(GNIPC)2 had significantly positive and
negative impacts on EF, respectively, which validated an inversed U-shaped relationship between
ecological consumption and income. According to the estimated coefficients of Ln(GNIPC) and
Ln(GNIPC)2 in Model (3), the turning point value of GNIPC of the inversed U-shaped relationship was
39,014. The scatter plot of EF and GNIPC (Figure 4) further verifies the turning point. For the sample,
there were about 15% of the observations with GNIPC values higher than the turning point. INT and
MYS were statistically insignificant. The VIF values of INT and MYS were 3.09 and 2.02, respectively,
which demonstrates that the estimations of INT and MYS were not likely affected by the problems
with multicollinearity.

 

− − −

− − − −

− − − −

− − − −

− − − −

− − − −

Figure 4. Scatter plot of EF and GNIPC of the developed countries.

To sum up, for the developed countries, urbanization, renewable energy consumption, and
service industries were the significant influencing factors of reducing ecological consumption; internet
usage and education had no significant impacts on ecological consumption; the relationship between
ecological consumption and income was inversely U-shaped, and the EKC was supported.

5.3. Developing Countries (48)

Estimation results of the impacts of the influencing factors and control variables on ecological
consumption for the developing countries are presented in Table 10. As can be seen from Models (1)
and (2), the estimation results based on the country random effects model and the country fixed effects
model showed some differences. The Hausman test was conducted to select an appropriate model.
The result of the Hausman Test shows that the country fixed effects model was more appropriate and
should be selected.

In Models (3) and (4), the estimated coefficients and significant extents of URB, REN, SER, INT,
MYS, Ln(GNIPC), and Ln(GNIPC)2 showed small differences. REN, SER, and INT had statistically
significant and negative impacts on EF. Ln(GNIPC) and Ln(GNIPC)2 had significantly negative and
positive impacts on EF, respectively, which validated a U-shaped relationship between ecological
consumption and income. According to the estimated coefficients of Ln(GNIPC) and Ln(GNIPC)2 in
Model (3), the turning point value of GNIPC of the U-shaped relationship was 706. The scatter plot of
EF and GNIPC (Figure 5) further certifies the U-shaped relationship and the turning point. For the
sample, there were about 95% of the observations with GNIPC values higher than the turning point.
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URB and MYS were statistically insignificant. The VIF values of URB and MYS were 3.24 and 2.82,
respectively, which demonstrates that the estimations of URB and MYS were not likely affected by the
problems with multicollinearity.

Table 10. Estimations of impacts of influencing factors and control variables for the developing countries.

Model (1) Model (2) Model (3) Model (4)

Coefficient (Prob.) Coefficient (Prob.) Coefficient (RSE) Coefficient (RSE)

URB −0.005 *
(0.08)

−0.014 ***
(0.00)

-0.014
(0.01)

−0.014
(0.01)

REN −0.008 ***
(0.00)

−0.008 ***
(0.00)

−0.008 **
(0.00)

−0.006 *
(0.00)

SER −0.004 **
(0.02)

−0.004 **
(0.02)

−0.004 *
(0.00)

−0.006 **
(0.00)

INT −0.005 ***
(0.00)

−0.004 ***
(0.00)

−0.004 *
(0.00)

−0.006 *
(0.00)

MYS −0.042 **
(0.02)

−0.061 ***
(0.00)

−0.061
(0.06)

−0.042
(0.04)

Ln(GNIPC) −3.090 ***
(0.00)

−2.759 ***
(0.00)

−2.759 ***
(0.91)

−2.941 ***
(1.13)

Ln(GNIPC)2 0.228 ***
(0.00)

0.210 ***
(0.00)

0.210 ***
(0.07)

0.225 ***
(0.09)

Constant 12.724 ***
(0.00)

11.683 ***
(0.00)

11.683 ***
(3.31)

12.137 ***
(4.01)

Prob > F-statistic 0.00 0.00 0.00
Prob > chi2 0.00
R-squared 0.63 0.39 0.39 0.39

Obs 918 918 918 918
Groups 48 48 48 48

Notes: *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively; for Models (1) and (2), probability
values (Prob.) are reported in parentheses; for Models (3) and (4), robust standard errors (RSE) are reported
in parentheses.

 

Figure 5. Scatter plot of EF and GNIPC of the developing countries.
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To sum up, for the developing countries, renewable energy consumption, service industries, and
internet usage were the significant influencing factors of reducing ecological consumption; urbanization
and education had no significant impacts on ecological consumption; the relationship between ecological
consumption and income was U-shaped, and the EKC hypothesis was not supported.

6. Discussion and Conclusions

Humanity as a whole is living with an ecological deficit, which is widening in general. Reducing
ecological consumption is a basic prerequisite and necessary condition of achieving global ecological
sustainability. More and more literature explored the influencing factors of ecological consumption from
multiple research perspectives. Based on three panel datasets for the time period 1996–2015, this paper
adds to the literature by exploring the impacts of urbanization, renewable energy consumption, service
industries, and internet usage on ecological consumption and taking education and income as the
control variables.

The main contributions of this paper are as follows: (1) this paper employed the EF as the indicator
of ecological consumption. The EF tracks ecological consumption in dimensions of both sources and
sinks from the consumption side, which enlarges the discussion on ecological sustainability beyond a
certain specific domain and is more illuminating for the demand-side policymaking; (2) by selecting
representative sample countries covering all of the world, this paper estimated the impacts of the
influencing factors on ecological consumption at the global level, which is helpful of summarizing
universal laws of reducing ecological consumption; (3) this paper divided all 90 sample countries into
42 developed countries and 48 developing countries and found the different impacts of the influencing
factors for the developed countries and the developing countries, especially the different impacts of
urbanization and internet usage.

Urbanization would reduce ecological consumption in all sample countries and the developed
countries. However, urbanization was not an independent and significant influencing factor of
ecological consumption in the developing countries. Based on a panel dataset for the time period
1980–2015, Adams and Acheampong also demonstrated that urbanization had indeterminate and
insignificant impacts on carbon emissions in 46 sub-Saharan Africa countries [30]. As discussed in
Section 3.1, the negative impacts do not dominate the potential relationships between urbanization and
ecological consumption in the developing countries. To further strengthen the negative impacts and
weaken the positive impacts of urbanization on ecological consumption, the urban areas should be more
ecologically planed (more vertical and compact rather than horizontal and sprawled), and the urban
residents ought to have easier and more convenient access to ecologically efficient technologies and
public infrastructure such as consumer durables and mass transit. Unplanned, scattered, and disordered
urban sprawl in developing countries must be controlled through joint governance at various levels
and by different public departments [41].

For all three samples, renewable energy consumption and service industries would reduce
ecological consumption. Developing new, reliable, and affordable green and clean technologies
to further promote renewable energy consumption and accelerating economic structure transition
(less agricultural and industrial industries and more service industries) are useful and effective ways
of reducing ecological consumption. By comparing Tables 9 and 10, it could be found that the negative
impacts of both renewable energy consumption and service industries in the developed countries were
much stronger than those in the developing countries. The much stronger negative impacts could
help explain the inversed U-shaped and U-shaped relationships between ecological consumption and
income in the developed countries and the developing countries, respectively [10].

Internet usage was an independent and significant force of reducing ecological consumption
in the developing countries. Internet not only brings new information, knowledge, technologies,
and goods and services markets, but also more ecologically sustainable lifestyles. However, internet
usage was not a significant influencing factor of ecological consumption in the developed countries.
By employing the same proxy of internet usage and based on a panel dataset, Salahuddin et al.
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also found that internet usage could not reduce CO2 emissions in 31 OECD (Organization for Economic
Cooperation and Development) countries for the time period 1991–2012 [42]. Therefore, “internet
for ecological sustainability” should be a new guidance principle when developed countries design
internet businesses and industries.

Education was not an independent and significant influencing factor of ecological consumption
for all three samples. The attitude–behavior gap still exists and prevents ecological awareness from
being turned into real and specific ecologically friendly actions. The estimated results remind us that
the ecological education we need in the “full world” and Anthropocene does not only have to do with
“knowing” but also with “doing”. It is hoped that individuals with higher education levels would
become the pioneers on living and promoting ecologically sustainable lives.

By employing income as the most important control variable, this paper enriches the long-lasting
discussions on the EKC hypothesis and validates three kinds of relationships between ecological
consumption and income. For all sample countries, income was a significant factor of increasing
ecological consumption, and higher income was not the solution to ecological degradation. For the
developing countries, the turning point value of GNIPC of the U-shaped curve was 706, and 95%
of the observations were on the right side of the U-shaped curve, which means that, after a very
early development stage, ecological consumption began increasing along with further increases in
income levels. To our delight, the EKC hypothesis was valid in the developed countries. A positive
relationship between ecological consumption and income was significantly reversed when GNIPC
values approximately reached 39,014. For the developed countries, because only 15% of the observations
were on the right side of the inversed U-shaped curve, more timely and effective measures should be
taken to decouple income from ecological consumption and accelerate the arrival of the turning point
of the inversed U-shaped curve, which would stimulate developing countries to make corresponding
changes and help reduce global ecological consumption by much larger extents.

Much more work needs to be conducted to improve our empirical analysis and further deepen
the research context. Because the variables in this paper are defined generally, future research should
explore different definitions of the variables, which would give us different perspectives of exploring the
influencing factors of ecological consumption. The data quality should also be improved. For example,
cultural differences may affect the uniformity of the data in different countries, especially in developed
and developing countries. A major drawback of the regression estimations is that we did not find
instrumental variables of the influencing factors, especially the instrumental variables of urbanization
and internet usage, to conduct sensitivity analyses of the estimation results. Although panel regressions
were used to conduct the estimations and lagged impacts were estimated to serve as robust checks
for the regression results, the causal relationships between the influencing factors and ecological
consumption could not be validated. Additionally, because the regression estimations were on a global
level, it was difficult to provide specific measures to reduce ecological consumption of individual
countries. Future research can try to combine estimations of global and national levels.

More control variables, for example, political institutional quality and inequality, could be included
in the panel regressions in order to refine the estimations. More importantly, the estimated results
need further explanation. For example, why the negative impacts of renewable energy consumption
and service industries are much stronger in developed countries than in developing countries needs to
be explored. The reasons and evidence would provide more specific and scientific policy advice with
regard to reducing ecological consumption. Finally, to have an ecologically sustainable future, humanity
also has to find solutions to reverse the downward trend of globally available BIO and improve global
ecological capacity, which provides more research directions in the field of ecological sustainability.
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Appendix A

According to the advice of reviewers, whether the regression results were robust to two different
sub-samples (GNIPC values above/below median) was tested. The median value of GNIPC was
9990. The total 1728 observations were divided into 877 observations (GNIPC values above median),
which covered 60 countries, and 851 observations (GNIPC values below median), which covered 62
countries. We conducted the tests by employing the same methods and procedures. The regression
results of the sub-sample (GNIPC values above median) demonstrated that (1) urbanization, renewable
energy consumption, and service industries had significant and negative impacts on ecological
consumption, (2) internet usage and education were statistically insignificant, and (3) there was an
inversed U-shaped relationship between ecological consumption and income (the EKC hypothesis was
supported). As can be seen, the regression results were almost the same as those of the 42 developed
countries. The regression results of the sub-sample (GNIPC values below median) demonstrated that
(1) renewable energy consumption and service industries had significant and negative impacts on
ecological consumption, (2) urbanization, internet usage, and education were statistically insignificant,
and (3) there was a U-shaped relationship between ecological consumption and income (the EKC
hypothesis was not supported). As can be seen, except for internet usage, the regression results of the
variables were almost the same as those of the 48 developing countries. In conclusion, the regression
results in this paper were robust to the two sub-samples (GNIPC values above/below median) generally.
The details can be seen in Table A1.

Table A1. Estimations of impacts of influencing factors and control variables for the two sub-samples
(GNIPC values above/below median).

Sub-Sample (GNIPC Values above Median) Sub-Sample (GNIPC Values below Median)

Model (3) Model (4) Model (3) Model (4)

Coefficient (RSE) Coefficient (RSE) Coefficient (RSE) Coefficient (RSE)

URB −0.036 *
(0.02)

−0.032 *
(0.02)

−0.000
(0.01)

0.001
(0.01)

REN −0.063 ***
(0.01)

−0.048 ***
(0.01)

−0.011 ***
(0.00)

−0.009 ***
(0.00)

SER −0.053 **
(0.02)

−0.059 ***
(0.02)

−0.004 *
(0.00)

−0.004 **
(0.00)

INT 0.001
(0.00)

0.003
(0.00)

0.001
(0.00)

−0.000
(0.00)

MYS 0.065
(0.07)

0.049
(0.07)

-0.037
(0.03)

−0.023
(0.03)

Ln(GNIPC) 10.505 ***
(3.74)

12.745 ***
(3.44)

−1.584 ***
(0.55)

−1.812 ***
(0.60)

Ln(GNIPC)2 −0.500 ***
(0.19)

−0.638 ***
(0.18)

0.117 ***
(0.04)

0.132 ***
(0.04)

Constant −43.766 **
(18.09)

−52.587 ***
(16.70)

7.733 ***
(2.07)

8.345 ***
(2.27)

Prob > F-statistic 0.00 0.00 0.00 0.00
R-squared 0.29 0.27 0.29 0.31

Obs 877 907 851 822
Groups 60 60 62 61

Notes: *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively; for Models (3) and (4), robust
standard errors (RSE) are reported in parentheses.
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Abstract: The concept of virtual water, as a new approach for addressing water shortage and safety
issues, can be applied to support sustainable development in water-scarce regions. Using the
input-output method, the direct and the complete water use coefficients of industries categorized as
primary, secondary, or tertiary, and the spatial flow patterns of the inter-provincial trade in the Gansu
province region of China, were explored. The results show that in 2007, 2010, and 2012 the direct and
complete water use coefficients of the primary industries were the greatest among the three industry
categories, with direct water use coefficients of 1545.58, 882.28, and 762.16, respectively, and complete
water use coefficients of 1692.22, 1005.38, and 873.44, respectively; whereas, the direct and complete
water use coefficient values of the tertiary industry category were the lowest, with direct water
use coefficients of 16.65, 7.74, and 66.89 for 2007, 2010, and 2012, respectively, and complete water
use coefficients of 65.46, 66.89, and 72.81 for 2007, 2010, and 2012, respectively. In addition, study
results suggest that the volume of virtual water supplied to Gasnu province’s local industries has
decreased annually, while virtual water exports from the province have increased annually, with the
primary industry accounting for 95% of virtual water output. Overall, the virtual water of Gansu
province in 2010 showed a net output trend, with a total output of 0.506 billion m3, while in 2007
and 2012 it showed a net input trend with a total input of 0.104 and 1.235 billion m3, respectively.
Beijing, Shanghai, Guangdong, Ningxia and other water-scarce areas were the main input, or import
source for Gansu’s virtual water; during the years studied, these provinces imported more than
50 million m3 individually. Based on these results, it is clear that under the current structure,
virtual water is mainly exported to the well-developed coastal areas and their adjacent provinces or
other water-abundant regions. Therefore, Gansu province should (1) adjust the industrial structure
and develop water-saving and high-tech industries; (2) adjust the current trade pattern to reduce
virtual water output while increasing its input to achieve balanced economic development and water
resource security.

Keywords: water resources; virtual water trade; input-output method; Gansu province
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1. Introduction

The concept of virtual water was first proposed by Tony Allan in 1993 [1] to refer to the amount of
water used in the production of goods and services [2]. Since 2002, the concept has received extensive
attention around the world [3,4]. In China, virtual water has been forwarded as a potential approach to
safeguard water resources, especially in water-scarce areas such as the northwest [5]. This interest has
prompted many empirical studies on the quantification of virtual water in global crop and livestock
products (2352 kg of water in 1 kg of crop, and 6333 kg of water in 1 kg of livestock product, respectively),
in Netherlands’s and Canada’s grain products (1000–2000 kg of water in 1 kg of grain), in Canada’s
beef products (16,000 kg of water in 1 kg of beef), in American computer chip products (16 kg of water
in 1 g of a 32-megabyte computer chip) [6–10], and in Brazil’s, Chile’s and American paper products
(1052.8 kg, 1227.3 kg, 3345.8 kg of water in 1 kg of paper, respectively) [11]. Virtual water studies have
also been completed for services, for example, the assessment of virtual water in the Spanish tourism
industry (9.7 kg of water per € 1 of tourism income in 2004) [12]. Virtual water trade, which refers
to the practice of transporting this hidden water from one country to another, has also been studied.
For example, studies have examined the amount and direction of virtual water in agri-food products
transported from Italy to China [13], and the factors influencing its characteristics [14]. When employed
appropriately, virtual water trade can be used to alleviate water shortages in water-scarce regions
and to ensure local water security through the import of water-rich products from water-abundant
regions [15,16]. Researchers have investigated the links between virtual water, food security [17],
and water footprints [18,19], which is different compared to carbon footprints [20,21]. The former
means the cumulative virtual water of all goods and services consumed by one individual or one
country [22], while the latter means a measure of the total amount of greenhouse gas emission directly
and indirectly produced by an activity or accumulated over the life stages of a product [23,24]. As there
is a mutual feedback mechanism between water and carbon footprint, an understanding of water
footprint can contribute to reflecting carbon footprint and proposing policies on the utilization of
energy resources, and to achieving sustainable development [25–27].

A review of the existing empirical studies on virtual water shows that most are large-scale in
scope, and focused on economically developed areas. There is a need for studies at the provincial scale,
particularly for the less developed, arid inland provinces of China. Gansu province is located in the
central region of northwest China and covers a total area of 425,900 km2. It is a typical arid and semi-arid
water-deficient area with a dry climate, sparse rainfall and severe water resource shortages. In addition,
the unequitable distribution of industrial water use, low utilization efficiency, and over-exploitation
of groundwater have resulted in a decrease in river water supply and an increase in desertification,
with significant negative consequences for regional social and economic development [28].

The current paper analyzes virtual water content, the primary virtual water export industries and
their export destinations, and the spatial patterns of virtual water in Gansu province between 2007 and
2012. The results of this study can be employed to support the sustainable use of water resources and
the optimization of industry and trade structures in Gansu province.

2. Statistics and Methods

2.1. Inter-Regional Input-Output Model

In 1936, American economist W. Leontief proposed the input-output method to describe the
relationships between inputs and outputs in all sectors of an economic system [29,30]. To inform
the rational use of water resources, researches have applied the regional input-output method to the
analysis of water consumption [31,32]. By compiling the resulting input-output tables and establishing
mathematical models, researchers can identify the amount of virtual water in a system, the current
direction of its movement [33], and calculate the ultimate water consumption and environmental
emissions involved in product production [8,34].
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The inter-regional input-output model (IO model) was first proposed by Isard [35] to reflect product
trade between regions in a more systematic and comprehensive way compared to the single regional
input-output model. The calculation of virtual water trade volumes in a certain area (Figure 1, specific
meaning of each formula is presented in Table A1) is based on the assumption that an inter-regional
input-output model contains n regions, and that each region has m sectors, so that the mathematical
structure of the inter-regional input-output model contains m × n linear equations [36].

Figure 1. Flow chart of virtual water calculation [36].

221



Appl. Sci. 2020, 10, 586

2.2. Data Sources and Processing

Due to technical limitations and other difficulties associated with data acquisition, compiling
the inter-regional input-output tables is demanding in terms of time and resources. These challenges
can contribute to delays and irregularities in input-output table publication schedules. In China,
for example, the initial data acquisition process for the regional virtual water input-output assessment
was initiated in 1987 and has since been repeated at 5-year intervals. Within this process, input-output
tables are launched every 3-years, however, these are usually presented 2–6 years after data acquisition
for the cycle. The current study utilizes the input-output tables for 2007, 2010 and 2012.

Water consumption data for all industries in Gansu province were derived from the Gansu Water
Resources Bulletin in 2007, 2010, and 2012 [37–39]. Forty-two industry sectors were classified into
primary, secondary and tertiary industries according to the Industry Classification Regulations [40].
Primary industries include agriculture, forestry, animal husbandry and fishery; secondary industries
consist of those in the manufacturing and construction category, while the remaining industries were
classified as tertiary (Table A2 presents industry specific classifications). The complete and direct
water use coefficients, with the former referring to the water demand of the entire economic system
from the perspective of product life cycles, and the latter referring to water used in the production of
intermediate products [41,42], were calculated and the volume of virtual water exported from Gansu
to other provinces was inferred.

3. Results and Discussion

3.1. Industrial Virtual Water Consumption in Gansu Province between 2007 and 2012

3.1.1. Water Consumption Coefficients of Various Industries

Across all three industry categories, the complete water use coefficients are higher than the
corresponding direct water use coefficients; this is expected as the concept of complete water use
includes both direct and indirect water use (Table 1). In comparison to the secondary and tertiary
industries, the complete water use coefficient of the primary industry category is much higher, and the
difference between the complete water use coefficient and that of its direct water use coefficient
is relatively insignificant, because large quantities of water are directly consumed by many of the
industries in the primary industry and their production processes requiring few resources from the
secondary and tertiary industries [40]. The secondary and tertiary industries complete water use is
significantly higher than direct water use due to the high indirect water use of many of the composite
industries that require considerable indirect water use [43,44]. The catering and lighting industries,
for example, consume large amounts of agricultural and electrical products, respectively, resulting in
large amounts of indirect water consumption during production. Consequently, these industries are
labeled the “invisible water-consuming industries” [45,46]. In comparison with the tertiary industry
class, the direct water use coefficient of the secondary industry category is relatively large. Secondary
industries like the steel and electricity industries consume large amounts of direct water for cooling
and rinsing [47,48]. These results suggest that improving water use efficiency in primary industries,
and decreasing the use of primary industry products in secondary and tertiary industries, be employed
to effectively reduce water consumption across all three industry classes [49]. From 2007 to 2012,
the complete and direct water use coefficients of both the primary and secondary industries showed a
trend of continuous decline. The decline in the complete water use coefficient in the primary industry
is mainly related to the decline in the direct water use coefficient, while for the secondary industry
the complete water use coefficient was influenced significantly by both direct water use and the
use of water-abundant products of the primary industry [40,50]. The requirements of increasing
water use efficiency and water recycling in Gansu province by the 11th Five-Year Plan (Outline of
the Eleventh year plan for National Economy and Social Development in the People’s Republic
of China) from 2006 to 2010 with “six necessaries” principles, including maintaining steady and
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rapid economic development, accelerating transformation of economic growth modalities, improving
self-directed innovation capabilities, promoting the coordinated development of urban and rural
areas, strengthening the construction of a harmonious society, and deepening reforms openings [51],
also contributed to the decline of direct water use in the primary and secondary industries. It is
estimated that about 43 provincial-level pilot projects were designed to promote water-saving, through
optimized and upgraded agricultural and industrial sectors [52]. These measures had significant
results. Primarily, Gansu focused on promoting water-saving agricultural techniques specific to local
conditions [53]. These techniques contributed to a marked decrease in the agricultural irrigation quota,
an increase in grain output, and a significant reduction in the direct water use coefficient of primary
industry [54]. The success of promoting appropriate local techniques should be noted - since the
impacts of technical and infrastructure changes often vary from region to region, it is suggested that
each city in Gansu establish context specific measures towards the promotion of coordinated economic
and ecological development province-wide.

Table 1. Direct and complete water consumption coefficients of primary, secondary, and tertiary
industries in Gansu province from 2007 to 2012.

Water Use Coefficient in 2007 Water Use Coefficient in 2010 Water Use Coefficient in 2012

Direct Complete Direct Complete Direct Complete

Primary Industry 1545.58 1692.22 882.28 1005.38 762.16 873.44
Secondary Industry 32.69 450.32 20.21 371.90 17.08 309.87

Tertiary Industry 16.65 65.46 7.74 66.89 5.09 72.81

Unit: m3/million yuan.

During the study period, the complete water use coefficient of the tertiary industry class exhibited
an increasing trend, while the direct water use coefficient decreased with time. This increase in the
complete water use coefficient can be attributed primarily to infrastructure development in the western
region of Gasnu Province in response to the ‘develop-the-west’ strategy under the 11th Five-Year Plan,
in which tertiary industry consumed a large number of water-consuming products [48].

3.1.2. Virtual Water Flow and Water Resource Use among Primary, Secondary, and Tertiary Industries

Between 2007 and 2012, the majority of virtual water in Gansu province flowed towards tertiary
industry and the smallest portion flowed towards primary industry (Figure 2). Under the ‘develop-the-west’
strategy of the 11th Five-Year Plan, Gansu focused on the development of infrastructure, basic industries
and the tourism belt along the Silk Road. The “One Belt and One Road” has been one of the most
important parts of China’s strategy of domestic economic and social development, as well as an
important part of China’s foreign strategy. The “One Belt” refers to the Silk Road Economic Belt,
and the “One Road” refers to the 21st Century Maritime Silk Road [55,56]. During this project,
the transportation component of the tourism industry has consumed a large amount of water resources
to this day [57].

The total volume of water resources demanded by the region is expressed in terms of gross, or
total virtual water; this includes locally produced virtual water and that imported from other regions
(Table 2) [58]. Compared to 2007, Gansu’s primary industry virtual water use decreased by 16.63%
in 2010. This reduction is attributed primarily to the emphasis on “grain for green” (conversion of
farmland to forests) in the ‘develop-the-west’ strategy [59], which not only supports reduced virtual
water consumption by primary industry, but also affects consumption in the other industry classes that
consume raw materials from primary industry. In 2012, the total amount of virtual water increased
significantly; this can be ascribed to the continuous development of the national economy which has
brought about significant changes in the income level and consumption structure of Gansu residents,
and thus contributes to an increase in water resource consumption [48,60]. In addition, the emergence
and advancement of the production and service industries has contributed to increased virtual water
use across all three industry categories themselves [61].
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Figure 2. Virtual water flow momentum of primary, secondary, and tertiary industries in Gansu
province from 2007 to 2012.

Table 2. Total virtual water consumption of primary, secondary, and tertiary industries in Gansu
province from 2007 to 2012.

Total Virtual Water in 2007 Total Virtual Water in 2010 Total Virtual Water in 2012

Local Production Field Input Local Production Field Input Local Production Field Input

Primary Industry 210.92 1.11 175.84 1.11 226.64 1.61
Secondary Industry 56.13 12.94 65.05 19.68 80.40 57.40

Tertiary Industry 8.16 2.07 11.70 3.73 18.89 27.65
Total 291.33 277.11 412.59

Unit: 100 million m3.

3.1.3. Benefit Analysis of Virtual Water in Gansu Province

The results of the current study show a large gap in virtual water use between the three industry
categories in Gansu between 2007 and 2012, but the total combined water use did not change
significantly during this period. These findings indicate that, although Gansu province has made
advances in various industries, inequitable distribution of water resources among the industries is still
an issue. Upon examination of both gross production value and virtual water distribution, it appears
that water consumption remains stable for each individual industry class, but that gross production
value increases, suggesting an improvement in utilization efficiency. The primary industry class
consumed the highest proportion of virtual water but exhibited the lowest production value, while the
secondary and tertiary industry classes showed the opposite trend (Figure 3).

The added value of primary industries in Gansu province between 2007 and 2012 (17.063, 19.412
and 20.079 billion yuan, respectively) was lower than the added value of the national primary industry
class (27.075, 37.895 and 49.391 billion yuan, respectively) [62–67]. This trend is related to grain
output and prices; Gansu province’s grain output and grain prices were lower than the national level,
further indicating that the virtual water distribution in Gansu province in the primary industry is
not appropriate. It is suggested that, to remedy this result, Gansu should adjust the distribution
of water according to specific conditions (e.g., spatial distribution of water resources within Gansu
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province) through trade within the province, encourage the development of water-saving and profitable
industries, and reform those industries that are water-consuming and less profitable [68,69].

Figure 3. Comparison of the total water production and virtual water consumption in Gansu province
from 2007 to 2012.

3.2. Virtual Water Trade in Gansu Province from 2007 to 2012

3.2.1. Spatial Patterns of Virtual Water Flow in and around Gansu Province

Patterns of virtual water supply and demand between Gansu province and other regions are
important to consider. The results of the current study show that, in comparison with 2007, the use of
locally produced virtual water in Gansu decreased by 2.262 billion m3 in 2010 (Table 2). According to
the Gansu Provincial Water Resources Bulletin in 2007 and 2010, in 2010 the water-saving irrigated
area reached 3 million mu (1/15 ha) more than that in 2007. In 2012, the total amount of virtual water
contained in products was 41.259 billion m3, and 32.593 billion m3 of virtual water was provided for
local use, accounting for 79.00% of the total. On the basis of 2007 and 2010 statistics, the use of locally
produced virtual water increased by 50.72 and 7.334 billion m3, respectively in 2012 (Table 2); this is
related to the increase in virtual water consumption across all three industry categories. The proportion
of virtual water employed locally verses total virtual water decreased annually from 94.8%, 89.52% to
81.43%, while exports have been mounting, from 5.2%, 10.48%, to 18.57% (Table 3). This trend suggests
that the increase in total virtual water may be due to a rise in the import of products with high virtual
water content, rather than to the decline of virtual water exports. The industries with the highest
direct water use are the dominant exporters, such as those in the primary industry category (Table 4).
Therefore, Gansu should focus on improving water use efficiency and minimizing the development of
industries with high direct water use to alleviate the pressure on water resources.

Table 3. The proportion of local usage and output of virtual water in Gansu province from 2007 to 2012.

2007 2010 2012

Total amount of virtual water 100% 100% 100%
Local usage ratio (%) 94.80% 89.52% 81.43%

Output ratio (%) 5.2% 10.48% 18.57%

Table 4. Export of virtual water from Gansu and import of virtual water into Gasnu across primary,
secondary, and tertiary industries.

2007 2010 2012

Output Input Output Input Output Input

Primary Industry 14.62 1.11 28.62 1.11 72.15 1.61
Secondary Industry 0.32 12.94 0.70 19.68 1.67 57.40

Tertiary Industry 0.16 2.09 0.26 3.73 0.49 27.65
Total 15.10 16.14 29.58 24.52 74.31 86.66

Unit: 100 million m3.
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Between 2007 and 2012, virtual water in Gansu mainly flowed towards developed coastal cities
(Figure 4) such as Beijing, Shanghai, Guangdong and Tianjin. This is partially due to the encouragement
of advances and reforms in emerging and traditional industries, and the implementation of virtual
water strategies in these centers [70,71]. Over 80 million m3 of virtual water flowed to the provinces of
Jiangsu, Zhejiang and Hebei in 2007, 2010, and 2012, respectively. Gansu, as a water-scarce province,
consistently exported large volumes of virtual water to water-rich areas from 2007 to 2012. Such a
trade pattern no doubt increases the pressure on water resources and affects economic development in
Gansu [72,73]. The spatial pattern of virtual water trade in Gansu province was developed by ranking
the output volume of virtual water flowing from Gansu to different export regions. The export area
included China’s eastern coast along with the central, western, and northeast regions. Virtual water
output volume was divided into three ranges: less than 80 million m3, 40 million to 80 million m3,
and higher than 40 million m3.

Figure 4. Cont.
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Figure 4. Spatial pattern of interprovincial flow of virtual water from Gansu province from 2007 to 2012.

3.2.2. Industrial Structure of Virtual Water Inter-Provincial Flow Direction from Gansu Province

The inter-provincial trade of virtual water is carried out using industrial and agricultural products
as carriers [74]. From 2007 to 2012, the largest virtual water exporter was primary industry, exporting
1.462 billion m3, 2.862 billion m3 and 7.215 billion m3 of virtual water in 2007, 2010, and 2012, respectively,
accounting for 96.81%, 96.78%, and 97.13% of the total output (Table 4). As such, the virtual water
flow of the primary industry determines the trend of the virtual water current in Gansu province as a
whole [75]. Because the agricultural sector dominates in Gansu province, it is the main contributor
to virtual water exports. From 2007 to 2012, virtual water from primary industries mainly flowed to
Beijing, Shanghai, Guangdong, Tianjin, Jiangsu, Zhejiang and Hebei, and the total output volume was
over 80 million m3, consistently increasing over time. These large export destinations are also the
principal virtual water sinks, further supporting the concept that the basic pattern of virtual water
output in Gansu province is affected by the trade flow of primary industry products [76]. However,
most virtual water produced in Gansu province was consumed there, as agriculture, the primary
industry of the province, suffers from low utilization efficiency in terms of irrigation water and
rainfall [52,54].

In Gansu province, the secondary industry imported the highest virtual water volume from 2007
to 2012 (Table 4), at 1.294, 1.968 and 5.740 billion m3, accounting for 80.17%, 80.26% and 66.24% of
the total virtual water import, respectively. This virtual water stream flowed from Jiangsu, Zhejiang,
and Henan, each of which retained more than 80 million m3 during the study time period. This trend
increased consistently, as these regions, in the midst of industrialization, consumed large amounts of
water for industrial processes [77,78].

3.2.3. Variations and Rationality Analysis of Inter-Provincial Virtual Water Trade in Gansu Province

A net import trend was observed for all virtual water trade in Gansu province in 2007 and
2012; however, in 2010 virtual water displayed a net export trend (Table 4). Gansu province received
104 million m3 of virtual water in 2007 because the import volume in the secondary and tertiary
industry was higher than the export volume of the primary industry. The ‘develop-the-west’ strategy
required the mid-eastern regions to provide facilities, resources, and techniques for the west during
that period [55]. The volume of virtual water imported from the primary industry in 2010 was similar
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to that of 2007, yet the import volume from the secondary and the tertiary industries increased by
52.09% and 78.47%, respectively.

The export volume of virtual water for the three industry categories combined was two-times
greater in 2010 than in 2007; net output of virtual water in 2010 was 506 million m3. There are two
primary reasons for this; first, although the number of export destinations were reduced, the export
volume is extremely large, and second, Gansu increased intermediate inputs and final product exports
to other provinces.

Net imports of virtual water were observed in 2012, with a virtual water import volume of
1.235 billion m3. The output of the three industry classes combined was twice that of 2010, with
the import of the second and tertiary industries, respectively, reaching 2.92 and 7.41 times that of
their 2010 counterparts. This is likely related to the policy orientation, industry distribution and
state of development of Gansu province, along with the important position of Gansu province in the
construction of the “One Belt and One Road” [55].

The distribution of water resources in China is extremely unbalanced. Water resources are
more plentiful, and the average annual precipitation is much higher, in coastal areas than in inland
areas [79]. The main receivers of Gansu’s virtual water exports include Zhejiang, Guangdong and
other water-abundant areas, as well as Inner Mongolia, Chongqing, Shaanxi; all regions with more
water storage than Gansu [72,80]. Conversely, Ningxia, Beijing, Shanghai and other regions with low
water reserve capacity have been exporting water resources to Gansu province. These patterns reflect
the regional failure to match the inter-provincial flow of virtual water trade with water source storage.

4. Conclusions and Recommendation

The current paper systematically explored virtual water flow among industries in Gansu province
as well as the inter-provincial virtual water trade patterns. The results of this research indicate that
the dynamic variations in virtual water patterns in Gansu province were mediated primarily by the
primary and secondary industries from 2007 to 2012. During this period, virtual water for local use
decreased, while virtual water exports to developed and water-abundant coastal areas, increased.
In addition, it was found that a significant imbalance in virtual water distribution exists across primary,
secondary, and tertiary industries, with the majority of virtual water flowing towards tertiary industries,
and the smallest volumes flowing towards primary industries.

In view of the imbalance between virtual water distribution across the three industry categories,
and the mismatch of inter-provincial virtual water trade with their water resources storage, it is
suggested that Gansu emphasizes the promotion of water-saving agricultural techniques, adjusting
the structure of the industrial sector by encouraging water-saving and highly-profitable industries,
and reducing virtual water export while broadening their import paths, especially from water-abundant
areas such as the import of virtual water from adjacent water-abundant areas (Shanxi province and
Inner Mongolia), through the establishment of long-term cooperative relationships using appropriate
economic policies, to reduce the proportion of water-reliant productions in all industries.
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Appendix A Calculation of the Direct and Complete Water Use Coefficient and Virtual Water Use

Table A1. Calculation of the direct and complete water use coefficient and virtual water use [35,36].

Formula Explanation

xR
i
=

m
∑

s=1

n
∑

j=1
xRS

ij
+

m
∑

s=1
f RS
i

xR
i

is the total output of the R area i department; xRS
ij

is the
intermediate input of the R area i department to the S area j

department; f RS
i

is the R area i department’s input to the final
demand of the S area.

aRS
ij

= xRS
ij

/xS
j

The direct input coefficient aRS
ij

indicates the direct input of the
i-sector products of the R region when the unit j department

produces the unit products.

xR
i
=

m
∑

s=1

n
∑

j=1
aRS

ij
xS

j
+

m
∑

s=1
f RS
i

XR = ARSXR + FRS

A variation of xR
i
=
∑m

s=1
∑n

j=1 xRS
ij

+
∑m

s=1 f RS
i

containing aRS
ij

and

its matrix representation, where XR, ARS and FRS are respectively
the output matrix, the direct input coefficient matrix, and the final

demand matrix.

xR =
(

I −ARS
)−1

FRS

BRS =
(

I −ARS
)−1

=
[

bRS
ij

]

(

I −ARS
)−1

is the inverse of the Leontief matrix; its matrix element
bRS

ij
indicates the amount of input to the R-region i department that

is needed to meet the final demand of the j-sector in a unit S region.
Through the Leontief inverse coefficient matrix, the relationship

between demand and output is finally established.

EB =
[

eB
j

]

eB
j
= wB

j
/xB

j

In order to further establish the output relationship between water
consumption and input, it is necessary to determine the direct

water use and complete water use coefficient. Among them, EB is
the direct water use coefficient matrix of B area; eB

j
is the direct

water use coefficient of department j of B area; wB
j

is the direct

water consumption of department j of B area; xB
j

is the total output
of department j of B area.

δ =
∑

j
eB

j
× bBR

ij

The complete water use coefficient δB
j

can be obtained by
multiplying the direct water use coefficient by the Leontief inverse
coefficient matrix, that is, the water consumption of the product in
the B area by adding one unit of the final demand product. Among
them, R indicates other areas outside the B area of the study area,
and bBR

ij
indicates the complete water use coefficient of the R area B

in other areas.

TB = tB
j
; tB

j
= δB

j
× f BR

i

The virtual water volume is calculated from the complete water
use coefficient. TB is the virtual water matrix of the province B

output; tB
j

is the virtual water of the j department, f BR
i

is the final
use amount of the R area to the B area.

Table A2. Industry Specific Classification.

Primary Industry Agriculture, Forestry, Animal Husbandry, Fishery Services.

Secondary Industry

Coal mining, Petroleum and gas, Metal mining, Nonmetal mining, Food
processing and tobaccos, Textile, Clothing, leather, fur, etc. Wood processing and
furnishing, Paper making, printing, stationery, etc. Petroleum refining, coking,

etc. Chemical industry, Nonmetal products, Metallurgy, Metal products, General
and specialist machinery, Transport equipment, Electrical equipment, Electronic
equipment, Instrument and meter, Other manufacturing, Electricity and hot water

production and supply, Gas and water production and supply, Construction.

Tertiary Industry Transport and storage, Wholesale and retailing, Hotel and restaurant, Leasing
and commercial services, Scientific research, Other services.
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Abstract: Due to environmental concerns, firms are under increasing pressure to comply with
legislations and to take up environmental strategies. This leads researchers and firms to develop new
sustainable supply chains, where a new area has emerged for a manufacturing and reconditioning
system. The originality of this work consists in simultaneously considering carbon emissions strategies,
carbon tax and mandatory emission in a manufacturing-reconditioning system. The proposed system
is composed of two parallel machines, a manufacturing stock, a reconditioning stock and a recovery
inventory. In order to make the proposed green manufacturing system more realistic, it is assumed
that manufactured (new products) and reconditioned products are distinguishable. The quantity of
worn products (used products) depends on the sales in the previous periods, and the repair periods
of the machines are stochastic and independent. The aim of this work is to determine the optimal
capacities of manufacturing and reconditioning stocks that maximize the total profit, as well as the
optimal value of worn products under two carbon emissions’ limitations. An evolutionary algorithm
is developed, along with an efficient improvement method, to find the optimal value of decision
variables. Ultimately, numerical results are provided to show the impact of the period of carbon limit
and the worn products (returned products) on decision variables.

Keywords: production planning; carbon regulation; reconditioning; green logistics; optimization

1. Introduction

Throughout the past few decades, massive carbon emissions have caused serious global
environmental damage, such as thick haze and worsening greenhouse gas effects. The Intergovernmental
Panel on Climate Change (IPCC), which is the international body for the assessment of climate change,
has pointed out in its fifth assessment report that it is necessary to curb the global greenhouse gas (GHG)
emissions by 40%–70% from the 2010 level before 2050, and to curb the global GHG emissions to the level
of near zero by the end of the 21st century [1]. The IPCC has defined a complete method to standardize
the computation of GHG emissions at the national level. Today, most countries are monitoring GHG
emissions by using IPCC guidelines to perform annual inventories assessing the quantity of six main
gases (CO2: carbon dioxide, CH4: methane, N2O: nitrous oxide, HFCs: hydrofluorocarbons, PFCs:
perfluorocarbon, SF6: sulfur hexafluoride) [2]. It was found that CO2 makes up the broad majority
of GHG emissions—it represents about three-quarters of total GHG emissions. For instance, in the
USA, the emissions from the industry occupies 24% of total emissions. Indeed, GHG emissions from
industry primarily come from burning fossil fuels for energy, as well as GHG emissions from certain
chemical reactions necessary to produce goods from raw materials [3,4]. To achieve the IPCC targets,
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the development of climate change mitigation technologies have played a pivotal role [5]. Therefore,
the industrial companies have adopted new technologies and strategies to alleviate climate change
impact associated with their activities. For example, to reduce the carbon emissions, several companies
are devoted to recuperating and remanufacturing worn products instead of producing new ones. Indeed,
carbon emissions from producing new parts is higher than that for remanufactured ones.

Nowadays, carbon emission control as well as maintaining sustainable economic development
has become an increasing challenge, and many countries have attempted to curb carbon emission
compulsively through enacting legislation [6]. Several governments promulgated some carbon
emission laws, such as carbon taxes, mandatory carbon emissions capacity, and carbon emission cap
and trade [7]. The most known regulations are carbon pricing and emissions trading [8]. Those
policies can be classified into two categories: mandatory and non-mandatory. The mandatory policy
are strict regulations where governments set a strict emissions cap on a firm for a given period.
Non-mandatory policies allow companies to choose between reducing and paying for emissions [9],
including carbon tax and emission trade (also known as cap and trade). According to the European
Commission, European Union Emission Trading System (EU-ETS) is the first and largest emission
trading scheme: 75% of international carbon trading covers more than 11,000 companies in 31 countries.
Under this policy, companies are allocated a cap or quota on carbon emissions [10]. Indeed, when a
company exceeds the allocated cap, it can purchase extra carbon allowance trough the carbon market
trading. Conversely, when its carbon emission is under the cap, it can sell its surplus via trading [11].
Besides, carbon tax is a tax on carbon emissions. Companies under this policy are charged a tax
proportional to the amount of carbon emitted [12]. Since the implementation of the Kyoto Protocol in
1997, several countries have enacted a variety of carbon tax schemes that have attracted wide attention
in the manufacturing management [13]. According to the International Monetary Fund (IMF), carbon
tax is the most effective policy to mitigate carbon emissions. With these environmental regulations,
companies are constrained to adopt new production policies in order to curb their carbon emissions.
From the beginning of the nineties until today, several published papers in the literature have dealt
with production decision, taking into account carbon emissions regulations. Ingham and Ulph [14]
have presented the case for using a carbon tax to control carbon emissions, and have illustrated
the implications for the UK manufacturing. In addition, they have computed a total abatement
cost curve corresponding to different levels of emissions’ curbing to see whether there are critical
points at which costs rise quickly. Fang et al., [15] have developed a mathematical programming
model of a flow shop-scheduling problem that considers peak power load, energy consumption,
and associated carbon emission in addition to cycle time. The objective is to determine the optimal
scheduling that increases the energy consumption and the carbon emissions. Turki and Rezg [16] have
proposed an optimal design for a manufacturing/remanufacturing system that sorts worn products
into three quality levels. The authors have determined optimal production decisions regarding new
and remanufactured products while considering carbon tax policy. As in a real case, the authors have
considered that the carbon emissions from producing remanufactured products is different from those
of new ones. Indeed, the benefit of the remanufacturing is that the worn products are recovered and
reused. In addition, the carbon emission from producing remanufactured products is lower than that
for producing new ones. More recently, Dou et al., [17] have considered a manufacturer who produces
new parts in the first period and makes new and remanufactured parts in the second period under
carbon tax policy, where the tax price differs over the two periods. The authors have determined
optimal manufacturing and remanufactured plans that reduce the carbon emissions when the carbon
tax varies. He et al., [18] have considered a supply chain network constrained by a stringent mandatory
carbon cap, the purpose of which is to examine how stringent carbon regulations and operational
decision modes jointly influence the profitability and emissions control of the system. The authors have
shown that only when the mandatory cap is set in intermediate level rather than excessively mild or
tight can it be effective to balance system profitability and emission control well. Indeed, the mandatory
carbon policy is very efficient to curb the carbon emissions; however, due to its sternness, this policy
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drives away the investors. Some European countries are periodically applying the mandatory carbon
regulation. For example, the French government applies the mandatory carbon policy on transport
and manufacturing activities for a defined period when a high pollution rate is revealed. To the best
of our knowledge, there is no work in the literature which deals with a periodic mandatory carbon
policy. In this paper, we will combine the carbon tax and mandatory carbon regulation. Indeed, we
will consider the carbon tax as a permanent policy to reduce the overall emissions, and the mandatory
carbon as a periodic regulation when the emissions exceed a tolerated threshold.

One of the processes to curb carbon emissions in the industrial domain is remanufacturing.
Remanufacturing, or refurbing, is considered as a great industrial process, within which worn-out
products are restored to new products, providing benefits both environmentally and economically,
while at the same time enhancing their image as environmentally responsible, since products are
reused instead of being discarded, including curbing carbon emissions [19]. It is supposed that
remanufactured products are profitable, at 45%–65% of the price of a new product. Furthermore,
they are beneficial under emission regulation [20]. In general, the remanufacturing is a series of
industrial processes: disassembly of the worn product on parts, restoring of the reusable parts,
replacement of the parts if necessary, and reassembly of the parts [21]. Most of the published papers in
the literature have assumed that remanufactured products have the same quality as new ones [22–25].
However, in practice, the quality of new products is mostly higher than for remanufactured ones.
In this case, the remanufactured parts are called “reconditioned parts” and are sold with a lower price
than new ones. Over the lasts years, the reconditioning production keeps increasing. In recent years,
for example, in the automotive sector, reconditioning firms cover 35% of all production firms in the
sector. That in the aerospace sector represents 25%. Concerning the sales, for example, in Asia, the sales
of reconditioned smartphones represent 23% of the mobile phones market. In France and according to
BACK MARKET and REMADE TECHNOLOGY companies, which produce and sell remanufactured
products such as smart phones, laptops and home appliances, the market of remanufactured products
posted a growth rate of 7% in 2018, unlike that of new ones, which fell by 6.5%. In the literature,
few researchers distinguish between new and reconditioned parts. Gaur et al., [26] have conducted
a real case of a battery manufacturer based in India. The authors have proposed a supply chain
system, which considers that reconditioned batteries have a lower performance specification and more
limited warranty relative to the equivalent new product. They have determined an optimal sales and
production plan as well as configuration of the proposed supply chain system. Turki and Rezg [27]
have determined the optimal storage, manufacturing, and reconditioning planning, while taking into
consideration the difference between new and reconditioned parts. Indeed, they considered that the
reconditioned and new parts are distinguishable, and the reconditioned parts are sold at lower price in
a market different from that existing for new ones. Therefore, in order to conduce a real-world case of
a manufacturing-reconditioning system, we will consider two distinguished markets: the first market
for selling new parts and the second for reconditioned ones. Indeed, we will propose a reverse supply
chain system that recovers the worn parts from the first market, and then reconditions them to then be
sold in the second market. Furthermore, to satisfy markets demands, we will consider two machines:
the first for producing new products and the second for reconditioning worn parts. Moshtagh and
Taleizadeh [28] have considered a manufacturing-reconditioning system with two machines, one for
manufacturing and one for reconditioning. The authors have taken into account inventory costs,
production and reconditioning costs, ordering cost, and sales revenue. However, the authors have
neglected some characteristics of manufacturing systems, such as machine breakdowns and time to
repair [29]. In fact, in real-life manufacturing systems, the time to repair is a manufacturing dead
time that cannot be neglected as it causes production delays and raises the risk of stock shortage.
Therefore, when the time to repair is stochastic, as in practice, certainly, the control of the manufacturing,
reconditioning, and parts’ stocks becomes much more complicated. In this paper, in order to make
our proposed system closer to the real-life case, we will consider that both machines are subject to
random breakdowns and repairs. Furthermore, to control manufacturing and reconditioning processes,
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we will apply hedging point policy [30] that ensures that the number of parts does not exceed a defined
stock threshold. Moreover, concerning the return of the worn parts, most works have assumed that
the return of worn products is proportional to the demands, while this assumption is not true and
causes a suboptimal in production policies. Therefore, in this work, we assume that the quantity
of worn products depends on the sales in the previous periods. The configuration of the proposed
system is inspired by the real-life firm, which produces new and reconditioned products such as
smart phones or laptops. In addition, due to already existing environmental preoccupations and hard
economic concurrence, we assume that the proposed system is operating in a competitive environment.
Thus, in order to keep the system competitive, we aim to find the optimal stocking strategy and
production planning that maximize the total profit. This consists to determine the optimal capacities
of manufacturing and reconditioning stocks and the optimal production control, under carbon tax
and periodic mandatory regulation, taking into account stochastic machine breakdowns and repairs.
To perform the study and the simulation of the proposed system closer to reality, we adapt the discrete
flow model [31] that is adopted in several works. The benefit of the discrete flow model is that it is
faithful to describe discrete production systems. In addition, the simulation of the discrete flow model
is clear and not painful. However, its optimization takes a huge amount of time to search the solutions.
The efficient optimization method chosen was inspired from the evolutionary algorithm [32], and we
developed an improvement method based on local search to give better solutions.

Compared with the existing works, this paper contributes mainly in two ways: the first is to
examine a manufacturing-reconditioning system simultaneously considering the periodic mandatory
carbon emission and carbon tax. The second is to develop a new approach to determine the quantity of
new and reconditioned products to produce when the government imposes a limit carbon emission
in a random period, the optimal levels of the manufactured-reconditioned stock, and the optimal
percentage of returned worn products that maximizes the total profit. The present work is important
for implementation of a new circular economy and green deal, which is now on top of the agenda
for Europe.

After having stated our purpose, this paper is organized as follows: Section 2 introduces the
manufacturing-reconditioning system and the mathematical models. Section 3 presents the developed
optimization method inspired from the evolutionary algorithm to find the optimal value of decision
variables. Section 4 analyzes the computational results. Finally, in Section 5, we conclude our work.

2. Materials and Methods

In this section, we present and explain the proposed system.
In the Table 1 we present parameters and decision variables that are used to formulate the models

in this paper:

Table 1. Parameters and decision variables.

t instant time.
∆t time period length.
T total simulation time.
SA stock capacity for new products.
SA* optimal stock capacity for new products.
SAr stock capacity for reconditioned products.
SAr* optimal stock capacity for reconditioned products.
sA(t) stock level of new products at time t.
sAr(t) stock level of reconditioned products at time t.
sr(t) stock level of worn products at time t.
uA(t) production rate of the machine M1 at time t.
UA maximum production rate of the machine M1.
uAr(t) production rate of the machine M2 at time t.
UAr maximum production rate of the machine M2.
dA(t) demand for new products at time t.

238



Appl. Sci. 2020, 10, 3534

Table 1. Cont.

dAr(t) demand for reconditioned products at time t.
PA(t) quantity of unmet demand for new products at time t.
PAr(t) quantity of unmet demand for reconditioned products at time t.
VA(t) quantity of new products sold at time t.
VAr(t) quantity of reconditioned products sold at time t.
R(t) quantity of worn products that are collected and returned from market 1 at time t.
p percentage of the returned products (worn products).
p* optimal percentage of the returned products.
α lifetime of products.
θ(t) state of the machine M1 at time t.
β(t) state of the machine M2 at time t.
cvA unit selling price for new products.
cvAr unit selling price for reconditioned products.
cuA unit production cost of new products.
cuAr unit production cost of reconditioned products.
csA unit storage cost for new products.
csAr unit storage cost for reconditioned products.
cr unit storage cost for returned product.
cpA unit lost sales cost for new products.
cpAr unit lost sales cost for reconditioned products.
ct unit carbon emission cost.
ql quantity limit of carbon emission.
qpm carbon emission quantity of new products.
qpr carbon emission quantity of reconditioned products.
W length of the mandatory carbon period.
F(t) total profit function.
F(t)* optimal value of total profit.

The aim of our work is to find the optimal stock capacity for new products, SA*, for reconditioned
products, SAr*, and the percentage of the returned products, p*, that maximizes the total profit, F(t).

2.1. Description of the System

Figure 1 presents the model system, that is composed of two machines denoted M1 for
manufacturing and M2 for reconditioning, which are subject to random repairs and failures.
The machine M1 produces new products from raw material, and we supposed that it never starves.
This assumption defines the general case of the manufacturing system where the raw materials are
usually acquired. The machine produces new products at variable rate uA(t) and they are stored in the
stock SA. The variable uA(t) represents the decided amount for producing new parts in the period t.
In fact, uA(t) is determined at the period t-∆t according the machine state (θ(t)) and the stock level of
new parts sA(t). The production rate uA(t) takes a value between 0 and its maximum UA. The stock SA

satisfies the demand of new products dA(t) coming from the Market 1. The sold new products will be
used for a period α and then will be collected and returned to the manufacturer, then, after, they are
stored in the recovery inventory R, to be reconditioned by the machine M2, and finally are stored in
SAr. The production rate of the reconditioning machine (M2) is denoted uAr(t), which represents the
decided amount for producing reconditioned parts in the period t. Indeed, uAr(t) is determined at the
period t-∆t according the machine state (β(t)), the stock level of reconditioned parts sAr(t) and the stock
level of worn products sAr(t). The production rate uAr(t) takes a value between 0 and its maximum
UAr. The stock SAr satisfies the demand of reconditioned products dAr(t) coming from the Market 2.
We supposed that the sold reconditioned products in Market 2 will be destroyed after their end of
life. Indeed, in the real case, most reconditioned products are reused one time. In order to study the
system under the carbon emission regulations used, we take into consideration the carbon emission
emitted by producing the new/reconditioned products. In our model, the carbon emissions represent
the quantity of carbon emitted from producing either new or reconditioned products. In other words,
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we do not consider the carbon footprint, but we directly calculate the carbon quantity generated by the
production of new and reconditioned parts.
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Figure 1. Manufacturing-Reconditioning system.

2.2. Mathematical Model

As assumed before, the machine M1 is always supplied from raw materials, the state of this
machine is either up or down. The machine states are presented in the Equation (1).

θ(t) =

{

1 i f machine M1 is up

0 i f machine M1is down
(1)

The state of machine M2 is given by in the Equation (2).

β(t) =

{

1 machine M2 is up

0 machine M2 is down
(2)

We supposed that the machines M1 and M2 are subject to a random failure exponentially
distributed. When M1 is up, uA(t) is between 0 and its maximum UA and when it is down, uA(t) = 0.
It is the same for the machine M2. The production rates of the machines M1 and M2 are given by the
Equations (3) and (4).

{

0 < uA(t) ≤ UA i fθ(t) = 1
uA(t) = 0 i fθ(t) = 0

(3)

{

0 < uAr(t) ≤ UAr i fβ(t) = 1
uAr(t) = 0 i fβ(t) = 0

(4)

The stocks sA(t) and sAr(t) at time t are equal to the level of the stock in the previous period plus
the number of products produced in the previous period, minus the number of products outgoing
from the stock. In order to simplify the calculations, it assumed that ∆t = 1. Thus, the stock levels at
time t are given by the Equations (5) and (6).

sA(t) = sA(t− ∆t) + uA(t− ∆t) −VA(t) (5)
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sAr(t) = sAr(t− ∆t) + uAr(t− ∆t) −VAr(t) (6)

The demands dA(t)/dAr(t) are satisfied respectively by the stock level in the previous time sA(t
− ∆t)/sAr(t − ∆t) if stock levels are higher or equal to dA(t)/dAr(t)), otherwise the number of the sold
products is equal to the stock levels at t − ∆t. The numbers of new/reconditioned products sold at time
t are expressed by by the Equations (7) and (8).

VA(t) =















dA(t) i f sA(t− ∆t) ≥ dA(t)

sA(t− ∆t) otherwise
(7)

VAr(t) =















dA(t) i f sA(t− ∆t) ≥ dA(t)

sA(t− ∆t) otherwise
(8)

The numbers of unmet demand PA(t) and PAr(t) equal the demand at time t minus the number
of sold products at time t. We assume that unmet demands generate a lost cost. This assumption is
considered in practice. Indeed, when the customer is not satisfied, a lost cost equivalent to the loss of
the business relevance is considered. The Equations (9) and (10) show the number of lost demands at
time t:

PA(t) = dA(t) −VA(t) (9)

PAr(t) = dAr(t) −VAr(t) (10)

The number of worn products that are returned at time t is proportional to the quantity of satisfied
demand after their lifetime. The number of used products equals a percentage of the number of the
products sold at t − α, where α is the lifetime of the products and p represents the percentage of
returned products (0 < p < 1). Thus, when t − α < 0, there is no return. Therefore, the quantities of
returned products are given by the Equation (11).

R(t) =















p ·VA(t− α) i f (t− α) ≥ 0

0 otherwise
(11)

The Equation (12) represents the level of the recovery inventory at time t, which equals the number
of the recovery inventory at t− ∆t plus the number of worn products that are returned at time t, minus
the number of products reconditioned by the machine at t− ∆t.

sr(t) = sr(t− ∆t) + R(t) − ur(t− ∆t) (12)

For the machine M1, the production rate at time t (see Equation (13)) depends on the machine
state θ(t) and on the stock level of new products at time t. We assumed that the machine is never
starved from raw materials. The production rate follows these constraints:

• Equal to the maximum rate production when the state of the machine is up and the stock level
capacity is lower than its maximum level.

• Equal to difference between the stock level capacity and its maximum level, when the state of the
machine is up and the stock level at time t is between zero and its maximum level.

• Equal to the demand when the state of the machine is up or the stock level at time t has reached
its maximum.
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• Is null when the state of the machine is down.

uA(t) =







































UA i f θ(t) = 1 and sA(t) + UA ≤ SA

SA − sA(t) i f θ(t) = 1 and SA −UA < sA(t) < SA

dA(t) i f θ(t) = 1 or sA(t) = SA

0 i f θ(t) = 0

(13)

For the reconditioned products, the machine M2 is supplied by the recovery inventory. Then,
when it is empty or very low, the machine starves. The production rate for reconditioned items looks
like the previous one, but also depends on the recovery inventory R(t). Indeed, the production rate for
reconditioned products at time t is given the Equation (14).

uAr(t) =











































































UAr i fβ(t) = 1 and sAR(t) + UAr ≤ SAr and sr(t) ≥ UAr

SAr − sAR(t) i fβ(t) = 1 and SAR −UAr ≤ sAr(t) < SAR and sr(t) ≥ SAR − sAr(t)

dAr(t) i fβ(t) = 1 and sAR(t) = SAr and sr(t) ≥ dAr(t)

sr(t)



























i fβ(t) = 1 and sAR(t) + UAr ≤ SAr and sr(t) < SAr

or i fβ(t) = 1 and SAR −UAr ≤ sAr(t) < SAR and sr(t) < SAR − sAr(t)

or i fβ(t) = 1 and sAr(t) = SARandsr(t) < dAR(t)

0 i fβ(t) = 0 and sr(t) = 0

(14)

In this section, we describe the methodology used to plan the production for manufactured and
reconditioned products, in the period where the government sets a limitation for carbon emission on a
random period (periodic mandatory carbon emission). First, we present the time horizon discretization
for the studied problem (see Figure 2).
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Figure 2. Studied time horizon.

The horizon [0, T] is the finite horizon discretized into periods of time ∆t, where ∆t is the simulation
time step. The occurrence of a period under mandatory carbon emission in the system and the length
of the period are generated by truncated normal distribution.

• In order to determine the production quantity for manufacturing and reconditioning products
under carbon regulation, we have provided a method to determine the quantity that respects the
limited carbon emission and answers to the demand according to the determined production
quantity under hedging point policy. We recall qpm and qpr present the carbon emissions of
manufacturing and reconditioning respectively, and ql is the limit quantity of carbon emission to
not exceed. We have developed two algorithms (please see Algorithms 1 and 2 that are given
in Appendices A and B) that build a function system capable to calculate the proportion of the
production rate of the nearest manufactured and reconditioned products under the constraint to
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not exceed the limit of carbon emissions. The steps are as follows: We calculate the proportion of
the production for new and reconditioned products:

PSC =
UA(t)

UA(t) + UAr(t)
(15)

PAC =
UAr(t)

UA(t) + UAr(t)
(16)

• We search, with two counters i and j running from 1 to the upper bound (uA(t) and uAr(t)),
to respect the constraint of not exceeding the limit of carbon emission:

i.qpm + j.qpr < = ql (17)

• We calculate the proportion:

Pm2co =
i

i + j
(18)

PR2CO =
j

i + j
(19)

Then, we developed a function that gives the nearest values corresponding to the sum value
Pm2co and PR2CO closest to PSC and PAC. The total profit function is determined by the difference
between the total revenue and the total costs. The total revenue includes the total cost from the new

products
T
∑

t=0
VA(t) · cvA, and the total cost for reconditioned products

T
∑

t=0
VAr(t) · cvAr. The total cost

includes: the total production costs for new products
T
∑

T=0
uA(t) · cuA and the total production costs for

reconditioned products
T
∑

T=0
uAr(t) · cuAr, the total storage cost for new products

T
∑

T=0
sA(t) · csA, the total

storage cost for reconditioned products
T
∑

T=0
sAr(t) · csAr, and the total storage cost for returned products

T
∑

T=0
sr(t) · csr. The total return cost for worn products

T
∑

T=0
R(t) · cr, the total lost sales for new products

T
∑

T=0
PA(t) · cpA, and the total lost sales for reconditioned products

T
∑

T=0
PAr(t) · cpAr. The total amount of

carbon emitted from producing new products over the horizon [0, T] is
T
∑

T=0
uA(t) · ct · qpm and from

reconditioned products is
T
∑

T=0
uAr(t) · ct · qpr. We try to maximize the total profit function given by:

F(t) =
t=T
∑

t=0





















(vA(t) · cvA + vAr(t) · cvAr) − (sA(t) · csA + sAr(t) · csAr+

sr(t) · csr + PA(t) · cpA + PAr(t) · cpAr + R(t) · cr + uA(t) · cuA+

uAr(t) · cuAr + uAr(t) · ct · qpr + uA(t) · ct · qpm)





















(20)

3. Optimization Method

The mathematical model presented above is clearly based on simulation. Machines states are
simulated, random failures are also simulated according to an exponential distribution law, and time
flow is also simulated. From all of this, values of stock levels, number of new and reconditioned
products, lost demands, return products quantities, production rates of both machines, limit of carbon
emission constraint, production plan, and total profit function are calculated, according to Equations
(5) to (20). It is obviously not an integer linear mathematical model, but we have developed an
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optimization method to cope with the non-linearity and random variables challenges, and managed to
obtain a total profit function maximization.

The total profit function was programmed in the language C++ with the free software Dev-C++.
The optimization method was also developed in this language. In order to facilitate the method
handling, we have put the decision variables in a vector. Each value of the vector can be between a
minimum and a maximum value. The optimization process is illustrated in Figure 3.
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Figure 3. Optimization process of the decision variables (SA*, SAr*, p*)

The model is stochastic by construction. Therefore, we calculate the average of three simulations to
obtain a more precise value of the objective function, in order to be able to have the best surface possible
to perform optimization. The simulation time horizon is fixed to 107 time units. The optimization
method is inspired from evolutionary algorithms and returns the optimal values of the vector which
maximizes the total profit function. The quality of the results obtained by this method depends on the
number of tests. The larger the number of tests, the better the results. However, the simulation time
can also increase too much. Thus, we developed an improvement method based on local search that
can give better solutions by testing the function the least amount possible. The steps are the following:

Initialization: random individuals are created, with each vector of values respecting the boundaries
of each of its parameters.

Evaluation: In addition to the pre-determined constraints on variables, the following constraint
is written: SA > SAr. This equation imposes that the storage of new products should be higher than
that of reconditioned ones in order to ensure the return of worn products. Consequently, unadapted
individuals are rejected.

Selection: We retain the best adapted individuals, those who give satisfying total profit
function results.

Mutation: Among the best adapted individuals, we try some neighborhood tests, thanks to
a deviation of some values of the vector describing an individual, to see if its characteristics are
better adapted.

Evaluation: If a new generated individual meets the constraints, it is evaluated with its total
profit value.

Replacement: If the new total profit function is better than the previous, it is retained.
In the end, the final solution is represented by the following vector (SA, SAr, p).
The second part of the proposed optimization method is composed of local improvement

procedures, which are very useful to perform a better optimization [32]. We developed three main
procedures. The first one changes the value of a parameter, chosen at random, in one sense or in the
other, here again chosen at random (positive or negative). It can go up until the appropriate bound, but
the variation is also at random (it may not “hit” the bound). The set of parameters is then inside each
variable bounds, by construction, but the constraints may be violated anyway. Then, after a constraint
checking, its objective function is evaluated. If it improves the current solution, it is kept, and if not,
the counter of tested solutions is incremented. We allow to test up to 100 valid neighborhoods.

The second neighborhood iteratively repeats the procedure described below, until there is no
improvement between two successive iterations. Positive and negative alterations are tested on each
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of the chromosomes of an individual. If any best improves the objective function, it is kept. Since this
neighborhood is iterative, it is only launched once.

The third neighborhood we have implemented is also iterative. For each couple of values of the
decision variables vector, we test an alteration of each possible direction’s combinations. Since the vector
we have to optimize is composed of 3 values (SA*, SAr*, p*), at each time this neighborhood method
is called, it evaluates (c2

3 × 4 = 12) combinations of values around a current vector. A Pseudo-code
algorithm of this iterative neighborhood is given in Appendix C (Algorithm 3). The optimization
method we have developed combines both the necessity to consider a stochastic function, with the
uncertainty and weakness associated, and the need of efficiency with a relatively long computing,
time-consuming objective function. As well as the objective function, this method is also stochastic,
and its results cannot be considered as optimal. Nevertheless, they allow a quick convergence towards
the optimal region by testing an infinitesimal part of the solution space, thanks to the power of
the neighborhoods developed. Moreover, in a stochastic solution space, all but convex, and where
quasi-optimal solutions have values in a relatively narrow range, the method we have proposed,
designed, and developed, optimizes correctly. This allows us first to work on this exhaustive model
and to exploit its richness to come to interesting scientific results. This also proves the relevance of this
method to treat optimization problems with high computing, time-consuming objective functions.

4. Numerical Results

This section conducts experimental computations to illustrate the proposed model and explore
different results to investigate the impact of interesting parameters on the optimal values of the
decision variables. In the beginning of this section, we introduce numerical data, then we present
four subsections. In the first, we investigate the impact of the returned products percentage, p, on the
optimal stock capacity for new products, SA*, and reconditioned products, SAr*. This study analyzes the
impact of the quantity of returned worn products on the manufacturing, reconditioning, and stocking
decisions. In the second, we examine the influence of the period of mandatory carbon regulation (W)
on the optimal stock capacity for new products, SA*, reconditioned products, SAr*, and the percentage
of the returned products, p*. This study allows a firm leader to determine the optimal production and
stocking planning when the mandatory carbon period changes. In the third, we analyze the influence
of the limited quantity of carbon emission imposed by the government on optimal values SA*, SAr*,
and p*. This study proposes the optimal stocking management when the government imposes a
quantity limit of carbon emissions. In the fourth, we analyze the impact of the carbon emission cost
imposed by the government on optimal values SA*, SAr*, and p*.

The used input data are:

• The time simulation, T = 107 periods
• The life cycle of new product, α = 100 periods The carbon emission quantity for producing new

products, qpm = 100 carbon units
• The carbon emission quantity for producing reconditioned products, qpr = 10 carbon units
• The quantity limit of carbon emission, ql = 1000 carbon units
• The unit carbon emission cost, ct = 0.01 monetary unit (for example, dollars or euros)
• The maximum production rate, UA = 2500 products/period
• The maximum production rate, UAr = 2300 products/period
• The unit selling price for new products, cvA = 400 monetary units
• The unit selling price for reconditioned products, cvAr = 180 monetary units
• The unit storage cost for new products, csA = 0.0005 monetary units
• The unit storage cost for reconditioned products, csAr = 0.0005 monetary units
• The unit lost sales cost for new products, cpA = 1200 monetary unit
• The unit lost sales cost for reconditioned products, cpAr = 875 monetary units
• The unit production cost of new products, cuA = 50 monetary unit
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• The unit production cost of reconditioned products, cuAr = 20 monetary unit
• The unit storage cost for returned product cr = 0.0003 monetary unit.

The demand dA(t) is generated by truncated normal distribution, in which the average = 15 and
the standard deviation = 7. For dAr(t), the average = 7 and the standard deviation = 4. The generation
of time to repair and time between failures are exponentially distributed. The occurrence of the period
of carbon emission limit and length of the period denoted (W) are generated by truncated normal
distribution. For length of the period W, the lower truncated is 40 and the upper truncated is 60, with
the average = 50 and standard deviation = 10, and for the occurrence of the period, the upper truncated
is 4100 and the lower truncated is 3900, and the standard deviation = 100.

4.1. Impact of the p on SA*, SAr*, and F(T)

In this subsection, the we investigate the impact of the returned products percentage, p, on the
optimal stock capacity for new products, SA*, reconditioned products, SAr*, and the total profit, F(T).
Thus, we vary the value of p, and by using the optimization algorithm, we determine the corresponding
SA*, SAr*, and F(T). The simulations’ results are illustrated in Table 2. In order to improve the
visualization of the obtained results in the analyzed part, we add two Figures, Figures 4 and 5, to the
presented Table.

Table 2. Optimal decision variables in function of p.

p SA* SAr* F(T)

10% 1026 5 2.0804929 × 108

20% 1019 167 1.57228 × 1010

30% 1032 188 2.9439 × 1010

40% 1025 253 4.5063 × 1010

50% 1029 411 6.0738 × 1010

60% 1021 468 4.07471 × 1010

70% 1028 517 2.06977 × 1010

80% 1033 532 −1.8739222 × 1010

 

−

 

Figure 4. SA* and F(T) in function of p.
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Figure 5. SAr* and F(T) in function of p.

As shown in Table 2, the total profit is, at the first time, proportional to the percentage of returned
products. Then, as the percentage of returned products increases, the profit again decreases and leads
to losses. Indeed, it is observed that we have an optimum when p is equal to 50%. This is explained by
the fact that when p increases, the number of worn products returned, R(t), increases and replenishes
the recovery inventory. Thus, when p is below 50%, the value of profit function increases, which
is normal, and the quantity of returned products increases and replenishes the recovery inventory,
then the reconditioned products are satisfied. Nevertheless, when p it is above 50%, many of the
returned products will be stored in the recovery inventory, which leads to overstocking and generates
a high storage cost, and thus explains the losses. The optimal manufacturing stock, SA*, remains
constant, which means that it does not depend on p (see Figure 4). In fact, the production of new
parts is independent from the production of reconditioned parts. The optimal reconditioning stock,
SAr*, increases when p increases (see Figure 5), and this is explained by the need of the worn parts
for supplying the demand of reconditioned parts in Market 2. If more worn parts are returned to the
production system, more reconditioned parts will be available in the stock, SAr, to satisfy the demand,
dAr(t). This study allows a firm leader to manage, in an optimal way, the manufacturing, reconditioning,
and stocking when the quantity of returned worn products varies. Furthermore, when the leader has
the option to set the quantity of the returned worn products, he can improve the system management
by proposing the optimal quantity of the returned worn products that maximize the profit. Therefore,
in the next studies, we add p to the decision variables.

4.2. Impact of the W on SA*, SAr*, p*, and F(T)

In this subsection, we investigate the impact of the length of the mandatory carbon period, W,
on the optimal stock capacity for new products, SA*, reconditioned products, SAr*, returned products
percentage, p, and total profit, F(T). Thus, we vary the value of W, and by using the optimization
algorithm, we determine the corresponding SA*, SAr*, p*, and F(T). The simulations’ results are
illustrated in Table 3. In order to improve the visualization of the obtained results in the analyzed part,
we add the Figure 6 to the presented Table.
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Table 3. Impact of length of the mandatory carbon period W on SA*, SAr*, p*, and F(T).

W Lower Upper Standard Deviation SA* SAr* p* F(T)

50 25 75 25 1029 411 50% 6.0735 × 1010

100 50 150 50 1241 617 50% 6.07324 × 1010

500 250 750 250 1641 747 50% 5.11676 × 1010

750 375 1025 375 2394 783 50% 4.57892 × 1010

 

Figure 6. SAr* and SA* in function of W.

As it is shown in Table 3, the larger the mandatory carbon period is, the more the total profit
decreases, which is explained by lower production in a large period. Also, the optimal of the length
of the period of carbon is given (the bold line). Indeed, when the mandatory carbon period is low,
the limitation for producing either for new or reconditioned products is low, thus the production is
less limited, and the number of satisfying products increases, and then the lost sales costs decreases
(see Figure 6). Consequently, to hold the produced products, the optimal storage capacities for
both types of products increase. Thus, the demands will be satisfied more, and of course, the profit
increases. This study allows a company manager to propose optimal decisions on the manufacturing,
reconditioning, stocking, and quantity of returned worn products when a mandatory carbon period is
imposed. Indeed, the government imposes a mandatory carbon period when the pollution reaches a
level that is considered harmful to humans. In this period, the manager has to respect a fixed limit of
carbon emissions. Consequently, the production is limited, and the manager has to find the optimal
planning of production, stocking, and returning of worn products.

4.3. Impact of the ql on SA*, SAr*, p*, and F(T)

In this subsection, the we investigate the impact of the limited quantity of carbon emission, ql,
on the optimal stock capacity for new products, SA*, reconditioned products, SAr*, returned products
percentage, p, and the total profit, F(T). Thus, we vary the value of ql, and by using the optimization

248



Appl. Sci. 2020, 10, 3534

algorithm, we determine the corresponding SA*, SAr*, p*, and F(T). The simulations’ results are
illustrated in Table 4. In order to improve the visualization of the obtained results in the analyzed part,
we add the Figure 7 to the presented Table.

Table 4. Impact of the limited quantity of carbon emission, ql, on SA*, SAr*, p*, and F(T).

ql SA* SAr* p* F(T)

100 1578 517 50% 6.06718 × 1010

250 1401 483 50% 6.06987 × 1010

500 1292 458 50% 6.07126 × 1010

750 1173 431 50% 6.07297 × 1010

1000 1029 411 50% 6.07350 × 1010

 

Figure 7. SAr* and SA* in function of ql.

As it observed, when the limited quantity of carbon increases, the profit slightly increases, but both
SA* and SAr* decrease (see Figure 7). In fact, when the limited quantity of carbon emission is high, the
production either for the new or reconditioned products are less limited, and then both types of products
are more available, thus, both demands dA(t) and dAr(t) are better satisfied. Moreover, when both
types of products are available, the stocking decreases as the demands are satisfied. However, when
the limited quantity of carbon emission is low, the production either for the new or reconditioned
products are very limited. Thus, both types of products are less available and then it shall increase
the storing to satisfy the demands. This study allows a firm manager to propose optimal decisions
on the manufacturing, reconditioning, stocking, and quantity of returned worn products when the
government imposes a limited quantity of carbon emission.

4.4. Impact of the ct on SA*, SAr*, p*, and F(T)

In this subsection, we investigate the impact of the cost of carbon emission, ct, on the optimal
stock capacity for new products, SA*, reconditioned products, SAr*, returned products percentage,
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p, and the total profit, F(T). Thus, we vary the value of ct, and by using the optimization algorithm,
we determine the corresponding SA*, SAr*, p*, and F(T). To study the influence of the cost of carbon
emission, we changed the parameters’ values for csA = 0.00002, csAr = 0.00002, and cr = 0.0000001
monetary units. The simulations’ results are illustrated in Table 5. In order to improve the visualization
of the obtained results in the analyzed part, we add the Figure 8 to the presented Table.

Table 5. Impact of the cost of carbon emission on SA*, SAr*, p*, and F(T).

ct SA* SAr* p* F(T)

0.01 1135 434 50% 6.15698 × 1010

1 922 471 50% 4.65295 × 1010

4 883 502 50% 9.42485 × 108

 

Figure 8. SAr* and SA* in function of ct.

The first observation in Table 5 is that the total profit obviously decreases when the cost of carbon
increases. Indeed, when the cost of carbon emission increases, the system produces less new parts
in order to decrease the cost of emissions, and then, optimal stock, SA*, decreases (see Figure 8).
On the other hand, in order to decrease the cost of emissions, the system produces more reconditioned
parts instead of new ones. That explain the increase of optimal stock, SAr*, when the cost of carbon
emission increases (see Figure 8). This study allows a firm manager to propose optimal decisions
on the manufacturing, reconditioning, stocking, and quantity of returned worn products when the
government increases the carbon emission cost.

5. Conclusions

This paper has proposed a new design of a manufacturing and reconditioning system, taking into
account two carbon regulations: carbon tax and periodic mandatory emission. New and reconditioned
products are distinguished and sold in different markets. Our work provides, in the framework of
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this system, a new and quick strategy to quantify the production of parts under the periods of carbon
limitation. To make this green manufacturing more realistic, we have considered the failure and repair
of the machines, and the amount of returned products (worn products) depends on the previous
sales. The demands are stochastic. To simulate the proposed system and to faithfully describe the
system behavior, we have developed a mathematical model based on a discrete flow model. Then,
an optimization method based on an evolutionary algorithm was developed, to determine the optimal
quantity of the returned worn products, and the stock capacity for new and reconditioned products.
Four numerical results were obtained by using the optimization algorithm, which help a firm manager
to make decisions on the production and storing of new and reconditioned parts. The results have
provided optimal strategies of production, storing, and recovery of worn parts in function of the
mandatory carbon period length, emission limit, and carbon cost.

In future research, we will consider the mentioned limitations and the carbon emissions exceeded
by transportation from stores to markets.

6. Discussion

This work concerned the consideration of a periodic mandatory carbon policy that is combined
with carbon tax. A new approach was developed to determine the quantity of new and reconditioned
products to produce when the government imposes a limited carbon emission in a random period,
the optimal levels of the manufactured-reconditioned stock, and the optimal percentage of returned
worn products that maximizes the total profit. Furthermore, the proposed approach combined different
options that make the study more realistic, such as: distinction between new and reconditioned parts,
the dependence of worn products on the sales in the previous periods, and the variability of the
machines repair periods. An efficient optimization method based on evolutionary algorithms was
developed that returns the optimal values of the vector, which maximizes the total profit function.
The studies provided in this work allow a company manager to propose optimal decisions on the
manufacturing, reconditioning, stocking, and quantity of returned worn products when a mandatory
carbon period is imposed or when the government increases the carbon emission cost. This work is
not exempt from limitations. First, it is considered that the reconditioning process is assured by one
machine, but in practice, usually it consists of several machines that are subject to random failures.
Second, only one type of product was considered, whereas in practice, almost all companies are
producing multiple products. Therefore, in our future research, we will extend the model by assuming
that the manufacturing process as well as the reconditioning process consists of several activities
carried out at several workplaces. Also, we will consider a multi-product system of production
and reconditioning.
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Appendix A

Algorithm 1: Function near.

Near (M[n], x, S[n], y)
01: M[n], x, S[n], y

02: Int i, result; Double D;
03: D = |TT [0] − x| + |SS [0] − y|
04: Result = 0;
05: For (i = 1; i < n; i++){
06: If (|TT[i] − x| + |SS[i] − y|; <= D)
07: D= |TT[i] − x|+|SS[i] − y|
08: Result = i;
09: End if

10: End for

11: Return Result

Appendix B

Algorithm 2: Production planning under mandatory carbon emission.

Production plan (uA(t), uAr(t))
01: k = 0;
02: If (uA(t)! 0 and uAr(t)! = 0)
03: PSC = uA(t)/(uA(t) + uAr(t))
04: PAC = uAr(t)/(uA(t) + uAr(t))
05: For (i = 1 to uA(t))
06: For (j = 1 to uAr(t))
07: If (i·qpm + j·qpr < = qL)
08: Pm2co = i/(i + j)
09 PR2CO = j/(i + j)
10: h[k] = Pm2co

11: B[k] = PR2CO

12: v[k] = i

13: c[k] = j

14: k++

15: End if

16: End for

17: End for

18: lignenear = Near (h, PSC,B, PAC)
19: i = v[lignenear], j = c[lignenear]
20: End if

21: uA(t) = i

22: uAr(t) = j
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Appendix C

Algorithm 3: Pseudo-code of couple of coordinates, iterative neighborhood.

Iterative_Neighborhood (Vres; Delta)
01: Do

02: Vtest = Vres

03: C_Min_Temp = Cost_Function (Vtest)
04: For (i = 1 to nb_var-1)
05: For (j = i + 1; j < nb_var; j++)
06: Switch (l = 0; l < 4; l++)
07: l = 0:
08: Positive_Variation (Vtest [i])
09: Positive_Variation (Vtest [j])
10: l = 1:
11: Positive_Variation (Vtest [i])
12: Negative_Variation (Vtest [j])
13: l = 2:
14: Negative_Variation (Vtest [i])
15: Positive_Variation (Vtest [j])
16: l = 3:
17: Negative_Variation (Vtest [i])
18: Negative_Variation (Vtest [j])
19: End Switch//on l

20: If (Constraints_Respected (V))
21: C_Temp = Cost_Function (V)
22: If (C_Temp < C_Min_Temp)
23: Vres = V

24: End if

25: End if

26: End for//j

27: End for//i

28: While (Vres! = Vtest)
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Abstract: The effectiveness of sprayed and aerosolised pH-neutral electrochemically activated so-
lutions (ECAS) containing 150 mg/L of free available chlorine in reducing total bacteria load and
artificially inoculated Salmonella enterica serotype Enteritidis 11RX on eggs surfaces was investigated.
Treatment groups included untreated control, sodium hypochlorite (positive control), sprayed and
aerosolised water and sprayed and aerosolised ECAS. Sprayed ECAS (150 mg/L, 45 s) showed a
significant reduction in total bacterial load (2.2 log reduction, p < 0.0001) and S. Enteritidis (5.4 log
reduction, p < 0.0001) when compared with the untreated control. Aerosolised ECAS (120 s) was
effective in reducing both the total bacterial load (1.4 log reduction, p < 0.01) and S. Enteritidis (4.2 log
reduction, p = 0.0022). However, aerosolised ECAS (60 s) only significantly reduced S. Enteritidis
counts (2.8 log reduction, p < 0.0008), indicating that a longer time for bacterial reduction during
fogging sanitisation is needed. Tests performed with one egg per oscillating tray were more effective
in reducing both the total bacterial load and the S. Enteritidis counts than those with three eggs
per oscillating tray. Sprayed ECAS (45 s) and aerosolised ECAS (120 s) did not deteriorate the egg
cuticle integrity (∆Eab

*), which was evaluated using Cuticle Blue dye solution and colour intensity
measurement. Overall, both the reduction in total bacteria counts and S. Enteritidis from the egg
surface and retention of cuticle integrity suggest that sprayed and aerosolised ECAS could be used as
alternative sanitising approaches to improve the food safety aspect of table eggs.

Keywords: pH-neutral electrochemically activated solution; total bacterial count; Salmonella Enteri-
tidis; egg cuticle integrity

1. Introduction

Pathogenic serotypes of Salmonella are a major cause of foodborne diseases worldwide.
The annual proportion of food origin salmonellosis in Australia is about 40,000 out of an es-
timated total of about 4.1 million foodborne gastroenteritis cases [1]. Salmonella- associated
foodborne illnesses have risen during the past 20 years and the rate of salmonellosis in Aus-
tralia is much higher compared to economically similar countries [2]. It has been estimated
that foodborne illnesses due to Salmonella spp. have caused up to 35% of hospitalisations
and 28% of mortalities [1], and the hospitalisation and death cases were higher in compari-
son to other foodborne illnesses [1]. Among the salmonellosis cases of foodborne origin,
raw eggs and egg-based products have the highest frequency [3–5]. For example, between
2001 and 2016, 50% of all foodborne Salmonella illnesses in Australia were attributed to
the consumption of contaminated eggs [6]; 84% of these cases were caused by Salmonella
enterica subspecies enterica serotype Typhimurium (S. Typhimurium) and three cases were
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caused by Salmonella enterica subspecies enterica serotype Enteritidis (S. Enteritidis) [6]. In
other countries, salmonellosis is caused predominantly by the serotype Enteritidis [7–9].
As egg consumption in Australia is approx. 245 eggs per capita and growing [10], the
industry is continuously exploring alternative means to address Salmonella contamination.

Unlike the one-off input costs for the establishment of farm infrastructure and hu-
man resources, farms and industries incur ongoing costs for egg hygiene and egg safety
management. Washing and disinfection of egg surface are the key steps involved in egg
production to reduce the risk of egg-related foodborne illnesses and to maintain consumer
confidence on the microbiological safety of eggs. Elimination of pathogenic bacteria from
the egg surface is achieved using several techniques and many eggshell sanitisation meth-
ods are also employed to reduce the contamination of eggs by Salmonella in commercial
egg production premises.

Protocols employed for the reduction of Salmonella can be broadly classified into
thermal and non-thermal disinfection procedures. Thermal disinfection, such as egg pas-
teurisation, is a highly effective method, but negatively affects egg proteins and rheological
properties [11]. The most common non-thermal processes employ quaternary ammonium
compounds (QAC) and chlorine-based chemicals [12] to sanitise eggs after washing with
a high pH (11.0) detergent solution at a temperature above 40 ◦C. Unfortunately, bac-
teria may develop resistance to QAC [13], which in turn induces selection of genes for
co-resistance to other antimicrobials [14], thus limiting its use. In the case of chlorine-based
sanitisers, besides the development of bacterial resistance due to its persistent usage [15],
the accumulation of organic load from dirt, manure and broken eggs reduces the chlo-
rine concentration, affecting the efficacy of chlorine-based sanitisation. Moreover, due to
the environmental impact caused by chlorine-based by-products and the problems with
wastewater disposal, its usage in the food industry is limited. Other decontamination
methods used are ultraviolet (UV) irradiation of eggs after washing and formaldehyde
fumigation. However, the antibacterial activity of UV irradiation protocol is limited to the
egg surface directly exposed to UV rays [16], while formaldehyde is a known occupational
health hazard and a carcinogenic product [17].

Since occupational health safety and environmental regulations continually push
towards safer eggshell sanitisers, electrochemically activated solutions (ECAS) (also called
electrolysed oxidizing (EO) water) could be a potential alternative for eggshell cleaning
and disinfection. The three forms of ECAS (acidic, slightly acidic and neutral) have been
previously assessed for the sanitisation of table eggs in safe food production [18–21] and
fertile eggs for quality production of chicks [22]. In most of the available research, a two-
step process for ECAS disinfection of eggs was followed. In the initial washing step, dirt
and debris are washed off the egg surface with water or alkaline detergent, followed by
the ECAS disinfection. Bialka et al. [19] reported that immersion washing of eggs with
acidic ECAS significantly reduced S. Enteritidis and Escherichia coli from the egg surface
but also damaged the egg cuticle layer. On the other hand, the spray washing of eggs
with slightly acidic EO water reduced total aerobic bacteria without negatively affecting
the cuticle layer [22]. In other studies, an immersion washing with pH-neutral ECAS was
not effective in reducing the total bacterial load [23], while a spray wash significantly
decreased the level of Listeria monocytogenes without affecting the egg cuticle layer [20].
More recently, Medina-Gudino et al. [24] reported that pH-neutral EO spray treatment
for 30 s significantly reduced S. Enteritidis and E. coli loads on the egg surface without
adversely affecting egg cuticle integrity.

In this study, we explored the potential of pH-neutral ECAS (150 mg/L of free available
chlorine (FAC)) as spray and aerosol fog for the sanitisation of unwashed, visibly clean
eggs, assessing the reduction in total bacterial counts and Salmonella Enteritidis, and its
effects on the cuticle layer. ECAS with neutral pH still contains hypochlorous acid (HOCl)
as the main oxidising component (active chlorine compounds also include hypochlorite
ions and dissolved gaseous chlorine) [25–27] but is less corrosive and more durable than
the acidic and slightly acidic forms.
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2. Materials and Methods

2.1. Chicken Egg Source and Selection

Freshly laid eggs were sourced from Hy-Line Brown hens (aged between 36 and
40 weeks) raised in conventional battery cages housing individual hens at the School of
Animal and Veterinary Sciences, The University of Adelaide. Eggs stored for 24 h at room
temperature were visually screened for thermal cracks and dirt; relatively clean, intact and
uniformly sized eggs were selected and randomly divided into groups to determine the
effectiveness of sanitisation treatments on total microbial load and artificially inoculated S.
Enteritidis load.

2.2. ECAS Spray and Fog Disinfection Generation

The electrochemically activated solution was sourced from Ecas4 Australia Pty Ltd.
(Adelaide, Australia) and its physicochemical properties such as temperature, pH, and
oxidation/reduction potential (ORP) were measured using a handheld meter (Model MC-
80, TPS Pty Ltd., Brisbane, Australia). Free and total available chlorine was measured using
a Free Chlorine Checker® HC-HI701 and a Total Chlorine Checker® HC-HI711 (Hanna
Instruments, Melbourne, Australia), respectively. ECAS was stored at 4 ± 1 ◦C and used
within one week of preparation.

The working concentration of ECAS (pH≈ 6.8–7.0, 150 mg/L of free available chlorine
(FAC)) was freshly prepared each time prior to sanitisation experiment. We have previously
optimised the aerosolised ECAS at 150 mg/L of FAC to significantly reduce the total
microbial load in an animal farm environment, and for this reason we have chosen this
concentration [28]. For the spray wash, ECAS was sprayed for 45 s using a handheld bottle
sprayer. For the fog sanitisation, ECAS fog was generated using an ultrasonic humidifier
that generates droplets sized between 1 and 3 µm in diameter (Ultrasonic Humidifier
HU-85, Contronics Engineering B.V., Sint-Oedenrode, The Netherlands) as previously
optimised [28].

2.3. Effectiveness of Spraying and Fogging on Total Bacterial Load Reduction on Eggshell Surface

For total bacterial counts, intact and visibly clean eggs were selected for each of the
treatment groups (three eggs per treatment): unwashed control, NaOCl spray (~200 mg/L
of FAC, positive control), water spray (45 s), ECAS spray (150 mg/L of FAC; 45 s), water
fog (60 and 120 s) and ECAS fog (150 mg/L of FAC; 60 and 120 s). The disinfection
procedures were performed in a biosafety cabinet (BSC) and eggs were placed in separate
compartments on an oscillating tray for uniform exposure during spray-wash and fogging
treatment. Each treatment was independently repeated for at least two times. In addition,
ECAS (150 mg/L of FAC) fog treatment was compared for one and three eggs per oscillating
tray, for 60 s and 120 s, respectively.

After treatment, individual eggs were immediately placed into a sterile Whirl-Pak
bags (Nasco, Fort Atkinson, WI, USA) containing 5 mL of buffered peptone water (BPW),
massaged gently (without breaking the egg) for 1 min, then the broth was transferred
into 10 mL sterile tubes (SARSTEDT Australia Pty Ltd., Adelaide, Australia). Samples
were centrifuged at 5444× g (MPW-351e Centrifuge, Med Instruments, Adelab Scientific,
Adelaide, Australia) for 10 min, supernatant discarded, and the pellet was resuspended
in 200 µL of 1 × PBS. Aliquots (100 µL) of 10-fold dilutions (up to 10−5) of the samples
were spread plated on plate count agar (PCA; CM0325, Oxoid, Melbourne, Australia) in
duplicates and incubated overnight at 37 ◦C for the enumeration of colonies. Plates with
25 to 300 colonies were used for colony forming unit (CFU) calculation and data presented
as log10 CFU/egg.

2.4. Salmonella Enteritidis Seeding on Outer Eggshell Surface

2.4.1. Pre-Wash of Eggs for S. Enteritidis Seeding

To understand the efficacy of ECAS on Salmonella load reduction, eggs selected for
Salmonella seeding were washed as per wash steps specified in Gole et al. [29] before being
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inoculated with S. Enteritidis. Briefly, eggs were placed on an oscillating tray, which
helped in exposing the entire eggshell surface, in a BSC and initially spray-washed with
a 0.45% (v/v) solution of NaOCl (ThermoFisher, Melbourne, Australia; pH ≈ 12) at 40 ◦C
for 45 s. Then, spray-sanitised with a 0.16% (v/v) solution of NaOCl at 32 ◦C for 22 s
and left on the sterilised BSC bench to dry for 60 min. The eggs were sanitised to ensure
the complete removal of the microbiota of the egg surface and to achieve a uniform S.
Enteritidis colonisation of the egg surface.

2.4.2. S. Enteritidis Preparation for Inoculation of Eggshells

Salmonella Enteritidis 11RX was used for this experiment. S. Enteritidis stored at
−80 ◦C in 80% glycerol was plated on xylose lysine deoxycholate (XLD) agar (Oxoid
CM0469) and incubated overnight at 37 ◦C to obtain isolated colonies. An inoculum was
prepared by suspending colonies in phosphate buffered saline (1 × PBS) to obtain an
absorbance (OD600 nm) value of 0.45. Viable Salmonella was enumerated by plating 10-fold
serial dilutions of the inoculum on XLD agar and incubating overnight at 37 ◦C. After
enumeration, a 200 mL inoculum containing ~105 CFU per mL was prepared in 1 × PBS.

For eggshell seeding, eggs were immersed for 90 s either in 1 × PBS (control) or in
1 × PBS containing ~105 CFU/mL of S. Enteritidis. Eggs were then placed into sterile zip
lock bags and incubated at 37 ◦C. After 18–24 h post-inoculation, three eggs from each
treatment were placed in separate Whirl-Pak bags containing 5 mL BPW and massaged
for 1 min. Aliquots (100 µL) from a 10-fold serial dilution were spread plated on XLD and
PCA media (in duplicate) and incubated overnight at 37 ◦C for enumeration of counts.

2.4.3. Effectiveness of Spraying and Fogging on S. Enteritidis on Eggshell Surface

The S. Enteritidis-inoculated eggs were subjected to the same treatment as above
(Section 2.3). A 10-fold serial dilutions were prepared for each treatment as above in
1 × PBS and aliquots were spread plated both on PCA and XLD agar media (in duplicates).

2.5. Eggshell Cuticle Assessment

Twelve eggs per each treatment (water and ECAS spray washing for 45 s and water
and ECAS fogging for 2 min) were screened and selected based on colour intensity mea-
sured using a MiniScan EZ colourimeter (4500 L Spectrophotometer, Hunter Associates
Laboratory, Inc., Reston, VA, USA). The selected eggs were treated as in Section 2.3 and
dried in biosafety cabinet for 60 min. The eggs were stained with MST Cuticle Blue dye
(MS Technologies, Kettering, UK) as described by Khan et al. [30] and the cuticle coverage
was assessed using the ∆Eab

* method. The average of four readings of the L* (lightness), a*
(red/green value) and b* (yellow/blue value) values, before and after staining, were used
for the calculation of ∆Eab

* with Equation (1). A higher value of ∆Eab* denotes a higher
cuticle staining:

∆Eab
* =
√

[(∆L*)2 + (∆a*)2 + (∆b*)2] (1)

2.6. Statistical Analysis

Total bacterial and S. Enteritidis counts were expressed as log10/egg and the data
were analysed using ANOVA in GraphPad Prism v.8 (GraphPad Software, San Diego, CA,
USA). Since the bacterial counts were log transformed (subjected to normal distribution)
and each experiment had an equal number of samples, a one-way ANOVA was performed
to compare differences of means among untreated control versus different sanitising
treatments followed by a Tukey’s multiple comparison test. A p value of < 0.05 was
considered statistically significant.

3. Results

3.1. ECAS Spray and Aerosol Treatment Reduced Total Bacterial Count on Egg Surface

The mean bacterial load (log10 CFU/egg) for untreated and after sanitising treatments
are presented in Table 1 and Figure 1. Eggs treated with sprayed water (45 s) (2.4± 0.1 log10
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CFU/egg) showed no significant reduction (p = 0.3662) in total bacterial load when com-
pared with the untreated control (2.2 ± 0.2 log10 CFU/egg; Table 1). Significant reduction
in total bacterial load was observed when the eggs were treated with sprayed ECAS (45 s)
(2.2 log reduction, p < 0.0001) and aerosolised ECAS (120 s) (1.4 log reduction, p = 0.01)
compared to untreated control (Table 1). Aerosolised water (60 s and 120 s) and aerosolised
ECAS (60 s) showed no significant reduction in total bacterial load when compared with
sprayed water (45 s) or the untreated control (Table 1). In addition, the spray versus
aerosol techniques were compared for their effectiveness in reducing the total bacterial
load (Figure 1A). Sprayed ECAS (45 s) showed a significant reduction (p < 0.0001) in total
bacterial load when compared with sprayed water (45 s) (Figure 1A). Aerosolised ECAS
(120 s) also showed a significant reduction (p < 0.01) in total bacterial load when compared
with aerosolised water (120 s); however, no significant reduction was shown for the 60 s
treatment group (Figure 1A).

Table 1. Effect of sanitisation treatments on reduction of total bacterial load on egg surface.

Treatment
Total Bacterial Count

(Log10 CFU/Egg)
Log Reduction & Significance

(p-Value)

Untreated control 2.2 ± 0.2 — —
NaOCl (45 s spray) 0 2.2 <0.0001
Water (45 s spray) 2.4 ± 0.1 (+0.2) 0.3662
ECAS (45 s spray) 0 2.2 <0.0001

Water fog (60 s) 2.5 ± 0.2 (+0.3) 0.1201
ECAS fog (60 s) 2.1 ± 0.1 0.1 0.9206
Water fog (120 s) 2.3 ± 0.2 (+0.1) 0.9895
ECAS fog (120 s) 0.8 ± 0.6 1.4 0.01

Total bacterial counts were calculated as log10 CFU/egg and presented as mean± standard deviation (SD); & log10
reduction = (log10 counts of untreated control)—(log10 counts after sanitising treatment); a ‘+’ sign means log
increase in counts.
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Figure 1. Effectiveness of sprayed and aerosolised ECAS on reduction of total bacterial load on egg surface. (A) Total
bacterial load after the various sanitisation treatments. (B) Aerosolised ECAS sanitisation of individual (one egg/tray)
and simultaneous (three eggs/tray) treated eggs for 60 s and 120 s. NaOCl—sodium hypochlorite (~200 mg/L FAC);
ECAS—electrochemically activated solution (150 mg/L of FAC); ns—not significant; ** p < 0.01, **** p < 0.0001.

The effectiveness of aerosolised ECAS was further assessed when the eggs were
sanitised simultaneously (three eggs/tray) or individually (one egg/tray) for 60 s and
120 s, respectively. Aerosolised ECAS (120 s) significantly reduced the total bacteria load
for both one egg/tray (p < 0.0001) and three eggs/tray (p < 0.01; Figure 1B). The treatment
of three eggs/tray with aerosolised ECAS (120 s) did not eliminate the total bacterial load
completely; however, the level was not significantly different from the treatment of one
egg/tray aerosolised ECAS (120 s) (Figure 1B).

3.2. ECAS Spray and Fog Treatment Reduced S. Enteritidis on the Egg Surface

S. Enteritidis counts (log10 CFU/egg) are presented in Table 2 and Figure 2. Sprayed
water (45 s) showed a significant reduction (1.0 log reduction, p = 0.0005; Table 2) when
compared with the untreated control. All the ECAS treatments significantly reduced the
inoculated S. Enteritidis counts on the egg surfaces compared to the untreated control:
sprayed ECAS (45 s) (5.4 log reduction, p < 0.0001; Table 2), aerosolised ECAS (60 s) (2.8 log
reduction, p = 0.0008; Table 2) and aerosolised ECAS (120 s) (4.2 log reduction, p = 0.0022;
Table 2). A significant reduction in S. Enteritidis counts (1.1 log reduction, p < 0.0001) was
also achieved with aerosolised water (120 s), whereas no significant reduction was observed
with aerosolised water (60 s) when compared with the untreated control (Table 2). For the
spray versus aerosol techniques comparison, sprayed ECAS (45 s) showed a significant
reduction (p < 0.0001) in S. Enteritidis load when compared with the sprayed water (45 s)
(Figure 2A). Significant reduction in S. Enteritidis load was observed for aerosolised ECAS
(60 s, p < 0.01) and aerosolised ECAS (120 s, p < 0.01) when compared with respective
aerosolised water treatments (Figure 2A). S. Enteritidis level was significantly reduced in
spray water (45 s, p = 0.0005) and aerosolised water treatment groups (120 s, p < 0.0001),
respectively.
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Figure 2. Effectiveness of sprayed and aerosolised ECAS on reduction of S. Enteritidis counts. (A) S. Enteritidis counts
after the various sanitisation treatment. (B) Aerosolised ECAS sanitisation of individual (one egg/tray) and simultaneous
(three eggs/tray) treated eggs for 60 s and 120 s. NaOCl—sodium hypochlorite (~200 mg/L FAC); ECAS—electrochemically
activated solution (150 mg/L of FAC); ns—not significant; ** p < 0.01, *** p < 0.001, **** p < 0.0001.
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Table 2. Effect of sanitisation treatments on the reduction level of S. Enteritidis counts on egg surface.

Treatment
S. Enteritidis Counts

(log10 CFU/Egg)
Log Reduction & Significance

(p-Value)

Untreated control 5.4 ± 0.1 — —
NaOCl spray (45 s) 0 5.4 <0.0001
Water spray (45 s) 4.4 ± 0.1 1.0 0.0005
ECAS spray (45 s) 0 5.4 <0.0001

Water fog (60 s) 5.3 ± 0.1 0.1 0.9926
ECAS fog (60 s) 2.6 ± 0.6 2.8 0.0008
Water fog (120 s) 4.3 ± 0.7 1.1 <0.0001
ECAS fog (120 s) 1.2 ± 1.0 4.2 0.0022

S. Enteritidis counts calculated as log10 CFU/egg and presented as mean ± standard deviation (SD); & log10
reduction = (log10 counts of untreated control)—(log10 counts after sanitising treatment).

Aerosolised ECAS (120 s) significantly reduced S. Enteritidis counts for one egg/tray
(p < 0.0001); however, no significant reduction trend was observed in the 3 eggs/tray
treatment group (Figure 1B).

3.3. ECAS Spray and Aerosol Treatments Did Not Affect Egg Cuticle Integrity

The effect of sprayed and aerosolised ECAS treatments on cuticle coverage (∆Eab
*)

was measured (Figure 3). Sprayed ECAS (45 s) and aerosolised ECAS (120 s) did not show
any significant difference when compared with the respective water controls.
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Figure 3. Effect of sprayed and aerosolised ECAS treatments on cuticle integrity (∆Eab

*). Data
presented as mean ± SD, n = 12; ns—not significant.

4. Discussion

This study assessed the effectiveness of sprayed and aerosolised ECAS in reducing
total bacterial load and inoculated S. Enteritidis on egg surface and their effects on the
cuticle layer. The bacterial load on eggshells is usually acquired through contamination
from the farm environment; therefore, farm type and poultry housing system influence
the egg surface total bacterial count [31–34]. Eggshells from conventional-caged hens
usually harbour lower total bacterial counts compared to other housing systems [35]. The
total bacterial load of 2.2 ± 0.2 log10 CFU/egg found in this study was lower than those
observed by Wall et al. [36] (2.7 log10) and Alvarez-Fernandez et al. [31] (2.3 log10) on
eggshells from conventional-caged hens, probably because the eggs used in this study were
laid by hens housed individually with a low density of hens in the shed (49 hens/shed).
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ECAS spray-wash of eggs for 45 s and aerosolisation of individual eggs with ECAS
for 120 s completely reduced the native total bacterial load and S. Enteritidis on eggshell
surface. These two sanitisation approaches showed an effectiveness like that of a sodium
hypochlorite (~200 mg/L of FAC) spray-wash for 45 s, which was used as a positive control.
Although relevant literature is not available on the sanitisation of eggshell surface with
ECAS fog, previous research has shown a significant reduction in total bacterial counts from
the eggshell surface when the latter is spray-washed with pH-neutral EO water or acidic EO
water [22,37]. In the present study, the effectiveness of aerosolised ECAS with one and three
eggs per oscillating tray for 60 s and 120 s was also tested. ECAS fogging of multiple eggs
(three simultaneously) as well as of a single egg for 120 s showed a significant reduction in
total bacterial load when compared with the respective 60 s treatments, confirming that
a longer treatment time may be more appropriate for total bacteria load reductions. It is
noteworthy that a higher variation was observed in treating three eggs simultaneously,
which could be attributed to an uneven distribution of the fog, as fogging was performed
in a biological safety cabinet that quickly sucked out the surrounding air including the fog.

Previous studies have assessed the effectiveness of various forms of electrolysed
water (acidic, slightly acidic, neutral, alkaline) by immersion or spray-washing of eggshell
surface inoculated with S. Enteritidis [24,38–40]. In this study, we assessed a pH-neutral
EO water in the form of fog in addition to spray-washing. The significant microbial
reduction observed in our study for sprayed water and aerosolised water (120 s) could
be due to the dislodgment of the inoculated S. Enteritidis from the egg surface; however,
these techniques were ineffective in the reduction of total bacterial load. Sprayed ECAS
(45 s) and aerosolised ECAS (60 s and 120 s) showed significant reduction in S. Enteritidis
counts. Medina-Gudino et al. [24] reported that pH-neutral EO spray treatment (30 s)
significantly reduced S. Enteritidis (>1.45 log10 CFU/egg) on egg surface. In another
study [39], a slightly acidic (pH 6.53) EO water (15 mg/L of FAC) used at 20 and 45 ◦C
showed a 4.2 log10 CFU/mL reduction of S. Enteritidis. Aerosolised ECAS (120 s) showed
a significant log reduction of S. Enteritidis for one egg/tray treatment but no significant
reduction was observed in the three eggs/tray treatment group. As previously mentioned,
the higher variation in the three eggs/tray treatment could be due to the fog being quickly
sucked by the BSC and not moistening the egg surface with enough FAC to reduce the
bacterial cells.

The main purpose of egg washing is to reduce the bacterial load on the egg surface;
however, one of the major concerns in the egg washing process is the likely damage of
the cuticle layer. In the present study, no difference was observed in ∆Eab

* values in eggs
sprayed and aerosolised with ECAS, indicating that cuticle integrity was not altered. In a
recent study, Medina-Gudino et al. [24] reported no differences in the overall ∆Eab

* values
when eggs were treated with pH-neutral EO. In contrast, for eggs washed with alkaline and
acidic EO, changes in the a* and b* values were observed, hence the reduction in overall
∆Eab

* values, indicating damage to the egg cuticle [19].
Although electrolysed water is an environmentally friendly, non-hazardous sanitiser

with proven antibacterial efficacy against foodborne pathogens such as E. coli O157: H7,
L. monocytogenes [41] and S. Enteritidis on shell eggs [38,39], it is not currently being
considered in commercial decontamination settings to obtain pathogen-free eggs. The
reasons for this are probably related to the corrosiveness of acidic formulations towards
steel surfaces and the lack of knowledge of consumers on the impact of chemicals for
disinfection of environments.

The current scenario shows a shift in table egg production towards free-range sys-
tems [42]. For instance, in Australia, free-range production has increased from 39% in
2015 to 45% in 2018 [10], driven by consumer demand for bird welfare and access to a
range area. However, this approach poses risks to public health as the eggshell bacterial
load, including counts of Campylobacter and Salmonella spp. [42], in free range production
systems is considerably higher than in conventional battery cage systems [42,43]. The
problem is further aggravated by the increase in the consumption of meals consisting of
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raw egg products [44]. Therefore, egg producers should consider eggshell cleaning and dis-
infection of table eggs as a priority to produce safe eggs and maintain consumer confidence.
Besides issues with wastewater disposal, commonly used chlorine-based egg washing
requires intensive monitoring of water temperature, pH, and chlorine concentration to
retain its optimal efficacy and eggshell cuticle integrity. This suggests that electrolysed
water could fill an important niche if washing and disinfection systems can be developed
on a commercial level.

5. Conclusions

pH-neutral ECAS (150 mg/L of FAC), when used in the form of a spray (45 s) or
as an aerosol (120 s), allows significant reductions in total bacterial load and S. Enteri-
tidis counts from contaminated egg surface while retaining cuticle integrity. However,
aerosolised ECAS (60 s) did not show significant reduction in either the total bacterial
load or S. Enteritidis counts, suggesting a longer fogging time is needed to sanitise the
eggs. The aerosolised ECAS sanitisation technique could be incorporated into cleaning and
disinfection protocol to improve egg safety without the use of hazardous biocidal agents.
Moreover, this disinfection protocol is easily implementable as ECAS can be easily gener-
ated on site with automated controls for FAC concentration and pH measurements. For this
process to lead to large-scale tests and industrial implementation, additional testing needs
to be performed, including the elimination of other pathogenic bacteria from eggshells,
interior egg quality and consumer sensory evaluation, as per the regulatory requirements.
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Featured Application: This research was applied in the Sant Joan Despí drinking water treatment

plant in Barcelona city, providing drinking water to 1,900,000 inhabitants. The tool was validated

with real data obtained in the plant in different conditions of effluents.

Abstract: In this paper, we present a simulator of a drinking water treatment plant. The model of
the plant was based in hydraulic and matter transportation models. In order to not introduce more
inaccuracies in the simulation, the control system was based in the real equipment deployed in the
plant. This fact was the challenging part of the simulator, and an accurate design is presented in this
research, wherein the sampling time had to be limited to interchange data between the SCADA in
the plant and the simulator in real time. Due to the impossibility to stop the plant when testing the
new control strategy, a simulator implemented the plant behavior under different extreme conditions.
The validation of the simulator was performed with real data obtained from the plant.

Keywords: drinking water treatment plant; advection–diffusion–reaction; chlorine dosage; simulator
validation; industrial application

1. Introduction

Drinking water is a necessary but scarce good. Despite the fact that water is the most abundant
and common substance on our planet—as it covers 70% of its surface—96.5% of it is contained in
the oceans. Of the remaining 3.5%, approximately 2.5% is found in the polar ice caps and glaciers
and only 0.61% is liquid fresh water. Of the latter, around 0.98% is found in underground aquifers,
which are difficult to access, while only 0.009% constitutes fresh surface water (rivers and lakes).
Furthermore, only 0.003% of the total is fresh water available to be used for residential purposes. That is,
if the Earth’s total water were a 100 L container, only half a teaspoon of water would be suitable for
human consumption [1]. The sources of water pollution can be natural (rain, decomposing vegetable
matter, soil erosion, etc.) or anthropogenic (activity livestock, by-products of industrial activity, home
waters, etc.), but both give rise to water that does not meet the necessary requirements to ensure
its potability. The basic water treatment processes include several stages: coagulation, flocculation,
particle separation (sedimentation/flotation), filtration, and disinfection (chlorination/ozonation) [2].
In many of these stages, the addition of chemicals into the flow of water to be treated is performed,
and it is at this very point that this research provides a contribution with respect to correct dosage
and control. Of all the treatments mentioned above, this paper focuses on disinfection. This process
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attempts to destroy or inactivate pathogenic organisms present in water, mainly bacteria, viruses,
and protozoa [3].

Disinfection treatments can be physical (gamma radiation, X-rays, ultraviolet radiation, thermal
sterilization, etc.) or chemical (heavy metals, acids or bases, halogens, ozone, permanganate, etc.),
with the latter being the most common form of treatment. Among the chemical reagents, chlorine and
its derived compounds are the most widely used disinfecting agents worldwide. Many organisms
regulate the residual chlorine values and they depend on the end use of the water. Thus, for drinking
water, it is recommended that the residual free chlorine be between 0.2 and 1 ppm (parts per million),
while in the case of swimming pools and spas, it should be kept between 1.5–3.0 ppm. However,
these values are general and each competent body has determined its own thresholds.

The use of chlorine as a disinfecting agent began in the early 20th century and went on to complete
the filtration process, which was already widely used. The most common chlorine family products
for water disinfection are chlorine gas, chloramines, sodium hypochlorite, and calcium hypochlorite.
Chlorine (Cl2) is a yellowish green, denser than air, toxic gas. It is a very oxidizing product that reacts
with many compounds [4]. In fact, the most widely used chemical in the world is chlorine.

In the presence of humidity, chlorine is extremely corrosive and therefore the conduits and the
materials in contact with it must be made of special alloys. Chlorine vapor is irritating by inhalation
and can cause serious injury if exposed to high concentrations. Chlorine management must therefore
be carried out by specialized staff, and very effective control and alarm systems are necessary. For these
reasons, the use of hypochlorites in solution or in solid form is preferable. Sodium hypochlorite
(NaClO) in solution is a disinfectant that has been used since the 18th century and is popularly known
as bleach. At an industrial level, it is obtained by reacting chlorine gas with a sodium hydroxide
solution. After the reaction, greenish yellow aqueous solutions are obtained, which have a determined
concentration of active chlorine per liter [5]. It is marketed in solutions with concentrations between
3% and 15% by weight. Sodium hypochlorite is a very powerful and unstable oxidant, and thus a
solution of 100 g of active chlorine per liter, after being stored for 3 months, can contain 90 g or even
less. Calcium hypochlorite (Ca(ClO)2) is a white solid with a content of between 20% and 70% active
chlorine. It is highly corrosive and can ignite on contact with certain acidic materials. However, it has
two advantages over sodium hypochlorite: its higher chlorine content and its greater stability. To be
used, it is diluted with water to obtain a more manageable concentration solution, for example 2%.
When Cl2 dissolves in water, it rapidly hydrolyses to generate hypochlorous acid and hydrochloric acid.

Cl2 + H2O ↔ HClO + HCl

In the case of hypochlorites, the dissociation of both salts occurs according to the
following equations:

NaClO + H2O ↔ NaOH + HClO
Ca(ClO)2 + 2H2O ↔ Ca(OH)2 + 2HClO

Therefore, hypochlorous acid, which is actually the disinfectant variety, ends up forming in
either case chlorine, sodium hypochlorite and calcium hypochlorite.One of the disadvantages of using
chlorine and its derivatives is that it reacts with a large amount of organic matter and gives rise to
trihalomethanes (THM), many of which have been shown to be toxic or carcinogenic [6]. Another
drawback is the formation of chlorophenols in waters containing phenols, which would lead to bad
odors. Chlorine also reacts with ammonia dissolved in water to form chloramines. These products
also have some disinfecting power, although they are approximately 25 times less effective than free
chlorine. However, their residence time in the water is long and, for this reason, they have sometimes
been used as a reserve for residual chlorine. They present two major drawbacks: they can give
rise to odors and flavors and are potentially toxic in a chronic way. Figure 1 shows an interesting
representation of the risks associated with disinfection with chlorine. We adapted this figure from [7],
indicating the optimal point for chlorination; due to the dynamics of chemical and microbiological
risks, the optimal point of chlorination is at the intersection, in order to avoid both risks. It is clear that
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not dosing can lead to a very high risk of infection (microbiological risk), but in any case, overdosing is
not a valid solution, as it does not guarantee the elimination of health risks, since it favors the increase
of chemical risks. An insufficient dose can cause vomiting or diarrhea (microbiological risk) and an
overdose has carcinogenic effects (chemical risk); thus, the objective is an optimal dose. At very high
levels of chlorine, the microbial risk increases, as taste and odor may cause the use of unsafe supplies.

Figure 1. Relationship between chlorination level and associated risk, adapted from [7].

On the basis of the foregoing, it can be deduced that chlorine (and derivatives), in addition to
reacting with microorganisms, also reacts with other matter dissolved in the medium: organic matter,
metals (iron, manganese), and mainly plastic derivatives. For this reason, to achieve a certain level
of residual chlorine, the necessary amount to be added is much higher than the residual obtained.
Therefore, before deciding on the dose of chlorine to be used to disinfect, the demand for chlorine must
be determined, that is, the amount of chlorine consumed within the tank until the residual appears at
the end of the plant, prior to entering the water distribution step.

Regarding the legislation of drinking water, there are some regulations at different levels.
The higher level in Europe is dictated by the European Parliament and of the Council in its Directive
2008/105/EC on environmental quality standards in the field of water policy [8]. This legislation
guarantees that water intended for human consumption can be consumed safely and without danger
to health. Specifically, in Spain (valid in the current drinking water treatment plant (DWTP) location),
the regulation is articulated through royal decrees RD 140/2003, RD 314/2016, and RD 902/2018 [9],
specifying that the residual chlorine value must be between 0.2 and 1.0 ppm at all points in the supply
network. In short, this legislation will be replaced by the future European Directive on Drinking Waters,
which is at the moment in the final revision phase, with the date of possible approval at the end of 2020
and with mandatory entry in 2022. This new standard requires a series of new requirements and is
mainly aimed at avoiding unnecessary water loss and helping to reduce the carbon footprint of the EU
member states. The new water directive emerges to achieve the 2030 sustainable development goals
(Goal 6) and the Paris agreement on climate change. Information will be key to increasing consumer
confidence in tap water, and thus information on the quality and supply of drinking water in each
area should be provided on the Internet. The idea is that the more information there is, the more
confidence there will be about this resource that comes out of our taps, and therefore there will be a
lower purchase of plastic bottled water, reducing the waste from this material.

The main goal of this research was to develop a simulator of a drinking water treatment plant
(DWTP). New technologies deployed in this kind of plant allow for the automatization of the
chlorination process, and the use of this novel simulator will allow for the testing of any chlorination
strategy without involving such a critical infrastructure. The plant cannot stop delivering drinking
water to a large portion of the population and the tests cannot be done with the plant at full capacity.
The simulator will have the ability to be connected in real-time with automatic chlorination system
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(specific hardware in the plant), and all this hardware equipment does not need to be simulated, thus
enhancing the reliability of the whole process.

2. Materials and Methods

2.1. Simulator Design

This is one of the most important contributions of the presented research. The design of the
simulator starts with defining the requirement, and proposing a novel architecture that will be able to
fulfill them. This proposal involves the software implementation of different mathematical models
(hydraulic and transportation models) and a hardware interconnection between plant computers,
that is, programmable logic controller (PLC) and the main computer executing the simulator.

The chlorination process in the plant has been subjected to different phases of improvement
at the automation level in recent years. The problems inherent in the automatic control have been
diverse: variability in the chemistry of chlorine, punctual existence in the water to deal with significant
amounts of ammonium, large dead times due to the hydraulics of its facilities, or disturbances caused
by sudden changes in flow. The use of a simulator that reflects in the most realistic way the behavior
of the chlorination process greatly facilitates the design of the control system in the effluent and
allows decisions to be made on the optimization of the actual installation. Simulation has been seen
over time as a modelling tool that has a very broad development and does not require sophisticated
mathematics or statistics to develop a model and its usage [10]. On the other hand, the realization of
experiments or tests on the real plant was expensive because of the need to have additional electronics
and infrastructure, and moreover it mainly is especially dangerous because this is the last process
of the DWTP and there is no correction mechanism in case of error (overdosage or underdosage of
chlorine in tap water). The DWTP cannot be closed for testing new chlorination strategies, and the
large duration of tests cannot be afforded by all the citizens and small industries that need drinking
water uninterruptedly. Therefore, we decided to use a simulator that would allow for the study and
analysis of the most appropriate online controller to later transfer the simulation results to the real
control system of the plant.

When selecting a simulator to implement the desired model, we defined four strong requirements
due to the complexity of the plant and the implications of stopping it:

1. The simulation tool has to be able to simulate a hydraulic model considering the turbulent
flow rate.

2. The tool has to simulate a model of transport of diluted species where the reaction of chlorine
with compounds of different sources would take place.

3. The tool needs a connection to the plant control system in real time through the OPC (object
linking and embedding (OLE) for process control) platform that allows testing.

4. The tool has to allow importing Supervisory Control and Data Acquisition (SCADA) data and be
able to compare it, offline, with those produced by the model implemented in the simulator.

In recent years, there is a growing interest by large automation companies to integrate
computational fluid dynamics (CFD) software into online or real-time control scenarios. Through
analyzing different software or platforms existing in the market to be used as a simulator in the chlorine
automatic dosage, we finally decided to implement our own simulator, mainly for the simplicity of
equations that we developed in this research. With our proposal, it is possible to reduce the sampling
time to near 1 second. This fact is very important in order to have a good description and knowledge
of water behavior and chlorine diffusion into tanks. After accurate research among many commercial
simulators (18 software packages in total), we did not find any commercial simulator fulfilling the
aforementioned conditions with such a reduced sampling time that was open-source and internally
customized. Next, the architecture of the proposed simulator is presented, which would allow testing
chlorination control algorithms for treatment plants (DWTP), fulfilling the following features:
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• Large contact tanks.
• Variability in the demand for chlorine by water quality.
• Considerable disturbances due to the appearance of ammonium.
• Disturbances in the water inflow.

One of the main advantages of working with a model implemented in an open source language
is the possibility to start with a simple approximation of the process and then gradually refine
(programming) the model as the understanding of the process improves. The continuous process
of refining leads to achieving a good (accurate enough) approximation to solve the problem of the
chlorination tank simulator fulfilling the previously mentioned requirements.

The contribution of this paper is the design and implementation of such a simulator.
The architecture depicted in Figure 2 is the key of the contribution, and the starting point for
the implementation. With the proposal of this architecture, we will fulfil the four requirements
described above. The simulator integrates the equations to describe a hydraulic model and a transport
model of diluted species—in this case, the chorine reaction.
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Figure 2. General architecture of the simulation system for tank chlorination.

The tank behavior (Simulator Tank block) was implemented by means of a Simulink S-function,
which works in real time, communicating the simulator with the control algorithm implemented in
the PLC. The communication of the control loop is the OPC platform. This communication will allow
for the importing of SCADA real data from the plant to compare and validate the simulator behavior.
In addition to the control variable, the output of the controller transfers the water speed and the level
of the tank to the simulator. Conversely, the simulator provides two outputs: (1) the response of the
simulated plant to the input of the control algorithm, and (2) the error between the measured chlorine
dose and the necessary dose. On the other hand, the output of the controller provides a set of variables
such as temperature, speed, or the distribution of flows between osmosis and carbon filters, among
others, which allow the chlorine decay to be estimated using the Decay Function block. The Comsol CFD

(3D) block provides a table of diffusion coefficients for locations at different distances of the chlorine
output meter of the treated tank in an offline process. In the next sections, we present how this design
was implemented and validated, showing relevant results compared with real data.

2.2. Description of Sant Joan Despí DWTP

Since its inception in 1955, the DWTP of Sant Joan Despí (Barcelona, Spain) has aimed to purify
the surface waters captured from the Llobregat River and groundwater from the delta aquifer of the
river, today supplying drinking water to more than half of the inhabitants (1,900,000) of the city of
Barcelona, as well as the southwest conurbation.
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The DWTP in Sant Joan Despí incorporates the latest technology in drinking water treatment.
The schematic of the plant is shown in Figure 3. Since the water is captured in the Llobregat river,
the following processes are applied: surface water capture and desanding; peroxidation; pumping
water to the decantation tanks (tag 5 in Figure 3); filtration by sand; pumping by means of four
Archimedes screws, wherein the water is raised so that it can follow the process by its own gravity;
ozonation; filtration by activated carbon filters; and reverse osmosis, to finally arrive at the mixing and
chlorination chambers (tags 13, 14 in Figure 3). In these chambers, the water from the two treatment
lines is mixed and chlorination takes place, which ensures the removal of almost all the ammonium
content remaining in the water. The study of this paper concentrated mainly on these tanks. Finally,
two pumping stations inject water to the distribution network at different levels to be supplied.

 

Figure 3. Drinking water treatment plant (DWTP) at Sant Joan Despí schematic.

The DWTP has a series of processes prior to chlorination in the effluent that favor, to a greater or
lesser extent, the elimination of organic matter of natural source and those derived from human activities.

One of the last processes of the plant is chlorination, before driving the treated water to the tanks
distributed throughout the city of Barcelona. In [11], there is a good explanation of how the Barcelona
water network is implemented, not only physically, but also with an extensive set of sensors to obtain
chlorine concentration at the storage tanks distributed along the city, with a total amount of 200 sensors
for a distribution network of 4600 km. These tanks, close to the final destination of drinking water
(domestic homes), have sensors that measure the lack of chlorine during its transportation from the
DWTP to the storage tanks, and a last rechlorination is done to ensure a concentration in the range of
0.8 to 1 ppm when reaching the taps.

To better understand the power of the DWTP, Table 1 contains a set of parameters of water taken
at different points in the plant, specifically, the sampling points located: (i) at the entrance of the plant,
the intake; (ii) at the entrance of the mixing chamber in the chlorination tanks; and (iii) at the output
of chlorination tanks when the drinking water is ready to be transported and distributed through
the water network. The chlorination process was performed appropriately because the ammonium
concentration dropped to 0 ppm. This is one of the most critical parameters to control to avoid, and
the rest of parameters were expected to have those values after all the processes involved in the plant.

In the following sections, the chlorine disinfection strategy in both tanks of the plant is described.
Before the process was carried out automatically by the control and instrumentation electronics and the
supervision system, we performed the process manually. The facilities and equipment that compose
the chlorine regulation system are detailed as well. It should be borne in mind, however, that the
validation step described in this article was carried out in the first tank (tank 1) where the ammonium
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appears and can be detected. The same process would be totally valid when applied to the second
tank (tank 2).

Table 1. Parameters of water at different sampling points in the DWTP.

Parameter (Unities) Llobregat River Intake Mixing Chamber * Chlorination Tank Outlet **

Turbidity (NTU) 100 0.2 0.2
Ammonium

concentration (ppm) 0.25 0.02 0

Chlorine (ppm) 0 2 *** 1.2
pH (0–14) 7.8 7.3 7.3

Temperature (◦C) 20 20 20
Conductivity (µS/cm) 1200 900 900

* Chlorination tank inlet; ** to distribution network; *** this value is due to dosage at the mixing chamber.

2.3. Disinfection Strategy

Under normal operation, the water previously treated in the different processes of organic matter
elimination enters the disinfection phase by combining the diluted chlorine gas and the water to be
treated in two large tanks. The retention time required for disinfection is a delay time that makes
feedback control a difficult task. The disinfection strategy is based on covering the basic demand of
chlorine in the first tank, that is, the needs for chlorine demand are met as a result of the consumption
of certain existing organic and inorganic matter. Then, in the second tank, the necessary chlorine is
added, that is, free chlorine, to cover losses (by chemical reactions, not leakages) by its transportation.
In the same way, the added chlorine needs to reach a certain level to comply with the legal regulations
in the effluent (see references above for regulations), with a maximum value of 1.0 mg/L for a good
taste and a minimum of 0.2 mg/L to ensure the death of pathogens, bacteria, and viruses. Currently
the concentration values required at the exit of the DWTP are usually between 0.8 and 1.2 mg/L of
free chlorine.

As shown in Figure 4, the dosing stages to be carried out in the first tank (tank 1) would be between
zones 1 and 3. The water to be treated would come into contact with the chlorine in the first tank
(zone 1) to react quickly with inorganic matter such as Fe++, Mn++, H2S, or organic matter. Once the
initial demand for chlorine has been satisfied as dosing continues, the creation of monochloroamines,
dichloroamines, and trichloroamines (zone 2) begins due to the combination of free chlorine with
ammonium or its derivatives. In drinking water, monochloroamines are deliberately formed by
the reaction of chlorine in an aqueous solution with the added ammonium ion or non-dissociated
ammonia in water [12]. In zone 2, total chlorine is a combination of free chlorine and its different
organic compounds, and its disinfection effectiveness is limited when total chlorine is only formed by
free chlorine. If the dosage continues increasing (zone 3) when all the nitrogen-derived species have
oxidized, the reaction reaches a breakpoint of special importance in the chlorination process because
beyond this breakpoint the entire dosage will be fully effective in terms of disinfection.

From the beginning of zone 4, all the dosed chlorine becomes residual free chlorine, becoming the
ideal point of entry to the tank 2. Specifically, the disinfection strategy that is followed in the DWTP is
to raise the outlet from tank 1 to 0.2 ppm to ensure that tank 2 operates only with free chlorine.
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Figure 4. Transition in the dosing areas of the chlorination in tank 1 and inlet of tank 2.

2.4. Tanks and Equipment

As previously mentioned, the disinfection system has two contact tanks, tank 1 and 2, with a
capacity of 10,000 m3 each. These tanks are hydraulically coupled and, in case of an anomaly in any of
them, the DWTP can treat water only with the available tank (only for a limited time of operation).
The water flow to be treated in tank 1 (Figure 5) arrives at a small chamber where water treated with a
traditional treatment by granulated active carbon filters (GACF) is mixed with water treated with a
reverse osmosis (RO) treatment. At the exit of both treatment processes, there are flow meters that
allow sensing the flow coming from both the osmosis and the carbon filters. The sum of these two
flows will be the variable of total flow to be treated, as well as the input for the control system and the
simulator presented in this article. The actual flow range treated by the plant is between 5.5 m3/s at
maximum performance and a minimum flow in certain operating situations of 1.0 m3/s. In normal
regime, the distribution by GACF and by RO is 50%, however, this distribution may change in a few
hours due to the operating conditions of the DWTP. The theoretical residence time of water in the one
tank can vary between 23 min and 55 s for a flow rate of 5.5 m3/s up to 2 h and 11 min for a flow rate of
1.0 m3/s.

 

Figure 5. Plant view of chlorination tank 1 (measured in meters).

In the inlet of tank 1, the mixing chamber, we installed an ammonium meter (An1), allowing the
control system to acquire the amount of ammonium contained in the water to be treated, with the first
chlorinated water dosage point (1) being located a few meters apart downstream of the entrance.

It is essential for the control system to know the delay times between the production of chlorinated
water and the dosage in point 1 since they are dead times that must be compensated and considered in
the calculation of the dose. At a distance of 87 m from the dosing point 1, there is the first residual
chlorine meter (2). This distance between the dosing point and the measurement of free chlorine is

274



Appl. Sci. 2020, 10, 4035

considered sufficient in most cases for the chlorine to react with organic matter and other compounds.
Depending on the velocity of the water and the amount of ammonium, sometimes the measurement is
no longer representative for errors in the meter and for this reason there is a second meter (3) located at
the exit of the tank. As shown in Figure 5, the tank is divided into two parts and forces the treated
water to travel twice the distance so that the reaction is complete and the contact time is sufficient for
an effective disinfection. In the center of the tank, there is an ultrasonic level meter with a height range
of 0–4 m.

The analytical instrumentation provided by the control system is composed of a colorimetric
ammonium-type analyzer at the entrance of the tank and two amperometric meters that measure the
residual chlorine at the entrance and exit of the two tanks. The response of the amiometric residual
chlorine meters for combined chlorine samples has been quite satisfactory once the reaction time of
the ammonium with the free chlorine is guaranteed. To measure the flow at the output of each of the
20 GACF and the 10 RO frames, we used electromagnetic flow meters. It is important to parameterize
these flowmeters at the level of integration of the measure to dampen possible sudden changes in
the reading of the control system. Finally, an ultrasonic level meter is available in both tanks that
allow us to know the variations of the volume stored in each tank on the basis of the knowledge of
their dimensions.

3. Mathematical Process Modeling

In this section, the graybox model implemented is presented. This model allows for a simulation
of the chlorination process that describes the behavior of the fluid by the advection and diffusion
equations, as well as a chlorine-demand estimation function to model the reaction.

The chlorine dosing system in contact tanks 1 and 2 can be characterized as a distributed parameter
system that takes place in both coupled reactors. The chlorine dosed at the beginning of each tank
(reactor) is subject to a first-order decay which allows the mass balance shown in Equation (1).
This partial differential equation (PDE) represents the model of a solute in a turbulent flow, in 3D:

∂c

∂t
= Dt−x

∂2c

∂x2 + Dt−y
∂2c

∂y2 + Dt−z
∂2c

∂z2 −U
∂c

∂x
−V
∂c

∂y
−W
∂c

∂z
(1)

where c is the chlorine concentration; D t-x,y,z is the dispersion; and U, V, and W are the water velocities
in the coordinate axes x, y, and z, respectively. Simplifying it to a 1D equation and adding the reactive
term, we obtained the following equation:

∂c

∂t
= D

∂2c

∂x2 −U
∂c

∂x
− kc (2)

where U is the water velocity in the tank (m/s). Therefore, Equation (2) is the advection–diffusion–reaction
equation (ADR) and belongs to the group of partial differential equations of parabolic type.

The simulator developed and presented in this article is based on the discretization of
Equation (2) [13], treating the chlorine decay part (kc). The diffusion coefficient values were obtained
from the Comsol CFD Software on the basis of the tank and flow characteristics, treated as a RANS k-ε
turbulence model.

The proposed simulator, despite working in 1D, collects all the necessary information for the
characterization of the process and allows the control system to be tested as if it were actually being
dosed in the tank. In the following sections, we detail the more relevant aspects and considerations
that were considered at the time of the design, as well as the implementation of the simulator related
to advection transport, flow characteristics and the parameterization of the chlorine reaction, and
diffusion of the chlorine through the tank.
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In the following sections, the turbulent flow regime (Reynolds number) is verified, and the Péclet
number is estimated in order to assess the influence of the convective versus diffusive effect. Finally,
the Schmidt number chosen for this turbulent flow model is presented.

3.1. Flow Characteristics

The flow in the tank under study corresponds to a three-dimensional speed distribution. This is a
non-stationary flow, considering the fluctuation of the flow in the tank and not its uniformity due to its
geometry considering the characteristic velocity profile of the flow in open channels.

The consideration of constant velocity throughout the domain would be a relatively correct
simplification if the chlorine were evenly distributed at all times. However, in principle, this hypothesis
is not acceptable due to the characteristic velocity profile for this type of geometry. In addition,
the geometry of the studied domain should be considered where changes occur in the direction of flow.
This situation even drives away the actual behavior of the fluid from the idealized one-dimensional
flow situation.

On the other hand, we faced a turbulent flow, according to the Reynolds number range, Equation (3),
for the featured width of the tank L(width) = 8.2 m and according to the properties of the water
at normal working temperature, with a velocity for maximum and minimum operations points
[0.052 . . . 0.128]m/s being

Re =
ρvL

µ
=

1000× v× 8.2
0.001

(3)

where ρ is the density of the fluid (gr/L), v the velocity, L the tank width, and µ the dynamic viscosity of
the fluid. The water velocity range was obtained on the basis of the flow and the elapsed time to cross
the tank of known dimensions. The minimum and maximum values for the Reynolds number were
4.29 × 105 and 1.06 × 106, respectively, defining a range of values within the turbulent regime. In [14],
a comparative study is presented between different configurations of contact tanks for a disinfection
process and the calculation of the Reynolds number, using as a parameter, in this case, the kinematic
viscosity of the water as opposed to the dynamic viscosity such as in this research.

3.2. Diffusion Coefficient

The diffusion coefficient depends largely on the nature of the particles, the solvent, the temperature,
and the viscosity of the solvent. In this case, neither the type of particles nor the solvent is modified
during the process. On the other hand, temperature variations are not important with respect to
diffusion and, as a consequence, there are also no significant variations in the viscosity of the solution.
Considering all these conditions, we can affirm that the diffusion coefficient will remain constant.

In general, if there is an active flow, as presented in this paper, the diffusion effect is negligible.
However, to determine the relationship between the advective and diffusive terms, the Péclet number
Pe, Equation (4), was estimated:

Pe =
L× v

D
(4)

where L is the distance between concentration measurement points, v the fluid velocity, and D (m/s2)
the diffusion coefficient.

In this study case, the Comsol CFD software was used to obtain the value of the diffusion coefficient
of the particles from the characterization of the tank and different flow rates giving a range of 0.0055
to 0.013 m2/s for water flow in the range between 1.5 m3/s and 3.7 m3/s, respectively. Similar to this
strategy, in [15], CFD software was used to obtain the dissemination number of the treated tank.

For the calculation of the minimum and maximum values of the number of Péclet, according
to the extreme values of the velocity, we took the most unfavorable value of the diffusion coefficient
(D = 0.013 m2/s). Considering these conditions, the Péclet number oscillated between 71.92 and 1831.0,
both higher than 1. These values suggest that the diffusive term was negligible compared to the effects
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of advection, and since the diffusion can be neglected for Pe >> 1 under these conditions, the effects of
advection exceeded those of diffusion in determining the overall mass flow.

3.3. Turbulence Model

The turbulence model chosen for the CFD study is the R-based k-epsilon (k-ε) model, which is a
two-equation model that provides a general description of the turbulence through turbulent kinetic
energy (k) and dissipation (ε). The k-ε turbulence model is widely used to model flow behavior in
chlorination tanks of these characteristics [16].

The Schmidt number (Sc), Equation (5), is a relevant parameter in the configuration of the model
used in this study, which is used in RANS k-ε to avoid the resolution of the boundary layer. The k-ε
model predicts turbulent viscosity thanks to the Schmidt number:

Sc =
µ

ρDt
(5)

where µ is the dynamic viscosity of the fluid, ρ the density of the fluid, and Dt is mass diffusivity of the
fluid—a value that depends on the fluid, water plus chlorine in this case.

The Schmidt number is an empirical constant with typical values between 0.1 and 1; in the present
study giving a value of 0.7, following the criteria of many other documented works on water treatment
and contact tanks of similar characteristics [17–20]. This parameter is relatively insensitive to the
properties of the molecular fluid (the particular value obtained from other experiments can be used
despite the differences between the simulation domain). It represents a significant parameter for fully
developed turbulent flows, and it is considered that, for the present case, the average Reynolds number
is in the transition to the turbulence zone with moderate values, and thus it was not a key parameter
for the present case. A sensitivity analysis of the Sc was carried out in the present study, showing the
little relevance of the changes in its value close to 0.7; between 0.5 and 0.9 the concentration variations
obtained in the effluent were around ±0.01 ppm. Finally, with respect to Sc, it should be borne in mind
that the experimental determination of this parameter was not within the scope of this project.

3.4. Chlorine Reaction through the Tank

The expression in Equation (2) is a generalization that must be developed with more precision for
the present case. In [21,22], different models are presented, describing a chlorine decay more adjusted
to the reality of the studied plant. Considering the characteristics of the water that reaches the exit of
the DWTP, a significant part of the chlorine (fraction f in Equation (6)) reacts quickly with the existing
matter (organic and inorganic) and the rest (fraction 1−f ) of the matter reacts with the remaining
chlorine fraction. Therefore, a combined first-order model according to [21], plus a combination of first
and second order presented in [22], yields Equation (6):

∂c

∂t
= D

∂2c

∂x2 −U
∂c

∂x
− kRc( f ) − krc

2(1− f ) − ksc(1− f ) (6)

where kR is the decay coefficient for the rapid reaction, and kr and ks would be the decay constants
of rapid and slow reaction for the remaining chlorine fraction with different characteristics to those
that react following kR. Let f be the fraction of chlorine that reacts quickly in response to the decay
constant kR.

It has been proven by laboratory analysis that, for treated waters without ammonia, the demand
for chlorine varies between 0.2 ppm and 0.5 ppm depending on whether its source is from the traditional
treatment of granular active carbon filters (GACF) or osmosis (RO). These reactions take place between
5 to 10 min after the chlorine is exposed to the water and follows a decay according to the constant kR.
The demand for chlorine is very high, and kR varies significantly when the existence of ammonium
occurs, with values between 7 and 10 times the amount of NH4-N detected by the ammonium
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meter (An1). Constants kr and ks were estimated in [23], with values between 3.3934 × 10−5 (s−1) and
5.4259 × 10−7 (s−1), respectively. These values (kr and ks) are significant because of the importance in
the parameterization of the proposed simulator. With those values of kr and ks, and knowing that the
demand for chlorine in its rapid reaction stage is between 0.2 ppm and 1.0 ppm and that the fraction
that reacts with the chlorine is around 40%, then kR is between 3.046 × 10−4 (s−1) y 14.05 × 10−4 (s−1),
according to experimental data.

Figure 6 shows the simulator response to a step in the dosage of 1 ppm for a flow of 1.5 m3/s
parameterized with kr and ks, and different values of kR with a reaction fraction of f = 0.4 (40%).

 

−

ε
− −

− −

0 = 𝐷 𝑑ଶ𝐶𝑑𝑥ଶ − 𝑈𝑑𝐶𝑑𝑥 − 𝑘ோ𝑐(𝑓) − 𝑘𝑐ଶ(1 − 𝑓) − 𝑘௦𝑐(1 − 𝑓)

Figure 6. Step response for a dose of 1 ppm of chlorine for different values of kR (0.0001, 0.0005, 0.0009, 0.0013 s−1).

Figure 7 shows a view of one of the studies carried out in steady state with the Comsol CFD on
the diffusion of chlorine along the contact tank. Specifically, on the basis of a color scale, the diffusion
of chlorine along the tank is represented for a turbulent flow rate RANS k-εwith a flow rate of 2.7 m3/s,
with a decay constant of 9.0 × 10−4 (s−1), a Schmidt number of 0.7, and an initial dosing step of 2 ppm
of chlorine.
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Figure 7. Comsol simulation for decay constant of kR = 9.0 × 10−4 (s−1).

4. Discretization

The partial derivative equation (PDE) presented in Equation (6) in continuous space was reduced
to a second-order ordinary differential equation (ODE), Equation (7), in the discretization of the
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simulator. It was considered that the type of simulator flow belongs to the “Plug Flow” pattern where
the fluid circulates through the tank evenly and along parallel paths from the entrance to the exit of
the tank.

0 = D
d2C

dx2 −U
dC

dx
− kRc( f ) − krc

2(1− f ) − ksc(1− f ) (7)

Among the different methods of discretization for the type of equations that govern the behavior of
the simulated system process (Quick, Upwind, etc.), we chose a central finite differences equation, which
was adapted in an acceptable way for the values of flow, diffusive characteristics, and Péclet numbers
of the present problem [24]. In [25], different discretization methods were presented and discussed to
address advection, diffusion, and reaction problems in contact tanks; in [26], a discretization scheme
was presented for storage tanks in transport processes and distribution of the same type of water
treated by the DWTP of this article.

When applying central finite differences by replacing the first and second derivative in Equation (7),
then Equation (8) is obtained:

0 = D
Ci+1 − 2Ci + Ci−1

x2 −U
Ci+1 −Ci−1

2x
− kRci( f ) − krc

2
i (1− f ) − ksci(1− f ) (8)

for a diffusion coefficient D and a chlorine concentration c at different instants of time.
Figure 8 shows a diagram of the diffusion effect in chlorine concentration. It supposes a tank of

length L with constant increments of space on the mesh (∆x) at different periods of time. An increment
of ∆x = L/(n − 1) was considered, with n being the number of mesh divisions. To avoid the effects
of dynamic instability, the increment values of x fulfilling x ≤ 2D

v were restricted, and the stability

criterium t ≤ (x)2

2D+kRx2 was applied according to [27]. Applying the stability restriction on the spacing
∆x in the most unfavourable case, a value of ∆x ≤ 0.2 m was obtained and ∆t ≤ 2.16 s. In the simulation,
knowing that the actual dosage analyzer 2 (An2) is located at 83 m from the tank 1 entrance, a value
∆x = 0.127 m and ∆t = 1 s with a mesh of n = 685 slots was used, in accordance with a trade-off to
minimize the error with a computing time that would allow the simulation in real time.

0 = 𝐷 𝐶ାଵ − 2𝐶 + 𝐶ିଵ∆𝑥ଶ − 𝑈 𝐶ାଵ − 𝐶ିଵ2∆𝑥 − 𝑘ோ𝑐(𝑓) − 𝑘𝑐ଶ(1 − 𝑓) − 𝑘௦𝑐(1 − 𝑓)
Δ

∆ − ∆𝑥 ≤ ଶ௩∆𝑡 ≤ (∆௫)మଶାೃ∆௫మ 
Δ Δ ≤ Δ ≤

Δ Δ

Figure 8. Diagram representing the diffusion effect respect time and space (not at scale) in the tank for
a water inflow Fin. At different instant times (t0, ti, tj . . . ), the concentration of chlorine is different in
the tank (c0, ci, cj . . . ) depending on the distance to the tank inlet (function of x).

5. Simulator Implementation

For the implementation of the simulator, the Matlab/Simulink tool was used using the C language
to encode the functions that describe the behavior of the model. The simulation code was programmed
and encapsulated in an S-Function (Level 2) in Simulink environment and the interface was adapted to
be able to contrast data from the output of the supervision and control software (SCADA) with the
output of the simulation. The proposed simulator could be configured for any programmable logic

279



Appl. Sci. 2020, 10, 4035

controller (PLC) and SCADA controller with an OPC interface (OLE for process control, object linking,
and embedding). One of the advantages of using a S-Function is that it allows for the creation of a
general-purpose block that can be used in all the iterations of the model, varying the parameters with
each instance of the block and thus interacting in real time with the controller (PLC). The simulator
implements the central finite differences for the discretized model in Equation (8) [28].

Simulation main screen (in Simulink environment) for the interaction scheme between the
simulator and the PLC controller according to the simulator architecture (Figure 2) is shown in Figure 9.
The data from the controller are evaluated by the estimateCd function that calculates the chlorine
demand and, thus, the value of the rapid decay coefficient (kR) for each iteration. Depending on the
velocity of the flow, we determined the diffusion coefficients that are part of the input variables of the
simulator, together with the dose, kR, and velocity. The designed interface allows for the setting of the
distance to the reading point, the rapid reaction fraction for kR, and constant values kr and ks.

 

Figure 9. Connection between the simulator and a programmable logic controller (PLC) in the OPC
(object linking and embedding (OLE) for process control) platform.

The simulator comprises two working zones. If there is less than 0.02 ppm of ammonium in
the treated water (sensed with analyzer An1), the chlorine demand is calculated on the basis of the
temperature and the source of treated water. We developed a classification of the chlorine demand on
the basis of the water temperature (Temp) and the percentage of water passing through the carbon
filter treatment (TPGacf) with respect to the total treated flow. In the tree, each child node represents
a chlorine demand value based on the classification by temperature and source and percentage of
treated water. This study was generated through taking real data from the last 5 years in the plant.
Figure 10 (left) shows the decision tree for classified data. The study was implemented with RStudio.
For values greater than 0.02 ppm in the ammonium concentration, the meter yields accurate and
reliable results, having proven experimentally that there is a linear correlation (greater than 0.93)
between the ammonium concentration and the chlorine demand for treated water (see Figure 10, right).

The validation of the simulator is an important part of this work, because it allows for the
measurement of the goodness of such a simulator in its use in forecasting different situations in the
real plant in front unknown events that can happen in the future. Results are shown in the next section,
but here the implementation of how the simulation is validated is presented.
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Figure 10. Left: decision tree for chlorine demand; right: correlation between ammonium concentration
and chlorine demand (about R = 0.93).

The procedure to compare real data obtained with the SCADA and simulated data is shown in
Figure 11. Two blocks (Tank_secA and Tank_secB) are instantiated in the test, one for each installed
analyzer, An2 and An3, at 87 and 163 m away from the dosing point, respectively. The level of the
tank (Level) and the flow rate (TotalFlow) are used to calculate the velocities in sections A and B of the
tank. The function blocks (An2 Sample and An3 Sample) simulate the measurement behavior of chlorine
analyzers with periodic samples every 5 min. The Chlorine Dosage System function block simulates the
process of injecting chlorine gas into water from its generation point and its delay in transport to the
contact tank, in order to be more realistic in the simulation procedure.

Figure 11. Simulator block diagram to compare simulation data and real data from SCADA.

At present, the chlorination stage is performed in a semi-automatic regime. From the plant control
room, the operators check the level of chlorine concentration on the basis of the sensors’ readings, and
they order PLC (programmable logic controllers) to open the valves of chlorine bottles, which adds a
specific dosage to reach the demand at the control point (located as indicated in Figure 5).

6. Results: Validation of the Simulator

The validation of the simulator was divided into two stages with specific objectives. In a first
stage, data from the Comsol CFD, considered as a reference computational fluid dynamics software,
were contrasted with respect to the output of the simulator for conditions of advective flow, diffusion,
and decay of chlorine. The objective of this phase was to verify the correct implementation and
validation of the advection–diffusion–reaction model in the Simulink S-Function. In a second stage,
the estimateCD function was parameterized and implemented for the characteristics of the water treated
by the DWTP, and data from the SCADA database were validated on the basis of this parameterization.

Table 2 shows a comparison of values obtained from Comsol CFD with respect to those provided
by the simulator for different decay constants and a flow rate of 3.7 m3/s. In any case, the relative error
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in the sample is larger than 2% considering that chlorine meters have an absolute error of 0.04ppm.
This fact implies that the error made by the simulator would widely meet the requirements in terms
of accuracy.

Table 2. Comparison of chlorine decay between the simulator and the Comsol computational fluid
dynamics (CFD).

Chlorine Concentration (ppm) for a Flow Rate of 3.7 m3/s
kR (s−1) At 35 m from Tank 1 Inlet At 70 m from Tank 1 Inlet

Comsol CFD Proposed
Simulator

Relative
Error at 35 m Comsol CFD Proposed

Simulator
Relative

Error at 70 m
0.0001 0.9180 0.9028 −1.69% 0.8869 0.8802 −0.76%
0.0003 0.8620 0.8554 −0.77% 0.7859 0.7859 −0.01%
0.0005 0.8107 0.8105 −0.02% 0.6978 0.7016 0.55%
0.0007 0.7634 0.7680 0.60% 0.6206 0.6264 0.93%
0.0009 0.7198 0.7277 1.09% 0.5529 0.5593 1.15%
0.0011 0.6794 0.6895 1.48% 0.4934 0.4994 1.21%
0.0013 0.6419 0.6534 1.76% 0.4409 0.4459 1.13%
0.0015 0.6071 0.6192 1.95% 0.3946 0.3982 0.91%

Figure 12 shows graphically a comparison of data obtained with Comsol CFD and the simulator,
with different water flows between 1.50 and 3.70 m3/s. On the basis of these results, the simulator gave
excellent results.

−

− −
− −
−

  

  

Figure 12. Results comparison between CFD Comsol data and simulator data for different flow rates
(1.50, 2.00, 2.70, and 3.70 m3/s).

However, the most important validation of simulator was carried out with real data; this is perhaps
the most effective way to demonstrate the power of a simulator. In this case, the experiments were
performed with real data obtained from the plant in real situations. Most of the time, the plant has
neither variation on the input flow nor the effluent where the water comes from, and thus the chlorine
dosage is constant. Such situations are easy to model. However, when weather conditions are varying,
such as in episodes of flooding or big storms, or even in large episodes of draught when the river flow
in very low, the situation in the plant becomes exceptional. In such periods, the chlorine dosage has to
abruptly change due the bad conditions of input flow to the plant. We focused our attention upon such
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days, and obviously to the associated data recorder during those extreme episodes. Together with the
flow, the dosage is already recorded as in a log file. Therefore, it is easy to reproduce the conditions that
generated a specific behavior in the plant, and those conditions were used as input in the simulator
to recreate the real situation that occurred in the plant. The output of the simulator was compared
with the chlorine concentration in the measurement point (output of the plant) as a consequence of
the dosage that was injected in the inflow water. This comparison study was carried out in all the
operating points of the plant, that is, at the different input flows of 1.5, 2.0, 2.7, and 3.7 m3/s.

As can be seen in Figure 13, the plant behavior refers to the chlorine concentration at the end of the
tank, that is, the concentration of chlorine in parts per million ready to enter the pipes for distribution.
The model is the execution result of the simulator as the chlorine concentration at the same point of the
plant, and therefore plots in Figure 13 compare both concentration in the same location of the tank.
As it can be observed, the simulator behavior worked exceptionally well following the reality in front
of different input flow situations. This qualitative assessment aside, the variations between real data
and simulated data are quantified in Figure 14.
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Figure 13. Data comparison between real data from SCADA and simulator data for different flow rates
(1.5, 2.0, 2.7, and 3.7 m3/s).

 

Figure 14. Plot of residuals for different flow rate operating points (1.5, 2.0, 2.7, and 3.7 m3/s).

Defining a residual value (or residuals with sign) as the difference between the observed values
and the values predicted by the model (estimated values), Figure 14 shows a graph of the residual
values obtained in the different operating points. For all flow values, a distribution of bell-shaped
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residuals can be seen, except for flows close to 1.5 m3/s, which is multimodal. At large flow rates
with high velocity (above from 1.5 m3/s), it is easier to predict errors and residuals closer to zero and
with less dispersion, because the dispersion, either multimodal or unimodal, increases when the flow
drops. One explanation is that the simulation treats the problem as a case of one-dimensional flow
(and Plug Flow), and it does not consider that the velocity is not uniform throughout the domain.
Not all the dosed chlorine moves at the same velocity in the tanks and it is also possible that there
are fluid recirculations in the studied domain. As a consequence, at the measurement point, the
concentration is detected with a time lag with respect to the simulation, and at low flow rates this fact
is greatly accentuated. Finally, the chlorine analyzer error of ± 5% over 5.00 ppm must be considered
and, therefore, those simulation errors can be perfectly accepted. The abscissa axis indicates the
error in concentration of chlorine between real and simulated data. The ordinate axis represents the
frequency of such residuals appears, that is, a kind of histogram of number of appearances. Note that
the frequency is in thousands because we studied large amounts of data, searching for exceptional
situations in the plant, and then for every particular study the sequence is for 241 min, sampled at 1 s,
the sampling time of the designed simulator.

As it can be seen in Table 3, the mean square error (MSE) are collected as a measure of the quality of
the simulator. In this case, the difference between the real data and the simulated data is measured as:

MSE =
1
N

N
∑

t=1

(creal_data − csimulated_data)
2 (9)

that is, the sum of the square differences between the chlorine concentration in the real plant and the
result of the simulator in front the same dosage and flow. It is worthwhile to note that variable t,
the time, has a step of 1 s.

Table 3. Mean square error (MSE) between the observed values (real data) and the estimated values
(simulated data).

Operating Point (Input Flow) MSE Error

1.5 m3/s 0.071307
2.0 m3/s 0.057033
2.7 m3/s 0.072119
3.7 m3/s 0.070618

7. Conclusions

In this article, we proposed the design and implementation of a simulator that allows for the
verification of control methodologies in a simple and visual way before its implementation directly
in a real drinking water treatment plant DWTP. The proposed simulator is specific for processes
that involve a hydraulic model where transport of diluted species can be simulated. The simulator
provides simplicity, easy connection to plant control equipment (with OPC platforms), and reliability.
The connection between the specific hardware of the plant and the simulator operated in a satisfactory
manner, allowing a data interchange at a sample rate of 1 s, time enough in this kind of phenomenon.
The simulator was validated with a more complex simulator (Comsol CFD) unable to operate with the
plant equipment. The result of such a comparison was very satisfactory, giving an error less than 2%
in the worst case. Moreover, and a crucial test, the simulator was validated with real data acquired
under extreme circumstances in tough periods in terms of water effluents arriving to the DWTP.
The results were completely satisfactory, with a good performance. Those good results confirmed that
the reduction of the model from partial derivatives equations to ordinary differential equations was
correctly performed, and thus the model is reliable enough to be confident in its functioning in the
plant. After these results, we are confident in the use of the simulator as a forecast tool in a real plant.
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Abstract: Ready-to-eat (RTE) spinach is considered a high-risk food, susceptible to colonization by
foodborne pathogens; however, other microbial populations present on the vegetable surface may
interact with foodborne pathogens by inhibiting/inactivating their growth. In addition, sanitizers
applied to minimally processed salad leaves should not disrupt this autochthonous barrier and should
be maintained throughout the shelf life of the product. This investigation aimed at comparing the
effects of a pH neutral electrochemically activated solution (ECAS), a peroxyacetic acid (PAA)-based
commercial sanitizer (Ecolab Tsunami® 100), and tap water wash on the minimally processed
spinach leaf microbiome profile for 10 days after washing. The bacterial microbiota composition on
spinach samples was assessed by 16S rRNA pyrosequencing and downstream analyses. Predominant
phyla observed in decreasing order of abundance were Proteobacteria, Bacteroidetes, Actinobacteria
and Firmicutes corresponding with the dominant families Micrococcaceae, Clostridiales Family XII,
Flavobacteriaceae, Pseudomonadaceae, and Burkholderiaceae. Bacterial species richness and evenness
(alpha diversity) and bacterial community composition among all wash types were not significantly
different. However, a significant difference was apparent between sampling days, corresponding
to a loss of overall heterogeneity over time. Analysis of composition of microbiome (ANCOM)
did not identify any amplicon sequence variants (ASVs) or families having significantly different
abundance in wash types; however, differences (17 ASVs and five families) were found depending
on sampling day. This was the first bacterial microbiome composition study focused on ECAS and
PAA-based wash solutions. These wash alternatives do not significantly alter microbial community
composition of RTE spinach leaves; however, storage at refrigerated temperature reduces bacterial
species heterogeneity.

Keywords: Spinacia oleracea microbiota; electrochemically activated solution; peroxyacetic acid;
sanitization; 16s rRNA pyrosequencing; amplicon sequence variants; alpha diversity; bacterial
community composition

1. Introduction

A wide range of microbes, with distinct phylogenetic structure, is associated with the aerial organs
(phyllosphere) of plants through parasitic or symbiotic interactions; in particular, bacteria are the most
common microorganisms colonizing plant phyllosphere in comparison to fungi and archaea. The
bacterial communities associated with edible leafy vegetables are less diversified than those of farm
soil and coastal seawater habitats [1]. Actinobacteria, Bacteroidetes, Firmicutes, and Proteobacteria are
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the predominant bacterial phyla present in ready-to-eat (RTE) leafy vegetables (which are consumed
raw, either treated or minimally processed) [2–6]. The core bacterial genera identified in most studies
are Pseudomonas, Sphingomonas, Methylobacterium, Bacillus, Massilia, Arthrobacter, and Pantoea [2,3].
Human pathogens mostly associated with RTE leafy vegetables include Escherichia coli O157:H7, Listeria

monocytogenes, and Salmonella spp. [7,8], but these are greatly affected by the vegetable type and
bacterial community structure [9,10].

Lettuce and spinach are minimally processed RTE vegetables highly susceptible to colonization by
foodborne pathogens [11]; therefore, various post-harvest sanitizing washing strategies are generally
implemented to reduce spoilage and eliminate human pathogens. Today, the effectiveness of a
post-harvest sanitizer is assessed based on its effect on the overall microbial populations, in addition to
its propensity to reduce the microbial load and eliminate foodborne pathogens [12]. The composition
of the microbiome community is assessed because the microbiome present on fresh produce is not
only responsible for spoilage but rather acts as a natural biological barrier against spoilage organisms
and pathogens, which constitute a smaller subset of the whole soil microbial population [13–15].
Furthermore, the bacterial microbiota on the surface of the plant inhibits or inactivates the growth of
bacterial pathogen by producing acidic antimicrobial peptides and other secondary metabolites [16–18]
that adversely affect the survival of the pathogen [19].

Bacterial population on RTE spinach is generally assessed using traditional culture-based
techniques or specific polymerase chain reaction (PCR) to detect pathogens known for public health
risk and quantify the population of indicator bacteria. Molecular techniques such as denaturing
gradient gel electrophoresis and terminal restriction length polymorphism have been used for the
analysis of 16S ribosomal RNA (rRNA) gene to understand the bacterial community of the phyllosphere
on spinach leaves [20–22]. Contemporary next-generation sequencing techniques are now widely
used for comprehensive analysis of the composition of bacterial community due to the increase in
the depth of sequence readings and improved easier to use bioinformatics pipelines [23,24]. This
method, in addition to providing information on the community structure, provides insights into
the association of bacterial phyllosphere diversity with environmental factors [6,23], use of biocidal
agents [6,23], and pesticides [6,25]. It also provides the interaction dynamics of the composition of the
bacterial community with the various stages of plant growth, post-harvest, during processing and
storage [3,23,26,27].

For leafy vegetable processing, chlorine- or peroxyacetic acid (PAA)-based sanitizers are commonly
used. Chlorine is used for its effectiveness and low cost, whereas PAA for its activity over a wide pH
range and limited reaction with organic matter. Electrochemically activated solution (ECAS) with an
approximately neutral pH (6.5–7.5) has been suggested as a promising alternative washing solution
with disinfection capability comparable to that of other commonly used disinfection chemicals such as
chlorine and PAA [28–32]. Izumi [28] reported that neutral ECAS containing 50 mg/L of free available
chlorine (FAC), completely inactivated the total bacteria on leaf surface. Guentzel et al. [31] reported a
reduction of 4.0–5.0 Log10 CFU/mL of E. coli, S. typhimurium, S. aureus, L. monocytogenes, and E. faecalis

inoculated on spinach leaves, working with 100 mg/L and 200 mg/L of FAC.
The sanitizers used in washing RTE vegetables have a different influence on bacterial microbiota.

Some sections of the bacteria composition of plants affect the survival of pathogens through competition
for limited nutrients or production of growth inhibitors [16,19,33], and others facilitate the growth
of pathogens through the metabolism of different carbon sources [24]. Chlorine-based washing has
previously been reported to reduce the number of microbes that inhibit the growth of pathogens in
lettuce and spinach [18]. Gu et al. [25] observed changes in the bacteria community in spinach leaves
washed with chlorine. Tatsika et al. [34] reported a reduction in the richness of the bacterial community
of RTE spinach without affecting bacterial diversity after washing the spinach leaves with vinegar.
However, the effect of washing with ECAS on the composition of the microbiome of RTE spinach
leaves compared to that of PAA sanitizer has not previously been assessed.
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This study evaluated the effect of an ECAS at neutral pH with proven efficacy against foodborne
pathogens and in reducing the overall bacterial load in RTE spinach [28,35–37] focusing on the structure
of the bacterial community present on RTE spinach leaves. We compared the changes in the profile
of the bacterial microbiome in minimally processed fresh spinach leaves washed with tap water,
PAA (50 mg/L), and ECAS (50 mg/L and 85 mg/L of FAC) on days 0, 5, and 10 after the sanitizing
wash and storage at 4 ± 1 ◦C. Furthermore, a comparative analysis of the bacterial composition was
performed through an analysis of the composition of microbiomes among all the treatment types and
sampling days.

2. Materials and Methods

2.1. Sanitizers Treatment of Spinach Leaves

Freshly cut Tasmanian baby spinach leaves, grown in soil, stored and shipped at 4 ± 1 ◦C, were
used within 24–48 h of receipt. ECAS (produced by Ecas4 Australia Pty Ltd., Mile End South, Adelaide,
South Australia, Australia) was also stored at 4 ± 1 ◦C and used within one week of production, diluted
in Milli-Q water (Milli-Q academic A10 deionizer, Millipore Corporation, Molsheim, France) to 50 mg/L
and 85 mg/L of FAC. Peroxyacetic acid (Ecolab Tsunami® 100, which nominally contains 30–60% acetic
acid, 10–30% peroxyacetic acid and 10–30% H2O2), commonly used as a post-harvest sanitization of
fresh agriculture produce, was used at 50 mg/L of PAA. The temperature, pH, and oxidation-reduction
potential (ORP) of ECAS, Tsunami® 100, and tap water were measured using a portable MC-80 m
(TPS Pty Ltd., Brendale, Queensland, Australia). The quantities of free and total chlorine in ECAS
were measured using a Free Chlorine Checker® HC-HI701 and a Total Chlorine Checker HC-HI711,
both from Hanna Instruments (Keysborough, Victoria, Australia). The amount of PAA in Tsunami®

100 was measured using specific test strips (Hydrion PAA160 Peroxyacetic Acid (PAA) Sanitizer Test
Strips, Brooklyn, New York, USA).

Three samples of spinach leaves (200 g each) were washed with 800 mL of either tap water
(control, pH 7.4 ± 0.1) or sanitizers (52 ± 2 mg/L of PAA, ORP of 492 ± 15 mV, pH 3.6 ± 0.1; ECAS
with 48 ± 4 mg/L of FAC, ORP of 833 ± 13, pH 7.1 ± 0.2; and ECAS with 82 ± 4 mg/L of FAC, ORP
of 864 ± 13, pH 7.0 ± 0.2) at 4 ± 1 ◦C for 60 s, and the excess liquid removed using a salad spinner at
70 rpm for 30 s. Samples (3 × 25 g) from each treatment were homogenized in 225 mL of sterile 0.1%
peptone water for 60 s in a stomacher (BA 6021 Stomacher, Seward Ltd., Worthing, UK) immediately
after treatment (day 0) and stored at −20 ◦C. Spinach samples from each treatment were stored at
4 ± 1 ◦C and further processed on day 5 and day 10, as described by Ogunniyi et al. [37].

2.2. Samples Preparation for Variable V3-V4 Region Sequencing

Samples stored at −20 ◦C were thawed in a shaking incubator kept at 20 ◦C for about 45 min.
Samples from each type of treatment and for the various sampling days were centrifuged at 15,000× g

for 15 min; the supernatants were discarded, and the pellets were frozen at −20 ◦C for DNA extraction.
The DNA from the samples was then isolated and purified using the Qiagen QIAamp DNA Mini Kit
(Cat. #51304, Germantown, MD, USA) as per the manufacturer’s instructions. DNA concentrations
were measured using the multi-mode microplate reader (CLARIOstar Plus).

The amplicon-sequence PCR was performed using the 16S DNA V3-V4 region primers from
Klindworth et al. [38] and following the guidelines provided in “16S Metagenomic Sequencing Library
Preparation” (Part #15044223 Rev. B) [39]. PCR products were confirmed to produce a single amplicon
size of ~460 bp after electrophoresis on a 2.0% agarose gel. Aliquots (25 µL) of all samples were
subjected to clean-up PCR, index PCR, second clean-up PCR and MiSeq 16S metagenomic sequencing
at the South Australian Health and Medical Research Institute (SAHMRI), Adelaide, South Australia.
The data analyzed were based on Illumina Miseq sequences of 300 bp paired amplicon sequences from
the V3 and V4 region of 16S rRNA gene from baby spinach leaf samples with and without sanitizing
treatments. The profile of the demultiplexed fastq paired-end reads was assessed using FastQC [40] for
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sequence quality scores and adapter contents. First, the forward reads were truncated at position 260
and the reverse at position 220 to remove low quality reads (<26 Phred). Trimming was set up for the
first 20 nucleotides for forward reads and 10 nucleotides for reverse reads to remove primer sequences
and low-quality reads. The trim and filter parameters were performed jointly on the paired-end read
by setting a maximum of two errors expected per read [41], so that both paired-end reads passes the
filter for the pair to pass. Downstream analysis to infer the amplicon sequence variants (ASVs) was
performed in R version 3.5.3 [42] using the DADA2 workflow that resolves variants that differ by a
single nucleotide [43]. Taxonomic assignments were made for the sequence variants data implementing
the naïve Bayesian classifier method [44] using the SILVA reference data set (version 132) [45] formatted
for DADA2 [46]. The DECIPHER R package [47] was used for the alignment of multiple sequences,
and a phylogenetic tree was built using the phanghorn R package [48]. The phyloseq R package [49]
was used to synthesize sample data, phylogeny and taxonomic assignment objects into a single
phyloseq object. Further downstream analyses and graphical visualization of the microbiome data
were performed in phyloseq [49] and Shiny-phyloseq [50] R packages.

2.3. Statistical Analysis

Calculations of alpha diversity indexes were performed in R versions 3.5.3 [42] with the phyloseq
R package [49]. The Shannon and inverse Simpson indexes were compared among the variables
since these indexes consider the richness and evenness that are powerful in providing insights into
the structure of the microbial community [51,52]. In addition, the number of ASVs (species) was
estimated using the observed richness and Chao1 richness estimator. The alpha diversities among the
groups of samples were statistically tested using the analysis of variance (ANOVA) test to evaluate any
differences in the microbial composition among treatment types and sampling days, as both variables
(treatment type and sampling day) had more than two levels and the data distribution was normal
according to the Shapiro–Wilk normality test. Tukey’s honest significance test as a post hoc test was
performed on the ANOVA results to compare within-group alpha diversity.

Measurements of samples similarity (beta diversity) with the R phyloseq and vegan packages [53]
were also performed at ASV level based on non-metric multidimensional scaling (NMDS) Bray–Curtis
dissimilarity [54] and Unifrac distances [55], which include abundance and phylogenetic information
respectively, in addition to taxon counts. Statistical significance testing among the groups, such as
the type of sanitization and the days post sanitizing treatment, was performed using permutational
multivariate analysis of variance (PERMANOVA) [56] using the adonis function in the R package
vegan. The community pattern of microbial composition among the groups using taxon dissimilarity
information was visualized by NMDS Bray–Curtis and Unifrac ordination methods. In addition,
microbiota heterogeneity, a measure of dissimilarity of the beta diversity (Bray–Curtis) of each sample
with respect to the group, was compared between the various types of treatment (sanitizing and control
washes) and days of sampling to evaluate the differences in homogeneity of each treatment group
and homogeneity of sampling day using the R package microbiome [57]. Statistical tests for multiple
variables within the type of treatment and sampling days were performed by the betadisper function
on distance matrix (Bray–Curtis), and an ANOVA was performed to compare the variances between
pairs of groups using the permutest function by setting the pairwise variable to true and the number of
permutations to 1000 on R package vegan [56].

Analysis of differentially abundant taxa among the types of sanitization and days 0, 5, and 10 post
treatment, at ASV and family level, were performed using analysis of composition of microbiomes
(ANCOM) [58] plugin in QIIME 2 [59], at ASV and genus levels. For ANCOM analysis, ASVs present
in less than three samples and ASV frequencies below fifty were removed before the analysis.

2.4. Data Submission

The access number for raw reads submitted to GenBank-SRA is PRJNA576552.
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3. Results

We characterized the overall bacterial composition of minimally processed spinach leaves using
high-throughput amplicon sequences from the V3–V4 region of the 16S rRNA gene. Moreover, changes
in bacterial composition at phyla and families levels were compared for the washed samples and the
control (unwashed) on day 0, day 5 and day 10 post sanitization, and between the types of washing
(ECAS, Tsunami® 100, and Tap Water). In addition, the differences in bacterial diversity associated
with the days post-treatment and the types of sanitizer were evaluated.

3.1. Composition of Spinach Bacterial Community

Overall, a total of 1,093,364 ASVs were observed, with a maximum of 113,737 and minimum of
39,474 reads. After removing uncharacterized phyla and contaminants and normalizing the data to
the lowest number of reads (1000), the total number of ASVs reduced to 383,290 with a minimum of
1044 (observed for samples washed with ECAS at 85 mg/L of FAC on day 0) and a maximum of 50,871
(observed for samples washed with ECAS at 50 mg/L of FAC on day 5). The above reads were assigned
to 12 distinct phyla, with the majority identified as Proteobacteria (2949 distinct ASVs), followed by
Bacteroidetes (1876 ASVs), Actinobacteria (756 ASVs) and Firmicutes (396 ASVs). All other phyla
had ≤8 ASVs (Table 1) and were excluded from further analysis [27] as the percentage abundance
of these phyla were approximately 0.1% which would not affect the biological interpretation. All
ASVs were assigned to one of 65 bacterial family identified and 84% of reads were further assigned
to different bacterial genus with 158 genera identified. The five most abundant families identified
were Micrococcaceae (28.2%), Clostridiales Family XII (19.7%), Flavobacteriaceae (17.9%), Pseudomonadaceae

(12.8%), and Burkholderiaceae (10.1%). The five most abundant genera identified were Exiguobacterium

(19.7%), Flavobacterium (17.7%), Arthobacter (15.4%), Pseudomonas (12.6%), and Paeniglutamicibacter

(10.3%) (Table S1).

Table 1. Abundance and percentage abundances of phyla present in spinach leaf samples identified
from 16S rRNA gene sequences analyzed using DADA2 package in R and taxonomic assignment
performed according to the SILVA rRNA database.

Phylum Phyla Abundance Percentage Abundance

Actinobacteria 756 12.59
Bacteroidetes 1876 31.25

Deinococcus-Thermus 7 0.12
Firmicutes 396 6.60

Fusobacteria 4 0.07
Patescibacteria 8 0.13
Planctomycetes 7 0.12
Proteobacteria 2949 49.13

The overall relative abundances (RA) of phyla observed for all types of sanitization wash are
presented in Figure 1a, and the relative abundances for the samples collected immediately after
treatment (day 0) as well as on day 5 and day 10 after storage at 4 ◦C are presented in Figure 1b. On
day 0, the phyla Proteobacteria had the highest RA (0.36 ± 0.07), while the phyla Actinobacteria had
the lowest RA (0.18 ± 0.05). On day 5, Proteobacteria was still the most abundant phyla (0.35 ± 0.08),
whereas phyla Bacteroidetes was the least abundant (0.09 ± 0.01). However, on day 10, Actinobacteria
was the most abundant phyla (0.34 ± 0.05) and Firmicutes was the least abundant phyla (0.10 ± 0.05).
The relative abundances of bacterial taxonomy at order level for sanitization wash types and sampling
days are presented in Supplementary Figure S1.
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Figure 1. Relative abundance of phyla (Proteobacteria, Bacteroidetes, Firmicutes, Actinobacteria) for
samples collected (a) after the sanitizing wash (no wash, tap water, peroxyacetic acid (PAA) at 50 mg/L,
ECAS at 50 mg/L and 85 mg/L of free available chlorine (FAC)), and (b) immediately after the treatment
(day 0) and on days 5 and 10 post sanitizing wash.

3.2. Alpha Diversity

The alpha diversity metrics (Figure S2) and the Shapiro–Wilk tests for normality showed that
the data were normally distributed. The alpha diversity measures for all samples are presented in
Table 2. The mean ratio between observed to expected (Chao1) richness was >0.99 for all samples. The
lowest Shannon (3.4), Inverse Simpson (17.6), and richness (Chao1 = 60) indexes were recorded for
samples that were not washed (control) on day 0. The highest Shannon (5.6) and richness (771) indexes
were recorded for the samples that were washed in ECAS at 85 mg/L of FAC on day 0, while the
highest Inverse Simpson index (134.5) was observed for the no-wash control on day 5. Species richness
(Shannon diversity and Inverse Simpson indexes) and species evenness (Chao1 and abundance-based
coverage estimator, ACE) measures of the bacterial community structure were assessed for the four
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types of treatment plus control and the three sampling days. For all samples washed with sanitizers,
the Shannon and Inverse Simpson diversity measures were higher than those found for the no-wash
and tap water wash, but these measures were not significantly different (ANOVA and Tukey’s honestly
significant difference (HSD)). Similar results on species richness (Chao1 and ACE) were observed,
with no significant differences between all types of washing (Kruskal–Wallis and pairwise Wilcox
(FDR corrected) (Table S2).

Table 2. Alpha diversity metrics of species richness (Shannon and Inverse Simpson & Fisher) and
evenness (Chao1 and abundance-based coverage estimator, ACE) for all samples.

Treatment Type Sampling Day Chao1 ACE Shannon InvSimpson Fisher

Tap water
0 128.00 128.29 3.86 26.38 22.58
5 371.08 371.89 4.45 39.49 61.56

10 337.42 338.75 4.38 41.90 51.58

ECAS 50 mg/L
0 771.06 771.86 5.59 125.72 128.92
5 487.38 488.94 4.47 38.84 75.21

10 542.10 542.79 5.42 118.15 96.19

ECAS 85 mg/L
0 60.00 60.00 3.42 17.66 13.74
5 445.04 446.17 5.31 134.56 77.66

10 630.76 633.55 5.42 113.40 133.90

PAA 50 mg/L
0 577.32 578.44 5.28 91.59 94.20
5 368.25 369.16 4.69 50.61 58.87

10 468.20 469.06 5.19 88.46 83.08

No treatment
(control)

0 64.00 64.00 3.54 22.51 15.04
5 342.00 342.00 4.50 35.73 53.66

10 415.60 416.57 5.11 80.86 73.09

3.3. Bacterial Diversity Associated with Treatment Type and Sampling Day

The PERMANOVA analyses of microbial communities for the different types of treatment were not
significantly different among all the variables tested (p = 0.053). PERMANOVA analysis of Bray–Curtis
distances for sampling days determined that the microbial communities were significantly different
on sampling days (p = 0.006) (Table 3a). Moreover, non-metric multidimensional scaling (NMDS)
cluster analysis showed that the microbial communities for different treatment groups did not cluster
into distinct treatment groups (Figure 2a); however, the bacterial communities on day 5 and day 10
assembled distinctly, with a divergent microbial community observed for day 0 (Figure 2b). Also
the quantification of the group divergence between the treatment types (ECAS at 50 and 85 mg/L
of FAC, tap water and PAA washing) plotted as a box and whisker diagram showed that the group
homogeneity among treatment types did not differ (Figure 2c). However, it shows that the microbiota
of the ECAS and PAA wash treatments were more homogenous, whereas the tap water wash and the
no wash (control) samples were more divergent (Figure 2c). The group divergence measurement for the
sampling days shows that samples on day 0 had a higher value (>0.7), indicating that the composition
was more heterogeneous. On the contrary, samples on day 5 and day 10 had lower divergence values
(>0.3 and >0.2, respectively), indicating homogenous microbiota (Figure 2d).

The statistical homogeneity test of the multivariate dispersion of microbial composition among
the types of treatment and the sampling days showed that the variances between the different washing
treatments were not significantly different. In the case of the sampling days, the composition changes
between day 5 and day 10 were not significantly different, but changes between day 0 and day 5 and
between day 0 and day 10 were significantly different (p < 0.05) (Table 3b).
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Table 3. (a) Permutational multivariate analysis of variance (PERMANOVA) results based on Bray-Curtis
dissimilarities using abundance data for treatment types and sampling days. (b) Analysis of variance
(ANOVA) pairwise comparison tests of dispersion of microbial composition among sampling days
(significant if p value < 0.05).

Df Sum Sq F.Model R2 P

Treatment Type 4 0.455 1.813 0.330 0.053
Sampling Day 2 0.421 3.359 0.305 0.006
Residual 8 0.502
Total 14 1.378

(a) Df—degrees of freedom; Sum Sq—sum of squares; F.Model—F value by permutation. R2—the effect size. Boldface
indicates statistical significance with p < 0.05 based on 1000 permutations.

Sampling Day p-Value (Observed) p-Value (Permutated)

Day 0–Day 5 0.022 0.029
Day 0–Day 10 0.031 0.027
Day 5–Day 10 0.856 0.854

(b) Boldface indicates statistical significance with p < 0.05 based on 1000 permutations.

–

— — — —

–

–

–

Figure 2. Microbial community cluster analysis of assembled sequence variants (ASV) non-metric
multidimensional scaling (NMDS) based on Bray-Curtis dissimilarity index for (a) electrochemically
activated solution (ECAS), tap water, and PAA washing, and (b) sampling days. Dispersion of the beta
diversity group based on Bray–Curtis dissimilarity index for (c) ECAS, tap water, and PAA washing,
and (d) sampling days.
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3.4. Taxa Differences Among the Different Sampling Days

ANCOM performed with a false discovery rate (FDR) of 0.05 identified 17 ASVs and four
families with significantly different abundances (ANCOM W ≥ 5) among the different sampling
days (Table 4). No significantly different ASVs and families were identified for the various washing
treatments. The relative abundance ratios of ASVs and taxa rank family were calculated using day
0 as the basis for displaying the relative abundance in Figure 3a,b, respectively. Out of 17 ASVs
identified as significantly different, 4 ASVs on day 5, and 8 ASVs on day 10 had an increase in relative
abundance. An ASV identified as belonging to the Pseudomonadaceae family (unclassified genus) had
the highest relative abundance (RA ratio of 8.82), followed by an ASV belonging to the Moraxellaceae

family (Alkanindiges illinoisensis—RA ratio of 6.41) on day 5. ASVs identified as belonging to the
Flavobacteriaceae (unclassified genus) and Pseudomonadaceae (unclassified genus) families had RAs of 4.3
and 3.2, respectively. ANCOM family-level analysis revealed that Pseudomonadaceae had the highest
relative abundance (2.9) on day 5. The relative abundance of three additional families (Spingobacteriaceae,
Flavobacteriaceae and Xanthomonadaceae) on day 5 and day 10 were lower than on day 0 (Table 4).

Table 4. Taxa (17 ASVs) and genera (5 genera) identified as significantly different in abundance on
sampling days 0, 5 and 10 by analysis of composition of microbiomes (ANCOM) analysis at a false
discovery rate (FDR) of 0.05. The higher the W value, the more significant are the differences in
abundance levels between the sampling days.

ASVs * Relative Abundance (RA) Reject
Hypothesis

Taxon a W Day 0 Day 5 Day 10

f Pseudomonadaceae; g unclassified (ASV1) 37 0.0010 0.0087 0.0032 TRUE **
g Alkanindiges; s illinoisensis (ASV2) 14 0.0030 0.0079 0.0017 TRUE **

f Flavobacteriaceae; g unclassified (ASV3) 13 0.0016 0.0000 0.0019 TRUE **
f Flavobacteriaceae; g unclassified (ASV4) 12 0.0002 0.0000 0.0009 TRUE **

g Herminiimonas; s aquatilis (ASV5) 10 0.0011 0.0000 0.0012 TRUE **
f Micrococcaceae; g Arthrobacter (ASV6) 10 0.0107 0.0076 0.0162 TRUE**

f Oxalobacteraceae; g unclassified (ASV7) 10 0.0142 0.0099 0.0187 TRUE **
f Flavobacteriaceae; g Persicivirga(ASV8) 10 0.0028 0.0000 0.0001 TRUE **

o Bacillales; f unclassified (ASV9) 10 0.0010 0.0017 0.0000 TRUE **
g Achromobacter; s xylosoxidans (ASV10) 7 0.0009 0.0000 0.0002 TRUE **
g Flavobacterium; s frigidarium (ASV11) 7 0.0010 0.0000 0.0001 TRUE **
g Alkanindiges; s illinoisensis (ASV12) 6 0.0060 0.0388 0.0066 TRUE **

f Flavobacteriaceae; g unclassified (ASV13) 6 0.0013 0.0000 0.0002 TRUE **
f Pseudomonadaceae; g unclassified (ASV14) 6 0.0022 0.0005 0.0000 TRUE **

g Flavobacterium; s frigidarium (ASV15) 5 0.0013 0.0002 0.0000 TRUE **
f Micrococcaceae; g Arthrobacter (ASV16) 5 0.1405 0.0667 0.1766 TRUE **

f Flavobacteriaceae; g unclassified (ASV17) 5 0.0010 0.0002 0.0007 TRUE **

Family
Taxon W

o Sphingobacteriales; f Sphingobacteriaceae 6 0.5810 0.1827 0.2363 TRUE **
o Pseudomonadales; f Pseudomonadaceae 5 0.2025 0.5894 0.2082 TRUE **
o Xanthomonadales; f Xanthomonadaceae 2 0.4953 0.1604 0.3443 TRUE **

o Flavobacteriales; f Flavobacteriaceae 2 0.4343 0.1861 0.3796 TRUE **

* Amplicon sequence variants, a Taxa are identified from Greengenes database. ** Indicate rejected null hypothesis.
o-order, f-family, g-genus, s-species.
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Figure 3. The relative abundance (RA) ratio of (a) ASVs (17 ASVs with taxa identification in Table 4)
and (b) taxa rank family (4) identified as significantly different in abundance on sampling days 5 and
10 by ANCOM analysis at a false discovery rate (FDR) of 0.05. The RA ratio is calculated as RA on day
5 or day 10 divided by RA on day 0. f-family.

4. Discussion

This study investigated the microbiome profiles of RTE spinach leaves washed with different
sanitizers (ECAS, PAA) and compared with leaves washed with tap water and not washed at all
(control), at three time points over 10 days (day 0, day 5, and day 10). Although a higher proportion of
ASVs was found compared to previous studies [26,27], their richness and evenness (alpha diversity)
did not significantly differ among the types of sanitizer and the sampling points. We also found that
the types of sanitizing washing, apart from a reduced heterogeneity over time, did not significantly
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influence the community structure of the bacteria (beta diversity). ANCOM analyses identified that
the composition of ASVs and families changed significantly over the sampling days.

The number of ASVs identified (>2000) in the present study was much higher than that observed in
the spinach leaf microbiome profiling studies by Gu et al. [26] and Söderqvist et al. [27], who identified
673 and 190 operational taxonomic units respectively. In addition, 12 phyla were identified in this study
compared to the four phyla observed by Söderqvist et al. [27] and 14 phyla detected by Gu et al. [26];
however, the number of predominant phyla (n = 4) and their relative proportions are similar in all three
studies. In agreement with previous observations, the phylum Proteobacteria showed the highest total
abundance on day 0, followed by phyla Bacteroidetes, Firmicutes, and Actinobacteria [3,6,26,34]. The
basal bacterial microbiome of RTE spinach leaves is therefore very similar to that of other minimally
processed fruits and vegetables [3,6,27,34,60].

Our analyses also showed that the Shannon and Inverse Simpson diversity indexes and richness
(ACE and Chao1) measures did not differ significantly among all spinach samples. Furthermore, the
community composition of bacteria (beta diversity) for all types of washing did not differ significantly,
indicating that ECAS treatments did not affect bacterial microbial diversity. This could be seen as a
good outcome, since it has been suggested that the microbiome on fresh produce is not responsible for
spoilage but acts as a natural biological barrier against spoilage organisms and pathogens [13–15]. On
the other hand, a significant grouping of spinach microbial community structures was observed for
sampling days and reduction over time of the heterogeneity of bacterial composition. The reduction in
heterogeneity can be attributed to the reduction in the relative abundance of phylum Proteobacteria on
day 5 and day 10, in accordance with the reduction observed by Gu et al. [26] in RTE spinach leaves
washed with chlorine and stored at 4 ◦C for a week. Moreover, the microbiome community on day 10
clustered distinctly due to a significant increase in the relative abundance of Bacteroidetes, similar to
that observed by Gu et al. [26] when the spinach leaves were stored at 4 ◦C for a week.

ANCOM is a method based on compositional log-ratios to detect differences in relative abundance
and has been used to detect taxa abundance in the spinach microbiome at ASV and family level.
Taxa at ASV and family level for the different types of treatment were not significantly different, but
differences in ASVs and family-related abundances were identified at different sampling days. ASVs
identified as Pseudomonadaceae and Moraxellaceae families, and the order Bacillales (unclassified family)
had a high relative abundance on day 5. The increase in the relative abundance of these families
of bacteria (Pseudomonadaceae and Moraxellaceae) has been correlated strongly with the spoilage of
leafy vegetables at cold storage temperatures [34]. Increases in the relative abundance of the order
Bacillales were also observed by Söderqvist et al. [27] and have been positively correlated with the
increase in the viable counts of bacteria causing food safety concerns (Yersinia enterocolitica, Listeria

monocytogenes and E. coli O157:H7) [27]. A significant increase was observed for four ASVs (classified as
Pseudomonadaceae, Flavobacteriaceae, Micrococcaceae and Oxalobacteraceae) on day 10 and it is interesting
to note that the relative abundance of the order Flavobacteriales was negatively correlated with
foodborne pathogens in a previous study [27]. The predominance of Micrococcaceae and Oxalobacteraceae

may be explained by their ability to grow at extremely low temperatures [61]; they are considered
putative protectors against Rhizoctonia (fungal) rot of root crops [62]. The abundance of the family
Xanthomonadaceae was significantly reduced on day 10, as observed by Lopez-Velasco et al. [3] and
Schwartz et al. [60]. Similarly, the abundance of Spingobacteriaceae was significantly reduced, and the
order Sphingobacteriales was correlated positively to Escherichia coli O157:H7 counts and negatively to
L. monocytogenes and Y. enterocolitica counts [27].

5. Conclusions

To our knowledge, this study represents the first documented profile of the bacterial microbiome
present on minimally processed RTE Australian spinach treated with ECAS. We have shown that
washing with a neutral ECAS did not significantly change the composition of the bacterial communities
compared to washing with PAA (Tsunami® 100) and tap water. In addition, complete changes over
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time in the community composition of bacterial species have been documented during storage at
refrigeration temperature (4 ± 1 ◦C) on day 5 and day 10 after washing treatments, compared to day
0. The information that ECAS does not change the structure of the bacterial community could help
select an environmentally friendly biocidal agent capable of meeting the aesthetic needs of current
consumers and production industries.
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richness metrics of all samples.; Table S1. Total abundances and percentage abundances of most abundant taxa
at family and genus level.; Table S2. Probability values of analysis of variance (ANOVA), Tukey’s HSD test
on ANOVA of Shannon diversity index, Kruskal–Wallis H test, and Wilcoxon pairwise rank-sum test of Chao1
richness comparing alpha diversity metrics among the types of sanitizing treatment (Treatment Types) and day
post-sanitation treatment (Day Sampled). Alpha diversity was not significantly different among the types of
treatment and the sampling days, as determined by ANOVA and Tukey’s HSD test.
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Abstract: This research deals with the theoretical and practical issues of investment support
activities for industrial waste management in developed countries, based on the example of South
Korea. The main goal of this research is the evaluation of waste treatment investment projects and
understanding their impact on the development of environmental policies. The problems of forming
the sustainable systems for controlling the disposal of industrial wastes are being studied. The authors
discuss the practical application of environmental policies and modern technologies of South Korean
companies in the field of industrial waste processing. The approaches of waste investment project’s
evaluation are applied and multi-criteria decision making (MCDM) methods were discussed for
various cases and applications. Using MCDM methods, the authors study the effectiveness of
investment projects in waste treatment activities in Korea. The analyses of MCDM methods are
implemented in this research to provide some instructions on how to effectively apply these methods
in waste treatment investment project analyses. Furthermore, the authors propose a combination of
multi-criterial selection and interval preferences to evaluate waste treatment projects. The proposed
approach improves the method of calculating economic efficiency based on a one-dimensional
criterion and sensitivity analysis. The main results of this research perform the investment impact
and risk-analysis on the environmental policies development.

Keywords: environmental impact; waste management; industrial production; investment project;
risk evaluation; multicriterial approach

1. Introduction

The rapid industrialization of South Korea has three characteristics: authoritarian state control
over the industrial sphere, high economic growth rates due to export heavy industry, and rapid capital
accumulation [1,2]. In particular, heavy industry has had a significant impact on the environment.
The problems of forming sustainable systems for controlling the disposal of industrial wastes are
become more and more apparent in South Korea. Business and government organizations discuss
the practical application of environmental policies and modern technologies of Korean companies in
the field of industrial waste processing. That is why it is necessary to discover all of the industrial
factors which have a strong impact on the environment, and to develop effective models of waste
treatment processing. Large industrial complexes involved in heavy industry have strongly polluted
the earth, water and air [3]. In the areas that neighbor industrial complexes, sulfur was found on rice
leaves, and some elementary school students fainted on the way to school due to toxic gas emitted
from factory stacks. The economic development of South Korea was achieved at the expense of the
environment. The same process has been followed by most European countries [4].
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Solid waste was not considered an environmental issue in Korea for a long time. Bekun et al. in
2019, and Paramati in 2018 [5–7], discuss that there was no concern about how much solid waste was
generated, and any waste collected from households was dumped in open landfills without regard for
environmental hazards. At the same time, the government charged only a fixed amount for household
waste disposal services, regardless of how much waste was disposed of. The Korean economic boom
over the past few decades has led to a significant increase in solid waste generation. The Korea Institute
of Environmental Technology Development in 1996 announced that, in just 20 years, the total amount
of municipal solid waste generated per day increased from about 12,000 tons in 1970 to 84,000 tons
in 1990 [8]. As the amount of waste increased rapidly, several problems related to waste disposal
developed in Korea.

The Republic of Korea officially recycles more than 85 percent of all waste, as stated in a 2017
government study [8]. On the other hand, illegally dumped waste can be found in rural areas of the
country. Despite this criticism, the Korean waste management system is quite effective.

According to the 2018 Korea Environmental Review (ECOREA), 10.3 percent of the country’s
waste (including household and business waste) was disposed of, 6.3 percent was burnt, 82.4 percent
was recycled, and 1.0 percent was dumped into the sea. As of 2012, 97.3 percent of construction
waste and 76.5 percent of commercial waste was recycled, 14.9 percent of them was buried in landfills,
6.5 percent was burnt, and 2.1 percent dumped into the sea. Moreover, 54.4 percent of designated
waste (the term refers to industrial waste) was processed, 16.4 percent was burnt, 23.0 percent was
buried and 6.2 percent was treated with other measures (storage) [9]. Even though the percentage of
waste processed during incineration or processing is increasing annually, the rate of processing waste
generated in landfills and discharges into the ocean is reduced. The reduction in waste discharged into
the sea is the result of a ban on the discharge of wastewater, wastewater from food waste, and cattle
wastewater into the ocean in 2012–2013; treatment methods for these types of waste have been replaced
by incineration or recycling (Figure 1).

 

Figure 1. Trends in Municipal Solid Waste treatment in South Korea, 2000–2018. Source: Korea’s
Environmental Review, 2018, Ministry of Environment, ECOREA, http://eng.me.go.kr [9].

Korea has been one of the fastest growing OECD economies over the past decades, driven by a
large export-oriented manufacturing sector [10]. However, growth has come with high pollution and
resource consumption. With increasing energy demand, greenhouse gas (GHG) emissions have risen
significantly and air pollution remains a major health concern. Despite significant improvements in
wastewater treatment, diffuse pollution increasingly affects scarce water resources. Urbanization and
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industrialization also put considerable pressure on biodiversity. The environmental challenges are
exacerbated by Korea’s population density—the highest in the OECD [11]. Access to environmental
goods and services, and exposure to environmental risk vary significantly by region.

To tackle these challenges, Korea has invested considerable effort into improving environmental
management, for example, by introducing strategic environmental assessment, reforming the
environmental permitting system and strengthening air and water quality standards. Korea introduced
the world’s second largest emission trading scheme, and remains one of the most innovative countries
in terms of climate change mitigation technology. However, coal is set to remain integral to energy
production, and road transport continues to be supported as the dominant form of mobility. Current
energy prices and taxes do not reflect the environmental costs of energy production and use. The OECD
Review Report in 2017 emphasizes that Korea needs to align its energy and climate policies to reduce
GHG emissions to 37% below business-as-usual levels by 2030 [12].

There are many investment projects currently being supported in Korea. Korea’s transition to a
low-carbon economy is vital for its future prosperity. This is a core message of the OECD report in 2018,
which provides 45 recommendations to help Korea pursue the implementation of green growth and
strengthen environmental performance [13]. To attain this end, the Korean Government incorporates
foreign investment projects in its development of a National Green Strategy. The problem refers to
considerations about risk identification for such investment projects, and the further development of
waste treatment technologies and methods.

2. Environmental Policies and Waste Management Methods: Case Study of South Korea

Starting from 1978, the Korean Government actively enacted comprehensive environmental
protection legislation and policies. Since that time, approximately every 10 years, the Korean
Environmental Ministry and other government institutions—together with companies—work together
to improve environmental policies and develop new technologies for waste treatment. In this section,
we discuss the successful waste management methods and regulations in Korea.

2.1. Waste Management Methods and Environmental Policy in Industrial Production

Industrialized countries face the challenge of quickly and safely disposing of waste.
Non-biodegradable and toxic wastes, such as radioactive residues, can cause irreparable damage to
the environment and human health if they are not disposed of strategically.

Although waste management has been a concern for several decades, the main problem has been
the enormous proportions of generated waste due to population growth and industrialization—the
two main factors contributing to waste generation. Although some successes have been achieved in
waste disposal methods, they are still insufficient. The challenge is to discover new and dangerous
methods of waste disposal and use them.

Several global companies and local Korean companies (Samsung, CMG, Ovarro, Presona AB,
Amandus Kahl GmbH & Co, Ion Science Ltd., Tana Oy, AMETEK Brookfield and others)—together
with leading scientists—have developed a unique technology for processing solid waste [14,15].
The latest international developments in the field were combined into a single complex, including
the unique technology of catalytic pyrolysis. The uniqueness of this technology is that the garbage is
not burned whatsoever. Newly patented in 2013, catalytic pyrolysis makes it possible to completely
recycle solid waste without careful sorting measures. It turns waste into valuable commercial products
of a high quality and secondary raw materials. Based around the method, a recycling complex of
a new type was created. However, the problems of risk-management and cost-analysis of these
methods’ implementation and operation quickly arose. Nowadays, these companies try to invent new
risk-analysis methods within the waste management process to reduce operational costs. The managers
understand that project-management concepts help them understand certain basic requirements and
cooperative management strategies.
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Innovative technology deserves attention. The complex processing of solid industrial waste in
a vortex air-mineral flow—which is based on in-depth study of the chemical, mineral composition
and technological properties of the secondary raw materials, and is an individual solution for each
type of industrial solid waste with maximum processing efficiency—eliminates the use of water and
chemical reagents.

Industrial waste, as it turned out, can be used as a secondary resource in various industries,
especially in the production of building materials, products and structures. The main tasks in the
field of processing industrial waste should be aimed at improving existing processes, creating and
implementing the latest technology. It is necessary to develop and implement measures aimed at
implementing waste directly in the manufacturing process.

There are six effective waste disposal methods in South Korea which foreign and domestic
companies prefer to venture into:

1. The prevention or reduction of waste: the widespread use of new or unnecessary products is
the main reason for the generation of unverified waste. Rapid population growth necessitates
reusing products or the judicious use of existing products, as, otherwise, there is a potential risk
that people may suffer from the harmful effects of toxic waste. Waste disposal should also take a
formidable form. On a personal and professional level, a conscious decision must be made to
curb the dangerous increase in waste.

2. Recycling: serves to turn waste into products of its genre through industrial processing. Paper,
glass, aluminum and plastic are typically recycled. The environmentally friendly reuse of waste
instead of adding it to nature. However, the processing technology is quite expensive.

3. Incineration: incineration involves the incineration of waste, turning it into basic components,
and the heat generated is then used to generate energy. Various gases and inert ash are common
byproducts. Pollution is caused in varying degrees, dependent on the nature of the waste burned
and the design of the incinerator. In 2019, Claborn said that using filters can check for pollution.
Waste incineration is relatively inexpensive, and waste is reduced by about 90% [16]. Nutrient-rich
ash obtained from burning organic waste can contribute to hydroponic solutions. Using this
method, you can easily get rid of hazardous and toxic waste. The extracted energy can be used for
cooking, heating and supplying energy to the turbines. However, strict vigilance and due diligence
should be observed to check for the accidental leakage of micro-level contaminants—such as
dioxins—from waste incineration lines.

4. Composting: involves the decomposition of organic waste by microbes, allowing waste to
accumulate in the pit for a long period of time. In 2018, Freeman suggested that nutrient-rich
compost can be used as plant manure [17]. However, the process is slow and takes up a significant
amount of land. Biological processing significantly improves soil fertility.

5. Sanitary landfill: This is a landfill for waste. The base is made of a protective lining, which serves
as a barrier between the waste and groundwater, and prevents the leaking of toxic chemicals
into the water zone. The layers of waste are compacted and then covered with a layer of
earth. Non-porous soil is preferred to reduce vulnerability to the accidental leakage of toxic
chemicals. In 2017, Wackernagel M. et al. said that landfills should be established in areas with
low groundwater levels and away from flood sources. However, a sufficient amount of skilled
labor is required to maintain sanitary landfills [18].

6. Disposal in the ocean/sea: waste, usually of a radioactive nature, is discharged into the oceans
away from the active human habitat. Nevertheless, environmentalists dispute this method,
since it is believed that such an action means death for aquatic life, depriving ocean waters of its
natural nutrients.

There is a three-tier approach to assessing the risk associated with air and water emissions from
waste management facilities. With this approach, an acceptable level of protection is provided at all
levels, but with each progressive level, the level of uncertainty in the risk analysis decreases [19–22].
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Reducing the level of uncertainty in risk analysis can reduce the level of control required by the
waste management unit (if necessary for the site), while maintaining an acceptable level of protection.
An enterprise performing a risk assessment incurs higher costs associated with a more complex risk
assessment in exchange for greater confidence and potentially lower construction and operating costs.
The advantages and relative costs of each tier are outlined below in Table 1.

Table 1. Three-tiered approach for assessing the risk of waste treatment projects.

Tier Characteristics (Advantages and Disadvantages)

Tier 1 Evaluation

− Allows for a quick but conservative assessment.
− Lower cost.
− Minimum site data required.
− Assumptions about the fate and transfer of

pollutants and exposure are developed using
conservative assumptions that are not specific
to the sites provided by the EPA. Values are
presented in “look-up tables,” which provide a
quick and easy means of assessing risk. These
values are designed for protection in a wide
range of conditions and situations and are very
conservative in design.

Tier 2 Evaluation

− Represents a higher level of difficulty.
− Moderate cost.
− Provides the ability to enter some site-specific

data into a risk assessment and, thus, provide a
more accurate picture of the site’s risk.

− Uses relatively simplified
fate-and-transport models.

Tier 3 Evaluation

− Provides a sophisticated risk assessment.
− Higher cost.
− Allows for the maximum use of specific site

data and, thus, provides the most accurate
picture of the risk of the site.

− Uses more sophisticated fate-and transport
models and analysis.

Source: adopted from Tonmoy F. N., Rissik D. and Palutikof J. P. A three-tier risk assessment process for climate
change adaptation at a local scale. Climatic Change, 153, 2019, pp. 539–557 [22].

We try to solve these practical problems associated with conducting an assessment of the
risk of waste management in an organization, and offer a multi-level structure that supports
the training path necessary for adaptation, allowing organizations to optimize their resources for
adaptation, systematically increase the knowledge base on waste management, and develop targeted
interaction strategies.

2.2. Waste Management Regulations and Environmental Policies in South Korea

Currently, the regulatory regime for environmental protection in South Korea consists of legislative
acts, executive decrees, ministerial decrees and regulatory acts related to the general environment,
including:

1. Nature conservation.
2. Preservation of air quality.
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3. Preservation of water quality.
4. Water supply/Sewer management system.
5. Recycling/Waste recycling.
6. Green growth.

The basic framework is laid in the Framework Act on Environmental Policy (FAEP), which contains
the main objectives of environmental policy, including pollution prevention and natural resource
management for sustainable use. To create such a sustainable waste management system, Korea went
through many regulatory improvements and discoveries, which are presented below [23–27].

In 1995, a volume-based waste disposal system was introduced, which is a waste containment
system that uses the principle of payment for emissions. This system, which is representative of
market incentives in Korea, represents a shift from the old system in which a fixed fee was charged
regardless of the volume of waste disposed, to a system in which a proportional charge is applied
to the volume discharged. As reported, this provides an incentive to reduce discharge and increase
processing. In addition, a Promotion of Installation of Waste Facilities and Assistance Law was issued
in 1995 to related areas in order to prevent the NIMBY phenomenon (not in my backyard) due to
the installation of incinerators, and also to help resolve social conflicts through means such as relief
projects for affected communities [28].

In the 2000s, the foundation was created for a society of resource recycling. According to this
master plan, the waste was not just recycled, but recycled as a resource. Korea is currently pursuing a
“Zero Waste” policy that seeks to use waste as a source of resource, in addition to minimizing waste
generation, which was emphasized by the authors of [29].

Since the late 2000s, a reduction in greenhouse gases has been necessary due to the rapid increase
in prices for resources and energy, as well as global warming. Therefore, the government emphasized
the need to restore resources and energy from waste. In September 2011, the Korean Ministry of
the Environment developed the First Framework Plan (2011–2015) for the management of resources,
to form the basis for waste management and thereby promote green growth aimed to at encouraging
the effective societal dealing with resources (without waste) [30]. In addition, the measure to facilitate
the transition to a resource circulation society (2013) facilitates the collection and transportation of
recyclable resources through the free collection of large household electronic waste, the consolidation
of the sorting system, and the expansion of equipment installation. Waste energy utilization facilities
and other similar complexes are the foundations of a waste recycling society [31]. The creation of a
market for processed products and support for their industries was also announced.

Currently, intensive advertising and educational programs are beginning to educate the population
on how to classify recyclables and use designated garbage bags, and, more importantly, to educate the
public on the purpose and significance of waste reduction [31–33]. Due to difficulties in monitoring the
levels of flies in rural areas, residents are not required to take out the trash in specially designed trash
bags. Instead, public trash and recycle bins were installed in rural areas, and the fees are shared among
all residents of the community. Local officials noted that low-income people were offered appropriate
assistance to alleviate the burden of paying for MSW. It is interesting to compare waste quantities
in different Asian countries; many of these countries employ similar approaches to waste treatment
(Table 2).

The Framework Act on Resource Circulation (FARC) was adopted in 2016 to form the basis for
implementing this policy; the Korean government has been applying it since 2018 [33]. The country
intends to transform the economic structure, focused on mass production and mass waste, into a
much more stable and efficient, resource-oriented structure at a fundamental level. The provisions
of this framework can be divided into three categories, each of which creates a framework for the
circulation of resources, stimulates the circulation of resources and supports the processing industry.
It introduces new waste management related programs such as the Recyclable Resource Recognition
Program (RRRP), Resource Circulation Performance Management Program (RCPMP), Waste Disposal
Tariffs, etc. [33,34]. The government expects to obtain economic, environmental and social benefits
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by preventing environmental pollution, but is also aware of the fact that the country needs to make
further efforts to change the paradigm of its waste management policy.

Table 2. Comparison of waste quantities among countries of Asia.

Area (year)
Hong Kong

(2015)
Taiwan (2015) Taipei (2015)

South Korea
(2017)

Seoul (2017)
Hong Kong

(2016)
Singapore (2011)

Type of Waste Domestic Waste General Waste General Waste
Municipal/

Domestic Waste
Municipal/

Domestic Waste
MSW

Total Solid Waste
Excluding

Construction
Debris, Sludge and

Used Slag

Disposal
(tones per day) 5.973 9.893 1.037 19.78 3.428 8.996 7.397

Disposal rate
per capita
(Kg/day)

0.84 0.43 0.39 0.41 0.32 1.27 1.43

Generation
rate per capita

(Kg/day)
1.36 0.88 1.00 1.04 0.95 2.44 2.75

Recycling rate 38% 52% 61% 61% 66% 48% 48%

Source: Environmental Protection Department of Hong Kong; Environmental protection authority of Taiwan;
Ministry of Environment of South Korea; National Environment Agency of Singapore [32].

2.3. Waste Management System in Samsung Electronics Corporation

To protect the environment in times of crisis and make more efficient use of resources, Samsung
Electronics is working to focus on a circular economy. Going beyond the normal practice of single-use
resources and throwing them away, the Samsung Corporation is working to ensure that resources
are reused through recovery, reuse, and disposal at the end of the product’s life. By minimizing the
type of materials used and optimizing the assembly method, the company has developed production
methods that minimize the use of resources [35]. By collecting products that have expired, they acquire
valuable materials. Through this circular economy, the Samsung Corporation is reducing the amount of
natural resources it requires, reducing greenhouse gas and pollutant emissions from waste incineration,
and preventing soil and groundwater pollution from landfills.

Samsung responsibly has to collect and recycle old, unwanted or nonworking electronic products
in the U.S.; therefore, the company has to develop new and adaptive programs to manage the recycling
needs of its business partners. This is not always easy to manage—but the reasons behind it are twofold:

− Firstly, to provide a stable service for customers (no matter where they are located in the U.S.),
so there is the task of using such a project to provide an easy way for customers to responsibly
recycle their products.

− Secondly, to abide by the Samsung Corporation’s commitment to responsible recycling.
− The problem is that all these projects require critical analysis, risk-management efforts and

cost-analysis. Unfortunately, these were not initially conducted, and the company now has severe
restrictions to its waste-management strategies.

The best way to conserve resources is to make quality, durable products. The Samsung Corporation
extends the life of products by making an additional contribution to the circular economy and resources
by increasing the longevity of its products prior to release, carrying out a series of rigorous reliability
tests, and providing convenient repair services through their global service centers, including ongoing
software updates.

The amount of waste generated during the product development and manufacturing processes
is significant. For complex electronic devices with numerous components, even the packaging is
thrown away for every part. At the end of the project, many of the pilot products, which are used to
improve the product, are lost. If all of them are burned or buried, the environment will be polluted and
resources depleted. By processing waste through an environmentally responsible recycling company,
the Samsung Corporation has increased the amount of recyclable materials it utilizes, and achieved its
overall waste recycling goal of 95% in 2016—four years earlier than was planned (Figure 2).
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Figure 2. Waste treatment process in Samsung Electronics [36].

Since 2016, Samsung Electronics has been continuously implementing the Galaxy Upcycling
Project, which turns old Galaxy smartphones that are no longer in use into new IoT devices. Using such
IoT devices, for example, pet feeders and doorbells, etc., the company was able to improve the quality
of life of its consumers and, at the same time, protect the environment.

In 2018, the company completed a project to develop a low-level ophthalmoscope using Galaxy
Upcycling technology as an appropriate technology [36]. In collaboration with the Yonsei University
Health System Design Specification—which Samsung Electronics supports as part of Tomorrow’s
Decision Program (based on competition events)—ophthalmoscopes have been developed that can
be used in developing countries where people cannot receive proper medical treatment because of
the difficulty in distributing expensive diagnostic devices. As a result, many people in developing
countries are expected to develop blindness. In addition, the company has a plan to expand the use
of technology for cervical diagnostic devices—among other things—and promote better health in
developing countries. The Galaxy Upcycling plans offer a variety of concepts that go beyond the
health sector to reduce resource waste in collaboration with institutions that seek to achieve sustainable
development with limited resources.

So, the Samsung Corporation has put forward many proposals to invest in the Korean system
of waste management. However, these proposals should have business planning directions and
risk-management support. Even if Samsung Engineering offers a full range of EPC services for a variety
of industries, from hydrocarbon offshore facilities to wastewater treatment, from initial financing
through operation and management, many consulting companies will try to develop an effective
financial and risk-preventive model for it. EPC stands for “Engineering, Procurement, Construction”,
and is a prominent form of contracting agreement in the construction industry. In this case, we want to
present the waste treatment investment project’s evaluation approach.

3. Methods

All national and foreign enterprises in Korea, to one degree or another, are engaged in investment
activities in waste processing; in addition, the decision-making associated with such investment in
waste processing involves various complex factors, including limited financial resources, the type of
investment, and the possible losses that an enterprise may suffer if the project subsequently turns out to
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be less profitable or if it fails completely for unforeseen circumstances [37–40]. Thus, risk management
allows us to confirm the viability of decisions for the project and reduce the likelihood of adopting an
ineffective or unprofitable project.

In light of the discussions held so far, we consider the following research questions (RQ) in
our study:

RQ1: What is the relevance of investment projects in South Korea for reducing the environmental
impact of industrial production?

RQ2: What are the positive effects and shortcuts of the application of multi-criteria approaches for
the evaluation of waste processing investment projects with uncertainty consideration?

RQ3: What are the risks and disadvantages of multi-criteria approaches for the assessment of
waste treatment investment projects?

The remainder of this paper is organized as follows: The current trend of waste management in
South Korea is discussed in Introduction Section 1. Environmental policies and waste management
methods are discussed in Section 2. Section 3 describes the method, within which we consider the
analysis of the feasibility and management an optimal investment project in a risk environment based
on the Pareto model. Section 4 presents the results and discussion, which present various possible
calculations within the framework of the discussed model. These calculations prove various possible
situations for applying this method, as well as the possibility of using other performance indicators
with our method. In addition, various approbations of this method in future research projects are
discussed. In conclusion, Section 5 presents the main results of testing the methodology for evaluating
investment projects in the field of waste management, describes our findings and predicts possible
future discussions in this area.

In this research, we continuously develop this approach and take into account the risk of
multivariate estimation. Vedernikov and Mogilenko in 2011 [41] suggest that uncertainty has a number
of factors that affect the results of actions. Actions in this case cannot be clearly defined, and questions
about how to determine the degree of possible influence of these factors on the results are accumulated.
Therefore, when determining methods for industrial waste management, and methods of investing in
the development of processing technologies are considered, it is important to identify the possible
risks and damages from the effects of poorly predicted external factors in detail. In doing this, it is
possible to carry out a scenario analysis of market risks, as well as assess the possible effects of new
approaches in industrial waste management systems. This approach allows us to take the assessment
of the aggregated scenario of factors into account, which enables us to represent various types of risks
as components of the analysis [42–45]. This is shown in Figure 3.

(i) 

(ii) 
(iii) 

(iv) 

1. Possible ways of 
investing are 
determined.

2. Certain criteria for each type of 
investment are taken as the value 

of the interval data
3. The values of the 

membership function for each 
interval and each criteria are 
calculated with an indication 

of the risk

4. Preferences for 
interval data are used

5. The Pareto tuple is built on the basis of 
the selected optimal solution (investment 

project)

Figure 3. Research methodology.

311



Appl. Sci. 2020, 10, 3489

In 2013–2017, Rodionova et al. began to analyze an integrated approach to making investment
decisions, including the calculation of NPV, DPP and IRR for each alternative [42–44]. In addition,
this approach is specific, since it takes the uncertainty of the external environment into account [45–48].
For this, expert assessments of the probability of damage from the implementation of the project and the
intervals of fluctuations of the three criteria are used to assess the effectiveness of the investment project.

IRR measures the effectiveness of capital investments; thus, this indicator partially allows
a comparison between investment projects with different capital investments and terms of
implementation. The typical methodological recommendations for calculating the effectiveness
of investment projects solve the problem of selecting from alternative projects by using the NPV
indicator for risk evaluation. This method is useful for certain cases, such as efficiency comparison
within existing external circumstances. This recommendation helps avoid conflict of interests in terms
of which indicators to use. We suggest to include them all, as they each reflect different aspects (e.g.,
uncertainty, market situation, project capacity, etc.) of the economic system. Each of these aspects is
important for the formation of criteria in the economic system.

There are four primary reasons that justify the use of multicriterial (MCA) methods; these are
listed as follows:

(i) MCA methods allow the investigation and integration of the interests and objectives of multiple
actors, because both quantitative and qualitative information from every actor is considered in
forming the criteria and weight factors.

(ii) These methods address the complexity of a multi-actor setting by providing output information.
(iii) These are well-known and commonly used methods for the assessment of investment alternatives.

Moreover, different versions of these methods are developed for specific contexts.
(iv) MCA methods allow for the objectivity and inclusiveness of the different perceptions and interests

of actors.

Because Cost Benefit Analysis (CBA) is dependent on the time at which it is being performed, it is
more appropriate as an ex-ante instrument; in contrast, the multi-criteria approach can be adopted for
both ex-ante and ex-post assessments, which is an advantage of the MCA. Considering the dimensions
of the project or the policy to be evaluated, the characteristics (evaluative standpoint, decision-relevance,
comparability, verifiability, accountability, and scientific progression) of CBA and MCA render the
dimensions of the project useful. In particular, on a large scale—i.e., when public and private costs
are consistent—the CBA approach is necessary, whereas MCA appears to be useful on a small-scale,
where all the stakeholders can be considered individually and can be consulted or express informed
opinions on their priorities.

Based on the discussion thus far, it is necessary to use methods for the evaluation of the effectiveness
of alternative investment projects that are based on multi-criteria selection. However, the known
methods for multi-criteria selection are still not considered in the commonly used methods that can
solve the problem of selecting the optimal investment solution (Roy, 1976). In particular, the selection
of an effective investment project involves the best combination of values based on the analysis of
disparate indicators characterizing the investment project.

We assess the variety of values for all components of the model, taking into account the risk
associated with alternative waste treatment investment projects. Intervals are determined by both the
absolute values of indicators and by estimates [49–52].

To evaluate the effectiveness of alternatives and to select the most preferable, our method is based
on the built-in interval preference ratio (IPR).

Let us suggest that I = {Iα, α = 1 . . . n} is a pool of types of waste treatment investment projects;
Ki(Iα) = [Ai(Iα); Bi(Iα)] represents the standards for assessing the effectiveness of every investment
project within the interval type; i = 1 . . . r, r is the total range of evaluation criteria; Ai(Iα) and Bi(Iα)
are the area units of the lower and higher bounds of the interval analysis; K (Iα) = {K1 (Iα), K2(Iα), . . .
Kr (Iα)} = {[A1(Iα); B1(Iα)], and [A2(Iα); B2(Iα)], . . . [Ar (Iα); Br (Iα)]} are the direction indicators of every
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waste treatment investment project’s effective results. We tend to introduce the notation II for the set
of Pareto-optimal information processing IP (II⊂I), with the amount of parts γ ≤ n meeting the main
condition IIm1 > IIm2 > . . . IImy, mj = 1 . . . y. Then, the matter may be developed as follows to construct
the economic expert tuple of thought of the variants of waste treatment investment flows, the parts of
which satisfy one in all the conditions: Ki(Iyj) = min[Ki(Iα)], Iyj ∈ II or Ki(Iyj) = max[Ki(Iα)], Iyj ∈ II.

We also consider that if the exponent is a scalar amount, it may be mentioned as a degenerate
interval with coincident ends Ai(Iα)= Bi(Iα). This concept was presented by Orlovsky in 1981, Serguieva
and Olson in 2014, and Stoyanova in 2006 [53–56].

There is an ambiguity in the choice of standards and the form of factors that the unit considers,
due to the quality of the question of assessing the effectiveness of waste treatment investments. It must
be assumed that the person responsible for making decisions (usually the project manager) does not
have a transparent opinion about the preferences of the analyzed variants. Within the scope of the
indicators of victimization, the values of the intervals and the qualitative difference of the measured
values—which are expressed in the fact that the difference in the units of assessment—are built, it is
convenient to check the options supported by the IPR. This concept was presented by Minakova L. V.
and Anikanov P. V. in 2013 [57].

Let mi be the breadth of the estimates’ interval for the i-th criterion. Consistent with fuzzy
methods—which were discussed by Parrino et al. in 2014, Roy in 1976, and Saaty in 1990—the interval
relation of preference R on the set Iα is the set of the Cartesian product Ik × Il, (k = 1, . . . n, l = 1,...n,
k , l) [58–60]. For the characteristic of the set of the Cartesian product, we should take the interval
membership operation µKi (Ik,Il): Ik × Il→[−1;1] into account.

µiKi(Ik, Il) = m−1
i (Ki(Ik) −Ki(Il)) (1)

Each valuable measure of the membership function µKi (Ik,Il) estimates the degree of injury and
gain in recognizing position of Ik as the dominant variant Il supported by the criteria Ki.

The degree of privilege of the choice Ik over the choice Il, supported by the interval criterion
Ki, is diagrammatically presented by the membership function µDKi (Ik,PI), which determines the
quantitative relation of the strict interval preference.

µu
DKi(Ik, Il) = µuKi(Ik, Il) − µuKi(Il, Ik) (2)

For comparison, it is vital to establish that the alternative Ik is not undermined compared with the
Il alternative, which would be a mistreatment of the membership operation.

µNDKi(Ik, Il) = 1− x, x ≥ 0; x = µu
D(Ki(IK, Il) (3)

In this case, for the criterion of the i-th interval criteria, the approximation of the alternative Ik

to the Pareto optimal variant is determined by the index of the membership function for the set of
non-privileged alternatives [61,62].

µ∗DKi(Ik) = minµNDKi(Ik, Il) (4)

Wang et al. in 2009, and Zare et al. in 2016 [63,64] suggested that the indicator NPV is based on
the quantity of cash flows at a certain time and the discount rate r:

NPV = C1(1 + r)−t1 + . . .+ Cn(1 + r)−tn (5)

The discount rate usually uses the risk-free interest rate or interest rate for investment projects
with a similar degree of risk, as well as the market and industry coefficient of efficiency for capital
investments. This criterion underlies the choice of an environmental management project with a
maximum value, or with the same value of r. It is known that NPV is entirely dependent on the
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discount rate; therefore, a poor-quality and unverified forecast of the discount rate definitely leads to
risky management decisions. For example, a good project with high-quality technologies, but with
high costs, can be rejected, and a project with lower costs but low-quality technologies can be accepted
for discussion and subsequent implementation. The refinement of the values of the NPV interval
allows us to determine that the maximum possible determining factor for the NPV criterion is the
maximum value.

In addition, DPP is represented as a time interval; the optimal condition for this criterion should
correspond to its minimum value. Furthermore, IRR is presented as a percentage and is defined as the
value of the interval; in accordance with this criterion, the waste treatment investment project that
matches the maximum value is selected.

4. Results

Risk assessment is predicated on the interval values in the estimates. The presumption is that
the rate of interest r may be a variable, and for that the likelihood of a random event may be found,
NPV (r, t) > 0, P (NPV (r, t) > 0) = P (r < IRR) = F (IRR). Here, F (x) = P (r < x) is the distribution operation
of r; IRR is the internal rate of pay back, that is obtained as an answer of the equation NPV (t, r) = 0.
For various r, it is possible to ascertain the likelihood that the waste treatment project will not pay off
at time t; then the estimates of victimization are obtained in the analysis procedure. Here, we tend to
conduct a risk assessment for the project supported by the explained methodology for three doable and
inevitable market conditions; those conditions are then evaluated by consultants, and an evaluation of
the probability of every of them is enforced. It ought to be noted that the chance assessment criterion
for a waste processing investment project needs to select the most effective possibility, supported by
the minimum worth of the standards.

Given the well-known theoretical ideas, the values of mi are selected as the most allowable values for
the considered option (standard). The initial knowledge necessary for the calculations and investment
analysis are presented in Table 3. Three different investment projects are presented (I1—investment
in landfill production; I2—investment in industrial waste recycling R&D; I3—investment in the
implementation of green technologies).

Table 3. Data implication for different projects.

Projects/Indicators I1 I2 I3 mi

K1(Iα)-NPV (USD) [50;60] [70;120] [80;100] 200
K2(Iα)-DPP (annual) [3;8] [4;6] [5;9] 10

K3(Iα)-IRR (%) [16;17] [10;20] [14;18] 30
K4(Iα)-risk evaluation

(points)—pessimistic forecast [6;8] [3;9] [5;9] 10

K5(Iα)-risk evaluation
(points)—realistic forecast [4.5;7] [5;8.5] [4;7] 10

K6(Iα)-risk evaluation
(points)—optimistic forecast [4;5] [4;6] [3;5.5] 10

The risk evaluation process is presented using interval values in grade system. Assuming that
the rate of interest r could be a variable quantity for which the chance of a random event is found,
NPV (r, t) > 0, P (NPV (r, t) > 0) = P (r < IRR) = F (IRR). Here, F (x) = P (r < x) is the disseminative
operation of r, IRR is the internal rate of pay back, which is suggested as an explanation of the
formula NPV (t, r) = 0. For variety of r, it is important to determine the likelihood that the investment
project will not be profitable at time t. Then the results will be determined through the evaluation
analysis procedure. This study assesses the risk of an industrial waste management project using
the aforementioned methodology for three defined and predicted market conditions, and an expert
assessment of the likelihood of each of market condition is introduced. It is important to indicate that
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the risk assessment criterion for a waste processing investment project requires the selection of the best
option based on the minimum value of the criteria.

Based on known theoretical models, mi values are defined as the maximum allowable indicators
for the criteria under consideration. The initial data necessary for calculations on the analysis of
investment projects are presented in Table 3.

Taking in consideration Equation (1), we achieve the appraisal of the membership operation
µKi (Ik,Il) for each pair of variants for each criterion and calculate their estimated matrices. Thus,
Equation (1) can be expanded as:

µuKi(Ik,Il) = ([min{Ai(Ik) − Ai(Il);Bi(Ik) − Bi(Il)};

max {Ai(Ik) − Ai(Il);Bi(Ik) − Bi(Il)}])/mi

and be denoted by

Ci
kl = min{Ai(Ik) − Ai(Il); Bi(Ik) − Bi(Il)}/mi,

Di
kl = max{Ai(Ik) − Ai(Il);Bi(Ik) − Bi(Il)}/mi

Then,
µiKi(Ik, Il) = [Ci

kl; Dkl
i] (6)

Furthermore, the interval membership function for the Il, Ik takes the following form:

µuKi(Ik, Il) = [−Dkl
i ;−Ckl

i ] (7)

Hence, if the relation |Ckl
i| = Dkl

i is true, then the values µKi (Il,Ik) µKi (Ik,Il) coincide.
Based on Equation (2), we take into account the preference frequency for each pair of options

for each indicator using the value of the membership operation µDKi (Ik,Il), and place them in the
evaluation matrices. Using Equations (6) and (7), we move the calculations into a simple method.

Thus, we evidently have

MD
uKi (Ik, Il) = [Ci

kl; Di
kl] − [−Di

kl; −Ci
kl] = [Ci

kl + Di
kl; Ci

kl + Di
kl]

Thus,
μDuK1(Iα) = 

- −0.4 −0.35 

0.4 - 0.05 

0.35 −0.05 - 

μDuK4(Iα) = 

- 0.2 0 

−0.2 - −0.2 

0 0.2 - 
 

μDuK2(Iα) = 

- −0.1 −0.3 

−0.1 - −0.4 

0.3 0.4 - 

μDuK5(Iα) = 

- −0.2 0.05 

0.2 - 0.25 

−0.05 −0.25 - 
 

μDuK3(Iα) = 

- 0.1 0.03 

−0.1 - −0.06 

−0.03 −0.06 - 

μDuK6(Iα) = 

- −0.1 0.05 

0.1 - 0.25 

−0.05 −0.25 - 
 

μ и

μ

μ
μ
μ
μ
μ
μ

μ
α α

α

μ

μ −

μ μ ≠

µ µ

≠ ≠
≠ ≠

≠ ≠ 0 1/µ µ

From Equations (3) and (4), we achieve the valuable measures of the membership function
µNDKi(Ik,Il) for each pair of options for each criterion, and assemble the membership function valuable
measures for the set of non-privilege options µDKi(Ik):

µD
*K1(Ik) = {0.6, 1, 0.95};

µD
*K2(Ik) = {0.9, 1, 0.6};
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µD
*K3(Ik) = {1, 0.9, 0.93};

µD
*K4(Ik) = {1, 0.8, 1};

µD
*K5(Ik) = {0.9, 0.75, 1};

µD
*K6(Ik) = {0.95, 0.75, 1}.

After analyzing the values of µD
*Ki(Ik), we can conclude that the investment project I2 is the best

option based on the criteria K1(Iα) and K2(Iα), the investment project I1 is the best option based on
the criteria K3(Iα) while it is possible to perform risk management in a pessimistic scenario of market
development, and investment project I3 is optimal in terms of risk, based on the considered set of
options for waste processing investment projects [65–67].

Savchuk in 2007, and Syroezhin in 1980 [68,69] suggested that in order to determine the best
preference in this set of waste management investment projects, it is necessary to determine the vector
preference using some previous studies in this area (membership functions µD

*Ki(Ik) determine the
degree of proximity of variant Ik to the Pareto-optimal variant of an investment project using the Ki

criterion; this justifies the use of special criteria instead of traditional factors, indicating the importance
of the indicator. The next step is to compare the variants Ik and Il in pairs, calculate the values of
µD

*Ki(Ik), and introduce the subsets Ikl
+, Ikl

−, and Ikl
= for optimal, pessimistic and realistic values of

µD
*Ki(Ik) and µD

*Ki(Ik), (where i = 1...4; k, l = 1,... 3, k , l) of these variants, respectively. The next step
determines the elements of the estimation matrix C = ‖Cµ

kl
‖ based on these conditions; this is shown

in Table 4.

C
µ

kl
= (

3
∑

i=1

µ∗DKi(Ik))(
3
∑

i=1

µ∗DKi(Il))
−1 (8)

Table 4. Evaluation matrix.

I+
kl

I−
kl

I=
kl C

µ

kl
C
µ

lk
Notes

Ø Ø {1..3} 1 1 -
{1..3} Ø Ø N2 0 -

Ø {1..3} Ø 0 N2 -
,. Ø ,0 N3 0 1<<N3<N2
Ø ,< ,0 0 N3 -
,< ,<

∣

∣

∣S=
kl

∣

∣

∣ ≥ 0 Formula (8) C
µ

lk
= 1/C

µ

kl
-

Source: Prisyach E., 2018 [70].

The matrix is created considering the risk criteria; therefore, it is necessary to pay attention to the
possibility of various risk conditions being weighted evaluated options of the matrix component.

Ckl
µ = (

∑∗
i = 1aiµD

*ki(Ik))(
∑*

i = 1aiµD
*ki(Ii))−1,

{

ai = 1, i = 1, 2, 3
pi, l = 4, 5, 6

}

Then, we get the following matrix of preferences

C =

- 0.66 5.01

1.51 - 0.94
0.19 1.05 -

Using well-known theoretical methods and developing a methodology for evaluating investment
projects, we introduce the indicators Gµl and Hµl, which denote the set of elements of the l-th column
in C, the value of which is less than one, but greater than zero and more than one, respectively, and the
exponent Cµkl max, which is equal to the indicator of the maximum value of the l-th column. It can be
argued that Hµl represents the number of investment project options that dominate the l-th column.
Furthermore, Gµl shows the number of investment project options that dominate the l-th column,
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and Cµkl max represents the maximum level of dominance of the k-th version of the investment project
over the l-th column.

We include these indicators in the matrix, as shown in Table 5.

Table 5. Matrix of variations.

Investment Projects, Variants Indicators I1 I2 I3

G
µ

l
1 1 1

H
µ

l
1 1 1

C
µ

klmax
1.51 1.05 5.01

Source: made by authors.

According to the results of Table 5, investment project I2 turned out to be the best variable
alternative with a minimum value of Cµkl max. In this regard, the second version of investment design
should be included in the Pareto tuple, but is excluded from the subsequent analysis. For this exception
procedure, we delete the corresponding row and column in the preference matrix.

At the next stage, we analyze the other (above mentioned) options for investment design,
and analyze them using the new matrix of indicators in a similar way.

As a result, the Pareto preference tuple can be denoted as II = {I2, I1, I3}. In this regard, the best
alternative for the vector of the heterogeneous performance index is K (Iα) = {K1 (Iα), K2 (Iα), K3 (Iα),
K4 (Iα), K5 (Iα), K6 (Iα)}. In the Pareto tuple of the three options considered, those criteria that
characterize NPV—discounting for calculating DPP in the vector efficiency index—became preferable.

Based on Table 5, the best alternative to an investment project with a minimum value max is option
I2. Therefore, the second version of the investment project is included in the Pareto tuple and excluded
from further analyses by deleting the corresponding row and the column in the preference matrix.

The remaining options are analyzed using the new matrix of indicators in a similar manner.
Finally, the tuple of Pareto preferences can be obtained as II = {I2, I1, I3}. Therefore, the best

alternative for the vector inhomogeneous efficiency index K(Iα) = {K1(Iα), K2(Iα), K3(Iα), K4 (Iα), K5(Iα),
K6(Iα)} should be recognized as the second variant. In the Pareto tuple of the considered variants,
preference was expressed for the criteria characterizing the NPV and discounting the calculation of the
DPP in the vector efficiency index.

So, to answer the research questions which were submitted in Section 3, we consider these research
points and describe them above to show the significance of this research:

(i). The proposed methodology for using interval values and assessing the effectiveness of investment
projects in the field of industrial waste management gives experts new opportunities for the
simpler and more accurate analysis of proposed opinions. In addition, uncertainties can be
considered without additional statistic indicators.

(ii). This allows managers to evaluate various criteria in different environmental conditions and
the influence of factors; furthermore, it allows reflecting on various aspects of the measured
phenomena (in particular, the effectiveness of the waste processing investment project).

(iii). The proposed set of indicators may include an extended list of influential factors beyond those
that are part of the project environment.

5. Discussion

Since Korea’s volume of waste is evidence of changing lifestyles in the midst of a trend toward a
convenience-oriented life (single-use products, convenient goods, instant food, etc.) and an abundant
capitalist socioeconomic environment (mass consumption/mass production), the current state of waste
management in Korea is at a turning point, where a paradigm shift from a convenience-oriented society
(single-use product society) to a society oriented toward resource conservation (resource-circulating
society) is taking place [71,72]. Wastes have a close relationship with each country’s life and cultural
patterns, as well as with changes in society, patterns of waste generation and treatment, thereof, change.
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A summary of the evolution of Korea’s system of legislations for waste management shows that this
evolution has been taking place alongside the flow of developmental processes in Korea, and each
developing country needs to introduce waste policies suitable for its current economic and social
conditions. These policies should be supported with investment perspectives and based upon the
development of technology and innovation [73–75].

According to the well-developed support policies of waste treatment investment projects and new
environmental regulations, the Korean Government expects to observe some effects in terms of the
economic, environmental and social impacts of the Framework Act on Resource Circulation (Table 6).

Table 6. Expected results from investment activities in Korean waste management systems.

Impact Current Situation
After Investment and Introduction of

New Regulations and
Technology Performance

Economic

Increasing dependence on foreign
resources due to the depletion of natural
resources (97% of energy, 90% of
mineral resources are imported).

Increased use of circulated resources
(yearly quantity of recycling increases by
about 10 million tons)→ Recycling
market of about 1 trillion and 70 million
won; about 10,000 jobs created.

Environmental
Concerns of a trash crisis due to
decreasing capacity of remaining
landfill sites.

Decreased quantity of landfill disposal
due to the levying of landfill disposal and
incineration fees→ increased lifespan of
remaining landfill sites.

Social

Intensifying opposition of residents in
surrounding areas due to worsening
conditions in areas surrounding
landfill sites.

Improvement of surrounding
environments, support for local residents
→ co-existence of dischargers and
residents living in areas surrounding
landfill sites.

Source: adopted by authors from Joint work of related departments and agencies, September 2011, the 1st Framework
Plan for Resource Circulation (2011–2015) [76].

Waste treatment investment projects are needed to be classified according to the type of waste
treatment and operational technology. Each investment project requires risk analysis, which should be
evaluated. For further research, it is necessary to identify the correlation between risk type and used
technology in waste treatment operations.

Risk-evaluation procedures are the importing starting points for waste management. A well-
designed risk evaluation system presents a structured mechanism for searching for potential problems
and creating judgements on the consequences. Assessing the risks of waste processing investment
underpins the “suitable for use” approach adopted by the Korean regulatory mechanism and supports
planning policy [77]. The main goal is to decide whether there are any unacceptable risks to people
or the wider environment—including industries. The risk evaluation process can be very detailed,
particularly where risks are diversified. For the discussion of investment in waste recycling, there are a
range of specific technical approaches for different contaminants and circumstances.

However, these all broadly fit within a general process that can be seen as a tiered approach.
Each tier is applied to the case circumstances, with an increasing level of detail information required
by the assessor in progressing through each tier [78].

There are three tiers, or steps:

1. Basic risk evaluation.
2. Risk assessment using generic criteria and assumptions—where a contamination concentration is

compared against a generic Soil Guideline Value (SGV).
3. Risk assessment using specific criteria and assumptions—where a detailed, site-specific approach

is used.
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During the management of investment projects in the field of industrial waste management, it is
important to determine the possible influence of various external factors on the result (market factors,
production factors, technological factors, social factors, etc.). In this case, the degree of occurrence of a
particular risk is determined and an initial assessment of risk is carried out. Depending on the likelihood
of a negative event in the external environment of the investment project and the degree of negative
influence of factors on its successful implementation, managers can use only one approach to assess
risks, or conduct a multi-stage risk analysis. Usually it depends on the properties (complexity and
degree of influence) of pollutants—some of them can be evaluated using common criteria; others may
need to develop specific indicators for a more detailed and comprehensive risk assessment.

6. Conclusions

Our proposed investment project selection algorithm discusses the associated risks and allows us
to determine the degree of their influence on the result of improving the environmental safety systems
of production facilities. Do not forget that this examines the various conditions and components of the
economic and environmental systems, as well as identifies all possible risks in each of them. This is
achieved by describing risk situations and introducing a multi-component presentation of the risk
component as one of the decision criteria. In subsequent studies, it will be necessary to identify a
correlation effect between environmental factors and elements of the ecological and economic systems.

The investment project appraisal approach proposed in this study opens up new possibilities
for applying the multi-criteria selection method to the conditions of economic and environmental
activities in the field of waste management.

For the successful selection and implementation of an investment project in the field of waste
management, it is extremely important to carry out the following management activities:

(i) Determine the form of investment policy of the enterprise.
(ii) Develop the structure of the investment project.
(iii) Study the multi-factor impact of local or global economic and environmental environment on the

investment project management.
(iv) Calculate the volume of risk conditions and classify all possible risks.
(v) Develop a risk management scenario and process calculations for their management and dissemination.

This paper is a combination of three elements: (i) presentation of the South Korean policy for waste,
(ii) case study of the Samsung Corporation waste management system, and (iii) a multidimensional
approach to risk-analysis in investment projects. Let us summarize the correlation between these
three parts:

(i) Presentation of the South Korean policy for waste—this refers to the different programs and
advanced technologies which are presented in Korean waste management practice. The authors
show how Korean companies and legal organizations develop systems of waste management.

(ii) The story of the Samsung Corporation is presented in case study format. The authors present
some successful examples of waste management decisions by the company, with both risks and
open questions, including how to successfully manage waste treatment projects in local and
global markets, and how to install advance technologies within a cost-leadership strategy.

(iii) The authors discuss four primary reasons justifying the use of multicriterial (MCA) methods in
waste management practice; they are mentioned in Section 3.

Thus, our proposed method allows us to use multidimensional and specific information for the
process of making comprehensive economic and environmental (managerial) decisions in a market
system. Moreover, our algorithm can be used to make long-term strategic decisions in the field of
investment risk management in environmental and economic systems.
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