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Among biological macromolecules, proteins hold prominent roles in a vast array
of physiological and pathological processes. The protein sequence-structure-function
paradigm establishes that the amino acid sequence governs the structure that in turn
determines the function [1]. Thus, the knowledge of the 3D structure of a protein, along
with the possible conformational transitions occurring upon interaction with diverse
ligands, are essential to fully comprehend its biological function.

Apart from globular well folded proteins, during the past years intrinsically disor-
dered proteins (IDPs) have attracted a lot of attention. IDPs present a general tendency to
aggregate and may form toxic amyloid fibers and oligomers associated with many human
pathologies [2–4]. Intensive studies have been lately devoted to structural characteriza-
tions of aggregates formed by IDPs, along with the search for novel techniques to easily
perform such analyses. Interestingly, IDPs are also known to often undergo a disorder
to order switch following binding to their targets that generates specific outcomes in a
cellular context.

Peptides, which are characterized by a smaller size than proteins, represent key
elements of cells as well. Peptides can even find diagnostic and therapeutic applications,
for instance working as tumor markers [5]. In the drug discovery field, the structural
features of bioactive peptides are employed to design potential novel drugs acting as
selective modulators of specific receptors or enzymes. Nevertheless, synthetic peptides
reproducing different protein fragments have frequently served as model systems in folding
studies relying on structural investigations in water and/or other environments.

This Special Issue comprehends contributions (i.e., seven original research articles and
five reviews) on the above-described topics and, in detail, it includes structural studies on
globular folded proteins, IDPs and bioactive peptides. These works were conducted by
utilizing different experimental (including solution, solid states and high-pressure NMR
and mass spectrometry) and/or computational approaches (mainly molecular dynamics
simulations and bioinformatic tools).

A broad range of structural biology topics are covered by the Special Issue as summa-
rized below.

Proteins under biological conditions unfold and refold several times in vivo showing
a marginal structural stability. A detailed molecular-level knowledge not only of the native
but also of the diverse non-native conformational states, which are accessible to a protein
in solution (i.e., its denatured state ensemble (DSE)), is necessary to fully comprehend its
function. Several investigations employed short peptides as models to obtain the canonical
features of the DSE [6]. Short peptides are advantageous within this context as, being too
short to assume a compact fold, they can sample unfolded states under folding conditions.
Different peptide structural studies showed the strong tendency for the polyproline II
(PPII) backbone conformation, which consequently could be a dominant component of
the DSE [6]. Another structural model for the DSE is represented by the protein coil
library that was built up from the segments of protein structure in the Protein Data Bank
(PDB) that are located outside the α-helix and β-strand domains. Overall, coil libraries
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exhibit structural trends that are in good agreement with the results from peptide structural
studies underlying a high preference for PPII that can be also linked to the amino acid
type. In order to assess structural preferences in unfolded states under non-denaturing
conditions, IDPs can also be employed as an additional experimental model system. An
interesting review by Steven T. Whitten and collaborators critically analyzes spectroscopic
and calorimetric works on short peptides, structures in the protein coil library and sequence
and temperature-based investigations of IDP hydrodynamic sizes; they demonstrate how
the three model systems used for describing unfolded proteins under folding conditions
deliver a consistent structural and energetic view of the DSE [6]. Results from analyses
of the three model systems (i.e., peptides, the coil library and IDPs) highlight that the
structural and energetic features of the DSE at normal temperatures can be predicted by
a PPII-dominant ensemble. At cold temperatures, the DSE can undergo a transition in
population toward the α-helix backbone conformation as revealed by the analyses of both
peptides and IDPs.

The Special Issue further includes interesting reviews describing structural and func-
tional features of different proteins. Leonardo L. Fruttero and collaborators focus on
intrinsically disordered polypeptides from plant ureases (i.e., Jaburetox and Soyuretox).
Jaburetox represents a recombinant peptide derived from the jack bean (Canavalia ensiformis)
urease that possesses entomotoxic and antimicrobial functions [7]. NMR studies point
out that Jaburetox possess only low amounts of secondary structure and behaves as an
IDP. Nevertheless, Jaburetox can undergo a disorder to order transition after binding lipid
membranes. Soyuretox is another IDP homologous to Jaburetox and it is derived from the
soybean (Glycine max) ubiquitous urease. Compared to Jaburetox, Soyuretox contains a
higher secondary structure content but preserves similar entomotoxic and fungitoxic prop-
erties. Due to the positive toxicity profile, both peptides find biotechnological applications
and have in fact been already used to generate transgenic crops giving rise to plants active
against insects and nematodes [7].

Nicholas J. Bradshaw and collaborators focus, instead, on the TRIOBP (TRIO and
F-actin Binding Protein) isoforms and describe within their review the proteins struc-
tural characteristics along with their function in actin stabilization and the relationship to
pathological conditions (deafness, mental illness and cancer) [8]. In detail, the TRIOBP
gene encodes multiple proteins, TRIOBP-1 represents principally a structured protein
that interacts with F-actin and avoids its depolymerization. TRIOBP-1 has been linked to
schizophrenia, as it can give rise to protein aggregates in the brain. TRIOBP-4 is, on the
other hand, a completely disordered protein and a few of its mutations are related to severe
or profound hearing loss. TRIOBP-1 and TRIOBP-4 have both been related to cancer [8].

Another interesting review by Christian Roumestand and collaborators is centered
on High-Pressure (HP)-NMR. The authors summarize recent advances of HP-NMR and
describe how this technique can be employed to characterize, at a quasi-atomic resolution,
the protein folding energy landscape [9]. Globular proteins can be perturbed in several
ways and high-hydrostatic pressure represents an alternative destabilizing method. At
difference from heat or chemical denaturant, which generate a uniform protein destabiliza-
tion, pressure produces local effects on protein regions or domains provided with internal
voids. HP-NMR spectroscopy allows one to follow the structural transitions occurring
upon unfolding and to study the kinetic properties of the process [9].

Beat H. Meier, Anja Böckmann and collaborators describe within their review the
lessons learned from studies on two ATPases (the bacterial DnaB helicase from Helicobacter
pylori and the multidrug ATP binding cassette (ABC) transporter BmrA from Bacillus
subtilis) [10]. The authors report on NMR approaches that can be employed to examine
proteins binding to ATP-mimics. In order to reveal conformational and dynamic changes
occurring upon interaction with ATP-mimics, carbon-13, phosphorus-31 and vanadium-51
solid-state NMR spectra of the proteins or the bound molecules are shown.

The reported information can surely be relevant to researchers conducting studies on
other NTPases (Nucleoside TriPhosphatases) [10].
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An interesting research article by Michael O. Glocker and collaborators highlights how
mass spectrometry techniques have enlarged their horizons by becoming additional tools to
study intermolecular interactions [11]. In detail, the authors report on an original approach
relying on electrospray mass spectrometry (called ITEM-TWO (Intact Transition Epitope
Mapping-Thermodynamic Weak-force Order)) that requires only a small sample amount
and permits the simultaneous identification of epitopes (such as peptide segments that are
recognized by a certain antibody) and gas phase binding strengths for the antibody–epitope
peptide interactions [11].

In this pandemic era, most research efforts are centered on SARS-CoV-2 related studies.
Thus, a contribution to the field is also included in this Special Issue. Vladimir N. Uversky
and collaborators, by utilizing different bioinformatic tools, analyze amino acid sequences
of ACE2 (Angiotensin-converting enzyme 2) receptors from eighteen non-human species
and compare them with the human ACE2 sequence pointing out the degree of variabil-
ity [12]. Results indicate that many non-human species have, in the binding site of ACE2
receptor, similar amino acid types to humans letting speculate that the RBD (Receptor Bind-
ing Domain) of the SARS-CoV-2 Spike (S) protein could be involved in similar interactions
with ACE2 receptors from different species. Consequently, this detailed investigation of
the ACE2 protein let speculate that, indeed, interspecies SARS-CoV-2 transmission could
be quite possible and allows to formulate a possible transmission flow. Nevertheless, the
authors also examine the per-residue intrinsic disorder tendency of the ACE2 proteins
from several species pointing out a certain degree of similarity among disorder profiles
and highlighting regions where the most striking differences are evident [12].

Authors Alberto Perez and Lijun Lang report on the p53-MDM2 (Mouse Double
Minute 2 homolog) interaction, which is highly relevant in cancer research. In fact, p53
triggers programmed cell death when cells misbehave, while MDM2 downregulates p53
anticancer activity; inhibitors of the p53-MDM2 interaction thus possess anticancer po-
tentials [13]. The authors present, in their research article, a computational approach that
could result really useful for drug design. Nowadays computational tools such as virtual
screening techniques have to face a huge challenge when dealing with the binding of
flexible peptides that could fold following interaction to specific receptors [13]. The authors
in their research article investigate the binding of five peptides, including three intrinsically
disordered ones, to MDM2 with a Bayesian inference approach (MELDXMD (Modeling
Employing Limited Data Accelerated MD)). The method is able to capture the folding upon
binding mechanism, showing the most likely bound conformations and highlighting the
differences in the binding mechanisms [13].

Work by Rajni Verma, Jonathan M. Ellis and Katie R. Mitchell-Koch focuses instead
on molecular dynamics simulations of the enzyme YqhD. YqhD represents an E. coli
alcohol/aldehyde oxidoreductase that, beginning from a wide range of materials, is able to
generate relevant bio-renewable fuels and fine chemicals [14]. The computational work
sheds light on the conformational dynamics of the enzyme upon interaction with oxidized
and reduced NADP/H cofactor [14]. The study highlights how YqhD complexed with
NADP may fluctuate between open and closed conformations, while interaction with
NADPH induces a slower opening/closing dynamic of the cofactor-binding site. This
dynamical view let speculate that the frequent opening of the binding cleft is necessary to
favor release of NADP, while a more closed conformation is necessary to enhance NADPH
interaction along with aldehyde reductase activity [14]. This work clearly points out how
molecular dynamics simulations may provide access to structural details that could help
better understand how enzymes work.

In their research article, Richard P. Cheng and collaborators analyze, largely by us-
ing NMR analyses, cross-strand lateral ion-pairing interactions and their importance for
antiparallel β-sheet stability [15]. The authors provide interesting insights for the design
of functional peptides provided with lateral ion-pairing interactions across antiparallel-
strands. In detail, they perturbed the cross-strand lateral ion-pairing interactions in a
β-hairpin peptide by swapping the position of ammonium and carboxylate containing
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residues with different side-chain lengths [15]. Chemical shift data permit gaining the
fraction folded population and folding free energy. Results point out that, similarly to
the unswapped peptide, the most stabilizing cross-strand contacts occur between short
residues, although an increase in folded populations upon swapping is detected [15].

David A. Snyder and collaborators tells us about protein flexibility and its importance
for proper protein functioning by performing a comparative investigation of protein flexi-
bility captured by crystallographic B-factors, molecular dynamics and NMR studies [16].
This work highlights that NMR- structural ensembles present a pattern in the coordinate
uncertainties of backbone heavy atoms that also recurs in coordinate variances across MD
trajectories but not in crystallographic B-factors [16]. This evidence let speculate that either
MD trajectories and NMR structures are able to detect the motional behavior of peptide
bond units not contemplated by B-factors or could highlight a deficit linked to the force
fields employed in both NMR and MD calculations [16].

Finally, Gennaro Esposito and collaborators in their research article report on the
structure characterization of a nanobody by utilizing solution state NMR techniques cou-
pling to molecular modelling investigation [17]. Nanobodies derive from heavy chain-only
antibodies, which can be found in camelids, with their smaller molecular size and higher
stability represents an alternative to mAbs for therapeutic use. Two nanobodies, Nb23
and Nb24, are able to block similarly self-aggregation of highly amyloidogenic variants of
β2-microglobulin. The authors carried out a structural characterization of Nb23. The study
points out peculiar structural features of Nb23 with respect to Nb24, which could be linked
to diverse target antigen affinity [17].

In conclusion, this ensemble of studies clearly stresses how the knowledge of structural
features enables the understanding of the multifaceted roles of protein and highlights the
importance of flexible regions and disorder in dictating binding events and directing
protein functions under normal physiological and pathological conditions. Coupling
of experimental and computational work is always necessary to reach a complete and
detailed structural portrait of a protein in its isolate state and when it is bound to a ligand
(intended either as a small cofactor or a bigger peptide). Researchers are still eager to
develop better computational tools to keep into account proteins/peptide flexibility and to
predict interactions of proteins with large flexible systems, such as peptides, and in the next
few years much efforts will likely be devoted towards reaching this goal and optimizing
existing tools. Nevertheless, the reported studies also highlight the continuous search by
the scientific community for novel improved experimental techniques to a protein/peptide
structure, dynamics and interactions.

Given the variety of topics embraced by this Special Issue, a great interest from
researchers working in the protein/peptide structural biology field is expected.
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Abstract: Background: Nanobodies, or VHHs, are derived from heavy chain-only antibodies (hcAbs)
found in camelids. They overcome some of the inherent limitations of monoclonal antibodies (mAbs)
and derivatives thereof, due to their smaller molecular size and higher stability, and thus present
an alternative to mAbs for therapeutic use. Two nanobodies, Nb23 and Nb24, have been shown to
similarly inhibit the self-aggregation of very amyloidogenic variants of β2-microglobulin. Here, the
structure of Nb23 was modeled with the Chemical-Shift (CS)-Rosetta server using chemical shift
assignments from nuclear magnetic resonance (NMR) spectroscopy experiments, and used as prior
knowledge in PONDEROSA restrained modeling based on experimentally assessed internuclear
distances. Further validation was comparatively obtained with the results of molecular dynamics
trajectories calculated from the resulting best energy-minimized Nb23 conformers. Methods: 2D and
3D NMR spectroscopy experiments were carried out to determine the assignment of the backbone
and side chain hydrogen, nitrogen and carbon resonances to extract chemical shifts and interproton
separations for restrained modeling. Results: The solution structure of isolated Nb23 nanobody was
determined. Conclusions: The structural analysis indicated that isolated Nb23 has a dynamic CDR3
loop distributed over different orientations with respect to Nb24, which could determine differences
in target antigen affinity or complex lability.

Keywords: nanobody; protein structure; immunoglobulin domain; NMR

1. Introduction

Single-domain antibodies, or nanobodies, are derived from heavy-chain only antibod-
ies (HcAbs) found in camelids [1]. Essentially, they can be used for the same therapeutic
purposes as monoclonal antibodies (mAbs) and single-chain variable fragments (scFvs) but
with some advantages brought about by their inherent properties. For one, the small molec-
ular size of nanobodies (~15 kDa) facilitates penetrance to target sites, as nanobodies are
half as large as scFvs and five times smaller than human conventional antibodies [2]. This,
in combination with more extended loops of the complementarity determining regions
1 and 3 (CDR1 and CDR3), enables binding to a wider range of epitopes with different
shapes at sub-nanomolar affinity, potentially increasing the application of nanobodies as
drugs. The lack of a light chain in HcAbs also allows nanobodies to exist as a single domain
with less susceptibility to aggregation through hydrophobic interactions, as is the case
for scFvs [3–5]. Due to their small size and high similarity to the human immunoglob-
ulin variable domain, they provoke little to no immune response [5] which often makes
humanization unnecessary.

Amyloidogenic proteins have previously been targeted with nanobodies to inhibit
the course of amyloidogenesis [4]. Nanobodies have been shown to inhibit the formation
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of amyloid β (Aβ) fibrils formed in Alzheimer’s disease patients, and also to recognize
non-conventional epitopes on Aβ fibrils for diagnostic use [6], although the clinical trials
to validate antibody drugs have been unsuccessful so far.

Non-neurodegenerative amyloidoses may prove more amenable for nanobody treat-
ment. A paradigmatic amyloidogenic protein, β2-microglobulin (β2m), which is a compo-
nent of class I major histocompatibility complex (MHC-1), accumulates as amyloid deposits
in the joints of patients undergoing long-term haemodialysis [7]. The deposits contain some
30% of ∆N6β2m, the proteolytic variant of β2m devoid of the N-terminal hexapeptide, that
forms fibrils also by mild stirring at neutral pH [8]. This amyloidogenic propensity, much
stronger than the parent protein, was also observed with D76Nβ2m, a naturally occurring
variant of β2m that causes progressive bowel dysfunction and systemic amyloidosis, i.e.,
deposits in several vital organs [9].

Several nanobodies were raised against wild-type (WT) β2m and ∆N6β2m by immu-
nization of both a camel and a llama. Nb24, a camel-derived nanobody raised against WT
β2m has been shown to inhibit the self-aggregation of the very amyloidogenic ∆N6β2m
and D76Nβ2m variants in vitro and, indirectly, also in vivo, and the binding thermody-
namics and kinetics along with the epitope mapping of the D76Nβ2m-Nb24 complex were
characterized [10,11]. In this case, D76Nβ2m self-aggregation was inhibited despite the
fact that Nb24 was raised against the WT β2m. The crystal structure of Nb24 complexes
with ∆N6β2m (PDB ID 2X89) and P32Gβ2m (PDB ID 4KDT) are known [11,12] whereas no
structure is available for the isolated nanobody. Nb23, which is instead llama-derived and
raised against ∆N6β2m, inhibits self-aggregation of its raising antigen, but fails to inhibit
D76Nβ2m self-aggregation, despite it being raised against a very amyloidogenic variant of
β2m. In order to characterize the interaction of Nb23 with a target other than the original
antigen, structural information is crucial. In this study, the solution structure of Nb23 has
been determined using nuclear magnetic resonance (NMR) spectroscopy, as a first step
of a general project aimed at rationalizing the determinants of nanobody performance
with β2m variants. In particular, structure knowledge enables systematic analysis of the
conformational, thermodynamic, and kinetic properties of the binding to the β2m variants
in order to improve the affinity between nanobody and antigen or attenuate their complex
lability through rational design.

2. Results
2.1. Nb23 Sequence Inferences

The Nb23 construct characterized here consists of 136 amino acids, including an initial
methionine residue introduced as a start codon and therefore referred to as Met0, and
a (His)6 tag at the C-terminus of the protein for expression in E. coli and purification,
amounting to a molecular weight of 15.1 kDa. There are two cysteines at position 22 and 96
which form the disulfide bond between the two β-sheets of the expected immunoglobulin
domain. Nb23 and Nb24 are of equal lengths with 71% identity, and 75% positive identity.
This level of homology indicates structural and functional similarity [13]. The fact that the
main variation in sequences between Nb23 and Nb24 coincides with the CDRs (located
between residues 26–32, 52–57, and 100–116), together with a general consensus on the
typical structural similarity of the framework regions of immunoglobulin variable domains,
suggests that the frameworks of both nanobodies are similar.

2.2. NMR Spectroscopy Results and Chemical Shift Assignment Completeness

The 15N-1H HSQC spectrum of Nb23 is shown in Figure 1. The resonance spreading
already appears quite satisfactory, and TROSY pulse schemes further enabled the res-
olution of certain overlapping peaks in the regular 15N-1H HSQC. Apart from the two
prolines which lack amide protons and excluding Met0 and the (His)6 tag, amide connec-
tivity assignments are missing for Gln1, Arg27, Thr28, Ser63, and Ser105, which include
residues of the expectedly mobile CDR1 (Arg27 and Thr28) and CDR3 (Ser105) loops. The
occurrence of conformational mobility at intermediate rate on the chemical shift scale
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leading to signal broadening seems confirmed by the fact that neighboring residues in
CDR1 and CDR3 (Gly26 and Gly102) exhibit below-average intensities and by the 15N{1H}
NOE data, where residues in conformationally rigid regions show a close-to-average ratio
of peak intensity with and without hydrogen saturation (Figure 2). It is thus plausible
that an unfavorable conformational exchange rate in the CDR regions could affect the
detectability of some signal in 15N-1H HSQC and TROSY spectra. On the other hand, the
unassigned peaks other than sidechain resonances that were observed in the 15N-1H HSQC
or TROSY maps—namely three cross-peaks highlighted by blue boxes and letter labels in
Figure 1—were addressed, but no conclusion could be achieved through the correlation
patterns of the 3D triple resonance experiments acquired for backbone assignment, sug-
gesting again that some slow conformational exchange occurring over the ms-to-µs time
scale accelerates relaxation, thereby hindering the propagation of the coherence transfer
pathway. The extent of population transfer from 15N{1H} NOE data (Figure 2) enables,
however, a tentative assignment. The negative heteronuclear NOE of boxed peak (a) is
very likely to arise from Gln1. The close-to-average NOE value of boxed peak (c) could be
consistent with the mobility expected at Ser63. Finally, the NOE value observed for boxed
peak (b) suggests a possible attribution to Thr28, given the similar NOE value measured
at Phe29. This dipolar-coupling-based assignment leaves only Arg27 (CDR1) and Ser105
(CDR3) without observable 15N-1H connectivity signal that, in turn, corresponds to the
signature of a conformational exchange process at the start of CDR1 and CDR3.

Typical TROSY-based 3D triple resonance spectra [14,15] (see Section 4) were used to
assign the backbone and sidechain atoms. The sidechain assignment was arduous especially
for residues with very long sidechains, due to the relaxation attenuation ensuing from
many magnetization transfers combined with the relatively low sample concentrations,
leading to noisy data with reduced intensity. The low sample concentrations were in turn
due to poor protein solubility, at least for the particular sample conditions used here, and
concentrations were further reduced by the subsequent protein precipitation occurring
during the data acquisition.

The aromatic sidechain hydrogen atoms of Tyr, Phe, and Trp residues were assigned
using the 2D experiments correlating the Hδ and Hε to the Cβ (2D CBHD and CBHE [16])
with samples in 100% D2O. The corresponding aromatic carbons were identified in the
13C-1H HSQC. Due to extensive overlap of the aromatic carbon atoms in the spectra, only
32% of them could be assigned unambiguously.

The total percentages of chemical shifts assigned are reported in Table 1. Excluding
Met0, the (His)6 tag and two Pro residues, the backbone assignments (Cα, C’, HN, N and
Hα) were 95% complete, the sidechain residue assignments (including Cβ and Hβ) were
67% complete, and the aromatic residue assignments were 50% complete. Overall, the
chemical shift assignment was achieved to an extent of 77%. The majority of the unassigned
chemical shifts for both backbone and sidechain belong to residues of the CDR1 and CDR3
regions, which are expectedly less rigid than the remaining structure, thereby leading to
inherently poor frequency spreading and/or broad line widths when unfavorable mobility
rates are also involved. The completeness limits of the aromatic residue assignment could
instead be totally ascribed to extensive resonance degeneracy from high mobility, for
which characterization was mostly ambiguous and hence peaks unassignable, especially
for carbons.
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Figure 1. The 15N−1H HSQC of Nb23 from a freshly prepared sample (247 µM in 19.5 mM bis-Tris and 21 mM NaCl). The
good signal−to−noise of the spectrum allowed the application of a squared sine−bell shifted by π/6 to achieve complete
resolution. Excluding Met0 and the C−terminal (His)6 tag used for expression, five N−H connectivities could not be
assigned (Gln1, Arg27, Thr28, Ser63, and Ser105). Only the three blue-boxed connectivities, labeled a, b, and c, out of
those that were observed, could not be attributed through scalar correlation. A tentative assignment is proposed based
on heteronuclear NOE (see main text). The central area highlighted with a box has been enlarged for better visualization
(lower panel) to limit the assignment annotation crowding given the high density of peaks. The Asn and Gln sidechain
carboxyamide pairs could be connected from the slow exchange cross−peak of 2D 1H−1H NOESY, which also enabled the
identification in a few cases from intra−residue NOE. The pairs are connected with blue dashed lines and the assigned ones
are marked with an asterisk. The dispersion of peaks indicates a well−structured protein. The remaining peaks without
labels belong to sidechain NHs, i.e., Arg, His, and Trp.
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Figure 2. 15N{1H} NOE values, with I/I0 ratios representing the individual amide signal intensity with and without
hydrogen saturation. The horizontal dotted line marks the average ratio value. Ratios below the average line indicate
regions of mobility in the protein. The main regions of flexibility correspond to the supposed CDR1 (positions 26−31),
a supposed loop between positions 42 and 45, and the supposed initial part of the CDR3 (positions 102−106). Residues
with no bar correspond to either prolines (Pr041 and Pro88) or residues which were missing NH assignment. Based on the
NOE values obtained for peaks (a), (b), and (c), that did not show scalar correlation in 3D spectra (Figure 1), a tentative
assignment is proposed, respectively Gln1, Thr28, and Ser63, as indicated by the positions of the red bars.

Table 1. Chemical shift assignment completeness.

Total 1H 13C 15N

Backbone 95% 96% 94% 96%

Sidechain 67% 73% 69% 0%

Aromatic 50% 68% 32% 0%

Overall 77% 80% 75% 71%

2.3. Secondary Structure Content Assessment

An assessment of secondary structure content was made by looking at the difference
of the deviations from random conformation chemical shifts of the assigned Cα and Cβ
resonances (∆δ13Cα − ∆δ13Cβ) [17]. To identify secondary structure elements using the
individual carbon resonances, the chemical shifts are compared to the random coil chemical
shift of the corresponding residue. A difference larger than ±0.7 ppm from the random coil
chemical shift for several consecutive residues indicates the presence of secondary structure
elements. Four consecutive downfield shifted Cα resonances beyond the 0.7 ppm threshold
with respect to the random coil shift indicate α-helical structure, while three consecutive
upfield shifted resonances in a row indicate β-strand presence. The opposite is true for Cβ
resonances (downfield shift indicates β-strand, upfield shift indicates α-helix) [18]. The
difference between the ∆δ13Cα and ∆δ13Cβ eliminates any possible chemical shift reference
error on the individual deviations, with a positive ∆δ13Cα − ∆δ13Cβ difference indicating
α-helix and a negative difference indicating β-strand. Here, a cumulative approach to
identify secondary structure elements from the ∆δ13Cα− ∆δ13Cβ difference was employed
by using an error threshold derived from the individual ± 0.7 ppm deviations of ∆δ13Cα
and ∆δ13Cβ, i.e.,

√

(0.72 + 0.72) ∼= 1 ppm. The results are illustrated in Figure 3, with the
expected secondary structure elements highlighted in the figure. Overall, nine β-segments
could be identified, a number consistent with the typical β-strand content of a canonical
immunoglobulin variable domain, with a percentage of residues involved in β-strands of
49.6%. In comparison, Nb24 has a β-strand content of 50.4% when bound to antigen [11].
One possible α-helical tract was identified in the supposed CDR3 loop between residues
107 and 109.
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Figure 3. The chemical shift indexing analysis (CSI), computed by taking the difference between the experimentally deter-
mined Cα chemical shifts and the Cα random coil chemical shift (∆δ13Cα) minus the difference between the experimentally
determined Cβ chemical shift and the Cβ random coil chemical shift (∆δ13Cβ). Three negative ∆δ13Cα − ∆δ13Cβ values in
a row indicate the presence of β-strand. A cumulative threshold error based on the individual ∆δ deviations of ±0.7 ppm,
i.e.,

√

(0.72 + 0.72) ∼= 1 ppm, was used as a threshold to include only significantly varying consecutive negative values.
Residues predicted to be in β−strands are highlighted in green in the graph. The chemical shift differences of Cys22
and Cys96 (highlighted by green hatched bars) deviate because of upfield shifts induced by aromatic sidechains. As a
consequence, especially for the Cβ chemical shifts, typical values of the reduced cysteines were observed despite the
presence of the disulfide bridge with the associated β structure content. Control CD spectra of oxidized and reduced Nb23
are reported in Supplementary Materials to illustrate the issue, showing that Cys22 and Cys96 form a disulfide bridge.
Yellow blocks indicate the position of residues that were estimated to be in β−strands by TALOS-N.

For an alternative assessment of secondary structure content, TALOS-N [19] was also
used to infer ϕ and ψ torsion angles of Nb23 sequence from its backbone and Cβ chemical
shift assignments. Torsion angles are in turn characteristic for certain types of secondary
structures. The secondary structure content obtained by TALOS-N assessment is also
illustrated in Figure 3. Here β-strand content was also 50.4% (as for Nb24), marking a
difference with the chemical shift indexing analysis.

Circular dichroism (CD) data collected for Nb23 and uploaded to the Beta Structure
Selection (BeStSel) server, a CD data analysis server especially useful for identification
of β structures [20], show that Nb23 is mainly composed of antiparallel β-strands with
different twists. No α-helical segments were identified. The overall β-strand content of
the structure was 55.2%, which is slightly exceeding the content from the chemical shift
indexing and TALOS-N estimations. This is not surprising as BeStSel assessment also
includes relaxed β-strands. The results from the BeStSel analysis can be found in the
Supplementary Materials.

2.4. Constraints and Nb23 Structure Calculation

Given the lack of assignment for a number of Nb23 sidechain resonances, an alternative
strategy was employed to collect necessary constraints for restrained modeling. The CS-
Rosetta server was used to provide a model for Nb23 in order to facilitate the search for
experimental constraints. CS-Rosetta uses chemical-shift-constrained homology modeling
to outline a 3D protein structure, based on the prediction of backbone and side-chain
dihedral angles from the amino-acid sequence and the analogy of the experimental chemical
shifts with those of a characterized model ensemble derived from PDB and BMRB [21]. The
CS-Rosetta run generated 40,000 models of Nb23. The Cα-Root Mean Square Deviation
(Cα-RMSD) was calculated for all of the models with respect to the lowest energy structure,
yielding an averaged Cα-RMSD of 1.53 ± 0.99 Å for the ten best structures, calculated over
the fragments 1–102, 117–122. Residues 103–116, coinciding with the tentative location
of CDR3 loop, were considered as a flexible region. The CS-Rosetta run was deemed as
successful as it achieved a Cα-RMSD below 2 Å for non-flexible regions for the ten lowest
energy structures and the run converged towards a single structure.
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The average β-structure content of the CS-Rosetta models was 49.2%, comparable
to the β-structure content of TALOS-N and CD. The β-strand positions also coincided
well with the TALOS-N β-strand positions except between residues 57 and 60, where
β-secondary structure was consistently absent in the models.

Given the good agreement between the TALOS-N estimates, CD spectroscopy results,
and the CS-Rosetta models regarding the β-secondary structure content, as well as the
satisfactory Cα-RMSD for the ten best structures, the CS-Rosetta models were deemed as
representative of Nb23 for the residues 1–102 and 117–122, and used as prior knowledge
for NOE-constraint identification. The conformation of the CDR3 (residues ~101–116) was
however not defined for the CS-Rosetta models and was not used for the same purpose.

A 3D 15N-1H NOESY HSQC spectrum, and aliphatic and aromatic 3D 13C-1H NOESY
HSQC spectra, were acquired in order to extract NOE constraints for structure determi-
nation. Complementary 2D 1H-1H NOESY spectra were also acquired using unlabeled
protein samples. Besides the attribution difficulties deriving from the missing sidechain
assignments, the NOE identification was also hampered by resonance overlap and critical
signal-to-noise ratio due to progressive decrease of protein concentration. The total number
of NOE constraints extracted from the spectra using automated and manual assignments,
handled by means of the software PONDEROSA [22,23], with prior knowledge from CS-
Rosetta models was limited (619), first because of the lack of extensive assignment for the
aliphatic and aromatic sidechains, and second because of selection of only unequivocal
correlations. This apparently “minimalist” approach was adopted because the structural
restraining was already based on the experimentally constrained models of CS-Rosetta,
that included 734 chemical shift values constraining 353 dihedral angles. Nonetheless,
very characteristic NOE patterns for β-secondary structure types [24] concerning backbone
atoms were identified for most residues expected to be found in β-strands as per the chem-
ical shift indexing analysis. Hydrogen bonded amides were also identified by recording
a 15N-1H HSQC spectrum one week after transferring the protein to D2O. This allowed
for identification of slowly exchanging amide protons which are involved in secondary
structure formation or are otherwise hydrogen bonded [25]. In that spectrum, the backbone
NHs of 18 residues were characterized as slowly exchanging, all of which were expected to
occur in secondary structure elements as per the chemical shift indexing analysis. The cor-
responding H-bonds were thus added as distance restraints (the relative list is reported in
Supplementary Materials, Table S1). The 20 best NOE-restrained structures were validated
with the tools of the PDB Validation Service [26–28] (see Supplementary Materials) and
subjected to energy minimization as described in the Materials and Methods section. The
ensemble of the ten lowest energy and most similar structures was retained. The relative
validation report can be found in the Supplementary Materials.

A summary of the structural features and violations of the CS-Rosetta ensemble, the
20 NOE-restrained structures, and the ten NOE-restrained energy-minimized ensemble is
shown in Table 2.

Table 2. Summary of features and violations for the CS-Rosetta ensemble, the NOE-restrained
ensemble, and final NOE-restrained and energy minimized ensemble.

Nb23 CS-Rosetta (10 Structures)

Clashes

van der Waals clashes 8 (0.8 clashes/structure)

Average clash 0.48 ± 0.05 Å

Ramachandran plot distribution

Residues in favored regions 97%

Residues in allowed regions 2%
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Table 2. Cont.

Nb23 CS-Rosetta (10 Structures)

Outliers 1%

χ outliers per structure 0.1

Cα-RMSD 1–129 w.r.t. lowest energy structure * 3.442 ± 2.212 Å

Cα-RMSD 1–102, 117–122 w.r.t. lowest energy structure * 1.531 ± 0.994 Å

Nb23 NOE-Restrained (20 Structures)

Distance Constraints

Short-range 417

Medium-range 16

Long-range 186

Hydrogen bonds 18

Total 637

Violations

Distance constraint violations 115 (5.75 violations/structure)

Short-range 4

Medium-range 6

Long-range 76

Hydrogen bonds 29

Average violation 1.13 ± 0.61 Å

Clashes

van der Waals clashes 189 (9.45 clashes/structure)

Average clash 0.48 ± 0.08 Å

Ramachandran Plot Distribution

Residues in favored regions 93%

Residues in allowed regions 6%

Outliers 1%

χ outliers per structure 2.45

Cα-RMSD 1–129 w.r.t. least violation structure 1.98 ± 0.68 Å

Cα-RMSD 3–100, 118–128 [Å] w.r.t least violation structure 1.70 ± 0.68 Å

Nb23 NOE-Restrained Energy-Minimized (10 Structures)

Clashes

van der Waals clashes 0

Ramachandran Plot Distribution

Residues in favored regions 96%

Residues in allowed regions 4%

Outliers 0%

χ outliers per structure 0.6

Cα-RMSD 1–129 w.r.t least violation structure * 1.57 ± 0.32 Å

Cα-RMSD 3–100, 118–128 w.r.t least violation structure * 1.23 ± 0.30 Å

* The pariwise Cα-RMSD for the respective ensembles, as well as the pairwise Cα-RMSD
between the CS-Rosetta ensemble and the final NOE-restrained and energy minimized
ensemble, are reported in Table S2 in the Supplementary Materials.
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2.5. Nb23 Structural Features

The ten best Nb23 structures from energy minimization were deposited in the PDB
(PDB ID 7EH3) and will be henceforth referred to as NOE-restrained best cluster. The first
structure of the NOE-restrained best cluster is shown in Figure 4. The dispersion of the
structures within this cluster was assessed by Cα-RMSD. The averaged Cα-RMSD with
respect to the best structure was 1.57 ± 0.32 Å. Excluding the CDR3 (residues 101–117),
which is expectedly more mobile and is the most variable part of immunoglobulin domains,
and residues 1, 2, and 129, the Cα-RMSD was instead 1.23 ± 0.30 Å, highlighting the
extent of the CDR3 contribution. An overlay of the backbone of the NOE-restrained
best cluster is shown in Figure 5a. The corresponding β-structure content detailed in
Table 3 for each element of the cluster can be compared to the experimental data from
the ∆δ13Cα − ∆δ13Cβ chemical shift indexing analysis and the TALOS-N assessment
of secondary structure content shown in Figure 3. The superposition of the CS-Rosetta
ensemble displayed in Figure 5b highlights the much larger dispersion of the CDR3 region
with respect to the NOE-restrained best cluster. A visualization of the positions of the
β-strands is shown in Figure 5c. The averageβ-structure content of the NOE-restrained best
cluster is 40.9%, which is lower with respect to the CSI and TALOS-N estimations. Structure
3 (43.4% β-structure content) and Structure 8 especially (46.5% β-structure content) exhibit
better and very similar overlap with the CSI, TALOS-N and CS-Rosetta models, while the
remaining conformers of the ensemble have a more lacking β-structure content to the one
inferred from the CSI and TALOS-N. It is possible that proper β-structure did not appear in
the fragments highlighted in Figure 4 due to the relatively low number of constraints found
for Nb23. Given that both the β-strand content scores from CSI, TALOS-N and CS-Rosetta
modeling indicate higher values, in analogy with the evidence from CD, the β-structure
content of the NOE-restrained best cluster may be underestimated. However, the absence
of inter-strand NOEs, especially at the edges of the sheets, concerning primarily backbone
residues, also suggests the occurrence of loose geometry in solution, as observed with
isolated immunoglobulin motifs in solution [8,10].

Figure 4. The best Nb23 structure from energy minimization of the NOE-restrained PONDEROSA
C/S models. The structure is the lowest energy conformer of the NOE-restrained best cluster
deposited in PDB (7EH3). It has the general features of a variable immunoglobulin domain, with the
characteristic extended CDR3 of nanobodies which for Nb23 shields the solvent-exposed hydrophobic
sidechains of Phe37, Phe47, Ile51, and Trp119. The β-strand content in the NOE-restrained best cluster
is under-represented with respect to the analogous content of the CS-Rosetta structure ensemble. The
red color highlights the location of the fragments extended but devoid of regular β-structure. Table 3
shows the positions of the β-strands for each structure of the NOE-restrained best cluster.
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Figure 5. (a) An overlay of the Nb23 backbone of the NOE-restrained best cluster. The Cα−RMSD with respect to the best
structure was 1.57 ± 0.32 Å, with substantial conformational dispersion localized in the CDR3 (highlighted in red). By
excluding the CDR3 and residues 1, 2, and 129 from the alignment, the Cα−RMSD was 1.23 ± 0.30 Å. (b) An overlay of the
Nb23 backbone of the CS−Rosetta ensemble. The Cα−RMSD with respect to the lowest energy structure was 3.42 ± 2.12.
By excluding the CDR3 (highlighted in blue), the Cα-RMSD was 1.53 ± 0.99 Å, calculated over the fragments 1−102,
117−122. The conformational dispersion at the CDR3 is much more pronounced than the spread of the corresponding
region in the NOE-restrained best cluster. (c) A visualization of the positions of the β−strands, lettered in white or grey.
The only whole strand missing (C”) is highlighted in red, and protein terminals in black.

Table 3. β-structure content of the calculated Nb23 structures.

β-Strand A A * B C C’ C” D E F G G *

Structure 1 3–7 - 17–25 32–39 46–51 - 69–73 77–84 92–100 - 123–125

Structure 2 3–7 - 17–25 32–39 46–51 - 69–73 77–84 92–100 117–119 -

Structure 3 3–7 - 17–25 32–39 46–51 - 69–73 77–84 92–100 117–119 123–125

Structure 4 3–7 - 17–25 32–39 46–51 - 69–73 77–84 93–100 - -

Structure 5 3–7 - 17–25 32–38 46–51 - 69–73 77–84 93–99 - -

Structure 6 3–7 - 17–25 32–39 46–52 - 69–73 77–84 93–100 117–119 -

Structure 7 3–7 - 17–25 32–39 46–51 - 69–73 77–84 93–101 117–119 -

Structure 8 3–7 - 17–26 32–39 46–51 59–61 69–73 77–84 92–100 117–119 123–125

Structure 9 3–7 - 17–25 32–39 46–51 - 69–73 77–84 93–100 117–119 -

Structure
10 3–7 - 17–25 32–39 46–51 - 69–73 77–84 93–100 117–119 -

* The A and G strands are composed of two separate β-segments as per the CSI and TALOS-N analyses. A dash (-) indicates the absence of
a particular segment in the corresponding NOE-based Nb23 structures.

A different assessment of this scenario may come from an evaluation of the structural
data that were obtained by CS-Rosetta or NOE-restrained and energy minimization model-
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ing, based on the recently proposed ANSURR method [29]. According to this validation
approach, the accuracy of an NMR structure cannot be inferred from the spread of the
final conformation ensemble, which reflects only the precision of the determination. The
structural dispersion must be coupled to the correlation between the CSI and the flex-
ibility of the molecule, as scored by software suites that exploit prior knowledge from
data banks and/or neural networks. The ANSURR evaluation tested on decoys and real
structures shows an interesting diversification between prevalently helical proteins and
prevalently β proteins, with the former exhibiting a much higher flexibility-CSI correlation
score than RMSD score, and the latter showing the opposite, i.e., a higher RMSD score
than flexibility-CSI correlation. The ANSURR evaluation of the CS-ROSETTA ensemble
appears to feature somehow the characteristics of the prevalently β-structured proteins,
with average correlation and RMSD average scores of 24 ± 15 and 89 ± 11. Conversely,
the NOE-restrained energy-minimized models exhibit unsatisfactory average correlation
and RMSD scores of 9 ± 6 and 12 ± 6. A graphical presentation of the ANSURR results is
reported in Supplementary Materials (Figure S3). The close Cα-RMSD values of the CS-
Rosetta ensemble (1.53 ± 0.99 Å) and the NOE-restrained best cluster (1.57 ± 0.32 Å) seem
to conflict with the RMSD scores of ANSURR that appear satisfactorily high, as expected
for β-rich proteins, only with the CS-Rosetta ensemble. Also, the CSI-flexibility correlation
score shows an appreciable difference between the CS-Rosetta and the NOE-restrained en-
sembles. Given the identity of the sequence and the associated chemical shift list, with the
consequent flexibility estimates, the difference of CSI-flexibility correlation of the ANSURR
assessments must be related to the different β-structure content of the two ensembles,
namely the small deviations from regular geometry of the NOE-restrained ensemble shown
in Figure 4 that prevent classification as β-structure and therefore conflict with local CSI.
Even with a modest CSI-flexibility correlation score and a structural dispersion equivalent
to that of the NOE-restrained best cluster, the CS-Rosetta cluster reaches the typically large
RMSD score of the β-rich proteins.

No helical segments were identified from the ∆∆δ13Cα − ∆∆δ13Cβ chemical shift
indexing analysis, although TALOS-N predicted four helical segments. Four of the NOE-
restrained minimized structures have a right-handed helical fragment between residues
29 and 31. This fragment coincides with the putative CDR1 loop, and the recurrent three-
residue helix in the structures could be an indication of a 310-helical segment, which has a
characteristic three-residue turn. The carbonyl oxygen of Thr28 (i) seems to face the HN
of Ser31 (i + 3) at an average distance of 2.4 Å. The remaining structures have a helically-
shaped loop at the same location; however, no secondary structure element came out for
those structures. A similar helical segment is formed in eight of the ten structures of the
NOE-restrained best cluster, between residues 62 and 64, with the carbonyl oxygen of Thr61
facing the HN of Val64. There is also a three-residue helix tract, i.e., a helical turn, where the
carbonyl oxygen of Lys87 (i) seems to face the HN of Asp90 (i + 3) at an average distance of
2.1 Å, the residues completing a full turn. This is possibly also a 310-helix. One segment in
helical conformation is present in all of the NOE-restrained best cluster structures, in the
supposed CDR3 loop, from position 107 to 111 (107–109 for one structure). This segment is
in right-handed α-helix conformation, where the carbonyl oxygen of Thr107 (i) faces the
HN of Thr111 (i + 4), at an average distance of 2.4 Å. The residues complete a full turn
consistent with an α-helical segment. Another segment in helical conformation can be
found in five of the structures between positions 113 and 115. This segment shows that
the carbonyl oxygen of Arg112 (i) faces the HN of Asn115 (i + 3) at an average distance of
2.1 Å, i.e., a geometry that is consistent with a 310-helix.

Figure 6 shows the orientation and surface of the CDR loops for the first structure
of the NOE-restrained best cluster. The orientation of the CDR3 is of particular interest,
given its length and the degree of mobility at the beginning of the loop evidenced by the
15N{1H} NOE analysis. Hence, several different orientations for the CDR3 were, in principle,
possible. This is also reflected in the CS-Rosetta-generated models, where the β-core of the
structure is very similar for each model while the CDR3 has a different conformation for
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each model. The CDR3 of the PONDEROSA-C/S energy-minimized structures included in
the cluster has instead a more consistent conformation, with limited variations in the CDR3
relative to the CS-Rosetta models (Figure 5a,b). Fundamental to the orientation of the
CDR3 in the NOE-restrained best cluster are the NOEs between Arg50 in β-strand C’ and
Tyr104 of the CDR3. This well detectable interaction in the NOE spectra suggests a possible
cation–π electrostatic interaction [30] between the Arg50 sidechain and the aromatic ring of
Tyr104, which would partially keep the loop in a more defined orientation. Interestingly,
position 104 of Nb24—the mentioned nanobody with similar binding properties to the
β2m mutants as Nb23—is occupied by a cysteine which forms a disulfide bond with Cys33
of the β-strand C, essentially freezing the loop in a rigid conformation in Nb24. Position 33
is structurally arranged to be adjacent to position 50. Therefore, the cation–π interaction of
Nb23 could vicariate the Cys33-Cys104 disulfide bridge of Nb24. One possible orientation
of the sidechains of Arg50 and Tyr104 in Nb23 is shown in Figure 7, where the Arg50
sidechain faces the aromatic ring making the cation–π interaction possible [30].

Figure 6. The CDRs of Nb23, with CDR1 in yellow, CDR2 in green, and CDR3 in salmon. The left
column shows the cartoon representation of Nb23 without any sidechains. The central column shows
the CDRs with sidechains (and only backbone for the β−core). The right column shows the surface of
the protein with the CDRs highlighted. The predominance of the CDR3 in the antigen−binding site is
evident, highlighting its importance in interacting with the antigen(s). Its orientation affects the size
and shape of the antigen-binding site for the unbound nanobody, although the flexibility in residues
102−106 suggests that the CDR3 conformation may change as the nanobody binds its antigen(s).
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Figure 7. The Tyr104 phenolic ring in the CDR3 and the Arg50 βCH2 in β−strand C” of Nb23
show proximity as per the assigned NOE constraints. This indicates the possible presence of a
guanidinium−π interaction, partially keeping the CDR3 in a defined orientation. The cartoon shows
one of the arrangements of the residues in the NOE−restrained best cluster.

2.6. Molecular Dynamics Simulations

The possible conformations for the CDR3 were investigated with molecular dynamics
(MD) simulations, starting from representative of the six different clusters including all the
best 18 energy-minimized structures from PONDEROSA C/S modeling. All simulations
show an initial increase of the RMSD from the first structure of the specific NOE-restrained
cluster, followed by rather stable equilibration at the value of about 2.5 Å (Figure 8a).
During the simulation, most of the structures fluctuate about an average conformation with
lower RMSD with respect to the initial structure, as witnessed by the much lower residue
root mean square fluctuations (RMSFs) on the superimposed residues (Figure 8b). Large
RMSF values are observed at loops and in the region 100–120 encompassing the CDR3.
This is observed in most simulations, although in one of the simulations the region 50–70 is
also showing large fluctuations.

Figure 8. (a) RMSD with respect to the lowest energy structure of the NOE−restrained clusters as a function of time of
the six MD simulations that were carried out starting from the minimized representative structures from the six clusters
of the NOE−restrained PONDEROSA C/S models of Nb23. Black trace = cluster 1 (11 members); red trace = cluster 2
(2 members); green trace = cluster 3 (2 members); blue trace = cluster 4 (1 member); orange trace = cluster 5 (1 member);
pale brown trace = cluster 6 (1 member). (b) RMSF in the same six MD simulations as in panel (a), as a function of the
residue number of Nb23. The color code of the traces is the same as in panel (a).

MD confirms the proximity of Arg50 and Tyr104 sidechains in all of the simulations
originating from the different clusters of PONDEROSA C/S energy-minimized conform-
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ers, with a geometry of either cation–π or π–stacking interaction in the snapshots of the
simulation concerning the NOE-restrained best cluster.

An interesting observation is that the simulations starting from different minimized
conformers of the PONDEROSA C/S clusters sample different regions of the conforma-
tional space, as can be seen by comparing the average RMSD at each residue for the
ensemble of MD snapshots from each pair of simulations and for the ensemble of the
pooled snapshots. An example is provided in Figure S4 with the pooling (dashed curve)
of two of the MD snapshot ensembles depicted in Figure 8B. The large increase in RMSD
upon pooling the two ensembles is indicative of large differences in the conformations
about which the two MD simulations are fluctuating (see Figure S4).

3. Discussion

Nb23 was raised against ∆N6β2m to inhibit its amyloid formation, and could poten-
tially be used for inhibiting fibril formation of other amyloidogenic β2m-variants. By using
typical TROSY 3D experiments for backbone and aliphatic sidechain assignments, and 2D
aromatic sidechain experiments for aromatic assignments, the chemical shifts of Nb23 were
assigned. These chemical shift assignments were used for chemical shift-based homology
modeling with CS-Rosetta giving a representative protein model as output. The model
was in turn used together with the chemical shifts for NOE-restrained structure calculation
supported by prior-knowledge of the structure. Relying on the experimental character of
this prior knowledge, the choice was deliberately made to include only the unambiguously
assigned NOEs to determine the solution structure of Nb23. Despite using what is con-
sidered a low number of NOE constraints (619) for structure determination—usually one
would need ten NOEs per residue and Nb23 has ~130 residues—the resulting structures
showed the general features of a single variable immunoglobulin domain and the general
features of a nanobody. This minimalist approach was employed because of extensive
signal overlap (especially for sidechains) making the unambiguous assignment not possible.
Unfortunately, the issue of ambiguity could not be addressed because the necessary im-
provements of signal-to-noise and resolution conflicted with (i) the solubility and stability
limits of Nb23 samples, which form precipitate in a matter of hours after dissolving the
protein, and (ii) the current difficulties of accessing higher magnetic field facilities. Strictly
speaking, the adopted minimalist approach is more rigorous than assigning NOEs, even
when they are ambiguous, and then minimizing the constraints violations by progressive
refinement with repeated trial-and-error calculations. When the spectral quality is not
sufficient to remove assignment incompleteness or/and ambiguity, managing to reach the
minimal restraint violation level with arbitrary release or retain of the internuclear distance
attribution may only improve the precision of the determination, but definitely not its
accuracy, as recently pointed out [29]. Thus, instead of relying on the number of NOE
constraints as a quality determinant, the structures restrained with only unambiguous
NOEs were evaluated on their similarities to the CS-Rosetta modelled ensemble, that was
anyway based on the experimental chemical shifts (CS-Rosetta modelling included more
than 700 chemical shift values constraining more than 350 dihedral angles).

The structures resulting from this protocol were subjected to energy minimization
to adjust energetically unfavored sidechain conformations and to reduce the number of
too-close contacts between adjacent atoms. A cluster of ten similar structures, deemed as
representative of the structure of nanobody Nb23, was deposited in the PDB. The overall
quality of this deposited ensemble was ranked to be far above average by the PDB valida-
tion server with respect to the deposited NMR structures (see Supplementary Materials).

The clustered structures were subjected to MD simulations to assess the conformational
space available to the CDR3. The CDR3 showed particularly high values in RMSF, conform-
ing that this functionally crucial region indeed could possibly have a range of conformations.

The deposited Nb23 structures (PDB ID 7EH3) have the main structural features
observed in nanobodies: a β-core structure, and an extended CDR3, both for shielding
solvent exposed hydrophobic sidechains (in particular Phe37, Phe47, Ile51, and Trp119)
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and for binding cryptic epitopes [1]. A comparative superposition of the solution structure
of free Nb23 and the Nb24 structure to explain their activity differences can be misleading
at the present stage. For Nb24, in fact, no structure of the free protein in solution is
available as of now, whereas the crystal structures of the complexes with β2m variants
were reported [11,12] to exhibit peculiar aspects that may be related to the crystalline
state [11] or to the specifically selected β2m variant [12].

Structural characterization is fundamental to uncover subtle conformational differ-
ences that lead to changes in thermodynamic and kinetic parameters for the complexation
of different nanobodies such as Nb23 and Nb24 with the β2m-mutants. In this respect,
the lack of some fragments of secondary structure elements in the β-core of Nb23 is not of
concern, because the departure from the canonical geometry amounts to small deviations
that are consistent with loose arrangements and absence of inter-strand NOEs, especially
at strand edges. This contributes to decreasing the number of employed NOE contacts,
barely half of the required minimum threshold of ten contacts per residue. It was reasoned
that the β-core of those immunoglobulin domains, so well represented in the PDB and
in literature, would be well evidenced by the convergence of the CS-Rosetta models that
guided the NOE search and could therefore determine a satisfactory result.

The impact of the ‘lacking’ β-strand content on the function of the nanobody should
not be of great relevance, considering that the paratope of the nanobodies and immunoglob-
ulin domains in general lies in the CDRs. Moreover, some loosening of the β-scaffold in
the solution structure of isolated immunoglobulin domains is not surprising [8,10]. Of
much more importance is instead the definition of the interactions that shape the CDR3
conformation, partially uncovered in this study. The structure and orientation of the CDR3
in Nb23 was found to both satisfy one of its principal tasks, i.e., shielding of conserved
hydrophobic residues in the isolated protein, and be similar to that of the best CS-Rosetta
model. In particular, Nb23 shows an interesting series of contacts between the sidechains of
Arg50 and Tyr104 which could reflect the occurrence of a cation–π electrostatic interaction
between the guanidinium and the phenolic ring. This interaction may vicariate for the
disulfide bridge of Cys33 and Cys104 that occurs in camel-derived nanobodies such as
Nb24. Besides the canonical disulfide linking the two β-sheets of immunoglobulins, camel-
derived VHH domains exhibit in fact an additional cystine in the CDR3 region, that of
course affects the local conformational options. Llama-derived VHH domains such as Nb23
do not possess this additional covalent constraint, but the occurrence of an energetically
non-labile interaction such as a cation–π electrostatic one could help to modulate more
precisely the available conformational repertoire. Importantly, the non-trivial character
of this interaction should not conflict with the mobility in other regions of the CDR3, as
suggested by the pattern of 15N{1H} NOE histogram (Figure 2) and the hypothesized
conformational exchange that prevents the observation of the Ser105 NH signal.

In conclusion, Nb23′s structure determination is a first characterization step that will
enable a more holistic assessment of its performance in inhibiting amyloidogenic β2m
variants, once the solution structure of the isolated Nb24 and those of the complexes of
both nanobodies with their antigens are also available. One possible outcome for this type
of comparison could be the rational design of new hybrid nanobodies that perform better
in fibril inhibition than the already existing ones.

4. Materials and Methods
4.1. Nb23 Expression and Labeling

Nb23 was previously obtained by immunization of a llama with a truncated version
of β2-microglobulin, ∆N6β2-m (a β2-m variant devoid of the first six residues), as reported
by Domanska et al. [11]. Nb23 was obtained uniformly doubly labeled with 13C and 15N
by growing the transgenic E. coli strain containing the expression vector previously de-
scribed [11] on 13C and 15N enriched medium. Expression and purification were performed
by ASLA Biotech AB (Riga, Latvia), that also provided the unlabeled Nb23. Nb23 consists
of 136 amino acids, including an initial Met introduced as a start codon for expression in
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E. coli, and a His6 tag at the C-terminus of the protein for purification purposes, amounting
to a molecular weight of 15.1 kDa.

4.2. Nb23 Sample Preparation, NMR Data Acquisition, and Peak Assignment

All the NMR spectra were collected at the NMR facility of the Core Technology Plat-
form at New York University Abu Dhabi on a 14 T Bruker Avance III spectrometer operating
at 600, 150, and 60 MHz for 1H, 13C, and 15N, respectively, with a triple resonance cry-
oprobe. The acquisition temperature was always set to 298.2 K. All samples for backbone
and sidechain assignment or homonuclear correlations were prepared at labeled or unla-
beled protein concentrations ranging from 190 to 291 µM in 95/5 H2O/D2O and 10 mM
phosphate buffer, pH 6.95, with or without NaCl (6.3–21 mM). Occasionally 19.5 mM bis-
Tris aqueous buffer was also used, always at pH 6.95. The samples for aromatic sidechain
assignment were prepared in D2O, at protein concentrations in the range 100–190 µM with
10 mM phosphate buffer, pH 6.98 (uncorrected pH-meter reading), without or with 20 mM
NaCl. Importantly, the heteronuclear fingerprint of the 15N-1H HSQC spectra overlapped
satisfactorily regardless of the mentioned buffer mixture. Protein concentrations were deter-
mined by UV absorption at 280 nm with an IMPLEN nanophotometer based on calculated
molar extinction coefficients of 30,495 for Nb23. The sample concentrations were unstable
over long time intervals. The initial concentration values invariably decreased by some
50% after 7–10 days as a consequence of protein precipitation. This proved detrimental for
the sensitivity of the collected data sets, especially the later acquired ones, that could not
be re-acquired due to labeled protein shortage.

A summary of the collected spectra with corresponding acquisition parameters is
shown in Table 4. Pure phase detection in t1 and t2 dimensions of 3D data sets were
obtained via gradient-based echo-antiecho selection and States-TPPI scheme [31–33]. The
States-TPPI scheme was also employed for homonuclear NOESY and TOCSY spectra,
whereas 2D heteronuclear spectra pure phase detection in t1 was obtained using echo-
antiecho selection. The solvent was typically suppressed with a flip-back pulse [34],
whereas in homonuclear spectra WATERGATE elements [35] applied in the excitation
sculpting mode [36] were employed.

All 3D matrices were acquired with non-uniform sampling schemes by collecting
10%–20% of the whole datasets and by reconstructing the matrices with the dedicated
routine of the Bruker Topspin 4.05 software [37]. The same software was used for processing
all of the spectra with standard processing routines.

The NMR data were analyzed using NMRFAM-SPARKY [38], including peak as-
signment which was performed in a semi-automated manner using NMRFAM-SPARKY
incorporated tools. The assignment list is available in BMRB, accession number 50808.
Table 1 lists the overall assignment percentages.

Table 4. List of the collected spectra for backbone and side-chain nuclei assignment of Nb23, with the corresponding
acquisition parameters. Experiments denoted with tr indicate the use of TROSY pulse schemes.

Spectrum
Time Domain
Dimensions

Transients (NS) Carrier (ppm)
Spectral Width

(ppm)
References

2D 15N-1H HSQC t2 (1H): 2048
t1 (15N): 128

8, 16 t2 (1H): 4.7
t1 (15N): 118

t2 (1H): 16
t1 (15N): 50

[39]

2D tr-15N-1H HSQC t2 (1H): 2048
t1 (15N): 80

16 t2 (1H): 4.7
t1 (15N): 118

t2 (1H): 16
t1 (15N): 50

[40]

3D tr-CBCANH
t3 (1H): 1024
t2 (15N): 50
t1 (13C): 128

576
t3 (1H): 4.7

t2 (15N): 118
t1 (13C): 43

t3 (1H): 14
t2 (15N): 50
t1 (13C): 80

[14,41]
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Table 4. Cont.

Spectrum
Time Domain
Dimensions

Transients (NS) Carrier (ppm)
Spectral Width

(ppm)
References

3D tr-CBCA(CO)NH
t3 (1H): 1024
t2 (15N): 50
t1 (13C): 128

96
t3 (1H): 4.7

t2 (15N): 118
t1 (13C): 43

t3 (1H): 14
t2 (15N): 50
t1 (13C): 80

[14,42]

3D tr-HNCA
t3 (1H): 1024
t2 (15N): 50
t1 (13C): 96

32
t3 (1H): 4.7

t2 (15N): 118
t1 (13C): 54

t3 (1H): 18
t2 (15N): 50
t1 (13C): 80

[15]

3D tr-CC(CO)NH
t3 (1H): 1024
t2 (15N): 50
t1 (13C): 128

256
t3 (1H): 4.7

t2 (15N): 118
t1 (13C): 43

t3 (1H): 14
t2 (15N): 50
t1 (13C): 80

[14,43]

3D tr-H(CCO)NH
t3 (1H): 1024
t2 (15N): 50
t1 (1H): 128

256
t3 (1H): 4.7

t2 (15N): 118
1H: 4.7

t3 (1H): 14
t2 (15N): 50

1H: 14
[14,43]

3D tr-HBHA(CO)NH
t3 (1H): 1024
t2 (15N): 50
t1 (1H): 128

96
t3 (1H): 4.7

t2 (15N): 118
t1 (1H): 4.7

t3 (1H): 14
t2 (15N): 50
t1 (1H): 8

[14,44]

3D tr-HNCO
t3 (1H): 1024
t2 (15N): 50
t1 (13C): 96

32
t3 (1H): 4.7

t2 (15N): 118
t1 (13C): 173.5

t3 (1H): 14
t2 (15N): 50
t1 (13C): 22

[15]

3D tr-HN(CA)CO
t3 (1H): 1024
t2 (15N): 50
t1 (13C): 96

96
t3 (1H): 4.7

t2 (15N): 118
t1 (13C): 173.5

t3 (1H): 14
t2 (15N): 50
t1 (13C): 22

[45]

2D 1H-1H TOCSY t2 (1H): 4096
t1 (1H): 768

192 t2 (1H): 4.7
t1 (1H): 4.7

t2 (1H): 14.4
t1 (1H): 14.4 [36,46,47]

3D 15N-1H NOESY
HSQC

t3 (1H): 1024
t2 (15N): 50
t1 (1H): 400

96
t3 (1H): 4.7

t2 (15N): 122
t1 (1H): 4.7

t3 (1H): 14
t2 (15N): 42
t1 (1H): 14

[31,39,48]

2D CBHD (D2O) t2 (1H): 2048
t1 (13C): 98

1024 t2 (1H): 4.7
t1 (13C): 36

t2 (1H): 16
t1 (13C): 28

[16]

2D CBHE (D2O) t2 (1H): 2048
t1 (13C): 98

1024 t2 (1H): 4.7
t1 (13C): 36

t2 (1H): 16
t1 (13C): 28

[16]

2D 1H-1H NOESY (D2O) t2 (1H): 4096
t1 (1H): 400

192 t2 (1H): 4.7
t1 (1H): 4.7

t2 (1H): 14.4
t1 (1H): 14.4

[36,46,49]

3D 13C-1H NOESY
HSQC aliphatic (D2O)

t3 (1H): 1024
t2 (13C): 80
t1 (1H): 160

96
t3 (1H): 4.7
t2 (13C): 43
t1 (1H): 4.7

t3 (1H): 14
t2 (13C): 80
t1 (1H): 14

[31,39,48]

3D 13C-1H NOESY
HSQC aromatic (D2O)

t3 (1H): 1024
t2 (13C): 80
t1 (1H): 160

96
t3 (1H): 4.7

t2 (13C): 105
t1 (1H): 4.7

t3 (1H): 14
t2 (13C): 80
t1 (1H): 14

[31,39,48]

2D 13C-1H HSQC t2 (1H): 1024
t1 (13C): 196

32 t2 (1H): 4.7
t1 (13C): 72

t2 (1H): 16
t1 (13C): 165

[39]

4.3. Restrained Modeling

The set of the experimentally determined backbone and Cβ chemical shifts were input
to run restrained MD modeling by means of the CS-ROSETTA server [19]. The chemi-
cal shifts represent experimental information that is employed to restrain the backbone
dihedral angles ϕ and ψ by means of a pseudopotential term that introduces an energy
penalty upon violation [19]. The same energy-penalty-driven approach was employed to
calculate the structure based on the inter-proton distances obtained from the 2D and 3D
NOESY spectra. The NOE-restrained structure determination was handled by means of the
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software suite PONDEROSA-C/S, using PONDEROSA-X refinement by which automated
database-assisted NOE assignment is done (AUDANA algorithm) [50]. Experimentally
determined chemical shift assignments for backbone, sidechain, and aromatic residues
were input to automatically assign the 3D 15N-1H NOESY HSQC spectrum, and aliphatic
and aromatic 3D 13C-1H NOESY HSQC spectra and calculate the structure as per the above
procedure. Automated NOE-assignments were manually checked to remove ambiguous
assignments and to add additional constraints. NOE intensities were considered only
qualitatively as strong, medium and weak, corresponding to upper limit distances of 0.25,
0.35 and 0.5 nm, respectively.

4.4. Energy Minimization

The best 20 structures from the PONDEROSA C/S modeling were energy minimized
first to remove the few (7.5 on average per each structure) bad contacts present, for 2000 min-
imization steps, using the steepest descent minimization algorithm. Since the solvent was
not present at this stage, the GBSA implicit solvent model was adopted as implemented
in the NAMD simulation software [51] according to the model by Onufriev, Bashford and
Case [52]. Energy minimization resulted in structures devoid of bad contacts (according
to the software Procheck [53]), except for two structures for which bad contacts persisted
even after lengthening the minimization to 10,000 steps. The latter two structures were
removed from the ensemble for MD simulations. At the same time, the ensemble of the
ten most similar structures after energy minimization was retained as representing the
NOE-restrained best cluster.

4.5. Molecular Dynamics Simulations

The best 18 structures resulting from energy minimization of the PONDEROSA C/S
modeling were clustered by the PDB validation server (URL: www.wwpdb.org, accessed
on 3 March 2021) into one 11-structure, two 2-structure and three 1-structure clusters.
The best structure from each cluster was selected and subjected to MD simulations. Six
MD simulations lasting 200 ns were performed using NAMD simulation software [51].
TIP3P water molecules (Jorgensen, 1983) and ions, to reach a 0.150 M ionic concentration,
were added using the solvate module of the program VMD [54]. The simulation box
was on average ca. 260,000 Å3 and the average number of atoms was 25,554. Molecular
interactions were described by amber99sb-ildn force field [55]. Protein atoms were placed
at the center of a cubic box at a minimum distance of 12 Å from the edge of the box. We
used Periodic Boundary Conditions set by the size of the box. The solvated systems were
energy minimized by 2000 steepest descent minimization steps. The equilibration phase
was performed by increasing gradually the temperature from 0 to 310 K in 100 ps followed
by further 900 ps. At this stage temperature was controlled by a simple velocity rescaling
procedure and pressure at 1 atm was controlled by a pressure Langevin piston [56,57],
with the period of 200.0 fs and decay constant of 100 fs. The time step was 1 fs, bonded
interactions were computed every 1 fs and non-bonded interactions every 2 fs. Finally, MD
simulation lasted 200 ns at constant pressure and temperature, the latter controlled through
Langevin dynamics with damping constant of 1 ps–1. Snapshots were collected every 1 ns
along the trajectory, giving a total of 200 snapshots which have been used in the analysis.

A total of 200 structures obtained from each MD simulation at 1ns time interval were
analyzed as an ensemble of structures. The RMSD from the initial energy minimized
structure was obtained by superimposing the backbone atoms of the residues structured in
beta sheet based on multiple alignment of annotated sequences, i.e., residues 3–7, 10–12,
18–27, 34–39, 46–51, 55–60, 68–73, 78–83, 92–98. The time evolution of RMSD during the
simulation was computed in the same way. From all pairwise snapshots superpositions,
the root mean square fluctuations (RMSFs) for the backbone atoms of each residue were
computed. The comparison between different simulations was performed by considering
the ensemble of structures from each simulation and the ensemble obtained joining the
two ensembles. A large increase in RMSF upon joining the two ensembles, compared
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to RMSFs observed in both ensembles, is indicative of local fluctuations about different
conformations, i.e., the two simulations are sampling a different conformational space.

Supplementary Materials: The following supplementary material is available online. Supplemen-
tary information (Validation, Energy minimization, Assignment and Structure data); Table S1: H-bond
list; Table S2: Pairwise RMSD; Figure S1: CD spectroscopy of Nb23 in H2O; Figure S2: CD spec-
troscopy of Nb23 in H2O with TCEP; Figure S3: ANSURR assessment for the CS-Rosetta and the
NOE-restrained best cluster; Figure S4: RMSF at each residue of Nb23 in the MD simulation.
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Abstract: Proteins are molecular machines requiring flexibility to function. Crystallographic B-factors
and Molecular Dynamics (MD) simulations both provide insights into protein flexibility on an atomic
scale. Nuclear Magnetic Resonance (NMR) lacks a universally accepted analog of the B-factor.
However, a lack of convergence in atomic coordinates in an NMR-based structure calculation also
suggests atomic mobility. This paper describes a pattern in the coordinate uncertainties of backbone
heavy atoms in NMR-derived structural “ensembles” first noted in the development of FindCore2
(previously called Expanded FindCore: DA Snyder, J Grullon, YJ Huang, R Tejero, GT Montelione,
Proteins: Structure, Function, and Bioinformatics 82 (S2), 219–230) and demonstrates that this pattern
exists in coordinate variances across MD trajectories but not in crystallographic B-factors. This either
suggests that MD trajectories and NMR “ensembles” capture motional behavior of peptide bond
units not captured by B-factors or indicates a deficiency common to force fields used in both NMR
and MD calculations.

Keywords: Friedman’s test; backbone atom coordinate variances and uncertainties; superimposition

1. Introduction

Large molecules and biomolecules can have a high degree of motional flexibility,
affecting their function [1]. Common sources of information about protein flexibility
and modes of motion include crystallographic B-factors [2], molecular dynamics (MD)
simulations [3], and Nuclear Magnetic Resonance (NMR) spectroscopy, including relaxation
measurements [4–7] and even chemical shift data [8,9].

Each of the above techniques for evaluating protein flexibility yields an incomplete
picture of protein dynamics in solution. Crystallographic B-factors are affected by packing
and other special features of the crystalline state [10]. In addition, many factors may reduce
the intensities of the “reflections” in a protein crystal’s X-ray diffraction pattern, and,
hence, elevated crystallographic B-factors that may not solely indicate macromolecular
flexibility [11]. The quality of MD simulations is dependent on the quality of the seed
structure and force field used, despite recent efforts applying MD simulations to NMR-
derived structures [12]. NMR relaxation experiments provide a critical source of data for
evaluating individual MD trajectories as well as the force fields and other methodological
details of MD simulations [13,14]. The combination of multiple assessments of protein
flexibility has proven particularly illuminating [15]. For example, the combination of
NMR-relaxation data with MD simulations yields a detailed picture of protein dynamics
and motional modes [16].

While lacking a universally accepted analog of the B-factor, the NMR-based structure
determination process itself provides insight into protein flexibility. Atoms in loop residues
and other flexible regions of a protein typically have fewer long-range “contacts” to atoms
in other residues. This paucity of contacts leads to both increased flexibility of loop
regions [17,18] as well as poor convergence for loop residue positions in NMR-based
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structure calculations [19–22], provided the structure refinement process does not lead
to inaccurate rather than imprecise coordinates [23]. Moreover, the primary source of
structural restraints in NMR-based structure calculations are NOESY (Nuclear Overhauser
Effect Spectroscopy) experiments. Fast motions reduce NOEs while intermediate time
scale motion causes line broadening that can interfere with the identification of NOESY
cross-peaks. Thus, NMR yields a paucity of restraints for particularly flexible regions
of a protein leading to poor convergence in NMR-based structure determination, and
coordinate uncertainties in an NMR-derived “ensemble” of structures [24]. While, strictly
speaking, such coordinate uncertainties measure the local reproducibility of the NMR-
based structural determination process, coordinate uncertainties across NMR ensembles
are highly correlated to coordinate variances across MD trajectories [25].

While they can provide key insights into protein flexibility and dynamics, evaluation
of uncertainties in protein structure coordinates inferred from NMR data is a non-trivial and
non-physical process. Typically, NMR-based structure calculations generate multiple (typi-
cally 10–40) models [22]. Such collections of structural models are called “ensembles”. Al-
though NMR ensemble generation can effect Boltzmann sampling [19–21], generally NMR
ensembles, including those analyzed in this study, are not actually Boltzmann ensembles.

Calculation of coordinate variances requires the superimposition of NMR ensembles.
However, inclusion of poorly converged coordinates can bias the superimposition process,
reducing the applicability of the resulting coordinate variances [26,27]. Limiting the calcu-
lation of an optimal superimposition to a core atom set, determined in a superimposition
independent manner using either circular variances of backbone dihedral angles [28] or
an interatomic variance matrix [27,29], ensures calculation of optimal superimpositions
and, hence, of appropriate coordinate uncertainties. Alternatively, assumptions concerning
the distribution of coordinate variances can lead to model-based superimposition methods
such as THESEUS, which assumes a multivariate Gaussian distribution of coordinate
uncertainties [30,31].

Identification of a core atom set is a critical step in solving two distinct, albeit related,
problems. Not only does identification of a core atom set an important step in calculating
coordinate uncertainties via superimposition, but such a core atom or residue sets also
convey in which regions the NMR-based structure calculation process has converged [22].
Since these two problems are different, their optimal solutions may differ slightly. For
example, application of the FindCore method, which identifies core atom sets for use
in assessing the precision of NMR ensembles, to the distinct, albeit related problem of
identifying well-converged core atom sets for CASP10 [32,33], required extension of the
FindCore method into an approach known as Expanded FindCore [22].

Software used in the CASP10 competition also required any residue with core atoms
to have all backbone heavy atoms in the core. The process of modifying Expanded Find-
Core to meet this requirement revealed carbonyl oxygens from otherwise well-defined
residues whose positions were poorly defined in NMR-based structural calculations. Given
the relation between coordinate uncertainties in NMR-derived structures and physical
flexibility as described above, this discovery raised questions about the high uncertainties
(relative to other backbone heavy atoms in the same residue) of those carbonyl oxygens.
How common are these relatively uncertain carbonyl oxygens and is this high relative
uncertainty an artifact of the NMR-based structure determination process or is it indicative
of a pattern in backbone atom flexibilities?

Addressing these questions requires a comparison of NMR ensembles with comple-
mentary structural information, such as that obtained from crystallographic data, as well
as with MD trajectories that provide insight into protein flexibility. Protein structures
obtained by the North East Structure Genomics (NESG; http://www.nesg.org/ accessed
on 31 December 2020) consortium facilitated this analysis. The NESG performed crystal-
lization and HSQC (Heteronuclear Single Quantum Coherence Spectroscopy) screening in
parallel for robustly expressed protein targets resulted in more than 40 NMR/X-ray crystal
structural pairs [34,35].
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The analysis presented here demonstrates the persistence of a pattern in coordinate
variances across structural “ensembles” obtained using multiple force fields, superimposi-
tion techniques, and sampling schemes (i.e., restrained, simulated annealing and similar
schemes in NMR structural refinement vs. the unrestrained constant temperature approach
used in MD). This persistent pattern does not necessarily occur in Crystallographic B-
factors of backbone heavy atoms. That the relatively high uncertainty of carbonyl oxygens
persists, in almost all MD trajectories simulated in this study, indicates that the relatively
high uncertainty of carbonyl oxygens is not solely an artifact of NMR-based structural
determination. The pattern in backbone heavy atom coordinate uncertainties reflects ei-
ther a physical reality of peptide bond motion not evident in crystallographic data or a
shortcoming common to multiple force fields. If the latter explanation is true, the analysis
presented here underscores that further improvements in force field parameterization are
necessary for better prediction and calculation of a protein structure and dynamics.

2. Results and Discussion

Figure 1 illustrates how coordinate uncertainty in NMR-derived “ensembles” (panel
B) tracks coordinate variance in MD simulations (e.g., at 300 K in panel D). The position
of the carbonyl oxygen atom in residue 42 varies both across structural models in the
NMR ensemble and over MD trajectories (panels C and D), and this oxygen atom is
splayed more than the carbonyl carbon to which it is attached in panels B–D. However,
the crystallographic B-factor for this carbonyl oxygen (22.15) is not particularly high nor
is it much larger than that of the carbonyl carbon (21.83). Meanwhile, on the opposite
side of that peptide bond’s plane, the amide nitrogen from residue 43 is relatively well
superimposed in the NMR ensemble and MD trajectory. The motion of the peptide plane
appears to pivot around the amide nitrogen and proton. However, in the crystallographic
structure, the B-factor (21.47) is barely lower than that of the carbonyl atoms.

 

Figure 1. Backbone traces of residues 41–43 from Q8ZRJ2. (A) Crystallographic structure (PDB ID
2ES9) colored by a B-factor with blue being low, green being moderate, and red being high. Residue
numbers shown in this panel reflect residue numbers in all panels. (B) FindCore superimposition of
NMR ensemble (PDB ID 2JN8). This superimposition was calculated using a core atom set drawn
from all heavy atoms (using all deposited models in the FindCore calculation) and not merely the
residues shown. THESEUS superimposition, calculated from the entire MD trajectory using all heavy
atoms, of MD trajectories simulated using the AMBER force field, showing snapshots 100 and 1000, at
(C) 100 K and (D) 300 K. In panels (B–D), carbonyl oxygens are red, amide nitrogens are blue, carbons
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are green, and amide hydrogens are white. Note the splaying in the carbonyl oxygens in panels
(B–D) and the relatively well superimposed amide nitrogens in panels (B) and (D). Even in panel (C),
amide nitrogens are better superimposed than carbonyl oxygens. In general, peptide planes appear
to pivot with the amide protons and/or amide nitrogens being relatively immobile with the carbonyl
oxygens at the opposite end of the peptide plane being relatively mobile. This pattern is not apparent
in the B-factors depicted in panel (A).

Application of Friedman’s test [36] to coordinate uncertainties (Figure 2, first two
columns), ranked from lowest to highest on a per-residue basis, of NMR structures, yielded
results that confirmed what was observed in the development of the Expanded Findcore
method [22]. For almost all NMR ensembles considered, whether superimposed using
FindCore or THESEUS, the average rank of the carbonyl oxygen (O) atoms was higher
than the average ranks of the amide nitrogen (N), Cα, and carbonyl carbon (C’) atoms. In
many structures, the average rank of C’ and N atoms was lower than the average rank of
the Cα atoms. Average ranks (averaged on a per-structure basis) of backbone heavy atoms
in THESEUS superimposed MD trajectories (Figure 2, third column) were also higher for O
atoms and lower for C’ and N atoms. When analyzing crystallographic B-factors, however,
average ranks did not generally vary much with the atom type (Figure 2, fourth column).

α

α

α

α

Figure 2. Distribution of average ranks of coordinate uncertainties, variances, and B-factors of
backbone heavy atoms. As described in the main text, atoms in each residue are ranked by (A–D)
coordinate uncertainty of FindCore superimposed NMR ensembles, (E–H) THESEUS superimposed
NMR structures, coordinate variances of (I–L) THESEUS superimposed MD trajectories and (M–P)
B-factors. For each structure, an average rank is calculated for each backbone heavy atom type:
(first row) amide N, (second row) Cα, (third row) carbonyl C, and (fourth row) carbonyl O. For
superimposed NMR ensembles (columns one and two) and MD trajectories (column three), a clear
pattern is visible: average ranks for amide nitrogen atoms and carbonyl carbon atoms are often lower
than average ranks for Cα atoms. The average ranks for carbonyl oxygen atoms are usually higher.
When backbone heavy atoms are ranked by a B-factor, however, the average ranks for all backbone
heavy atoms typically are between 2–3. The average ranks plotted in this figure are tabulated in
Tables S2–S5, Supplementary Materials.

Multiple comparisons subsequent to Friedman’s test (Figure 3) indicated that, for NMR
ensembles and MD trajectories, the coordinate uncertainties and, respectively, variances (as
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ranked on a per-residue basis) for O atoms were significantly higher than the coordinate
uncertainties or variances for N and C’ atoms in almost all ensembles or trajectories
explored. In many superimposed NMR ensembles, coordinate uncertainties for O atoms
were also significantly higher than coordinate uncertainties for Cα atoms, and, in a few
superimposed NMR ensembles, coordinate uncertainties for Cα atoms were higher than
those for N and C’ atoms. In most superimposed MD trajectories, coordinate uncertainties
for O atoms were also significantly higher than coordinate uncertainties for Cα atoms, but
coordinate uncertainties for Cα atoms were not significantly higher than those for N and
C’ atoms. However, only a few crystal structures showed any significant differences in
coordinate uncertainties between atom types.

α
α

α α

Figure 3. Results of Friedman’s Test and subsequent multiple comparisons analysis. A bar, associated
with a comparison X < Y, that is n units high, indicates that, in n structures, the assessed measure
of coordinate variability is significantly lower for atom type X than for atom type Y. e.g., in panel
A, the bar associated with C < O being 39 units high indicates that in 39 NMR ensembles, the
coordinate uncertainties (calculated using FindCore superimpositions) for carbonyl carbons are
significantly less (according to Friedman’s test) than those for carbonyl oxygens. Mean ranks are
considered significantly different if they differ by more than three standard deviations. Assessed
measures of coordinate variability are (A) coordinate uncertainties in FindCore superimposed NMR
ensembles, (B) coordinate uncertainties in THESEUS superimposed NMR ensembles, (C) coordinate
uncertainties in THESEUS superimposed MD trajectories, and (D) crystallographic B-factors. Note
that, in almost all superimposed NMR ensembles (independent of superimposition method), as well
as in almost all THESEUS superimposed MD trajectories, amide nitrogen and carbonyl carbons have
significantly lower coordinate uncertainties than carbonyl oxygens. However, only a small number of
crystallographic structures have any significant results using the Friedman’s test to compare B-factors
of different atom types.

Unlike, in the case of superimposed NMR ensembles and MD trajectories, where the
coordinate uncertainties or variances of backbone heavy atoms in a residue had a tendency
to be lowest for N and C’ atoms and highest for O atoms, no such persistent pattern existed
for crystallographic B factors. On the other hand, the pattern in coordinate variances in
superimposed MD structures persisted across MD trajectories ran using different forcefields
(AMBER99SB vs. OPLS) as well as temperatures (100 K vs. room temperature) and did not
depend on whether the SeMET residues found in the crystal structures used to seed MD
calculations were replaced with MET residues or not.

That carbonyl oxygens possess a significant tendency to have higher coordinate vari-
ances in THESEUS superimposed MD ensembles, as well as having higher coordinate
uncertainties across FindCore superimposed NMR “ensembles” indicates the pattern of
coordinate uncertainties observed in NMR-derived structures is not solely an artifact of the
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superimposition method (THESEUS vs. FindCore), not a particular force field used (AM-
BER and OPLS in MD simulations, CNS [37,38], and XPLOR-NIH [39] in NMR refinement),
nor the particular characteristics of an NMR-based structural determination (e.g., a lack
of experimentally derived restraints on carbonyl oxygen atoms). The persistence of the
tendency for carbonyl oxygens to have higher coordinate variability between ensembles
explored via MD simulation and NMR-derived “ensembles”, which typically consist of
models resulting from replicated, simulated, annealing calculations, indicates that this
tendency is not solely an artifact of the structure sampling scheme used in NMR calcula-
tions. It may be the case that NMR structures not refined using CNS or XPLOR-NIH do
not generally have carbonyl oxygens with high relative coordinate uncertainties. The one
unrefined structure (1XPV) analyzed in this study did have carbonyl oxygens with high
relative coordinate uncertainties.

One possible explanation of the high relative carbonyl oxygen uncertainties in su-
perimposed NMR structures and variances in MD trajectories is that forcefields do not
adequately restrain the positions of carbonyl oxygens. Carbonyl oxygen atoms are known
to favorably interact with aromatic rings via n-π* interactions [40,41] and also participate in
hydrogen bonding, whose representation in classical forcefields is often deficient [42]. Hy-
drogen bonding is important in stabilizing the protein tertiary structure [43], and carbonyl
oxygen atoms in regions of a secondary structure typically participate in hydrogen bonds.

Figure 4 shows that carbonyl oxygen atoms with relatively high coordinate uncertain-
ties in NMR structures and with relatively high coordinate variances in MD trajectories
occur in carbonyl oxygen atoms participating in intramolecular hydrogen bonding as well
as those which are only hydrogen bonded to solvent. Nevertheless, some carbonyl oxygen
atoms in a secondary structure have relatively greater coordinate variances across MD
trajectories than in NMR structures. As NMR-based structure calculations typically involve
additional restraints on hydrogen bonding atoms (based on H/D exchange data and/or
secondary structure as established based on resonance assignments), it may be the case
that MD simulations could benefit from better representation of hydrogen bonding [42]
and other non-covalent interactions [41] in MD forcefields.

In addition to potentially inadequately representing quantum mechanical phenomena
such as hydrogen bonding and n-π* interactions, many force fields strongly penalize any
deviation of a peptide bond from planarity. In particular, requiring peptide bonds to
remain planar may cause more complex motions of the amide backbone to be represented
by simple rocking motions along an axis near the N–C bond axis but angled slightly
toward the Cα. This motional model, by placing carbonyl oxygens furthest from the axis of
motion (and Cα atoms second furthest), inappropriately represents them as being most
mobile. Deficiencies in representing hydrogen bonding in force fields [42] may also be
problematic when such deficiencies result in insufficient restraints on carbonyl oxygen
positions. Hydrogen bonds that are important in stabilizing protein tertiary structure [43],
may represent important restraints in a carbonyl oxygen position across MD trajectories
just as they are in NMR-based structural determination.

It is possible that the pattern of coordinate uncertainties and variances observed, re-
spectively, in superimposed NMR and MD ensembles actually represents internal motions
of peptide bond units in proteins in the solution state. Carbonyl oxygen atoms, branch-
ing off from the main polypeptide chain, may have enhanced thermal motion relative
to backbone atoms on the main chain. In fact, other atoms branching off from the main
chain, including Cβ atoms and even amide protons, tend to have significantly more co-
ordinate uncertainty in superimposed NMR ensembles and coordinate variance across
superimposed MD trajectories than amide nitrogen or carbonyl carbon atoms (Figures
S1–S4, Supplementary Materials). However, more crystallographic structures have signifi-
cantly higher Cβ B-factors, as compared to amide nitrogen B-factors by Friedman’s test,
than higher carbonyl oxygen B-factors as compared to amide nitrogen B-factors.
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Figure 4. F-scores comparing UniProt ID Q8ZRJ2 backbone heavy atom coordinate uncertainties
and variances. (A) The first model in the NMR “ensemble” 2JN8, (B) final snapshot of the MD
trajectory seeded with 2ES9 (replacing Se-MET residues with MET residues, ran at 300 K with the
AMBER 99SB forcefield), and (C) crystallographic structure, PDB ID 2ES9, each colored on a per
residue bases by the F-score described in the Materials and Methods section (Equation (1)). Red
indicates an F-score greater than 10 (relative uncertainty, variance, or B-factor of carbonyl oxygen
coordinates quite high), white an F-score equal to 1 and blue and F-score less than 0.1. Green
indicates residues for which the carbonyl oxygen coordinate uncertainty, variance, or B-factor for the
carbonyl oxygen was actually less than the uncertainty, variance, or B-factor for the corresponding
amide nitrogen. Dotted lines indicate hydrogen bonds: carbonyl oxygen atoms with high relative
coordinate uncertainties and variances occur in both a hydrogen-bonded secondary structure as
well as in loop regions. Some helical regions, likely endowed with extra restraints in the NMR-
based structure determination process, do have slightly fewer carbonyl oxygens with high relative
coordinate uncertainty as compared with the MD trajectory, illustrating the potential importance of
hydrogen bonding in “fixing” the position of carbonyl oxygen atoms with high relative coordinate
variances. By comparison, the crystallographic structure, PDB ID 2ES9, has relatively few carbonyl
oxygens with high relative B-factors as indicated by the relative dearth of red in panel (C).

It is often assumed that crystallographic B-factors correlate well with internal flex-
ibility. The absence of a persistent pattern in the B-factors for backbone atoms suggests
that any such pattern observed in MD trajectories and NMR “ensembles” is an artifact.
However, even in an ideal case where Crystallographic B-factors arise entirely from static
and dynamic disorder, these B-factors reflect protein dynamics in the crystalline state and
not in the solution state [44]. Moreover, previous studies have not only shown that NMR
coordinate uncertainties correlate well to coordination variances in MD trajectories but
also have demonstrated that crystallization has a “flattening” effect on protein flexibil-
ity [25]. Additionally, since Debye-Waller theory attributes any reduction in diffraction
pattern intensities relative to those expected given a static protein structure to localize
harmonic motion, other processes that reduce diffraction pattern intensities may result
in over-estimation or even under-estimation of protein flexibility [45]. Relatedly, values
obtained for B-factors are dependent on the refinement techniques used in interpreting
X-ray data [25].

Nevertheless, the patterns described in this paper as well as the relatively high correla-
tions between the statistical coordinate uncertainties derived from NMR and the putatively
physical coordinate variances across MD ensembles may very well indicate deficiencies
common to all force fields. Fully exploring the pervasiveness of the patterns described
in this paper necessitates MD simulations and analysis of NMR structures beyond the
systems studied here. However, the analysis presented in this paper identifies that coor-
dinate variances/uncertainties from at least some MD trajectories and NMR ensembles
have properties not found in B-factors. This divergence between B-factors and coordinate
variances potentially indicates that there remain critical concerns in force field development.
Future studies of MD trajectories will hopefully reveal which potentially inaccurate aspects
of force fields, such as the requirement that peptide bonds remain planar and inadequacies
in the representation of non-covalent interactions, such as hydrogen bonding as well as
solvent/protein interactions, need the most adjustment. Addressing such deficiencies in

35



Molecules 2021, 26, 1484

force field construction can result in better descriptions of protein structure and, hence,
facilitate the accurate prediction of protein dynamics, structure, and folding pathways.

3. Materials and Methods

The NMR and crystallographic structures analyzed in this study consisted of all (41)
NMR structures and all but one (40) crystallographic structure listed in the “community
resource” described by Everett et al. [35], which also outlines standardized methods
used by the NESG for solving crystallographic and NMR structures. All but one of the
NMR structures (1XPV) analyzed here were refined using CNS [37,38] and/or XPLOR-
NIH [39]. MD simulations were performed on a randomly selected set of 12 targets from the
community resource, using the conditions indicated in Table S1, Supplementary Materials.
Most simulations used the OPLS [46] forcefield, but several simulations were performed
with the AMBER99SB [47,48] forcefield as well.

MD simulations were initiated using crystallographic structures retrieved from the
Protein Data Bank (PDB, [49]) with the identifications (IDs) listed in Table S1, Supple-
mentary Materials. Simulations were prepared with Schrodinger’s Maestro GUI made
available as part of the Desmond [50] software package (which also ran MD simulations),
using Na+ or Cl− ions to achieve electrical neutrality and the TIP4PEW water model. In
order to avoid artifacts due to truncation of the simulated constructs and facilitate param-
eterization in AMBER99SB, the terminal amino acid residues present in the coordinate
sets obtained from the PDB were capped. Simulations ran for up to 36 ns (following
default relaxation/minimization protocols), with snapshots recorded every 14.4 ps (up
to 2500 snapshots). Re-parameterization of each simulation to use the AMBER99SB force
field was performed using Desmond’s Viparr utility. Most simulations were run at room
temperature (generally defined for each protein by the temperature at which NMR ex-
periments used to solve the protein’s structure were performed. For all proteins in this
study the temperature was very nearly 300 K in order to mimic the conditions in both the
NMR tube and during (room temperature) crystallization. Some simulations were also
performed at 100 K to mimic conditions obtained during cryo-cooled x-ray diffraction
experiments. Simulations were ran both with and without substituting methionine (MET)
for the seleno-methionine (SeMET) residues found in crystallographic structures. Dangling
ends of protein chains absent from the crystallographic coordinates deposited in the PDB
were not filled in computationally but rather were omitted from each simulation.

Initial parsing and visualization of each trajectory were performed using VMD [51].
A simple trajectory rescuer was used prior to initial parsing in VMD for simulations
that turned into hung processes. Reformatting was completed for the multi-structural
PDB file output from VMD into a multi-model format suitable for further analysis. THE-
SEUS [30] superimposed MD trajectories prior to a coordinate variance calculation and
the MATLAB [52] implementation of the FindCore Toolbox superimposed NMR ensem-
bles. Calculation of coordinate uncertainties (calculated as coordinate variances) from
FindCore superimposed NMR ensembles used the FindCore Toolbox and calculation of
coordinate uncertainties and variances from THESEUS superimposed NMR ensembles and
MD trajectories was also performed in MATLAB.

Friedman’s test [36] is a non-parametric analog of ANOVA with repeated measures
used here to compare whether coordinate uncertainties, variances, and B-factors are sig-
nificantly different for different atom types. Application of Friedman’s test proceeded as
follows. For each residue in each structure, backbone heavy atom coordinate uncertainties,
coordinate variances, or B-factors (depending on the analysis performed) were ranked
(from 1–4). For each structure, the resulting ranks were tabulated with columns (treat-
ments) corresponding to a heavy atom type (amide N, Cα, carbonyl carbon, and carbonyl
oxygen) and one row (block) for each residue, and the resulting table was subjected to
Friedman’s test, which compared column averages (average rank by heavy atom type,
averaged on a per-structure basis). MATLAB scripts tabulated B-factor and coordinate
variance/uncertainty data for analysis via Friedman’s test and subsequent multiple com-
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parisons, which were also performed in MATLAB. MATLAB was also used to calculate
an F-score measuring the relative uncertainties, variances, or B-factors of carbonyl oxygen
atoms in a given residue (Equation (1)):

F = (u(O)− u(N))2/(u(C′)− u(N))2, (1)

where u(.) denotes the coordinate uncertainty, variance, or B-factor of the given atom and O,
N, and C′ are the carbonyl oxygen, amide nitrogen, and carbonyl carbon atoms, respectively.’

Supplementary Materials: The following are available online: Table S1: Parameters/Input for MD
Simulations. Table S2: Average Ranks of Backbone Atom B-Factors for Crystallographic Structures.
Table S3: Average Ranks of Backbone Atom Coordinate Uncertainties for Theseus Superimposed
NMR “Ensembles”. Table S4: Average Ranks of Backbone Atom Coordinate Uncertainties for Find-
Core Superimposed NMR “Ensembles”. Table S5: MD Simulation Results. Table S6: Average Ranks
of N, C’, Cα, and Cβ B-Factors for Crystallographic Structures. Table S7: Average Ranks of N, C’, Cα,
and Cβ Coordinate Uncertainties for Theseus Superimposed NMR “Ensembles”. Table S8: Average
Ranks of N, C’, Cα, and Cβ Coordinate Uncertainties for FindCore Superimposed NMR “Ensembles”.
Table S9: Average Ranks of N, C’, Cα, and Cβ Coordinate Variances in Theseus Superimposed MD
Trajectories. Table S10: Average Ranks of N, C’, Cα, and H Coordinate Uncertainties for Theseus
Superimposed NMR “Ensembles”. Table S11: Average Ranks of N, C’, Cα, and H Coordinate Un-
certainties for FindCore Superimposed NMR “Ensembles”. Table S12: Average Ranks of N, C’, Cα,
and H Coordinate Variances in Theseus Superimposed MD Trajectories. Figure S1: Distribution of
average ranks of coordinate uncertainties, variances, and B-factors of N, Cα, carbonyl C, and Cβ
atoms. Figure S2: Results of Friedman’s Test and subsequent multiple comparisons analysis with Cβ
atoms. Figure S3: Distribution of average ranks of coordinate uncertainties, variances, and B-factors
of N, Cα, carbonyl C, and Cβ atoms. Figure S4: Results of Friedman’s Test and subsequent multiple
comparisons analysis with amide H atoms.
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Abstract: Cross-strand lateral ion-pairing interactions are important for antiparallel β-sheet stability.
Statistical studies suggested that swapping the position of cross-strand lateral residues should not
significantly affect the interaction. Herein, we swapped the position of ammonium- and carboxylate-
containing residues with different side-chain lengths in a cross-strand lateral ion-pairing interaction
in a β-hairpin. The peptides were analyzed by 2D-NMR. The fraction folded population and folding
free energy were derived from the chemical shift data. The ion-pairing interaction energy was
derived using double mutant cycle analysis. The general trends for the fraction folded population
and interaction energetics remained similar upon swapping the position of the interacting charged
residues. The most stabilizing cross-strand interactions were between short residues, similar to the
unswapped study. However, the fraction folded populations for most of the swapped peptides were
higher compared to the corresponding unswapped peptides. Furthermore, subtle differences in the
ion-pairing interaction energy upon swapping were observed, most likely due to the “unleveled”
relative positioning of the interacting residues created by the inherent right-handed twist of the
structure. These results should be useful for developing functional peptides that rely on lateral
ion-pairing interactions across antiparallel β-strands.

Keywords: ion-pairing interaction; side-chain length; charged amino acids; β-hairpin; peptide

1. Introduction

The β-sheet is an important protein secondary structure. About one-fourth of protein
residues adopt a β-sheet conformation in protein structures [1–3]. Furthermore, β-sheets
are also formed in amyloid fibrils involved in various diseases, including Alzheimer’s
disease [4,5], Huntington’s disease [6], and Parkinson’s disease [7,8]. Therefore, understand-
ing the folding energetics of β-sheets is scientifically important with potential therapeutic
applications [9,10].

The side-chains of the closest residues on adjacent strands are on the same face
of a β-sheet. This would enable cross strand lateral side-chain-side-chain interactions.
Statistical analysis showed that oppositely charged residues are frequently observed across
antiparallel β-sheets [11–13], suggesting that cross-strand interactions between oppositely
charged residues may be important for β-sheet stability. Accordingly, the energetics of
cross strand ion pairs have been measured in sheet-containing host systems, including
the protein G B1 domain [14,15], the zinc finger domain [16], and β-hairpins [11,17–23].
For the protein G B1 domain, a cross strand lateral Glu44-Lys53 ion-pairing interaction
increased the protein stability by 1.0 kcal/mol based on thermal denaturation studies [14].
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For the zinc finger domain, cross strand ion-pairing interactions involving Asp were more
stabilizing compared to those involving Glu based on competitive metal ion binding
studies [16]. In particular, cross strand Lys3-Asp10 and Arg3-Asp10 interactions stabilized
the system by 0.48 and 0.26 kcal/mol, respectively [16].

The effect of charged amino acid side-chain length on cross strand lateral ion-pairing in-
teraction was investigated in hairpin peptides [22,23]. The negatively charged carboxylate-
containing amino acids with different side-chain lengths were incorporated at the N-
terminal strand guest site (position 4), whereas the ammonium-containing amino acids
with different side-chain lengths were incorporated at the C-terminal strand guest site
(position 9) [22]. The results showed that length matching was necessary to form a stabiliz-
ing interaction, i.e., the side-chain length of the carboxylate- and ammonium-containing
residues were either both long or both short [22]. The long side-chains provided large
hydrophobic surfaces to interact with one another. Alternatively, the short side-chains paid
less side-chain entropic penalties to interact with one another.

Statistical analysis showed that cross strand lateral residue pairs in antiparallel β-
sheets are symmetric [24], meaning that swapping the position of a pair of cross strand
lateral residues (i.e., orientation) should not significantly affect the interaction. However,
two different experimental studies showed that swapping the positions of an amino
acid pair in antiparallel β-sheets changed the stability of the system [14,19]. For the
protein G B1 domain, the cross strand Phe44-Thr53 interaction stabilized the protein by
0.19 kcal/mol, but the Thr44-Phe53 interaction destabilized the protein by 0.36 kcal/mol
based on thermal denaturation studies [14]. In addition, the Ile44-Phe53 and Ile44-Thr53
interactions were non-identical compared to the corresponding swapped interactions,
with a change in overall thermal stability of the system [14]. Similarly, swapping the
oppositely charged residues in the cross strand Lys3-Glu12 ion pair in a hairpin peptide
altered the fraction folded population of the system based on NMR data [19]. As such, it
appears that the statistical studies and the experimental studies contradict one another.
Herein, we report the effect of lateral ion-pair interactions in a β-hairpin with the positively
charged ammonium-containing residue at the N-terminal strand guest site (position 4)
and negatively charged carboxylate-containing residue at the C-terminal strand guest site
(position 9), effectively swapping the positions of the oppositely charged residues in a
previous study [22].

2. Results
2.1. Peptide Design and Synthesis

The experimental HPTXaaZbb peptides were designed based on Gellman’s YKL pep-
tide [11,25,26] and hairpin peptides in our previous studies [3,22,23] (Figure 1a). The Tyr2
(in peptide YKL) was replaced with Thr [22] because the aromatic side-chain of Tyr may in-
teract diagonally with the residue at position 9 due to the right-handed twist [11,27,28]. An
acetyl group and a carboxamide group was incorporated at the N- and C-termini, respec-
tively, to remove the terminal charges, preventing unintended electrostatic interactions [17].
Non-hydrogen-bonded sites at positions 4 and 9 were chosen as guest sites [3,22,23], which
were near the center of the strands to avoid end fraying near the termini and excessive
folding near the turn [20,21]. Our previous study placed the negatively charged carboxylate-
containing residues at position 4 and the positively charged ammonium- (or guanidinium-)-
containing residues at position 9 [22,23]. To investigate the effect of charged amino acid side-
chain length upon swapping the position of the charged residues in the lateral cross strand
ion-pairing interaction, the positively charged ammonium-containing residues (Xaa = Lys,
Orn, Dab, Dap) and negatively charged carboxylate-containing residues (Zbb = Aad, Glu,
Asp) were incorporated at positions 4 and 9, respectively, to give the experimental HPTX-
aaZbb peptides (Figure 1b). The peptides were named with an “HPT” prefix, representing
hairpin peptide with Thr at position 2, followed by the positively charged Xaa residue at
position 4 and the negatively charged Zbb residue at position 9.
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Figure 1. Design of peptides to study the effect of charged amino acid side-chain length upon swap-
ping the charged amino acid positions in lateral ion-pairing interactions. (a) The chemical structure of
the experimental HPTXaaZbb peptides; (b) The sequences of the experimental HPTXaaZbb peptides,
the unfolded reference HPTUXaaZbb peptides, and the folded reference HPTFXaaZbb peptides.

The fully folded reference peptides and the fully unfolded reference peptides were
necessary to determine the fraction folded population of the experimental HPTXaaZbb
peptides [26]. For the fully folded reference peptides, cysteine residues were added to
both termini of the experimental HPTXaaZbb peptides to form intramolecular disulfide
bonds to give macrocyclic peptides to serve as the fully folded reference peptides HPT-
FXaaZbb [3,11,22,23,25,26]. For the fully unfolded reference peptides, the DPro6 in the
experimental HPTXaaZbb peptides was replaced with Pro to give the fully unfolded ref-
erence peptides HPTUXaaZbb [3,11,22,23,25,26], because Pro does not favor β-hairpin
structures [11,26].

The peptides were synthesized by solid-phase peptide synthesis using Fmoc-based
chemistry [29,30]. The disulfide bond in the folded reference HPTFXaaZbb peptides was
formed via charcoal mediated air oxidation [31]. All peptides were purified by reverse-
phase high-performance liquid chromatography (RP-HPLC) to higher than 95% purity and
confirmed by matrix-assisted laser desorption ionization time-of-flight mass spectrometry
(MALDI-TOF). Since the nuclear magnetic resonance (NMR) spectra (chemical shift and
line width) of analogous hairpin peptides did not change with concentration (20 µM to
10 mM) [3,11,12,32], the peptides in this study (2.0–15.4 mM) should not aggregate in
solution. Accordingly, the experimental data should reflect the intramolecular interactions
with minimal interference from intermolecular interactions.

2.2. β-Hairpin Structure Characterization by NMR

The peptides were analyzed by 1H–1H homonuclear two-dimensional solution NMR
spectroscopy, including double-quantum filtered-correlated spectroscopy (DQF-COSY) [33],
total correlation spectroscopy (TOCSY) [34], and rotating-frame nuclear Overhauser effect
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spectroscopy (ROESY) [35] at 298 K. Sequence-specific assignment of all peptides was
performed based on the TOCSY and ROESY spectra (Tables S1–S36) [36]. For a given Xaa4-
Zbb9 pair, the chemical shift dispersion of the peptides followed the trend HPTFXaaZbb
> HPTXaaZbb > HPTUXaaZbb (Tables S1–S36). Since the higher the fraction folded
population, the higher the chemical shift dispersion [37], this trend is consistent with
the intended designs of the peptides.

The β structure of the experimental and fully folded reference peptides was confirmed
by the chemical shift deviations of the Hα signals, the 3JHNα spin–spin coupling constants,
and the NOE cross-peaks. The Hα chemical shift deviation (∆δHα) is the difference
between the Hα signal for the residue of interest and the corresponding random coil
Hα signal [38]. In this study, the fully unfolded reference peptides were considered
to be random coil [11,22,23,26]. A positive ∆δHα value suggests an extended β-sheet
conformation [38,39]. The ∆δHα values of the residues Thr2 through Val5 and Orn8
through Leu11 for the experimental HPTXaaZbb peptides and the fully folded reference
HPTFXaaZbb peptides were positive (Figure 2, Figures S1 and S2), suggesting an extended
β-strand conformation for these residues. This is consistent with the intended design. In
general, the ∆δHα values for the residues in the strand regions (residues 2–5 and residues
8–11) of the fully folded reference peptides were more positive compared to those for the
corresponding experimental peptides (Figure 2, Figures S1 and S2), suggesting that the
fully folded reference peptides were more well folded than the corresponding experimental
peptides. The ∆δHα values of the terminal residues Arg1 and Gln12 for the experimental
peptides were near zero (Figure 2, Figures S1 and S2), most likely due to end fraying
effects [21]. The ∆δHα values for Gly7 were negative or mostly close to zero (Figure 2,
Figures S1 and S2), consistent with turn formation [12].
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Figure 2. The chemical shift deviation (∆δHα) for the residues in peptides HPTFLysGlu (a) and HPTLysGlu (b).

The DQF-COSY spectra were used to determine the 3JHNα spin–spin coupling con-
stants for each residue in the peptides (Tables S37–S45) [33,40]. The 3JHNα coupling
constants of the residues in the fully folded reference HPTFXaaZbb peptides showed
values higher than 7 Hz (Tables S43–S45), consistent with a β-hairpin structure [36,41].
The experimental HPTXaaZbb peptides also exhibited 3JHNα coupling constants higher
than 7 Hz, but slightly lower 3JHNα values compared to those for the fully folded reference
HPTFXaaZbb peptides (Tables S37–S39 and S43–S45). This suggested that the experimental
HPTXaaZbb peptides may not be as well folded as the fully folded reference HPTFXaaZbb
peptides. For the unfolded reference HPTUXaaZbb peptides, some residues exhibited
3JHNα values near or less than 7 Hz (Tables S40–S42), suggesting that these peptides may
not be as well folded as the experimental HPTXaaZbb peptides or the fully folded reference
HPTFXaaZbb peptides.

The NOE cross-peaks in the ROESY spectra included sequential, intra-residues,
medium-range, and long-range NOEs with a number of cross strand Hα–Hα, Hα–HN,
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HN–HN correlations (Figures S3–S50). All sequential Hα–HN NOE correlations in every
strand for all peptides were observed (Figures S39–S50), consistent with β-strand forma-
tion [42,43]. In addition, the lack of dαN(i, i + n) (n = 2,3,4) and dNN(i, i + n) (n = 1, 2)
patterns rules out the formation of other secondary structures (Figures S39–S50) [42,43].
A network of cross strand side-chain-side-chain NOEs between residues on the two β-
strands was observed for the experimental peptides HPTXaaZbb and fully folded reference
peptides HPTFXaaZbb (Figures S3−S38), consistent with β-hairpin formation for these
peptides. Long-range NOE cross-peaks between Thr2 and Xaa9 were observed for most
of the experimental HPTXaaZbb peptides and fully folded reference HPTFXaaZbb pep-
tides (Figures S3−S38), consistent with a right-handed twist [11,27,28]. The number of
cross-peaks in the ROESY spectra followed the general trend HPTFXaaZbb > HPTXaaZbb
> HPTUXaaZbb (Figures S3−S38), consistent with the intended fraction folded population
for our designs [3,22,23].

2.3. Fraction Folded Population and ∆Gfold

The fraction folded population and folding free energy (∆Gfold) of each residue on the
experimental peptides were derived from the Hα chemical shift deviation data (Figures S51
and S52). The residues close to the termini suffered from the end fraying effects [3,21–23].
The residues next to the turn were intrinsically highly folded due to proximity to the turn
residues. Therefore, the residues near the center of the strands (positions 2, 3, 9, 10) were
used to derive the fraction folded population and ∆Gfold for each peptide (Tables 1 and 2) [3,
11,20,22,23]. Both hydrogen-bonded sites (positions 3 and 10) and non-hydrogen-bonded
sites (positions 2 and 9) were included [3,11,20,22,23]. Since the fraction folded population
and the folding free energy showed the same trends (i.e., the more negative the folding
free energy, the higher the fraction folded population), further discussion will only focus
on the fraction folded data.

Table 1. The fraction folded population (%) for the HPTXaaZbb peptides 1.

Xaa4
Zbb9

Asp Glu Aad

Dap 63 ± 1 72 ± 3 35 ± 2
Dab 47 ± 5 45 ± 2 50 ± 1
Orn 46 ± 2 47 ± 2 57 ± 1
Lys 41 ± 2 44 ± 1 52 ± 2

1 Average value for residues 2, 3, 9, and 10.

Table 2. The folding free energy (∆Gfold, kcal/mol) for the HPTXaaZbb peptides 1.

Xaa4
Zbb9

Asp Glu Aad

Dap −0.30 ± 0.03 −0.57 ± 0.08 0.36 ± 0.04
Dab 0.08 ± 0.03 0.12 ± 0.04 0.00 ± 0.03
Orn 0.10 ± 0.04 0.08 ± 0.06 −0.17 ± 0.02
Lys 0.23 ± 0.04 0.14 ± 0.03 −0.05 ± 0.04

1 Average value for residues 2, 3, 9, and 10.

The fraction folded populations for the peptides were between 35% and 72%, and the
standard deviations were within 5% (Table 1). Peptides HPTDapAsp and HPTDapGlu,
containing the shortest positively charged residue Dap, exhibited exceptionally high frac-
tion folded populations. In particular, HPTDapGlu exhibited the highest fraction folded
population among all the HPTXaaZbb peptides. In contrast, HPTDapAad exhibited the
least fraction folded population.

The fraction folded population of the HPTXaaAsp peptides followed the trend HPTDa-
pAsp > HPTDabAsp ~ HPTOrnAsp > HPTLysAsp. Similarly, the fraction folded population

45



Molecules 2021, 26, 1346

of the HPTXaaGlu peptides followed the trend HPTDapGlu > HPTDabGlu ~ HPTOrnGlu ~
HPTLysGlu. However, the fraction folded population of the HPTXaaAad peptides followed
the trend HPTDapAad < HPTDabAad < HPTOrnAad > HPTLysAad. If one disregards
HPTDapAad and HPTDabAad, the fraction folded population of the HPTXaaZbb peptides
for a given negatively charged residue Zbb9 generally decreased upon increasing the
side-chain length of the positively charged residue Xaa4.

The fraction folded population of the HPTDapZbb peptides followed the trend HPT-
DapAsp < HPTDapGlu > HPTDapAad. The fraction folded population of the HPTDabZbb
peptides followed the trend HPTDabAsp ~ HPTDabGlu < HPTDabAad. Similarly, the
fraction folded population of the HPTOrnZbb peptides followed the trend HPTOrnAsp ~
HPTOrnGlu < HPTOrnAad. The fraction folded population of the HPTLysZbb peptides
followed the trend HPTLysAsp ~ HPTLysGlu < HPTLysAad. Again, if one disregards
HPTDapAad, the fraction folded population of the HPTXaaZbb peptides for a given posi-
tively charged residue Xaa4 generally increased with increasing side-chain length of the
negatively charged residue Zbb9.

2.4. Lateral Cross Strand Xaa-Zbb Interactions

Double mutant cycle analysis was performed to derive the interaction free energy
(∆Gint) for each lateral Xaa4-Zbb9 interaction (Table 3) [44,45]. For the reference peptides
with minimal cross strand interaction, Ala was incorporated at position 4, position 9, or
both positions 4 and 9 simultaneously because of the small side-chain of Ala [22,23,44]. The
difference in folding energetics between peptides HPTXaaZbb and HPTAlaAla [22] would
reflect the effect of simultaneously incorporating Xaa at position 4 and Zbb at position
9. This energy difference would include the effect of incorporating the Xaa residue and
Zbb residue individually at positions 4 and 9, respectively, and the interaction between
Xaa4 and Zbb9. Therefore, the effect of individually incorporating Xaa and Zbb would
need to be considered to derive the Xaa4-Zbb9 interaction energy. The difference in folding
energetics between peptides HPTXaaAla [3] and HPTAlaAla [22] would represent the
effect of only incorporating Xaa at position 4. Similarly, the difference in folding energetics
between peptides HPTAlaZbb [3] and HPTAlaAla [22] would represent the effect of only
incorporating Zbb at position 9. The Xaa4-Zbb9 interaction energy (∆Gint) was determined
from the folding energetics for the peptides HPTXaaZbb, HPTXaaAla [3], HPTAlaZbb [3],
and HPTAlaAla [22] using Equation (7) (Table 3).

Table 3. The Xaa4-Zbb9 ion-pairing interaction energy (∆Gint, kcal/mol) 1.

Xaa4
Zbb9

Asp Glu Aad

Dap −1.09 ± 0.05 −1.10 ± 0.07 −0.07 ± 0.06
Dab −0.54 ± 0.05 −0.23 ± 0.08 −0.27 ± 0.05
Orn −0.40 ± 0.05 −0.17 ± 0.12 −0.32 ± 0.05
Lys −0.24 ± 0.06 −0.13 ± 0.12 2 −0.17 ± 0.11

1 Average value for residues 2, 3, 9, and 10. 2 Average value for residues 2, 3, and 10.

All of the cross strand lateral Xaa4-Zbb9 ion-pairing interactions were apparently
stabilizing (Table 3). For the HPTXaaAsp peptides, the Xaa4-Asp9 interaction energy
followed the trend Dap < Dab < Orn < Lys. Similarly, for the HPTXaaGlu peptides, the Xaa4-
Glu9 interaction energy followed the trend Dap < Dab ~ Orn ~ Lys. For the HPTXaaAad
peptides, the Xaa4-Aad9 interaction energy followed the trend Dap > Dab ~ Orn < Lys. If
one disregards the Dap4-Aad9 interaction, the Xaa4-Zbb9 interaction generally becomes
more stabilizing with decreasing Xaa4 side-chain length for a given Zbb9. Interestingly, the
Dap4-Asp9 and Dap4-Glu9 interactions were the most stabilizing, providing more than
1 kcal/mol stabilization (Table 3). In contrast, the Dap4-Aad9 interaction provided the
least stabilization, being essentially nonexistent. This showed that interaction between
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oppositely charged residues with short side-chains form stabilizing lateral cross strand
ion-pairing interactions.

3. Discussion

The effect of side-chain length on lateral cross strand ion-pairing interactions between
ammonium- and carboxylate-containing amino acids upon swapping the position of the
charged amino acids was investigated. The fraction folded population for the HPTXaaZbb
peptides was between 35% and 72% (Table 1). The extensive range of fraction folded
population of the HPTXaaZbb peptides can be rationalized by the individual effects of the
side-chain length of the ammonium- and carboxylate-containing at positions 4 and 9 on
the hairpin formation, respectively, and the lateral cross strand Xaa4-Zbb9 interaction. In
general, the fraction folded population of the HPTXaaZbb peptides for a given positively
charged residue Xaa4 increased with increasing side-chain length of the negatively charged
residue Zbb9 (except for peptide HPTDapAad; vide supra) (Table 1). This is consistent with
the increased fraction folded hairpin population upon increasing the negatively charged
residue side-chain length at position 9 for the HPTAlaZbb peptides [3]. In general, the frac-
tion folded population of the HPTXaaZbb peptides for a given negatively charged residue
Zbb9 decreased upon increasing the side-chain length of the positively charged residue
Xaa4 (except for peptides HPTDapAad and HPTDabAad; vide supra) (Table 1). However,
the fraction folded hairpin population for the HPTXaaAla peptides increased upon in-
creasing the positively charged residue side-chain length at position 4 [3], suggesting the
presence of cross strand Xaa4-Zbb9 interactions.

The two peptides with the highest fraction folded populations were HPTDapGlu
(72 ± 3%) and HPTDapAsp (63 ± 1%). Similarly, the peptides with the same interacting
residues, but the positions unswapped also exhibited the highest fraction folded popula-
tions in our previous study on HPTZbbXaa peptides (HPTGluDap: 63 ± 2%; HPTAspDap:
55 ± 3%) [22]. Nonetheless, the fraction folded populations of the HPTXaaZbb peptides
with the charged residues swapped in this study (Table 1) were consistently higher com-
pared to the corresponding unswapped HPTZbbXaa peptides in our previous study [22].
This is consistent with the higher fraction folded hairpin population for the HPTXaaAla
peptides with the positively charged residue (Xaa) at position 4 compared to the corre-
sponding HPTAlaXaa peptides with the positively charged residues (Xaa) at position 9 [3].
The change in fraction folded population upon swapping the residues in an interacting
pair was consistent with studies on the protein G B1 domain [14] and a different hairpin
system [19], which both showed a change in the stability of the host system upon swapping
the position of interacting residues.

The largest difference in fraction folded population upon swapping was between the
unswapped peptide HPTAadDab (26 ± 2%) [22] and the corresponding swapped peptide
HPTDabAad (50 ± 1%). To gain further insight into this difference in the fraction folded
population upon swapping, side-chain conformational analysis was performed on these
two peptides by molecular mechanics calculations. The initial model was generated based
on the solution structure of an analog of the parent YKL peptide (pdb code 1JY9 [46]).
All possible combinations of low-energy side-chain dihedral angles (χ) for Aad and Dab
were investigated. A combined total of 2916 conformations were minimized. The low-
est energy conformation for the unswapped HPTAadDab exhibited higher energy (less
negative energy, i.e., less stable) compared to that for the swapped HPTDabAad (Table 4),
consistent with the fraction folded population for the two peptides. Conformations within
4 kcal/mol of the lowest energy conformer for each peptide were then examined (i.e., low-
energy conformations, Table 4) because room temperature can provide up to 4 kcal/mol
of thermal energy. All but one low-energy conformation exhibited salt bridges between
the charged residues at positions 4 and 9. There were more low-energy conformations
for the unswapped HPTAadDab compared to the swapped HPTDabAad. The energy
reflects the enthalpic component of the conformation, whereas the number of low-energy
conformations reflects the entropic component of the folded form of the peptide. The
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side-chain conformational entropy contribution of the residues at positions 4 and 9 to the
free energy of the folded form for the two peptides was calculated based on the Boltz-
mann distribution of the various low-energy conformations (Table 4). The more negative
−TS reflected the higher side-chain conformational entropy in the folded form for the
unswapped HPTAadDab compared to the swapped HPTDabAad, despite involving the
same two potentially interacting residues. The conformation of the low-energy conformers
was examined in detail. Each χ1 dihedral was divided into three categories: gauche− (60◦,
g−), trans (180◦, t), and gauche+ (300◦, g+) [47,48]. The combination of the χ1 dihedrals
was represented in parentheses (Table 4, Figures S53 and S54), showing the conformation
for the residue at position 4 followed by the conformation for the residue at position 9. For
example, a conformation with t at position 4 and g+ at position 9 would be designated
(t, g+). For the unswapped HPTAadDab, 8 of the 9 possible combinations were present
(Table 4 and Figure S53), whereas only 4 of the 9 possible combinations were observed
for the swapped HPTDabAad (Table 4 and Figure S54). Importantly, the majority of the
low-energy conformations did not involve g− (for χ1) at either position in either peptide
(68% for HPTAadDab, and 94% for HPTDabAad). This is most likely because the g−
conformation is higher in energy compared to t and g+ [47,48], and the g− conformation
would inherently point the side-chain away from the neighboring strand.

Table 4. Summary of the low-energy conformations from the side-chain conformational analysis of peptides HPTAadDab
and HPTDabAad by molecular mechanics calculations.

Peptide

Lowest Energy
Conformation

Energy

Side-Chain
Conformational Entropy

Contribution

Conformations within 4 kcal/mol of the Lowest
Energy Conformer

(kcal/mol)
−TS

(kcal/mol)
No 1 Salt Bridge 2

(%)
Conformations, Number

(Residue 4 χ1, Residue 9 χ1)

HPTAadDab −384.4 −1.67 65 98
16 (g+, g+), 14 (t, g+) 13 (g+, t),
8 (g−, g+) 6 (g−, t), 5 (g+, g−)

2 (g+, g−), 1 (t, t)

HPTDabAad −387.8 −1.05 16 100 7 (t, g+), 5 (g+, t), 3 (g+, g+), 1
(g−, g+)

1 The number of conformations within 4 kcal/mol of the lowest energy conformer for each peptide. 2 The percentage of conformations
within 4 kcal/mol of the lowest energy conformer with an Aad–Dab salt bridge, which is a hydrogen-bonded ion pair [49].

More low-energy conformations were observed for the unswapped Aad4-Dab9 inter-
action compared to the swapped Dab9-Aad9 interaction (Table 4 and Figure 3). Apparently,
the right-handed twist of the hairpin structure [11] raised the residue at position 4 and
lowered the residue at position 9 (Figures 3 and 4). This “unleveled” relative positioning
of the interacting residues resulted in more proper length matching for the Aad4-Dab9
interaction, enabling more low-energy conformations with the Aad4-Dab9 interaction and
a higher proportion of the g− conformation in χ1 (21 in 65, or 32%). For the swapped
Dab4-Aad9 interaction, the unleveled relative positioning exacerbated the length difference
between Dab4 and Aad9, leading to less low-energy conformations with the Dab4-Aad9
interaction and a relatively low proportion of the g− conformation in χ1 (1 in 16, or 6%).
This unleveled positioning created by the right-handed twist appeared to be one of the
factors giving rise to the difference between the unswapped and swapped peptides.

48



Molecules 2021, 26, 1346

− χ

 

Figure 3. The low-energy conformations from molecular mechanics calculations for peptides HPTAadDab and HPTDabAad.
The backbone and DPro side-chain are shown in white. The residues at positions 4 and 9 are colored according to element:
carbon in gray, oxygen in red, and nitrogen in blue. The other side-chains and all hydrogen atoms are omitted for clarity.

− χ

 
Figure 4. The chemical structure of HPTXaaZbb shown in perspective view, showing the consequence
of the right-handed twist on a flat structure. The cartoon ribbon representation was generated from
the solution structure of an analog of the parent YKL peptide using PyMOL (pdb code 1JY9 [46]).

The energetic contribution of lateral cross strand Xaa4-Zbb9 interactions to hairpin
formation was determined by double mutant cycle analysis (Table 3). For the HPTXaaZbb
swapped peptides in this study, the Dap4-Glu9 and Dap4-Asp9 interactions were most
stabilizing (Table 3). Similarly, the Glu4-Dap9 and Asp4-Dap9 interactions were the most
stabilizing in our previous study on the original unswapped HPTZbbXaa peptides [22].
This may be because shorter amino acids such as Dap and Asp are conformationally
less flexible compared to amino acids with longer side-chains, leading to higher stabi-
lizing lateral cross strand ion-pairing interactions due to less entropic penalty [22]. The
mean conformational entropic penalty of one side-chain rotatable bond upon folding is
0.5 kcal/mol [50].

There is a dramatic decrease in fraction folded population and stabilizing side-chain
interaction for peptides HPTDapAsp and HPTDapGlu upon increasing the Dap side-chain
length by just one methylene to Dab (Tables 1 and 3). Increasing the side-chain length
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of Dap by one methylene to Dab would increase the electron-donating characteristics,
decrease the electron-withdrawing characteristics from the backbone functionality, and
thus decrease the cationic charge density on the ammonium group. This decrease in cationic
charge density would decrease the electrostatic interaction with the negatively charged Asp
and Glu, resulting in the decreased fraction folded population for peptides HPTDabGlu and
HPTDabAsp compared to peptides HPTDapGlu and HPTDapAsp, respectively (Table 1
and Figure 3).

Further lengthening the positively charged residue Dab in HPTDabGlu and HPTD-
abAsp did not alter the fraction folded population or the Xaa4-Zbb9 interaction as drasti-
cally as the change upon lengthening Dap to Dab. The longer side-chains are more flexible,
and therefore, more energy would be needed to confine the side-chain conformation to
enable the cross strand ion-pairing interaction. This would decrease the overall energetic
contribution of the cross strand ion-pairing interaction for residues with longer side-chains.
However, as the side-chain length of the positively charged residue Xaa4 increases, the
fraction folded population of HPTXaaAla peptide increases [3]. As such, this increase
in hairpin formation (due to the positively charged residue Xaa) compensates for the
increase in the side-chain entropic penalty for the longer side-chains to form a cross strand
ion-pairing interaction, leading to less drastic changes in the fraction folded population.

In general, the interaction free energy became less stabilizing with increasing side-
chain length of the positively charged residue Xaa4 for a given negatively charged residue
Zbb9 (except for Dap4-Aad9) in the swapped HPTXaaZbb peptides in this study (Table 3).
The same general trend was also observed in our previous study on the original unswapped
HPTZbbXaa peptides, but with less stabilizing lateral cross strand interactions between
residues at positions 4 and 9 [22]. This difference in interaction energy could be due to the
difference in the relative placement of the residues at position 9 on the C-terminal strand
and position 4 on the N-terminal strand (Figure 4, vide infra), stemming from the inherent
right-handed twist of sheet structures [28].

The Xaa4-Asp9 interactions were more stabilizing compared to the corresponding
Xaa4-Glu9 and Xaa4-Aad9 interactions for a given Xaa4 (Table 3). This is perhaps the
result of the relative positioning of Xaa4 and Zbb9. The right-handed twist of the hairpin
structure [11] lowers Zbb9 and raises Xaa4 (Figure 4). For Xaa4 to interact with Zbb9, the
ammonium group on Xaa4 and the carboxylate group on Zbb9 need to be close to one
another. Apparently, length matching is critical for lateral cross strand interactions [22,23].
Since the carboxylate group on Zbb9 is inherently longer than the ammonium group
on Xaa4, the shorter Asp9 would be more well suited to interact with Xaa4 (especially
shorter residues) compared to the longer Glu9 and Aad9 due to the “unleveled” relative
positioning of the residues created by the right-handed twist (Figure 4). In comparison,
interactions between the longer Glu9 (and Aad9) and Xaa4 would be weaker compared
to the corresponding Xaa4-Asp9 interactions. Furthermore, the Xaa4-Asp9 interaction
would be more stabilizing because of the need to pay less of an entropic penalty to confine
the short Asp9 side-chain conformation to enable the Xaa4-Asp9 interaction compared
to the longer Glu and Aad. For the original unswapped HPTZbbXaa peptides [22], there
is no general trend among the Asp4-Xaa9, Glu4-Xaa9, and Aad4-Xaa9 interactions for
a given Xaa9 residue. This may be because the unleveled relative positioning created
by the right-handed twist facilitates the length matching, bringing the inherently shorter
ammonium functionality closer to the inherently longer carboxylate functionality. These
results are consistent with the studies on cross-strand interactions in the protein G B1
domain [14], showing that swapping the amino acid positions in lateral cross-strand
interactions changed the interaction energy. Overall, our results suggest that there is an
orientation preference for lateral cross strand interactions to stabilize sheet systems, despite
the apparent symmetry of lateral cross strand interactions based on statistical studies [24].

The Dap4-Aad9 and Lys4-Aad9 interactions were less stabilizing compared to the
Dab4-Aad9 and Orn4-Aad9 interactions if one disregards the error bars. The low stabi-
lization of the Lys4-Aad9 interaction may be due to the conformationally more flexible
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Lys side-chain, leading to the need to pay a higher entropic penalty to confine the long
Lys and Aad side-chains to enable the Lys4-Aad9 interaction. The low stabilization of the
Dap4-Aad9 interaction may be due to the length discrepancy between Dap and Aad, which
is further magnified by the unleveled relative placement of residues at positions 4 and 9
resulting from the right-handed twist. Importantly, the combination of unleveled relative
placement of the interacting functional groups and difference in entropic penalty necessary
to form the lateral cross-strand interaction resulted in the observed trends and the effects
upon swapping interacting residues.

4. Materials and Methods
4.1. Peptide Synthesis

Peptides were synthesized by solid-phase peptide synthesis using Fmoc-based chem-
istry [29,30]. The disulfide bond in the Cys-containing HPTFXaaZbb peptides was formed
via charcoal-mediated air oxidation [31]. All peptides were purified by reverse-phase high-
performance liquid chromatography (RP-HPLC) (Waters, Milford, MA, USA) to higher
than 95% purity. The identity of the peptides was confirmed by matrix-assisted laser
desorption ionization time-of-flight mass spectrometry (MALDI-TOF) (Bruker, Billerica,
MA, USA). More detailed procedures and peptide characterization data are provided in
the Supplementary Materials.

4.2. Nuclear Magnetic Resonance Spectroscopy

Purified peptides were dissolved in H2O/D2O (9:1 ratio by volume) in the presence of
50 mM sodium deuterioacetate buffer (pH 5.5 uncorrected). Peptide concentrations were
2.0–15.4 mM. 2-Dimethyl-2-silapentane-5-sulfonate (DSS) was added to the sample as an
internal reference. All NMR experiments were performed on a Brüker AVIII 800 MHz
spectrometer (Bruker, Billerica, MA, USA). 1H-1H homonuclear phase-sensitive double-
quantum filtered-correlated spectroscopy (DQF-COSY) [33], total correlation spectroscopy
(TOCSY) [34], and rotating-frame nuclear Overhauser effect spectroscopy (ROESY) [35]
experiments were performed by collecting 2048 point in f2 with 4–8 scans and 256–512
points in f1 at 298 K. Solvent suppression was achieved by the WATERGATE solvent
suppression sequence [51]. TOCSY and ROESY experiments employed a spin locking field
of 10 kHz. Mixing times of 60 and 200 ms were used for the TOCSY and ROESY experiment,
respectively.

4.3. Chemical Shift Deviation

Sequence-specific assignments for all peptides were completed by using the 2D-NMR
spectra (TOCSY and ROESY). The chemical shift deviation (∆δHα) for each residue of
the experimental peptide ∆δHα(exp)) and the folded reference peptide (∆δHα(F)) was
derived using Equations (1) and (2), respectively [38]. δHα(exp) is the chemical shift for
the residue of interest on the experimental peptide, and δHα(U) is the chemical shift for
the corresponding residue of interest on the fully unfolded reference peptide. δHα(F) is the
chemical shift for the residue of interest on the fully folded reference peptide.

∆δHα(exp) = δHα(exp) − δHα(U) (1)

∆δHα(F) = δHα(F) − δHα(U) (2)

4.4. JHNα Spin–Spin Coupling Constant

The peak-to-peak separation in the absorptive (va) and the dispersive (vd) spectra
were measured to derive the J coupling constant. The va and vd values were obtained
using values on the f2 axis. Equation (3) was used to derive the coupling constants [40].
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4.5. Interproton Distance Determination via NOE Integration

The NOE cross-peaks for all peptides were assigned from the corresponding ROESY
spectra. Integration was performed based on Gaussian peak modeling to obtain the
intensity of cross-peaks (I). The distance between the β-hydrogen atoms on the proline
side-chain (regardless of stereochemistry) was set as the standard (1.77 Å) to derive the
interproton distance for the cross-peak of interest using Equation (4). The distances (r)
were grouped into short (≤2.5 Å), medium (2.5~3.5 Å), and long (>3.5 Å) for the depictions
in the Wüthrich diagrams (Figures S39–S50).

r = 1.77 × 10−10 ×

(

Istandard
INOE

)
1
6

(4)

4.6. Fraction Folded Population and Folding Free Energy (∆Gfold)

The equilibrium constant between the unfolded and folded states of an experimental
peptide is the ratio of the folded and unfolded populations. The fraction folded population
for each residue was derived from the chemical shift data according to Equation (5).
The folding free energy ∆Gfold for each residue was derived using Equation (6). The
fraction folded population and folding free energy (∆Gfold) of the peptide was obtained by
averaging the fraction folded population and ∆Gfold, respectively, for the residues 2, 3, 9,
and 10 [11,20,22,23].

Fraction Folded Population =
δHα(exp) − δHα(U)

δHα(F) − δHα(U)
× 100% (5)

∆Gfold = − RTln
δHα(exp) − δHα(U)

δHα(F) − δHα(exp)
(6)

4.7. Double Mutant Cycle Analysis

Double mutant cycle analysis [44] was performed to determine the interaction free
energy (∆Gint) between charged residues Xaa4 and Zbb9 in the HPTXaaZbb peptides using
Equation (7) [44,45]. This analysis accounted for the effect of each charged residue (indi-
vidually) on strand stability using data from the corresponding Ala-containing peptides
HPTXaaAla [3] and HPTAlaZbb [3] to determine the Xaa4-Zbb9 ion-pairing interaction ex-
clusively (Table 3). The peptide with Ala incorporated at positions 4 and 9, HPTAlaAla [22],
was used as the reference peptide.

∆Gint = (∆GHPTXaaZbb − ∆GHPTAlaAla)− (∆GHPTXaaAla − ∆GHPTAlaAla)− (∆GHPTAlaZbb − ∆GHPTAlaAla) (7)

4.8. Side-Chain Conformational Analysis by Molecular Mechanics Calculations

The conformational analysis was performed using the program Discovery Studio 2.1
(Accelrys, CA, USA) on an IBM x3550M2 workstation (CPU: Dual Xeon E5530 2.4 GHz
with Quad cores; RAM: 48 G) running the operating system CentOS 5.3. The models were
created based on the solution structure of an analogous peptide of the parent YKL pep-
tide [46] with various combinations of potential low-energy side-chain dihedrals. For each
side-chain dihedral angle (χ) involving sp3 carbons, three possible low-energy staggered
conformations were considered: gauche− (60◦, g−), trans (180◦, t), and gauche+ (300◦,
g+) [47,48]. For the dihedral angle involving the sp2 carboxylate carbon of Aad, six confor-
mations were considered: 0◦, 30◦, 60◦, 90◦, 120◦, and 150◦. For each peptide (HPTAadDab
and HPTDabAad), 1458 conformations were evaluated. Each conformation was minimized
using the CFF forcefield. The nonbond radius of 99 Å, nonbond higher cutoff distance of 98
Å and nonbond lower cutoff distance of 97 Å were employed to perform the calculations
with effectively no cutoffs. Distance dependent dielectric constant of 2 was used as the
implicit solvent model. Minimization was performed by steepest descent and conjugate
gradient protocols until convergence (converging slope was set to 0.1 kcal/(mol × Å). After
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minimization, each conformation was reexamined to remove duplicating conformations
because minimization with different starting conformations occasionally resulted in the
same final conformation. When the same conformation was obtained more than once,
only the lowest energy conformation was considered in further analyses. The probability
of conformation i at 298 K (pi) was calculated based on Boltzmann distribution using
Equation (8), in which εi is the energy of conformation i, kB is the Boltzmann constant, and
T is the temperature (298 K). The entropic contribution to the folded form at 298 K was
calculated using Equation (9).

pi =
e
−εi
kBT

∑j e
−εj
kBT

(8)

− TS = − T·(−kB)∑
i

pi· ln(pi) (9)

5. Conclusions

We investigated the effect of swapping the cross strand interacting charged amino
acid positions in a β-hairpin from the original Zbb4-Xaa9 in a previous study (HPTZbbXaa
peptides) to the swapped Xaa4-Zbb9 in this study (HPTXaaZbb peptides). The general
trends for the fraction folded population, and side-chain interaction energetics remained
similar upon swapping the position of potentially interacting charged residues. Nonethe-
less, the fraction folded populations for most of the swapped HPTXaaZbb peptides were
higher compared to the corresponding original HPTZbbXaa peptides, consistent with
the inherent effect of the positively charged Xaa residue on hairpin formation at the two
different positions. The most stabilizing cross strand interactions were between short
residues (Dap4-Asp9 and Dap4-Glu9) even after swapping the position of the charged
residues. However, subtle differences were present, most likely due to the unleveled
relative placement of the residues at positions 4 and 9 created by the right-handed twist of
the sheet structure. These results should be useful for developing functional peptides that
rely on lateral ion-pairing interactions across antiparallel β-strands.

Supplementary Materials: The following are available online. Tables S1–S36: The 1H chemical shift
assignments for the peptides. Tables S37–S45: The 3JNHα values of the peptides. Figure S1: The
Hα chemical shift deviations for the residues in the experimental HPTXaaZbb peptides. Figure
S2: The Hα chemical shift deviations for the residues in the fully folded reference HPTFXaaZbb
peptides. Figures S3–S38: The NOEs observed involving the side-chains of the peptides. Figures
S39–S50: Wüthrich diagrams of the backbone NOE connectivities involving the α-protons and amide
protons for the peptides. Figure S51: The fraction folded of the residues in the peptides. Figure S52:
The ∆Gfold of the residues in the peptides. Figure S53: The low-energy conformations for peptide
HPTAadDab. Figure S54: The low-energy conformations for peptide HPTDabAad. Detailed peptide
synthesis procedures and peptide characterization data.
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Abstract: The α and polyproline II (PPII) basins are the two most populated regions of the Ramachan-
dran map when constructed from the protein coil library, a widely used denatured state model built
from the segments of irregular structure found in the Protein Data Bank. This indicates the α and
PPII conformations are dominant components of the ensembles of denatured structures that exist
in solution for biological proteins, an observation supported in part by structural studies of short,
and thus unfolded, peptides. Although intrinsic conformational propensities have been determined
experimentally for the common amino acids in short peptides, and estimated from surveys of the
protein coil library, the ability of these intrinsic conformational propensities to quantitatively repro-
duce structural behavior in intrinsically disordered proteins (IDPs), an increasingly important class
of proteins in cell function, has thus far proven elusive to establish. Recently, we demonstrated that
the sequence dependence of the mean hydrodynamic size of IDPs in water and the impact of heat on
the coil dimensions, provide access to both the sequence dependence and thermodynamic energies
that are associated with biases for the α and PPII backbone conformations. Here, we compare results
from peptide-based studies of intrinsic conformational propensities and surveys of the protein coil
library to those of the sequence-based analysis of heat effects on IDP hydrodynamic size, showing
that a common structural and thermodynamic description of the protein denatured state is obtained.

Keywords: denatured state ensemble; protein coil library; peptides; intrinsically disordered proteins

1. Introduction

Proteins under biological conditions exhibit marginal structural stability [1], and they
unfold and refold repeatably in vivo [2]. Consequently, many of the biological processes
that are facilitated by protein macromolecules are modulated by the properties and ener-
getic character of the denatured state. Indeed, numerous efforts have shown that denatured
state effects, such as residual structure [3], excluded volume [4], and intrinsic conforma-
tional propensities [5], have key roles in molecular recognition [6], allosteric signaling [7],
folding [8,9], and stability [10]. A molecular-level understanding of how proteins are
utilized for biological work thus requires characterization of the native, as well as the
myriad of non-native, conformational states that exist in solution for a protein, the latter of
which is referred to as its denatured state ensemble (DSE).

Despite its importance in understanding protein function, the probability and struc-
tural character of the full spectrum of states sampled by proteins are not known. Numerous
studies have used short peptides as experimental models from which to probe the character-
istics of the DSE [11–13]. The use of short peptides is advantageous because, being too short
to fold, they offer access to unfolded states under otherwise folding conditions. Moreover,
in the absence of folding, conformational preferences are simplified and locally driven by
factors such as hydration [14] and steric hindrance [15]. These studies find that peptides
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have strong preferences for the polyproline II (PPII) backbone conformation, even at non-
proline positions [12,16,17], suggesting that PPII structures are dominant components of
the DSE. The PPII conformation is characterized by an extended left-handed helical turn
with the amide hydrogen and the carboxyl oxygen of each peptide backbone projecting
into solution, presumably making favorable contact with the solvent [18–20]. In addition,
the PPII conformation appears to facilitate favorable intrachain n→π* interactions, which
should be a stabilizing factor [21]. Short peptides also exhibit conformational preferences
for other backbone structures. At cold temperatures, alanine residues have intrinsic α-
helix-forming tendencies (i.e., even in the absence of favorable side chain interactions) that
are stabilized predominantly by peptide hydrogen bonds [22]. Elevated temperatures have
been observed to promote low levels of β-strand [16] or β-turn [23], though the amino
acid preferences for forming strand [24] or reverse turn structures [25,26] are thought to be
highly context-dependent.

The protein coil library [27] also has been used as a structural model for the DSE [28–30].
These libraries are constructed from the segments of protein structure in the Protein Data
Bank (PDB) that are found outside the α-helix and β-strand domains. Some libraries
further omit additional conformationally restricted positions, such as those in reverse
turns, or preceding prolines, or immediately flanking a region of secondary structure [29].
The underlying assumption when using a coil library as a DSE model is that site-specific
effects on the intrinsic conformational preferences of the amino acids are minimized by
averaging over many environments, and also by removing the regular and repetitive
interactions associated with folded structures. Overall, coil libraries exhibit structural
trends that are in good agreement with the results from peptide structural studies [29,31].
For example, chemical shifts and three-bond J couplings (3JHNα) measured in peptides
by NMR spectroscopy can be reproduced from structural models made from the protein
coil library [32–34]. Notably, and similar to the results obtained from peptides, strong
preferences for PPII that vary by amino acid type are found in structural surveys of the
protein coil library [28–30].

Intrinsically disordered proteins (IDPs) offer another experimental system from which
to assess structural preferences in unfolded states under nondenaturing conditions [35].
While chemically denatured proteins are known to adopt macromolecular sizes that depend
weakly on sequence details other than chain length [36], IDPs in water exhibit strong
sequence-dependent influences on structural size [37]. Computer simulations show that
steric effects on disordered structure cannot account for the hydrodynamic size dependence
on sequence observed in IDPs [38]. Additionally, temperature changes are found to induce
large shifts in the hydrodynamic size for disordered proteins in water [39–41] that can
exceed the change in size associated with the heat denaturation of folded proteins of the
same chain length [42]. The implication of these findings, albeit expected, is that monomeric
disordered protein structure is both under thermodynamic control and highly sensitive to
the primary sequence.

In this review, we show that the sequence dependence of IDP hydrodynamic size can
be described from the amino acid-specific biases for PPII in the denatured state. Because
PPII-rich structures are extended [43], the magnitude of a PPII preference in the denatured
state can affect its mean hydrodynamic size [44,45]. Specifically, experiments that evaluate
how IDP hydrodynamic size changes with compositional changes in the protein give an
independent measure of PPII bias, and further reveal amino acid-specific preferences for
PPII that are in good quantitative agreement with PPII bias determined experimentally in
peptides [37]. Good agreement is also found when the IDP results are compared to PPII
bias in the protein coil library. Moreover, the analysis of heat effects on IDP hydrodynamic
size indicates the PPII bias is driven by a significant and favorable enthalpy, and is partially
offset by an unfavorable entropy [37], which, again, agrees quantitatively with the peptide
results [46]. Across these three models (i.e., peptides, the coil library, and IDPs), the data
indicate that the structural and energetic character of the DSE at normal temperatures
follows the predictions of a PPII-dominant ensemble. At cold temperatures, both peptides
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and IDPs reveal the DSE can shift in population toward the α-helix backbone conformation.
To demonstrate these conclusions, the following sections review results obtained from nu-
merous spectroscopic and calorimetric studies on short peptides [11–13,16,17,46], surveys
of structures in the protein coil library [28–30], and the more recently acquired sequence-
and temperature-based analysis of IDP hydrodynamic sizes [37], showing that these three
experimental systems used for characterizing unfolded proteins under folding conditions
convey a surprisingly consistent structural and energetic view of the DSE.

2. Peptide Models of the DSE

The structural preferences associated with unfolded proteins are often described in
terms of a predisposition for specific pairs of backbone dihedral angles, phi (Φ) and psi
(Ψ). Visually, this is demonstrated with a Ramachandran plot, shown in Figure 1, where
pairs of Φ, Ψ angles that are sterically accessible to a polypeptide chain are mapped [47].
For example, using a representative plot computed for the central residue in a poly-alanine
tripeptide, it shows that (Φ, Ψ) = (0◦, 0◦) is found in a disallowed region of the plot because
these angles for the central residue place the backbone carbonyl oxygen and backbone
nitrogen from the first and third residues, respectively, inside the normal contact limits,
creating a steric conflict. In contrast, (Φ, Ψ) = (−90◦, 90◦) for the central alanine has no such
contact violations for any of the tripeptide atoms, and thus this angle pair is physically
allowed. When an unfolded protein shows preferences for some allowed Φ, Ψ pairs at
the expense of others, specifically during the rapid interconversion between states of its
conformational ensemble, it is said that the unfolded protein exhibits a conformational bias.

α

Φ
Ψ

Φ Ψ

Φ Ψ

Φ Ψ −

Φ Ψ

 

Φ Ψ
Φ Ψ

Φ Ψ α

Figure 1. Sterically allowed backbone conformations in polypeptides. (A) Peptide backbone dihedral angles, Φ and Ψ.
(B) Ramachandran plot of allowed Φ, Ψ for the central residue in a poly-alanine tripeptide, calculated from structures
generated computationally using a hard sphere collision (HSC) model [48,49] and the “normal” atom pair distances from
Ramachandran et al. [47]. Approximately 9000 random structures were generated to find 200 sterically allowed configura-
tions. Highlighted by the circled areas are Φ, Ψ regions corresponding to the PPII and α-helix backbone conformations, as
indicated.

The idea that unfolded proteins and polypeptides in water may exhibit intrinsic biases
for some backbone conformations at the expense of others began to receive widespread
consideration when the observation was made that, for a protein chain to achieve its
unique structure in a biologically relevant time frame, a random search of all accessible
conformations is not possible [50]. The unfolded chain, accordingly, must search a smaller
conformational space to what would be predicted from steric considerations alone. This
observation predicted that folding is guided by the structural characteristics of the DSE, and
experiments to identify folding intermediates, both kinetic [51,52] and equilibrium [53,54],
and measure the intrinsic conformational propensities of the amino acids [5] have been
extensively pursued over the many decades since.
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Early experimental evidence indicating structural preferences in the DSE was pro-
vided by Tiffany and Krimm from studies on short poly-proline and poly-lysine peptides
using circular dichroism (CD) and optical rotatory dispersion (ORD) spectroscopies [55–57].
Though these short peptides were unfolded, owing to insufficient chain length for form-
ing compact, globular structures, Tiffany and Krimm found strong preferences for PPII
structures. This structural motif at the residue level corresponds to the trans isomer of
the peptide bond and (Φ, Ψ) of approximately (−75◦, +145◦) [43,55]. Its presence in a
polypeptide can be established from positive and negative bands in the spectroscopic
readings at ~220 nm and ~200 nm, respectively [55,56]. The predisposition for adopting
PPII was linked to a variety of factors, such as low temperatures, steric hindrance between
side chains, a lack of internal hydrogen bonding, and protonation [57]. Short peptides
of poly-glutamic acid also were observed to transition from α-helix at low pH to PPII at
neutral pH and higher, identified from CD and ORD spectroscopies [56], indicating that
structural transitions between one region of the Ramachandran plot to others could occur
for some sequences owing to simple changes in the peptide charge state. These results,
Tiffany and Krimm hypothesized, predict a DSE dominated by backbone interconversions
between three main structural states: PPII, α-helix, and unordered, where unordered is
represented by the random chain [57]. They also speculated, to some resistance [58–60],
that solvation effects may contribute to the observed PPII preferences, since the PPII con-
figuration places the backbone amide and backbone carbonyl oxygen polar groups in
favorable positions for contact with water. Intrinsic PPII propensities thus could be helpful
for keeping unfolded proteins solvated. Overall, their findings from these peptide-based
studies supported the idea that unfolded proteins, though highly dynamic and exhibiting
broad structural heterogeneity, nonetheless can show backbone conformational biases that
are determined locally by sequence details.

Peptide studies have also made extensive use of poly-alanine, because of the natural
abundance of alanine in proteins and its chemically simple side chain (i.e., a methyl
group). Using a peptide called XAO, where A is an alanine heptamer and X and O
are flanking diaminobutyric acid and ornithine, respectively, Kallenbach and coworkers
found strong, temperature-dependent preferences for the PPII conformation [11]. 3JHNα

coupling constants measured by NMR techniques were used to estimate the Φ angle at
each alanine position from the Karplus relationship [61], and it was found that Φ was
approximately −70◦ at low temperatures. Because both PPII and α-helix can have Φ angles
near this value (Figure 1), the presence of the α-helix was ruled out by a lack of measurable
NOEs between successive amides in the peptide chain, which is an indicator for α-helix
formation. The CD spectrum of XAO also confirmed PPII content. Increasing temperatures
caused gradual reductions in populating the PPII state that coincided with an increasing
population of β-strand conformations to approximately 10% at 55 ◦C. The reduction in
PPII content at high temperatures implied a favorable enthalpy of PPII formation that was
also observed by Tiffany and Krimm [57]. Further studies of XAO by Asher et al. using UV
Raman spectroscopy established that XAO is structurally similar to a 21-residue alanine-
peptide, AP, that forms α-helix under cold conditions [62]. AP transitions to PPII at higher
temperatures, and demonstrates that AP, similarly to XAO, shows temperature-dependent
conformational preferences.

Additional studies that examined a single alanine flanked on both sides by two
glycines (i.e., Ac-(Gly)2-Ala-(Gly)2-NH2) found intrinsic preferences for PPII and heat-
induced shifts toward β-strand backbone conformations [63]. Temperature-dependent
transitions that exhibit similar structural characteristics have also been seen in alanine
tripeptides, tetrapeptides, and octapeptides [18,64,65].

To explore the determinants of the PPII bias in greater detail, quantitative studies
designed to measure its dependence on amino acid type were initially conducted by
Creamer and coworkers [12]. Host–guest substitutions at an internal position in a proline-
rich peptide (Ac-(Pro)3-X-(Pro)3-Gly-Tyr-NH2, where X is the substitution site) were used
to analyze substitution-induced effects on the CD spectrum and measure a scale of relative
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PPII propensities for 18 of the 20 common amino acids. Bias estimates for tryptophan
and tyrosine were not measured, because the aromatic contribution to the CD spectrum
from their side chains overlaps with the region where signal height was used to determine
PPII content [66,67], impeding their analysis. These experiments found that amino acids
with charged side chains, except for histidine, had relatively high preferences for the
PPII conformation in this peptide. The observed biases, measured at 5 ◦C, were mostly
insensitive to changes in solution pH from 2 to 12. Residues with small, non-polar side
chains, such as alanine and glycine, reported somewhat higher propensities for PPII that, in
general, exceeded the biases observed from residues with non-polar and bulky side chains,
such as isoleucine and valine. The list of amino acid-specific intrinsic propensities for PPII
determined in these studies is given in Table 1.

Table 1. Experimental intrinsic propensity for the PPII backbone conformation measured in short
peptides.

Amino Acid PPII Propensity a PPII Propensity b PPII Propensity c

ALA (A) 0.61 0.818 0.37
CYS (C) 0.55 0.557 0.25
ASP (D) 0.63 0.552 0.30
GLU (E) 0.61 0.684 0.42
PHE (F) 0.58 0.639 0.17
GLY (G) 0.58 - 0.13
HIS (H) 0.55 0.428 0.20
ILE (I) 0.50 0.519 0.39

LYS (K) 0.59 0.581 0.56
LEU (L) 0.58 0.574 0.24

MET (M) 0.55 0.498 0.36
ASN (N) 0.55 0.667 0.27
PRO (P) 0.67 - 1.00
GLN (Q) 0.66 0.654 0.53
ARG (R) 0.61 0.638 0.38
SER (S) 0.58 0.774 0.24
THR (T) 0.53 0.553 0.32
VAL (V) 0.49 0.743 0.39
TRP (W) - 0.764 0.25
TYR (Y) - 0.630 0.25
average 0.58 0.626 0.35

a Measured at the X position in Ac-(Pro)3-X-(Pro)3-Gly-Tyr-NH2 by Creamer and coworkers, at 5 ◦C, and excluding
Tyr and Trp [12]. b Measured at the X position in Ac-(Gly)2-X-(Gly)2-NH2 by Kallenbach and coworkers, at 20 ◦C,
and excluding Gly and Pro [16]. c Measured at the X position in Ac-Val-(Pro)2-X-Val-(Pro)2-(Arg)3-Tyr-NH2 by
Hilser and coworkers, at 25 ◦C [17].

Similarly, Kallenbach and coworkers extended their NMR- and CD-based structural
studies of the short peptides mentioned above to include other amino acid types at the
central residue position in Ac-(Gly)2-X-(Gly)2-NH2, where X was the substitution site.
Substitution-induced effects on peptide structure were then used to establish a scale of
PPII bias in this glycine-rich host [16]. Substantial intrinsic PPII propensities were found,
giving additional support to the idea that unfolded states are predisposed to PPII (see
Table 1). The magnitude of the PPII bias at the peptide guest position, surrounded by
glycine, however, was noticeably different (and typically larger) when compared to the
amino acid-specific biases that were measured in the proline-based host by Creamer. This
predicts position-specific PPII bias in an unfolded chain that is modulated by the amino
acid identity at neighboring sites, which has been subsequently verified [68]. Moreover,
the glycine-rich peptides exhibited a heat-induced shift in structure from PPII to nonPPII
with a slight bias at high temperatures for strand-like conformations. The intrinsic PPII
propensities reported in Table 1 from Kallenbach were measured at 20 ◦C.

A third experimental scale of PPII propensity in peptides was measured calorimetri-
cally by Hilser and coworkers [13,17,69]. Their experiments utilized a peptide host–guest
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system in which the Caenorhabditis elegans Sem-5 SH3 domain binds a peptide in the PPII
conformation [70]. This peptide (Ac-Val-(Pro)3-Val-(Pro)2-(Arg)3-Tyr-NH2) is derived from
the recognition sequence of a SH3 binding partner, Sos (Son of Sevenless). A non-interacting
residue of this peptide corresponding to its fourth position [13] was substituted for each
amino acid before binding was measured by isothermal titration calorimetry. The observed
change in binding affinity reflects a change in the conformational equilibrium between
binding-incompetent and binding-competent (i.e., PPII) states of the peptide ligand, which
can be interpreted as a PPII propensity [13,69]. Once again, a substantial intrinsic bias
for PPII was observed, albeit at magnitudes and rank orders that were different when
compared to the scales determined by either Creamer or Kallenbach. Elam et al. conclude
that there is a general consensus regarding amino acids that are high in PPII propensity
(proline, lysine, glutamine, and glutamic acid) and low in PPII propensity (histidine, tryp-
tophan, tyrosine, and phenylalanine), with the other amino acids falling in between [17].
The intrinsic PPII propensities in Table 1 from Hilser’s group were measured at 25 ◦C.

There are a number of other studies beyond the few described above, each of which
uses their own system to examine the structural propensities of the different amino acids
in peptides (reviewed in ref. [71]). While the ranks of relative PPII propensities are often
both quantitatively and qualitatively different when compared between studies, possibly
owing to the use of different host models, all studies have indicated the same general
conclusions that (1) unfolded peptides have structural preferences that are predominantly
locally determined [72]; (2) nevertheless, these preferences at individual positions can be
modulated by the structural features of neighboring residues [68], and (3) importantly, the
unfolded chain does not evenly sample the sterically allowed regions of Ramachandran
space [71].

In addition to PPII propensities, alanine-based peptides have been utilized to measure
intrinsic α-helix-forming tendencies in a host–guest model that was designed to avoid
stabilizing side chain–side chain and side chain–macrodipole interactions [22]. Though
cold temperatures were required for this peptide to populate helix at appropriate levels for
study, Baldwin and coworkers measured amino acid substitution effects on the CD signal
at 222 nm and determined an experimental scale of α-helix intrinsic propensities for each
of the 20 common amino acids. At 0 ◦C, most of the amino acids disfavored forming helix
at guest positions in the alanine-based host, while leucine and arginine were indifferent
to helix-formation. Alanine, however, had a preference for forming helix in this host. The
intrinsic propensity for forming α-helix determined by Baldwin and coworkers for each of
the common amino acids is provided in Table 2.

Table 2. Experimental intrinsic propensity for the α-helix measured in short peptides.

Amino Acid ∆G (kcal mol−1) a α-Helix Propensity b

ALA (A) −0.258 0.62
CYS (C) 0.570 0.26
ASP (D) 0.635 0.24
GLU (E) 0.433 0.31
PHE (F) 0.672 0.22
GLY (G) 1.62 0.05
HIS (H) 0.525 0.28
ILE (I) 0.445 0.31

LYS (K) 0.108 0.45
LEU (L) 0.022 0.49

MET (M) 0.251 0.39
ASN (N) 0.635 0.24
PRO (P) 4 0.001
GLN (Q) 0.314 0.36
ARG (R) −0.047 0.52
SER (S) 0.525 0.28
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Table 2. Cont.

Amino Acid ∆G (kcal mol−1) a α-Helix Propensity b

THR (T) 1.07 0.12
VAL (V) 0.797 0.19
TRP (W) ~0.6 0.25
TYR (Y) ~0.4 0.32
average 0.29

a Measured in an alanine-rich host at 0 ◦C by Baldwin and coworkers [22]. In the original report, bias for the
α-helix was given as a free energy (∆G) of helix formation. The values for ASP, GLU, LYS, and ARG represent the
charged species; His value is for the neutral species. b α-helix propensities were estimated from the free energies
as Kα/(1 + Kα), where Kα = e−∆G/RT , ∆G is from column 2, R is the gas constant, and T is temperature.

3. Protein Coil Library Model of the DSE

The PDB [73] provides an ever-increasing number of high-resolution protein structures,
which include both regularly ordered secondary structures (helices, sheets, and turns) and
irregularly ordered structures (coils and loops). While any individual coil or loop was
sufficiently ordered for structural determination, the assumption is that in aggregate, a
large set of irregularly ordered structures would provide information on the conformational
tendencies and properties of the polypeptide chain in the denatured state. Collectively,
these models of the denatured state are constructed by examining the regions of resolved
protein structures that are outside the α-helix and β-strand domains. Indeed, analyses of
“protein coil libraries” generally support the structural preferences that have been observed
in peptide-based models. As these libraries of coil structures have evolved, the field has
gained valuable insights into the roles of sequence context, intramolecular interactions,
and protein hydration in determining the intrinsic structural tendencies of the amino acids.

In 1995, Swindells and Thornton generated one of the first iterations of a protein
coil library based on high-resolution protein structures [27]. Four basins were defined
on the Ramachandran plot, corresponding to a (α-helix), b (β-sheet), p (PPII), and L (left-
handed helix). Using 85 structures obtained from the PDB, they removed residues that were
assigned helix or sheet conformation, retaining all coils, loops, and turns in the analyzed set.
Within this set, residues Glu, Gln, Ser, Asp, and Thr demonstrated strong propensities for
the “a” region, as their side chains have both the hydrogen bonding capacity and rotational
flexibility to form hydrogen bonds to backbone groups. The “b” propensities appeared
to be less sensitive to the chemistry and rotamer of the side chain, consistent with the
location of the side chain relative to the backbone when in the β-sheet conformation. While
the authors did not explicitly discuss the “p” region (PPII), their data show a significant
redistribution of the population between the four basins when the “whole” and “coil
library” sets are compared. When the entire polypeptide chain was considered, the a and
b basins were the two most highly populated. In the coil library, with helices and sheets
removed, the a and p basins exhibited the highest populations. This demonstrated that in
the structures of intact proteins, PPII conformations are well represented in the non-alpha
and non-beta regions.

This work was followed by an analysis of the PPII content in 274 high-resolution
structures conducted by Stapley and Creamer [74]. In their analysis, they found the PPII
conformation was common, with more than half of the proteins containing at least one PPII
helix longer than three residues, despite PPII residues comprising just 2% of all residues
in the dataset. This study was the first to detail the PPII propensities of each side chain.
Predictably, Gly was disfavored, while Pro had a strong PPII propensity. Additionally,
they observed that Gln, Arg, Lys, and Thr had generally strong propensities for adopting
PPII conformations. Moreover, a positional dependence of PPII propensity within the
PPII helix was also found. The ability of polar side chains, such as Gln, Lys, and Arg, to
form hydrogen bonds with the backbone between i and i + 1 positions stabilizes the PPII
helix. This is consistent with the overrepresentation of Gln, Arg, Lys, and Thr in the first
PPII helix position. These data also supported the idea that PPII helices have extensive
solvent exposure, as there was a significant negative correlation between nonpolar solvent
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accessibility and PPII propensity. Taken together, their work demonstrated that both solvent
accessibility and the ability to form hydrogen bonds with the backbone were important
elements of PPII propensity, consistent with prior work in peptides.

In 2005, Rose and coworkers developed a protein coil library (PCL) that is web-
accessible [28]. The PCL becomes updated as the PDB is also updated. This repository
of structure elements uses the regular expressions for α-helices and β-sheet and then
extracts all non-helix and non-sheet residues from deposited structures that share <90%
identity. Note that, as a result, the PCL contains both turns and homologous sequences.
Additionally, for structure classification purposes, the PCL divides the Ramachandran plot
into 30◦ × 30◦ bins, whereby each bin refers to one of 144 different “mesostates”.

An analysis in 2008 by Perskie et al. identified seven naturally clustering basins in a
Ramachandran plot of PCL structures [30]. These basins represent the familiar α, β, PPII,
αL, and τ (type II’ β-turn) structural motifs, and also a γ basin, for inverse γ turns, and a δ
basin that captures residues preceding a proline in proline-terminated helices. This allowed
amino acid preferences for the different basins (see Table 2 in ref. [30]) to be determined
and studied. For example, solvent–backbone hydrogen bonding, which can favor PPII [14],
and side chain–side chain sterics, which for branched amino acids adjacent to proline can
favor δ at the expense of β, were found to be crucial determinants of the basin preferences.

To better understand how the conformational preferences of a residue in the dena-
tured state depend on the identity and state of its adjacent (nearest) neighbor, Freed and
coworkers constructed an increasingly stringent set of coil libraries [29]. Using 2020 nonho-
mologous polypeptide chains, the “full” set was defined as the entire polypeptide chain,
sans the terminal residues. The first cull of the full set (Cαβ) removed the α-helix and β-
sheet identified residues, similar to the original coil libraries and the PCL described above.
This had the effect of reducing the number of residues to 40% of the original. The next
restriction additionally removed hydrogen-bonded turns from the set (Cαβt), slimming the
library to 28% of the original. Finally, to produce the most restricted coil library, the authors
retained only those residue positions located within contiguous stretches four residues or
longer, and which were “internal” to coils. This had the effect of reducing “end bias” from
structured regions, which is known to favor PPII at the expense of α and β.

The sequential removal of ordered residues had the overall effect of increasing PPII
content and decreasing α populations in the coil library. Specifically, when all structured
positions were included, α-helical conformations were the predominant state. Upon remov-
ing the α-helix and β-sheet residues—as Swindells and Thornton did a decade prior—the
PPII conformation emerged as a major subpopulation. With turns also removed (Cαβt),
the most populated conformation was PPII, and there was a significant reduction in the α
population. The dominance of the PPII conformation is not restricted to a particular subset
of amino acids, as all 20 amino acids show a considerable propensity to adopt the PPII
configuration (Table 3). The most restricted set (with only residues that are well within
coil regions) showed little change in the population distribution, with the PPII population
continuing to be dominant.

Using the most restricted set, the authors also found that the size of the PPII subpopu-
lation is constant regardless of solvent accessibility [29]. Moreover, PPII is the dominant
conformation in all but the 10% most surface-exposed residues. The α-helix dominates
in the surface residues, due to the propensity of the polypeptide backbone at the surface
to preferentially turn back toward the folded core of the protein. The independence of
PPII content and solvent accessibility initially appears to contrast with earlier work with
both peptides and earlier versions of PCLs. However, these results can be reconciled by
understanding the PPII conformation as a mechanism for maximizing backbone hydrogen
bonding. In the PPII conformation, the backbone amides and carbonyls are in positions that
both minimize steric hindrance and enable both functional groups to form hydrogen bonds,
either with solvent molecules or within the protein [29]. Therefore, the PPII propensity
likely reflects the intrinsic hydrogen bond capacity of a polypeptide, not merely solvation.
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Table 3. Amino acid specific propensity for the PPII backbone conformation in the protein coil library.

Amino Acid PPII Propensity a

ALA (A) 0.48
CYS (C) 0.38
ASP (D) 0.34
GLU (E) 0.38
PHE (F) 0.36
GLY (G) 0.21
HIS (H) 0.28
ILE (I) 0.39

LYS (K) 0.35
LEU (L) 0.47

MET (M) 0.38
ASN (N) 0.31
PRO (P) 0.81
GLN (Q) 0.35
ARG (R) 0.32
SER (S) 0.31
THR (T) 0.24
VAL (V) 0.34
TRP (W) 0.35
TYR (Y) 0.37
average 0.37

a Calculated by Freed and coworkers using a restricted coil library that removed α-helices, β-sheets, turns, and
residues flanking secondary structures from a set of protein structures [29].

These general results can be replicated using almost any set of nonhomologous pro-
tein structures. Figure 2 shows results from a curated set of 122 human protein structures,
sharing less than 50% sequence identity and with structural resolution < 2.0 Å [75]. In
the full set, containing 15,958 residue positions, the α conformation is the most popu-
lated (Figure 2A). When α-helices and β-strands are removed, PPII is the most favored
conformation for the remaining 6418 residue positions (Figure 2B).

α

α
α β

 

α
− −

α β

−

Figure 2. Protein coil libraries are dominated by PPII conformations. In total, 122 non-homologous human structures were
analyzed for individual residue conformations (including Gly). (A) Ramachandran plot for every residue in the set (15,598
residues). The major population is in the α region, centered at (−65◦, −45◦). (B) Ramachandran plot of the same set after
removing all identified α-helix and β-sheet residues (identified using the information provided in the PDB structure file
header), yielding 6418 remaining. The major population has shifted to the PPII region, and peaks at (−65◦, 135◦). For both
plots, color represents the count in 10◦ × 10◦ bins.

The consistency of PPII propensity in protein coil libraries, especially when viewed in
light of hydrogen bonding capacity, therefore predicts that a bias toward PPII conformations
is an inherent characteristic of the polypeptide backbone.
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4. IDP Model of the DSE

The results of many studies (reviewed above) revealed a significant bias toward PPII in
the unstructured states of proteins, even when no prolines are present in the sequence. This
indicates that the PPII conformation is a dominant component of the DSE, and potentially
an important structural descriptor for understanding the properties associated with IDPs
and intrinsically disordered regions (IDRs). Although intrinsic PPII propensities have
been determined for the common amino acids (see Tables 1 and 3), the ability of these
experimentally determined propensities to quantitatively reproduce ID structural behavior
in biological proteins has been difficult to establish.

An experimental system was designed to address this issue and provide an indepen-
dent measure of the amino acid-specific bias for PPII in IDPs. Based on the hypothesis
that the magnitude of a PPII preference in the disordered conformational ensemble can
affect its population-weighted hydrodynamic size [41,44,45], it has been shown that in-
trinsic PPII propensities can be obtained by analyzing the sequence dependence of the
mean hydrodynamic radius, Rh, of IDPs [37]. This method relies on two assumptions we
demonstrate are reasonable. First, that PPII effects on mean Rh follow a simple power law
scaling relationship [41,44,45], and second, that the protein net charge also can influence
the hydrodynamic size [38,76].

To establish the relationship linking mean Rh to chain bias for PPII in an ensemble, a
computer algorithm based on the hard sphere collision (HSC) model was used to generate
polypeptide structures through a random search of conformational space [48,49]. The HSC
model has no intrinsic bias for PPII, which was demonstrated previously [49], and thus a
PPII sampling bias could be added to the algorithm as a user-defined parameter [41].

Briefly, in this model, individual conformers are generated by using the standard bond
angles and bond lengths [77], and a random sampling of the backbone dihedral angles
Φ, Ψ, and Ω. (Φ, Ψ) is restricted to the allowed Ramachandran regions [78]; the peptide
bond dihedral angle, Ω, is given 100% the trans form for nonproline amino acids, while
prolines sample the cis form at a rate of 6–10%, depending on the identity of the preceding
amino acid [79]. The positions of side chain atoms are determined from sampling rotamer
libraries [80]. Van der Waals atomic radii [47,81] are used as the only scoring function to
eliminate grossly improbable conformations. To calculate state distributions typical of
protein ensembles, a structure-based energy function parameterized to solvent-accessible
surface areas is used to determine the population weight of the generated structures [82–90].
Random structures are generated until the population-weighted structural size, <L>, be-
comes stable [41]. L is the maximum Cα–Cα distance in a state, and <L> is considered
stable when its value changes by less than 1% upon a 10-fold increase in the number of
ensemble states. <L>/2 is used to approximate the mean Rh of an ensemble.

Figure 3A shows the effect on simulated mean Rh (i.e., <L>/2) from increasing the
applied PPII sampling bias, SPPII, which is obtained by weighting the random selection of
Φ and Ψ. For example, a 30% sampling bias for PPII had 30% of the paired (Φ, Ψ) values
for any residue randomly distributed in the region of (−75◦ ± 10◦, +145◦ ± 10◦). The
remaining 70% of paired (Φ, Ψ) were distributed in the allowed Ramachandran regions
outside of (−75◦ ± 10◦, +145◦ ± 10◦). In this figure, each data point represents a computer-
generated poly-alanine conformational ensemble (typically >108 states). These results are
mostly insensitive to steric effects originating from the side chain atoms when biological
sequences are used instead of poly-alanine [38]. Unusual sequences, such as all proline or
all glycine, cause deviations from the poly-alanine trend.

The simulations revealed that increasing chain propensity for PPII gives rise to in-
creased mean Rh, which is expected because PPII is an extended structure [43]. The
dependence of mean Rh on chain length at each sampling bias was fit to the power law
scaling relationship, Rh = Ro·Nv, where N is chain length in number of residues, Ro the
pre-factor, and v the polymer scaling exponent. Individual fits at a given SPPII are shown by
lines in Figure 3A, obtained by nonlinear least squares methods. Ro, on average, was 2.16 Å,
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except when the sampling bias was 100% PPII (Figure 3B). When Ro is held at 2.16 Å, the
resulting v shows a logarithmic dependence on SPPII (Figure 3C).
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∙
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Figure 3. PPII bias expands the structural dimensions of the DSE. (A) The effect of an applied PPII sampling bias (SPPII) on
mean Rh (i.e., <L>/2) for poly-alanine at different N. Filled circles represent no preferential bias, while open circles, triangles,
and squares show when SPPII is 40%, 80%, and 100%, respectively. (B) SPPII effects on fit parameter Ro. Average Ro for SPPII

range of 0–90% is 2.16 Å, indicated by the stippled line. (C) SPPII effects on fit parameter v when Ro is held constant at
2.16 Å. Line is from nonlinear least squares fit of these data to the logarithmic equation, v = vo + a·ln(1 − SPPII).

Because most computer-generated random structures have steric conflicts, and thus
are removed by the hard sphere filter, the applied PPII bias, SPPII, does not necessarily
equal the population-weighted fractional number of residues in the PPII conformation in
an ensemble of allowed states. By using fPPII = <NPPII>/N to account for this difference,
where NPPII is the number of residues in the PPII conformation in a state, and <NPPII>
is the population-weighted value for the ensemble (i.e., <NPPII> = ∑NPPII,i·Pi with Pi the
Boltzmann probability of state i), the simulation trends in Figure 3 can be combined into a
simple relationship,

Rh = (2.16 A)·N0.503−0.11·ln(1− fPPII) (1)

Additional simulations found that Equation (1) is independent of the specific pattern
of PPII propensities in the polypeptide chain [45].

To test Equation (1) directly, mutational effects on experimental Rh were measured
for an IDP [44]. Apparent changes in fPPII were determined from amino acid substitutions,
following the strategy shown in Figure 4. These experiments used the N-terminal end of
the p53 tumor suppressor protein, a prototypical IDP consisting of 93 residues, p53(1-93).
The apparent net charge, Qnet, calculated from sequence for p53(1-93), is −17. Thus, this
test was conducted in the background of potentially strong intramolecular charge–charge
interactions that were unaccounted for. Nonetheless, experiments with P→G and A→G
substitutions applied to p53(1-93) gave reasonable results, indicating a per-position average
PPII bias change of 0.76 at each proline site (i.e., relative to the intrinsic PPII bias of glycine)
and 0.48 at each alanine site. These results are evidence of significant conformational bias
for PPII in IDPs, even at nonproline positions.

Equation (1) was also used to predict Rh from sequence for a database of IDPs, using
the experimental PPII propensities in Table 1 [45]. For each IDP, fPPII was calculated by
∑ PPIIi/N, where PPIIi is the PPII propensity of amino acid type i, and the summation
is over the protein sequence containing N number of amino acids. Figure 5A shows Rh

predicted when using PPII propensities from Hilser and coworkers (column 4, Table 1).
Compared to the null model where PPII is not strongly preferred and the chain is an
unbiased statistical coil, Equation (1) indeed captures the overall experimental trend.
Repeating these predictions using the PPII scales measured by Creamer or Kallenbach
(columns 2 and 3, Table 1), both yield Rh values that are consistently larger than in the
experiment [45], indicating these two scales may be overestimated, at least for describing
structural preferences in prototypical IDPs. Moreover, the error from predicting Rh by
Equation (1) when using the Hilser-measured PPII scale was found to trend strongly
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with Qnet when Qnet was normalized to chain length (Figure 5B), more so than >500 other
physicochemical properties that can be calculated from the primary sequence [38]. The
linear trend in prediction error to Qnet (determined from sequence as number of K and R
minus number of D and E) was used to modify Equation (1), yielding

Rh = (2.16 A)·N0.503−0.11·ln(1− fPPII) + 0.26·|Qnet| − 0.29·N0.5 (2)

−

→ →

 

→ →

→ →

∑

2.16	Å ∙ . . ∙ 0.26 ∙ | | 0.29 ∙ .
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Figure 4. Using mutational effects on IDP Rh to estimate changes in chain bias for PPII. Computed Rh dependence on fPPII

for a 93-residue polypeptide, using Equation (1). Arrows show results from experimental Rh measured by both dynamic
light scattering (DLS) and size exclusion chromatography (SEC) methods for wild type p53(1-93) and the P→G and A→G
substitution mutants. In total, 22 proline (NPRO) and 12 alanine residues (NALA) in the wild type sequence were substituted
to glycine in the P→G and A→G mutants, respectively.

 

Figure 5. Predicting IDP Rh from sequence using experimental PPII propensities. (A) Rh predicted by Equation (1) compared
to experimental Rh for 34 IDPs. Predicted values (black circles) were determined from sequence using experimental PPII
propensities measured in peptides by Hilser and coworkers (column 4, Table 1). Red squares show Rh predictions when
using a null model where PPII is not preferentially populated [45]. (B) Size-normalized error, (predicted—experimental
Rh)/N0.5, compared to size-normalized Qnet (i.e., |Qnet|/N0.5) for each IDP in panel A. (C) Equation (2) predicted Rh

compared to experimental Rh for 34 IDPs. The identity, primary sequence, and experimental Rh for the IDPs used to generate
data in this Figure are provided in ref. [37]. In each plot, R2 is the coefficient of determination.

Equation (2), which amends Equation (1) for Qnet effects on the hydrodynamic size,
is highly accurate in predicting Rh from sequence for many IDPs (Figure 5C). Further,
in this set of IDPs, mean Rh did not trend with κ [38], which is a measure of the mixing
of positive and negative charges in the primary sequence [91]. This justified using Qnet

to modify Equation (1) and obtain Equation (2), because mean Rh was independent of
sequence organization of the charged side chains.

To further test Equation (2) and its ability to describe PPII effects on IDP Rh, random
PPII scales were generated and tested for accuracy at predicting experimental Rh [37]—thus
establishing the sensitivity of Equation (2) to scale variations. Briefly, each random scale,
where the 20 common amino acids were individually assigned random values between
0 and 1, was used to predict Rh by Equation (1), and was then compared to experimental

68



Molecules 2021, 26, 634

Rh, an example of which is shown Figure 5A for the peptide-based PPII scale measured by
Hilser and coworkers. Next, the linear trend in prediction error to size-normalized Qnet

was determined, as in Figure 5B. These two steps generate two correlations (R2), which
were used to evaluate each random scale (Figure 6A). Because the slope and intercept
from the error trend with size-normalized Qnet provides the coefficients preceding |Qnet|
and N0.5 in Equation (2), each scale yields a unique empirical modification to Equation (1)
that corrects for net charge effects on mean Rh. The results from analyzing 106 randomly
generated scales in this manner are given in Figure 6A. Each data point represents a PPII
scale. The color, from black to purple, red, and through yellow, is the average error in
predicting Rh from sequence after correcting for net charge effects on hydrodynamic size
(i.e., after using scale-specific Equation (2) to predict Rh). The abscissa is the correlation (R2)
of Equation (1)-predicted Rh with the experiment for a scale. The ordinate is the correlation
(R2) of size-normalized Equation (1) error with size-normalized Qnet.

 

Figure 6. Using experimental Rh from IDPs to determine amino acid-specific intrinsic PPII propensities. (A) Ability of
experimental PPII propensity scales (from Table 1) to describe the sequence dependence on IDP Rh compared to 106 random
PPII propensity scales. Missing amino acids from scales measured by Kallenbach (column 3, Table 1) and Creamer (column
2, Table 1) were given the scale average (bottom value, Table 1). Compared as well is the result from using a coil library scale
(Table 3). In panels A and B, results from using scales from Hilser and coworkers, Kallenbach and coworkers, Creamer and
coworkers, and the coil library are labeled “H”, “K”, “C”, and “coil”, respectively. (B) Histogram of error distribution in the
boxed region of panel A. Small errors are better. (C) Average scale value calculated for each of the 20 common amino acids
using the “best” performing random PPII propensity scales (red bars). Average scale value using the “best” performing
random scales that also maintain correct rank order for the nonpolar amino acids (blue bars), yielding an experimental PPII
propensity scale based on IDPs. Error bars report standard deviations.

Two key observations are immediately apparent in the data given in Figure 6A. First,
there is a set of random PPII propensity scales that are better than typical at predicting mean
Rh from sequence when using fPPII, Qnet, and N. These scales, highlighted by the boxed area,
predict IDP Rh with good correlation with experimental Rh (R2 > 0.7; x-axis) and a prediction
error that also trends with Qnet (R2 > 0.4; y-axis). Second, the experimental PPII propensities
determined calorimetrically from host–guest analysis of the binding energetics of the Sos
peptide (i.e., the peptide-based scale measured by Hilser and coworkers) outperform almost
all random scales in their ability to describe sequence effects on mean hydrodynamic size
when using only conformational bias and net charge considerations. This is particularly
evident when comparing error magnitudes (Figure 6B).

To determine if Equation (2) is sufficiently sensitive to discern the differences in PPII
bias of the amino acids, the average scale value for each amino acid type was computed
from the “best” performing random scales. The “best” scales were defined as those
in the boxed area of Figure 6A with the smallest error (i.e., less than the distribution
mode; see Figure 6B). The computed averages, unfortunately, report a somewhat trivial
specificity except for distinguishing proline and nonproline types (red bars, Figure 6C),
most likely owing to the low representation of some amino acid types in the IDP dataset,
specifically the nonpolar amino acids [92]. When substitution effects on mean Rh were
measured experimentally in p53(1-93) to determine rank order in PPII propensities among
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the nonpolar amino acid types [37], and then used to restrict the “best” random scales
to those that also maintain this rank order, the average scale value by amino acid type
(blue bars, Figure 6C) exhibited strong correlations with the other experimental PPII scales
(Figure 7). These amino acid-specific average scale values (blue bars, Figure 6C), which
were obtained solely from analyzing sequence effects on IDP Rh, represent an independent
measure of the intrinsic PPII bias in the ID states of biological proteins.

 

Figure 7. Comparison of experimental PPII propensities. (A) Correlation of the peptide-measured
PPII scale from Hilser and coworkers (column 4, Table 1) with the IDP-measured PPII propensities
(blue bars, Figure 6C). (B) Correlation of the coil library (Table 3) and IDP scales. In both plots, each
blue circle represents an amino acid type.

Because ID has sequence characteristics that show fundamental disparities when
compared to nonID sequences, using IDPs as a DSE model for folded protein is not
fully supported. For example, unlike the heterogeneous composition of amino acids
and the weak repetition found in the sequences of folded proteins [93,94], IDPs and
IDRs have a lower sequence complexity [95] with strong preferences for hydrophilic and
charged amino acid side chains over aromatic and hydrophobic side chains [92,96]. These
disparate properties of the primary sequence suggest potentially disparate structural
behavior. To investigate this issue, protein sequence reversal was used to gain experimental
access to the disordered ensemble of a protein with a composition of L-amino acids and
pattern of side chains identical to those of a conventional folded protein [42]. Using
staphylococcal nuclease for these studies, the unaltered wild type adopts a stable native
structure consisting of three α-helices and a five-stranded, barrel-shaped β-sheet [97]. The
protein variant with reversed sequence directionality, Retro-nuclease, was found to be an
elongated monomer, and exhibits the structural characteristics of intrinsic disorder [42].
At 25 ◦C, the mean Rh of Retro-nuclease was found to be 34.0 ± 0.5 Å by DLS techniques.
Sedimentation analysis by analytical ultracentrifugation (AUC) and SEC methods gave
similar results under similar conditions (33.0 Å at 20 ◦C by AUC, and 33.7 Å at ~23 ◦C
by SEC). Equation (2), for comparison, predicts 33.1 Å using the Retro-nuclease primary
sequence, which is close to the observed experimental values.

The hydrodynamic size of Retro-nuclease is highly sensitive to temperature changes
(Figure 8A), which is consistent with observations from other IDPs [39–41]. The enthalpy
and entropy of the PPII to nonPPII transition have been measured in short alanine peptides
by monitoring heat effects on structure over a broad temperature range [46]. The results
from CD spectroscopy, which monitored the change in the CD signal at 215 nm, gave
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∆HPPII and ∆SPPII of ~10 kcal mol−1 and 32.7 cal mol−1 K−1, respectively, while NMR
measurements, using heat effects on 3JHNα, gave ~13 kcal mol−1 and 40.9 cal mol−1 K−1.
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Figure 8. Temperature, α, and PPII effects on DSE hydrodynamic size. (A) Open circles show Retro-nuclease mean Rh

measured using DLS methods from 5 to 65 ◦C. The dashed line was calculated with Equation (2) and modeling temperature
effects on the intrinsic PPII propensities by Equation (3) and with ∆HPPII = 13 kcal mol−1. Temperature-dependent
changes to the amino acid PPII propensities, from Equation (3), cause the Equation (2)-predicted Rh to change accordingly.
(B,C) Simulated effects on population-weighted size from α and PPII bias. Fractional change in mean Rh (i.e., <L>/2) was
used to normalize simulation results for chain length. In panel C, open circles represent experimental Rh measured for IDPs
and normalized relative to the simulated size of an unbiased ensemble [37], as explained in the main text. fPPII for each IDP
was calculated from sequence using the IDP experimental PPII scale (blue bars, Figure 6C).

Because the PPII bias is noncooperative [46] and locally determined [72], the effect
from temperature changes can be modeled at the level of individual residue positions using
the integrated van’t Hoff equation,

ln(KPPII(T)) =

(

∆HPPII

R

)(

1
(298 K)

−
1
T

)

+ ln(KPPII(298 K)) (3)

where KPPII is the equilibrium between PPII and nonPPII states, T is temperature, and
R is the gas constant. ∆HPPII is assumed to be constant. If PPII is the lone dominant
conformation, then KPPII for each amino acid type can be estimated from experimental PPII
propensities at 25 ◦C as KPPII,i = (1 − PPIIi)/PPIIi. The importance of Equation (3) is that it
provides another check on the ability of the DSE to be described from the results of peptide
studies. Moreover, these two values, ∆HPPII and PPIIi, give access to the entropy from the
relationship (∂G/∂T)P = −S. Using IDP-measured intrinsic PPII propensities (blue bars,
Figure 6C), we found that ∆HPPII~13 kcal mol−1 captures the decrease in Retro-nuclease
mean Rh from 25 to 65 ◦C (Figure 8A). For alanine, using its IDP-measured PPII propensity
at 25 ◦C (0.32) and ∆HPPII = 13 kcal mol−1 yields ∆SPPII = 45.1 cal mol−1 K−1.

Although the predicted and experimental mean Rh agree at 25 and 65 ◦C, experimen-
tal and Equation (2)-predicted values at 5, 15, 35, and 45 ◦C show obvious differences
(Figure 8A). At 35 and 45 ◦C, the experimental mean Rh values were larger than pre-
dicted, whereas at 5 and 15 ◦C, they were smaller. The analysis of heat effects on Rh

using Equation (3) assumed PPII to be the lone dominant DSE conformation, which is not
necessarily correct. Indeed, the Retro-nuclease CD spectrum reported a cold-induced local
minimum at 222 nm for T < 25 ◦C [42], revealing temperature-dependent population of
the α backbone conformation. By including the effects of an α bias in simulations of DSE
hydrodynamic size, both the over- and underpredictions of mean Rh at 5, 15, 35, and 45 ◦C
can be explained.

Briefly, preferential sampling of main chain dihedral angles for Φ and Ψ associated
with α-helix can cause changes in the structural dimensions of the DSE [38]. Monitored
from the population-weighted mean size, Rh ~ <L>/2, computer-generated ensembles
that sample (Φ, Ψ) in the α region (−64◦ ± 10◦, −41◦ ± 10◦) show compaction under
modest preferences, and elongated sizes at higher α sampling rates (Figure 8B). Specifically,
when (Φ, Ψ) sampling for α is weakly preferred, the probability of contiguous stretches
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of residues in the α state is low, and turn structures are more likely than helical segments
that form when the α bias is higher. Because the effect of the α bias on the mean Rh of the
DSE can be accentuated by the PPII bias, whereby ensembles with high PPII propensities
show increased sensitivity to changes in the α bias, the consequences of both the α and
PPII biases for mean Rh must be considered. For example, the average chain propensity
for PPII in our IDP database is ~0.4 when estimated from sequence. Thus, the IDP trend
of mean Rh with α bias should follow the red line in Figure 8B, and not the black line.
Likewise, the effect of PPII bias on mean Rh is codependent on the α bias (Figure 8C). When
PPII is the dominant conformation, the structural dimensions of the denatured state follow
the relationship given by Equation (1) (black line in Figure 8C). If, instead, PPII is not the
dominant conformation, and moderate α preferences are present, then the Rh dependence
on PPII bias changes. More precisely, the result of increasing the chain preference for α
is to suppress the effect of PPII on mean Rh (blue line in Figure 8C). When the α bias is
stronger than the PPII bias (i.e., α is the dominant conformation), then the effect of the PPII
bias is compaction (red line in Figure 8C).

The comparison of experimental IDP Rh to the curves in Figure 8C (open circles in the
figure) confirms that PPII is the dominant backbone conformation in IDP ensembles [37].
Here, fractional ∆Rh was calculated as (experimental Rh—simulated Rh)/simulated Rh,
where simulated Rh refers to the size of an unbiased ensemble that has been corrected for
net charge effects. In the figure, a majority of the IDPs are found to have experimental
mean Rh values slightly larger than expected based upon the sequence-calculated value of
fPPII. This suggests that the amino acid preferences for PPII may be underestimated by the
IDP-based scale, and the values for fPPII in this figure should be shifted to the right. The
possibility of a larger intrinsic PPII bias cannot be eliminated because PPII effects on mean
Rh are suppressed by the presence of an α bias. The magnitude and sequence dependence
to the α bias in the protein DSE is currently unknown, although it has been estimated in
short alanine-rich peptides [22].

The idea that PPII propensities are underestimated possibly explains some of the Retro-
nuclease data shown in Figure 8A. An underestimated PPII bias gives an underestimated
predicted mean Rh at 35 and 45 ◦C. At 5 and 15 ◦C, the disagreement between theory and
experiment is likely caused by theα bias detected in the Retro-nuclease CD spectrum [37,38].
To obtain the sequence dependence of both the α and PPII biases in the DSE and test these
assumptions, the analysis of sequence effects on IDP mean Rh reviewed above could simply
be repeated at both colder and warmer temperatures. Higher temperatures reduce α effects
on mean Rh and isolate the effects of the PPII bias. Colder temperatures give access to
the α bias. Just as the sequence dependence of mean Rh at T ≥ 25 ◦C yields the amino
acid-specific biases for PPII from the comparison of experimental Rh to simulated coil
values that omit PPII effects, the sequence dependence of mean Rh at T < 25 ◦C can yield
the amino acid bias for the α conformation via comparison to the theoretical treatment that
omits the α effects.

5. Temperature Dependence of Intrinsic α-Helix and PPII Propensities

If we assume Tiffany and Krimm are correct, and the DSE is composed of three main
structural states (PPII, α-helix, and unordered), then the PPII and α-helix propensities
given in Tables 1 and 2 can be used to model how PPII, α-helix, and unordered populations
change with temperature for a generic polypeptide. This is shown in Figure 9A, where
populations at different temperatures were modeled by using the integrated van’t Hoff
equation (Equation (3)), a transition enthalpy for PPII to nonPPII (∆HPPII), and a transition
enthalpy for α to non-α (∆Hα). As discussed above, peptide [46] and IDP studies [37,42]
both indicate ∆HPPII is ~10 kcal mol−1. Calorimetric studies using alanine-rich peptides
that adopt α-helix by Bolen and coworkers indicate ∆Hα is ~1 kcal mol−1 [98]. In this model,
because ∆HPPII >> ∆Hα, PPII populations are highly sensitive to temperature changes,
while α-helix populations show reduced temperature sensitivity. Moreover, also because
∆HPPII >> ∆Hα, PPII populations dominate at very cold temperatures. Unfortunately, the
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model predicts α-helix populations that decrease with decreasing temperatures, in stark
contrast to the known stabilities of peptide and protein structures.
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Figure 9. Temperature effects on PPII, α-helix, and unordered populations in an unfolded polypep-
tide. (A) ∆HPPII = 10 kcal mol−1 and ∆Hα = 1 kcal mol−1. (B) ∆HPPII = 10 kcal mol−1 and
∆Hα = 11 kcal mol−1. To model a generic polypeptide, the PPII and α-helix propensities used the
average value from the propensities measured by Hilser and coworkers (column 4, Table 1) and
Baldwin and coworkers (column 3, Table 2). Specifically, the PPII propensity was 0.35 at 25 ◦C,
while the α-helix propensity was 0.29 at 0 ◦C. To calculate populations, the partition function was
determined from Q = 1 + e−∆GPPII/RT + e−∆Gα/RT, with the unordered state as the reference. ∆GPPII

and ∆Gα were calculated from the propensities by −RTln(PPII/1 − PPII) and −RTln(α/1 − α), and
the temperature dependence of the propensities was calculated with Equation (3). The unordered,
α-helix, and PPII populations thus were 1/Q, e−∆Gα/RT/Q, and e−∆GPPII/RT/Q.

If, instead, ∆Hα is given a value comparable to ∆HPPII, the model yields temperature-
dependent populations that reasonably agree with experimental results (Figure 9B). Specif-
ically, both PPII and α-helix populations decrease to low levels at high temperatures.
Moreover, under cold conditions, PPII dominates, but α-helix is also populated at non-
negligible levels that gradually increase as heat is removed from the system. This result
from the model can be explained by assuming that the calorimetry measured ∆Hα is the
net heat associated with forming α-helix at the cost of disrupting PPII (i.e., ∆Hα~∆Hcal,α

+ ∆HPPII~1 kcal mol−1 + 10 kcal mol−1 = 11 kcal mol−1). In Figure 9B, the transition en-
thalpies are modeled as 10 kcal mol−1 and 11 kcal mol−1 for ∆HPPII and ∆Hα, respectively.
This model is supported by the experimental data obtained for Retro-nuclease (Figure 8).
The observed temperature dependence of the Retro-nuclease hydrodynamic size revealed
PPII and α-helix intrinsic propensities that changed with temperature in a manner similar
to the Figure 9B model.

6. Discussion

Structural and energetic characterization of the DSE is required for a molecular-
level understanding of both protein stability and fold specificity. Historically, short
peptides [11–13] and the protein coil library [27–30] have been used as the principal mod-
els from which to investigate the DSE. For these two models, there is good quantitative
agreement in the sense that the protein coil library, when compared to peptide results, has
been found to reproduce the intrinsic conformational preferences of the amino acids for
helix, sheet, and PPII [29], as well as the effects on the conformational preferences from
neighboring residues [31]. This agreement between two independent models indicates that
the magnitudes and types of intrinsic biases in unstructured polypeptides are reasonably
well-known. The role of the temperature in describing DSE structure, however, is less
well understood. Heat indeed modulates the populations of unstructured states, which is
evidenced by the large temperature-dependent changes in hydrodynamic size exhibited by
IDPs [39–41]. Moreover, the ability of a protein to fold [2], phase separate [99], or recognize
its binding partner [69] is also temperature-dependent.

Recently, we demonstrated that the enthalpy, entropy, and magnitude of DSE con-
formational bias can be elucidated by analyzing heat effects on the mean Rh of IDPs [37].
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The sequence dependence of IDP hydrodynamic size yields an independent measure of
the intrinsic bias for PPII, because PPII-rich structures are extended [43]. Additionally,
as the PPII bias is driven by a favorable enthalpy [46], the effect of increased tempera-
ture is to populate nonPPII states at the expense of PPII. Thus, the enthalpy and entropy
of the PPII–nonPPII transition can be determined from the heat-induced changes to the
mean Rh. Our analysis of the sequence dependence on IDP hydrodynamic size revealed
amino acid-specific preferences for PPII that are in good quantitative agreement with
both calorimetry-measured values from short peptides and those inferred by a survey
of the protein coil library (Figure 7). Modeling the effects of heat on IDP hydrodynamic
size yields an enthalpy and entropy of PPII formation that were quantitatively similar to
the peptide-measured values [37,46]. It is important to note that these three DSE models
(i.e., peptides, the coil library, and IDPs) universally report that the allowed regions of
Ramachandran space are unevenly sampled, and that PPII is the predominant denatured
state conformation under normal conditions.

When interpreting the effects of the PPII bias on the mean Rh of unstructured proteins,
the population of the α backbone conformation has consequences that must be consid-
ered. The α basin of the Ramachandran map of Φ and Ψ dihedral angles is among the
most populated regions in the coil library distribution [27,30], and is shared with turn
structures [29]. Because of the backbone geometry of the α configuration, whereby sparse
sampling at dispersed positions can produce turns, and heavy sampling among contiguous
positions yields helices, the effect of a PPII bias on the mean Rh can be either compaction
or expansion. This is demonstrated in Figure 8C. The codependence of DSE mean Rh on
both the α and PPII biases predicts that intrinsic α preferences, and its corresponding
thermodynamic parameters, can be estimated from low-temperature studies that compare
experimental Rh to computer-simulated DSE trends (Figure 8A). Specifically, for some
unstructured proteins, the intrinsic α bias at low temperatures may be sufficiently strong
that its magnitude, sequence dependence, and enthalpy and entropy of formation can
be measured from the effect on the mean Rh. It remains to be seen if this strategy can
be successful, and if the resultant intrinsic α propensities as measured in IDPs compare
favorably to those obtained from short peptides (Table 2) and surveys of the protein coil
library [27–30].
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Abstract: YqhD, an E. coli alcohol/aldehyde oxidoreductase, is an enzyme able to produce valuable
bio-renewable fuels and fine chemicals from a broad range of starting materials. Herein, we report
the first computational solution-phase structure-dynamics analysis of YqhD, shedding light on
the effect of oxidized and reduced NADP/H cofactor binding on the conformational dynamics of
the biocatalyst using molecular dynamics (MD) simulations. The cofactor oxidation states mainly
influence the interdomain cleft region conformations of the YqhD monomers, involved in intricate
cofactor binding and release. The ensemble of NADPH-bound monomers has a narrower average
interdomain space resulting in more hydrogen bonds and rigid cofactor binding. NADP-bound
YqhD fluctuates between open and closed conformations, while it was observed that NADPH-bound
YqhD had slower opening/closing dynamics of the cofactor-binding cleft. In the light of enzyme
kinetics and structural data, simulation findings have led us to postulate that the frequently sampled
open conformation of the cofactor binding cleft with NADP leads to the more facile release of NADP
while increased closed conformation sampling during NADPH binding enhances cofactor binding
affinity and the aldehyde reductase activity of the enzyme.

Keywords: NAD(P)H-dependent oxidoreductase; zinc-containing alcohol dehydrogenase; cofactor
binding and release; interdomain cleft dynamics; molecular dynamics simulations

1. Introduction

YqhD is a homo-dimeric, NADP(H)-dependent E. coli oxidoreductase identified in
2003 [1]. Since its discovery, it has received considerable attention for bioengineering
efforts [2], being targeted for its utility in biomass conversion to biofuels [3] and chemical
feedstocks [4]. The enzyme was initially identified during the E. coli structural genomics
program and was shown to be widely distributed throughout the bacteria kingdom [5].
YqhD enzyme works as a homodimer with Zn2+ in the active site, catalyzing the intercon-
version of alcohols and aldehydes with NADP and NADPH, respectively, as a cofactor.
Although YqhD binds Zn2+, it has structural similarities to the iron-dependent (group III)
alcohol dehydrogenase enzymes [6]. Initially, YqhD was proposed as NADP-dependent
alcohol dehydrogenase with a weak affinity toward short- and medium- chain alcohols [7].
Later studies characterized this enzyme as a NADPH-dependent aldehyde reductase with
a broad range of substrates, such as 3-hydroxypropionaldehyde [8], propanaldehyde,
isobutylaldehyde [3], acrolein, and malondialdehyde [2,9]. The enzyme’s biological role
was also evident in the reduction of various reactive aldehydes derived from membrane
lipid peroxidation [9] and mitigation of furfural toxicity [10–12]. Other biosynthetic efforts
with YqhD have involved its utilization in the production of aromatic alcohols [13], ethylene
glycol, 1-butanol [14], 1,4-butanediol, acetol [15,16], 1,2-propanediol [17] and, in a pathway
using CO2, 1-butanol [18].
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Just a few years after YqhD’s characterization, it became a candidate for protein
engineering studies toward the biological production of useful chemicals and fuels, in-
cluding valorization of biomass-derived precursors. Protein engineering approaches have
produced variants of YqhD with improved affinity and higher catalytic efficiency toward 3-
hydroxypicolinic acid for the production of 1,3-propanediol [19]. Engineered strains for the
production of 1,3-propanediol from D-glucose [20] and glycerol [21,22] have also utilized
YqhD. The broad enzyme substrate scope, combined with this report on the dependence
of enzyme conformational dynamics on cofactor oxidation state, makes YqhD useful as a
model system to better understand NADP-dependent zinc bound oxidoreductases [23–26].
Despite the abundance of structural and kinetics data for the YqhD oxidoreductase, there
are no reports (experimental or simulations) until now on the structure and dynamics of
this enzyme in solution.

Herein, we report results from a set of molecular dynamics (MD) simulations of
YqhD enzyme with both oxidized and reduced cofactors (NADP and NADPH) in aqueous
solution. The study aims to rationalize the enzyme preference toward NADPH over NADP
as a cofactor. The crystal structure [7] (PDB ID: 1OJ7) is the starting point for our simulations.
In the crystal structure of the YqhD holoenzyme, the bound NADP cofactor is modified to
NADPH(OH)2 due to oxidative stress during the crystallization process [7]. Figure 1 shows
the dimeric structure of YqhD, which crystallizes as a tetramer in the asymmetric unit,
as well as geometries of the modified and native cofactors (NADPH(OH)2, NADP, and
NADPH). YqhD shows a lower Michaelis constant for NADPH [11] (KM = 0.008 mM) than
NADP [27] (KM = 0.15 mM) and, concomitant with cofactor reactivity, a lower Michaelis
constant for 1-butyaldehyde [9] (KM = 0.67 mM) compared to 1-butanol [7] (KM = 36 mM).
Our simulation work of the YqhD homodimer has found that the cofactor oxidation state has
a profound effect on enzyme structure and dynamics, which is consistent with differences
in enzyme efficacy toward alcohols versus aldehydes.
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Figure 1. (a) YqhD dimer (comprised of monomers A and D) is in cartoon representation with the α-helical and Rossmann-
type domains colored in blue and pink, respectively. The shaded region shows the cofactor-binding site of monomer D. Zn2+

is located at the interdomain face within the cofactor-binding site and is shown in orange colored VDW representation. The
NADP cofactor is in licorice representation colored by elements (nitrogen, oxygen, hydrogen, carbon and, phosphorus in
blue, red, white, carbon, and tan color, respectively). (b) NADP cofactor is present in the crystal structure as NADPH(OH)2

(with modification at C5 and C6 position in the nicotinamide moiety colored by elements and N and O atomic labeling)
and in the MD simulations as NADPH and NADP in blue and red color, respectively. The black ovals highlight the
nicotinamide moiety.

It has been observed previously that differences in cofactor oxidation states induce
protein conformational changes [25,28] and also influence the cofactor binding affinities [29].
Along these lines, structural differences in cofactor binding for FucO oxidoreductase, a
NADH-dependent enzyme with similarities to YqhD, were recently reported [30], while
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conformational changes in cofactor were shown to be critical in the pathway toward the
transition state for horse liver alcohol dehydrogenase [31]. Recent work on product release,
a rate-limiting step in dihydrofolate reductase (DHFR), indicates that NADPH induces
product release through steric repulsion during conformational sampling of the closed
excited state [32]. There is some variation in conformational dynamics (rates between
exchange of states) when the DHFR-product complex is bound to oxidized (NADP) vs.
reduced (NADPH) cofactor, but conformational exchange rates measured by nmR are on
the same order of magnitude (1890 ± 80 s−1 bound to NADPH vs. 1420 ± 70 s−1 when
bound to NADP+).

The present work has gone beyond structural effects to computationally study how
dynamics are affected by cofactor oxidation/reduction. To gain insight into dynamical
preference of the YqhD protein towards NADPH over NADP cofactor, the article is orga-
nized as follows: the details of MD simulations are reported in the Methods section; the
results section has the analysis of MD trajectories, with the main focus on structural and
dynamical properties of YqhD enzyme and NADP/H cofactor binding; next, we discuss
our results, focusing on the effect of cofactor oxidation/reduction on structure-dynamics
and activity of the enzyme.

2. Results
2.1. Structural and Dynamical Properties of YqhD Enzyme

As mentioned in the Introduction section, the crystal structure has a modified NADPH(OH)2
cofactor, but in this work, simulations were performed for the YqhD homodimer with
oxidized NADP and reduced NADPH cofactors (separately) for comparison (see Figure 1
for details). First, we performed an equilibration step involving 20 ns MD simulation
in isothermal-isobaric (NPT) ensemble with each state. During the equilibration step,
the YqhD protein adopts a conformation suitable for the binding of NADP and NADPH
cofactors. Starting with equilibrated structures, we performed five 200 ns long independent
MD simulations for each state, starting with different initial velocities (generated through
a random number seed) to check the structural convergence. First, analysis of structure
and dynamics was done using the crystal structure as reference for three different types of
structural data subsets within each state of the NADP/H-cofactor: the entire dimer, the
monomers comprising dimer, and the domains (α-helical and Rossmann-type domains)
within each monomer, in addition to dynamics during the simulations (see Figure 1 for
cofactor-bound crystal structure of YqhD).

2.1.1. YqhD Dimer

During the simulations, the populated dimer conformations have an average root
mean square deviation (RMSD) of 0.28 ± 0.05 nm and 0.24 ± 0.04 nm when bound with
NADP and NADPH cofactors, respectively. Radius of gyration (Rg) of dimer for the crystal
structure is 2.71 nm. During the simulations, the YqhD dimer has conformations with an
average 2.75 ± 0.01 nm Rg, which is slightly less compact than the crystal structure and is
consistent with solution phase dynamical sampling. The cofactor binding and protonation
states affect the dimer compactness during the simulations resulting in a less compact
structure with NADPH and NADP cofactors than with NADPH(OH)2.

2.1.2. YqhD Domain

A Rossmann-type domain is involved in NADP cofactor binding. With NADP-bound,
the domain shows an average RMSD of 0.17 ± 0.03 nm with slightly higher variations
than NADPH-bound (average RMSD of 0.15 ± 0.02 nm). The α-helical domain is a metal-
binding domain and has an average RMSD of 0.11 ± 0.02 nm for NADP-bound and
0.13 ± 0.03 nm for NADPH-bound YqhD. Monomers bound to reduced cofactor show
slightly higher deviations than monomers bound to oxidized cofactor. Both domains
within each monomer become slightly more compact in the simulations with Rg values of
1.57 ± 0.01 for Rossmann-type and 1.63 ± 0.01 for α-helical domains during the simula-
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tions, compared to 1.60 nm for Rossmann-type and 1.65 nm for α-helical domains in the
crystal structure.

2.1.3. YqhD Monomer

When comparing monomers in the 2 µs aggregated trajectory, it can be seen that
the oxidation state of the NADP/H cofactor affects the overall monomer conformation
significantly. NADP-bound monomer shows an average backbone RMSD of 0.27 ± 0.06 nm
with slightly higher variations than NADPH-bound monomer, which has an average RMSD
of 0.23 ± 0.05 nm. The distribution of backbone RMSD and Rg values for YqhD monomers
is reported in Figure 2. YqhD monomers bound to NADP show higher deviation from
the reference crystal structure. The RMSD distribution ranges from 0.13–0.45 nm, with a
main peak at 0.31 nm and two additional peaks at 0.23 and 0.17 nm. NADPH-bound YqhD
has a higher probability of remaining closer to the reference structure, showing a main
peak at 0.19 nm and two additional sharp peaks at 0.25 and 0.15 nm; however, the RMSD
distribution is broader, ranging from 0.09–0.47 nm. The Rg value of monomer is 2.07 nm
in the crystal structure. NADP-bound monomers show an average Rg of 2.14 ± 0.02 nm,
while NADPH-bound monomers have an average Rg of 2.11 ± 0.03 nm. For NADPH-
bound monomers, Rg values show a broad distribution ranges from 2.04–2.27 nm with
three peaks at 2.07, 2.10 and 2.13 nm. NADP-bound monomer exhibits a narrower Rg
distribution, ranging from 2.04–2.25 nm, with a main peak at 2.15 nm and a wider shoulder
at 2.09 nm. Overall, YqhD monomer bound with reduced NADPH cofactor populates
conformations (two peaks) with lower RMSD (<0.2 nm) and Rg (<2.1 nm) values, i.e., close
to the crystal structure that has the modified NADPH(OH)2 cofactor. Thus, some of the
structural differences in YqhD monomer relative to the crystal structure can be attributed
to the changes in the oxidation states of the cofactor (reflecting relevant, functional states
of NADP/H bound to the enzyme); the molecular details are discussed later.
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Figure 2. The distribution of backbone (a) root mean square deviation (RMSD) and (b) radius of
gyration (Rg) values are shown for the YqhD monomers. The vertical, cyan-colored bar shows the Rg
value observed in the crystal structure.

It is worthwhile to keep in mind that the RMSD and Rg values are calculated using the
crystal structure as a reference, which may not reflect the functional enzyme structure due to
its modified cofactor (NADPH(OH)2). Still, the crystal structure gives a good starting point
to witness how the enzyme samples different conformations during the binding of oxidized
and reduced cofactors. In the simulations, YqhD shows slightly higher structural flexibility,
populating diverse conformations with a more compact yet broader, distinctive distribution
of Rg values when bound to NADPH (required for reductase function) compared to NADP
(released for enzyme turnover). The population of conformations towards lower RMSD
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and Rg values in the simulations with reduced cofactor indicates the slight change in
protein conformation in NADPH binding relative to NADP binding.

Figure 3a shows the per-residue backbone RMSD for the YqhD domains illustrated
in Figure 3b. High deviations are restricted mainly to loop regions and the N- and C-
terminus. Both the monomers show significant deviations in the loops that are present at
the dimer interface (between monomers) and the interface between domains within each
monomer (marked by the cyan colored horizontal bar in Figure 3a). Monomers bound to
NADPH show a higher deviation in loop regions α6/α7, α7/α8, α9/α10 and α12/α13 of
the metal-binding helical domain then the NADP-bound monomer.
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Figure 3. (a) Backbone RMSD per residue for the domains of monomers bound to NADP (black) and NADPH (red) with
respect to the crystal structure. Horizontal bars show α-helices (blue), β-sheets (orange), and the residues involved in
dimer and monomer interactions (cyan). The cofactor-binding region in Rossmann-type domain and metal-binding regions
within the α-helical domain are shown in yellow vertical bars. (b) YqhD monomer is in cartoon representation with bound
NADPH (green licorice representation) and Zn2+ (red sphere) in the active site. Helices, beta sheets, and C and N terminals
are labeled.

2.2. Hydrogen Bonding in YqhD Enzyme

Inter-monomer and interdomain hydrogen bonds were calculated in the crystal struc-
ture and during the simulations of YqhD bound to NADP/H. Hydrogen bonds were
calculated using a distance between acceptor and hydrogen donor of 3.5 Å and an angle of
<30◦ among acceptor, donor, and hydrogen as criteria. The dimer has ~8 inter-monomer
hydrogen bonds, and monomers A and D have ~7 interdomain hydrogen bonds during
the simulations (averaging over data collected every 10 ps). The hydrogen bonds dis-
cussed below are present for a cumulative total of >30% of the time points analyzed in the
trajectories.

2.2.1. Inter-Monomer Hydrogen Bonding

During the simulations, eight unique inter-monomer hydrogen bonds were observed
in the dimer bound to NADP/H involving residues of Nt, β1, α5/α6, α6, and α7. The
crystal structure also has seven unique hydrogen bonds between monomers, involving
the residue pairs Leu1-Tyr238/Asp239 (Nt- α7), Asn3-Lys16 (Nt- β1), Phe4-Phe14 (β1- β1),
Asn5-Arg11 (β1-β1), Leu6-Ile12 (β1- β1), Asp209-Asn243 (α5/α6-α7), and Lys211-Glu226/
Asp227/Asn243 (α6- α6, α7). During the simulations, these hydrogen bonds were also
observed in YqhD bound to NADP/H involving the residue pairs: Leu1-Tyr238 (Nt- α7),
Asn3-Lys16 (β1- β1), Phe4-Phe14 (β1- β1), Asn5-Arg11 (β1- β1), Leu6-Ile12 (β1- β1),
Asp209-Asn243 (α5/α6- α7), Lys211-Asp227/Asn243 (α6- α6/α7), and Arg215-Glu226
(α6- α6). NADP/H binding results in a dimer conformation that is less compact than the
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crystal structure with a slightly higher Rg value, but it maintains the hydrogen bonds
observed in the crystal structure.

2.2.2. Interdomain Hydrogen Bonding

Seven interdomain hydrogen bonds were observed in the crystal structure of monomers
bound to NADPH(OH)2 involving the residue pairs Asn2-Gly259 (Nt- α7/α8), Lys16-
238Tyr (β1/α1- α7), Asn145-Thr249 (β5/β6- α7/α8), Thr157-Lys359 (β6/β7- α12), Asp159-
Lys359/His363 (β7-α12,α12/α13), Thr180-Arg241 (β8/α5-α7) and Pro184-Val188 (β8/α5- α5).
During the simulations, five interdomain hydrogen bonds (with both NADP, NADPH
bound) involve the residues of Nt [Leu1-Asn208/Asp209 (α5/α6) and Asn2-Gly259 (α7/α8)],
β1 [Thr8-Asn253 (α7)], and β8/α5 [Thr180-Arg241 (α7), Pro184-Gln187/Val188 (α5)]. In
addition, other hydrogen bonds involving residue pairs Thr142-Asp194 and Asp176-Tyr238
were observed in NADP-bound monomer. On average, three interdomain hydrogen
bonds observed in the crystal structure between Asn2-Gly259, Thr180-Arg241 and Pro184-
Val188 occurred frequently during the simulations. Observed changes in the hydrogen
bonding interactions evidence conformational changes in the monomer to accommodate
NADP/H cofactors.

2.3. Cluster Analysis of YqhD Enzyme

Conformational differences observed due to the cofactor oxidation/reduction state
were further quantified using cluster analysis on monomers (see Section 4.4 for details).
In the combined trajectory, a total of 54 (NADP) and 43 (NADPH) clusters were obtained
for the monomer using an RMSD cutoff of 0.13 nm. Figure 4 represents the first three
clusters of NADP-bound and NADPH-bound monomers in red, blue and green colored
ribbons, respectively. These first three clusters comprise 62.7% (30.8%, 19.3%, and 12.6%)
and 72.9% (46.0%, 13.8%, and 13.1%) of the total monomer conformations occupied by
YqhD for NADP- and NADPH-bound enzyme, respectively.
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Figure 4. The representative conformations of the first five clusters (colored by red, blue, green, tan, and gray color,
respectively) of homodimer (a) NADP-bound and (b) NADPH-bound are superimposed and represented as ribbons. The
dotted arrows show the monomer- and domain- interface. The region involved in the opening/closing of the interdomain
cleft is highlighted. (c) Interdomain cleft residues D159 and H363 are represented in the NADPH-bound monomer of
crystallographic structure. Cluster 1 (in red color) shows partially closed conformations in both NADP/H bound- Yqhd
monomer, while Cluster 2 (in blue color) is open confirmation in NADP-bound and closed in NADPH-bound monomer.

By looking at the superimposed mean cluster structures and crystal structure illus-
trated in Figure 4, it can be seen that the primary differences in monomer conformations
arise from the position of the β6/β7 loop region (circled) of the Rossmann-type domain and
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the α8/α12 helix of α-helical domain. Figure 5a shows the superimposed crystallographic
structures of apo- and holo- proteins. The β6/β7 loop region is in open conformation in
the apo form of the YqhD crystal structure [7] (and closed in the holoenzyme), indicating
that they comprise an interdomain cleft which opens and closes for cofactor binding and
release. In this side-by-side comparison of the monomer, it can be seen that, with both
cofactors, these loops are significantly dynamic. The highly populated conformations
of NADPH-bound involve both monomers within the dimer remaining with a partially
closed cleft (cluster 1), closed cleft (cluster 2), and open cleft (cluster 3). On the other hand,
when oxidized NADP cofactor is bound, each monomer within the dimer samples more
conformations with open cleft. All three of the highly populated conformations of NADP-
bound enzyme are open cleft, indicating that cofactor oxidation state has an effect on the
structures and populations of the open and closed conformation. Figure 5b represents the
distribution of distances using the center of mass of two domains in the simulations as a
global measure of the opening and closing of the domains. Domain distances observed in
the crystal structures are shown in Figure 5b by vertical cyan and blue colored lines for
the holo- and apo- enzymes, respectively. The NADPH-bound monomer remains in more
closed and partially closed conformation, indicated by two main peaks for the distances
between domains at 2.68 nm and 2.73 nm, respectively. A third peak is also observed at
2.83 nm, which is close to the one observed in the apoprotein, at 2.86 nm. In contrast, the
NADP-bound monomer has the main peak at 2.90 nm for distances between domains,
indicating a population of more open conformations, and a second small peak at 2.72 nm
for sampling partially-closed structures; the molecular details are discussed later.
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Figure 5. (a) Crystallographic structure of the YqhD monomer as apoprotein and holoprotein is in tan and sky-blue colored
cartoon representation, respectively, with bound NADP (green licorice representation) and Zn2+ (violent sphere) in the active
site [7]. Cleft residues and Zn2+ binding residues are labeled. (b) The distribution of distances between Rossmann-type and
α-helical domains is shown using the center of mass. (c) The distribution for cleft minimum distances using residue pair
D159-H363 is shown for NADP- and NADPH-bound monomers during the simulations. The cleft distances observed in the
apo- and holo- YqhD protein crystal structures are marked with blue (apo) and cyan (holo) bars.

2.4. Interdomain Cleft

The cofactor binding site in each YqhD monomer spans the interdomain face. The
residues of β6/β7 loop region act as the clamp at the mouth of the cofactor binding
region, which remains in open conformation in the apo form [7] and closed in the holoen-
zyme crystal structures. The closed conformation of holoenzyme has hydrogen bond
Asp159-Lys359/His363 involving residues D159 of β6/β7 loop region in the Rossmann-
type domain and residues K359/H363 of α12 helix in the α-helical domain. For a better
understanding of cleft opening/closing and its relationship with cofactor binding/release,
we defined interdomain cleft using residue pair D159-H363 at the mouth of the cofactor
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binding site, on the interface of the Rossmann-type and α-helical domains (see Figure 5a).
In the crystal structure, the holoenzyme has a distance of 0.16 nm for cleft, while the
apo-enzyme has distances of 1.25 nm for cleft [7], which indicates the involvement of cleft
opening/closing in cofactor binding and release. Figure 5a shows the residue pair D159-
H363 which is involved in interdomain cleft formation and clamps the NADP/H cofactor
in the binding site. The interdomain cleft shows hydrogen bonding between residue pairs
D159-K359/H363 and K160-H271/E272 in the crystal structure and simulations. YqhD
has ~5% D159-H363 hydrogen bond existence in the NADPH-bound monomer trajectory;
however, its occurrence is negligible in NADP-bound monomers.

Figure 5c shows the distribution of cleft distances using the residue pair D159-H363.
Cleft distances observed in the crystal structures are shown in Figure 5c by vertical cyan
and blue colored lines for the holo- and apo-enzymes, respectively. NADP-bound monomer
shows a wider distribution range of cleft distances, from 0.14–2.0 nm, compared to those
in NADPH: 0.14–1.7 nm. It can be seen in Figure 5c that the distribution of cleft distances
shifts to the right with oxidized cofactor, reflecting wider openings of the interdomain
cleft in NADP-bound monomers. Monomers sample conformations with interdomain
cleft distances using residue pairs D159-H363: (i) less than 0.55 nm, representing closed
cleft as observed in holoenzyme, (ii) ranges from 0.55–1.0 nm, for partially-closed cleft
representing transition states and (iii) more than 1.0 nm, having open cleft as observed in
protein. NADPH-bound monomers have two peaks in the distance distribution (Figure 5c)
at 0.16 and 0.28 nm for cleft distances representing closed confirmations, and the third peak
at 0.58 nm showing partially-closed conformations. However, NADP-bound monomers
show a peak at 0.17 and a broader distribution of cleft distances, encompassing partially-
closed and, mainly, open cleft confirmations. Changes in interdomain cleft distances
occurred mainly due to a major shift in the positions of helix α12 and beta sheets β6 and
β7 (see the circled region in Figure 5a), but it is a cooperative motion (involving the cleft
forming regions of both domains). Cleft distance data indicate that residue D159 of cleft
works as the clamp to monitor cleft opening and closing for cofactor binding and release,
and its movement is affected by cofactor oxidation state.

2.4.1. Interdomain Opening-Closing Cleft Dynamics

To characterize the cleft dynamics, we evaluated the minimum distance data of cleft
opening/closing residues D159 and H363. For Yqhd monomer, we set a distance of
<0.55 nm for closed states and >1.0 nm for open states. By assigning the open, partially-
closed, and closed states a value of 0, 0.5 and 1, respectively, we were able to generate
a graph of state vs time, shown in Figure 6a,b. The state-time analysis is performed on
the 2 µs long aggregated trajectory involving 10 sets of NADP/H-bound monomer data.
Within the aggregated data, the NADP-bound monomer is in the open state for 41% of the
time, partially closed 49%, and closed for 10%. In contrast, the NADPH-bound monomer
highly populates the closed state (44% of time points) and exists in the transitional confor-
mation 39% and open state for 17% of the time points in the aggregated trajectories. The
state population data indicate an efficient sampling of protein conformations during the
10 independent sets of simulations. From the simulation data, the effect of cofactor oxida-
tion state is clearly evident on the occurrence of one state over another (see Figure 6a,b). For
example, the NADP-bound monomer is prone to access open states, while NADPH-bound
monomer remains in closed states more frequently. We also evaluated cleft minimum
distance data to calculate waiting times for the enzyme to remain in a conformation before
switching cleft state (i.e., switching conformation from closed to open, and vice versa).
Figure 6c,d shows the cleft dynamics in NADP/H-bound monomers as the number of
events and wait time for each instance required for switching from closed to open state and
vice versa. The equilibrated starting structure of YqhD homodimer is in the closed state in
both NADP/H-bound monomer. During the simulations, the monomer rapidly fluctuates
between open and closed conformations, resulting in waiting times ranging from picosec-
ond to nanoseconds for switching of states. The interdomain cleft remains more dynamic
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in NADP-bound monomer with a total of 750 events of cleft opening/closing, compared
to NADPH-bound domain with 318 events of state switching. The waiting time for state
switching remains under 1 ns in 75% of cleft opening/closing events of NADP-bound
monomers and 80% of NADPH bound monomers. For switching from closed to open state,
the average wait time was 2.4 ns in NADPH-bound monomer and 409 ps in NADP-bound
monomer. The longest wait time of switching from closed to open state was 8.3 ns in
NADP-bound monomer and 68 ns in NADPH-bound monomer. However, switching from
open to closed state occasionally required even longer average waiting times of 2.9 ns
(maximum 56 ns) for NADPH-bound and of 1.4 ns (maximum 43 ns) for NADP-bound
monomer. The cleft dynamics data evidences the effect of cofactor oxidation state on
enzyme dynamics. Simulation results indicate that (a) the cleft dynamics are influenced by
the cofactor oxidation state and (b) opening of the interdomain cleft facilitates the release of
NADP cofactor (below), which is consistent with the experimentally observed properties of
the biocatalysts such as the higher affinity of YqhD enzyme for NADPH cofactor indicated
by its lower KM value of 0.008 mM [11] over NADP cofactor, KM = 0.150 mM [21].
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YqhD monomer bound to (a) NADP and (b) NADPH cofactors during the simulations. Waiting time is for each instance of
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2.4.2. Cofactor Binding and Release in YqhD Enzyme

The cofactor was found to be quite flexible during simulations, which can be quantified
with variations in cofactor RMSD and Rg values. Figure 7 shows the distribution of RMSD
and Rg values in the 2 µs of aggregated trajectory data, analyzing NADP/H-bound within
each monomer of the YqhD dimer. The NADP cofactor shows a broader distribution of
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RMSD values, with five peaks at 0.40, 0.30, 0.21, 0.13 and 0.50 nm, compared to NADPH
with four peaks at 0.15, 0.30, 0.22 and 0.42 nm. The RMSD distribution for NADP cofactor
is shifted to the right, sampling conformations having higher RMSD values relative to the
holoprotein crystal structure. Rg values of the NADP/H cofactors indicate its compactness
during the simulations. The NADPH cofactor shows a main peak at 0.73 nm that is close
to the Rg of cofactor observed in the crystal structure, representing an extended cofactor
confirmation bound in the intradomain region of each monomer. Additional peaks are
observed at 0.60 nm and small peaks at 0.44 and 0.49 nm. However, the Rg distribution
of the NADP cofactor is shifted to the left (more compact), with three main peaks at
0.58, 0.60 and 0.49 nm. During the simulations, extended confirmations of cofactor were
sampled more frequently by NADPH than NADP. This detail is in agreement with the
previous observation that the NADP-bound monomers sample more open and partially
closed conformations, having a looser cofactor binding, with the open cleft conformation
facilitating cofactor release.
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Figure 7. Distributions of (a) RMSD and (b) Rg values are shown for NADP and NADPH cofactors
in the aggregated trajectories of monomers. Cyan colored horizontal bar represents cofactor Rg in the
crystal structures.

Subsequently, we observed an average minimum distance in the monomer trajectories
between protein and cofactor, and cofactor and Zn2+ of 0.16 and 0.45 nm, respectively, to
the crystal structure (see Figure 8a,b). The distances between cofactor and protein had sig-
nificant differences during the simulations and are related to the binding of cofactor in each
monomer. Zn2+ has an average distance of 0.25 nm from residues Asp194, His198, His267
and His281 during the simulations as observed in the crystal structure (see Figure 5a). A
minimum of one water and Ala141 remain within 0.19 nm of the Zn2+ over the course of
both NADP and NADPH simulations. Within 0.35 nm distances from Zn2+, an average
of 12 ± 3 and 10 ± 3 water molecules were present in NADP and NADPH-bound YqhD
monomer, respectively. A higher number of water molecules were present close to Zn2+

in open conformations than the closed one: 15 ± 2 water molecules for NADPH and
15 ± 7 for NADP-bound YqhD during the time-interval 800–1000 ns, which shows the
population of open conformations indicated by higher distances between cofactor and
protein in Figure 8a.
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Figure 8. The minimum distance is in nm between (a) protein and cofactor, and (b) cofactor and zinc ion as a function of time
in the aggregated trajectory of monomer bound to NADP and NADPH. Large distances correspond to cofactor release events.
(c) Cofactor binding site shows residues forming hydrogen bonds in the starting structure of YqhD monomer. Cofactor
binding residues are colored based on their hydrogen bonding partner, being adenine moiety in orange, nicotinamide in
green color, and nucleotide or phosphate group in purple colors. (d) Snapshots of NADP-bound YqhD monomer showing
cofactor binding site starting from the equilibrated structure in Set 2 trajectory followed by every 25 ns interval up to
cofactor release event in the second set of YqhD simulation.

NADP-bound YqhD showed cofactor release in three out of five sets of simulation
trajectories, while NADPH-bound monomer exhibited cofactor release only once, in Set 3.
The NADPH-bound monomer has a more rigid cofactor binding, which coincides with a
conformational change in the cofactor binding pocket. The changes in the cofactor distances
from the protein are related to the dynamic nature of cofactor in the binding site, as
observed earlier with deviations in RMSD and Rg values of monomer and cofactor during
the simulations. A total of 15 hydrogen bonds were observed in the starting structure of
the cofactor binding site to the cofactor. Figure 8c shows the residues involved in hydrogen
bonding with NADP/H cofactor. Hydrogen bonds involve the adenine moiety with
residues Thr138, Tyr179, and Thr182; the dinucleotide moiety and phosphate groups with
residues Gly38, Ser40, Gly95, Ser96, His281, and Lys160; and the nicotinamide moiety with
residues Asp99 and Gly149. During the simulations, Lys160 has no hydrogen bond with
NADP/H cofactor, while His281 shows hydrogen bond existence in 5% of NADP-bound
monomer trajectory frames. Excluding these latter two hydrogen bonds present in the
starting structure, NADP/H-bound structures have conserved hydrogen bonds involving
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the adenine moiety, nucleotide and phosphate group in 50% of the aggregated trajectory
frames. The NADP-bound monomer has only one hydrogen bond involving Leu279 and
nicotinamide moiety for 6% existence in the aggregated trajectory. However, NADPH
bound monomer forms three potential hydrogen bonds involving Asp99, Ser144, and
Gly149 in ~30% of the aggregated trajectory. In both NADP/H-bound structures, hydrogen
bonds involving the adenine moiety were observed more frequently (50% time points)
than with nicotinamide moiety (6% in NADP and 30% in NADPH-bound monomers),
which also supports our earlier observations of lower Rg and indicates the population
of a bent conformation of NADP/H cofactor in open cleft states before release shown in
Figure 8d. Overall, these results indicate that cofactor release is associated with an increase
in the interdomain cleft (>0.55 nm), followed by loosened cofactor binding at cleft distances
of 0.55–1.0 nm and loss of hydrogen bonds involving nicotinamide moiety, a change in
cofactor conformation to a more compact structure (lower Rg), and, finally, release.

3. Discussion and Conclusions

Molecular dynamics simulations were performed on the YqhD dimer, with oxidized
and reduced NADP/H cofactors bound in aqueous solution. The starting point of the
simulations came from the only solved crystal structure of holo YqhD [7], which has a
modified NADPH(OH)2 cofactor, and Zn2+ in the active site of only one of the monomers
within the functional dimer unit. Simulations were run on the functional structure of
YqhD, with Zn2+ present in each monomer, and with NADP+ and NADPH cofactors,
using careful methodology to prepare these structures (i.e., repairing the crystal structure
artifacts). Good conformational sampling of YqhD bound to NADP/H was obtained by
performing five sets of simulations that were assigned different initial velocities from
a Maxwell-Boltzmann velocity distribution at 300 K. The structures remain conserved
throughout the simulations, regardless of the oxidation state of NADP/H cofactor. So, we
compiled a combined trajectory of the 200 ns from the set of five simulations with both
NADP/H cofactors and obtained sampling of various conformations representing opening
and closing of the cofactor-binding interdomain cleft. Each monomer of the YqhD dimer
showed coordinated cleft opening/closing, with both oxidized and reduced NADP/H,
via the movement of β6/β7 and α12 regions in the interdomain cleft. The cleft remains
open in the apo form of the YqhD crystal structure [7], indicating that it opens and closes
for cofactor binding. Observations of cofactor release during MD simulations confirm the
movement to an open-cleft conformation prior to the release of both NADP and NADPH.
The sampling of open-cleft conformations depends on the cofactor oxidation state. NADP-
bound monomers tend to sample more open conformations, with cleft distances ranging
from ~0.7–1.8 nm (cf. ~0.7–1.5 for NADPH, 1.25 nm for apoprotein crystal structure [7]).

The dynamics of cleft opening/closing were also found to depend on the oxida-
tion/reduction of the cofactor. With both cofactors, YqhD undergoes periods of rapid cleft
opening and closing, sampling open conformations similar to the apoenzyme [7]. NADP-
bound monomer scarcely populates conformations with a closed cleft in 10% of time points
and remains in a partially closed state for 49% of time points or adopts open cleft confor-
mation in 41% of time points. NADPH-bound monomers remain in closed conformation
for 44% and spend only 17% in open state conformations. The maximum waiting time of
transition from closed to open state was observed to be ~8 ns in NADP-bound monomer
and 68 ns in NADPH-bound monomer. However, NADP-bound monomer underwent a
total of 750 transitions between open and closed states, compared to 318 total cleft state
transitions observed for NADPH-bound monomer, indicating a higher propensity for
cleft opening dynamics when the enzyme is bound to the oxidized cofactor. Out of five
independent simulations, cofactor release was observed in three sets of NADP-bound and
only one set of NADPH-bound structures. This suggests an entropic, dynamics-based
preference for cofactor release when NADP is bound.

Significant differences were observed even in the conformation of NADP/H cofac-
tor, concomitant with conformational differences in the monomers. The differences in
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cofactor-enzyme interactions and YqhD conformational dynamics may rationalize differ-
ences in the Michaelis constant, KM, which depends on cofactor binding (kf) and release
(kr) substrate-binding rates as KM = (kr + kcat)/kf. The higher number of cofactor-monomer
hydrogen bonds between NADPH-bound vs. NADP-bound YqhD may lead to higher
binding rates and/or slower release rates for NADPH, resulting in the higher affinity for
NADPH indicated by its lower KM value (0.008 mM [11] vs. 0.150 mM [21] for NADP).
Furthermore, the less frequent sampling of open conformations with NADPH-bound YqhD
may hinder NADPH release, dropping kr and subsequently KM for NADPH. Meanwhile,
conformational dynamics appear to promote the more facile release of NADP, following
hydride transfer from NADPH to aldehydes. Thus, the conformational differences induced
by cofactor oxidation state, dynamical effects of more-frequent cofactor cleft opening with
NADP, and differences in hydrogen bond motifs may lead to preferential kinetics for
the aldehyde reductase activity of YqhD. These findings raise questions about whether
enzymes with higher alcohol dehydrogenase activity show a dynamic preference for the
release of reduced cofactor. Results of this study enhance our basic understanding toward
this class of enzyme, with the possible application of guiding the rational design of YqhD
to enhance substrate affinity and biocatalyst efficiency.

4. Materials and Methods
4.1. Starting Coordinates

The crystal structure of YqhD (PDB ID: 1OJ7, 2.0 Å resolution) [7] was used to extract
the starting coordinates for setting up MD simulations. The starting coordinates include
a dimer (crystallographic monomers A and D, shown in Figure 1a) with bound Zn2+,
modified NADP cofactor as NADPH(OH)2 due to oxidative stress, and crystallographic
waters. In the crystal structure, only one monomer (D) of the YqhD homodimer has
Zn2+ in the active site. Herein, monomer D is used to model the starting structure of
YqhD homodimer with bound Zn2+ and NADPH(OH)2 cofactor using PyMOL molecular
graphics system [33]. Monomer D was duplicated and superimposed onto monomer A
using the root mean square deviation (RMSD) minimization criteria of PyMOL to generate
a homodimer structure with two bound Zn2+ ions for MD simulations.

4.2. Modeling of NADP/H Cofactor

In the crystal structure of YqhD homodimer, [7] NADP cofactor is present as NADPH(OH)2
(see Figure 1b), with modification at the C5 and C6 positions of the nicotinamide moiety.
The native oxidized cofactor (NADP) was modeled by removing the hydroxyl moieties
at the fifth and sixth positions in the nicotinamide ring. The reduced cofactor (NADPH)
was prepared by modifying the oxidation state of the C4 atom of the nicotinamide ring.
Forcefield parameters come from CHARMM 36 force field [34] for Zn2+, NADP, and
NADPH cofactors. Throughout this paper, NADP/H is used to signify the NADPH
cofactor generally, whether in its oxidized (NADP+) or reduced (NADPH) state. When a
specific oxidation state is indicated, NADP and NADPH are specified.

4.3. Molecular Dynamics Simulations

The CHARMM 36 force field [34] was used for the simulations summarized in Table 1
using the GROMACS software package version 5.1.3 [35]. The YqhD dimer bound to Zn2+

and NADP/H cofactors was centered in a cubic periodic box (~11 nm3) and set to have a
distance larger than 1 nm from any side of the box. Solvent molecules having any atom
within 0.15 nm from the protein were removed. TIP3P model [36,37] was used for explicit
water solvent. Sodium counter ions were added by replacing the solvent molecules at
the sites of most negative electrostatic potential to provide the box with a total charge of
zero. The protonation state of residues was assumed to be the same as that of the isolated
amino acids in solution at pH 7. The LINCS [38] algorithm was used to constrain all bond
lengths and the SETTLE [39] algorithm was used for the water molecules. Electrostatic
interactions were calculated using the Particle Mesh Ewald method [40]. For the calculation
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of long-range interactions, a grid spacing of 0.12 nm combined with a fourth-order B-spline
interpolation was used to compute the potential and forces between grid points. A non-
bonded pair-list cutoff of 1.4 nm was used and updated at every five time-steps. V-rescale
thermostat [41] was used to keep the temperature at 300 K through a weak coupling of the
system to an external thermal bath with a relaxation time constant τ = 0.1 ps. The pressure
of the system was kept at 1 bar using Berendsen’s barostat [42] with a time constant of 1 ps.
A time step of 2 fs was used to integrate the equations of motion.

Table 1. Simulation summary for the YqhD homodimer in aqueous solution.

Enzyme Cofactor Atoms
Water

Molecules
Counter

Ions
No. of

Simulations
Time
(ns)

YqhD Dimer NADP 128,728 40,363 14 Na+ 5 200
YqhD Dimer NADPH 128,723 40,360 16 Na+ 5 200

First, the simulated systems were energy minimized, using the steepest descent
algorithm, for at least 5000 steps to remove clashes between atoms that were too close. After
energy minimization, all atoms were given an initial velocity obtained from a Maxwell-
Boltzmann velocity distribution at 300 K to start the MD simulations. The system was
initially equilibrated by 30 ps with position restraints on the heavy atoms of the dimer
to allow relaxation of the solvent molecules. After the equilibration procedure, position
restraints were removed, and the system was gradually heated from 50 K to 300 K during
200 ps of simulation. The equilibrated structure was used to perform MD simulations
in the NPT ensemble for 20 ns at 300 K. The final conformation of the 20 ns isothermal-
isobaric NPT ensemble was used to set up five sets of 200 ns independent simulations in
the canonical NVT ensemble initiating with five different velocities.

The starting coordinates were adopted from the crystal structure which has modified
cofactor (NADPH(OH)2); hence, the equilibrated conformations of YqhD bound to NADP
and NADPH cofactors were obtained after a 20 ns NPT simulation, which was used as the
starting point for the final production run of 200 ns long NVT simulations. The starting
crystallographic coordinates of the YqhD homodimer were used as the reference structure
for the analysis of the trajectories to characterize the conformational changes induced by
a change in the oxidation state of NADP/H cofactor. The analysis was focused on three
sets/sub-structures within the simulation data, considering dimer, monomer, and domain
in a 1 µs aggregated trajectory for each cofactor oxidation state (NADP and NADPH).
Structural analysis includes the root mean square deviation (RMSD), root mean square
fluctuation (RMSF), radius of gyration (Rg), and cofactor binding interactions (Zn+2 and
NADP/H), comparing these with respect to the crystal structure.

4.4. Cluster Analysis

The conformational diversity of the structures generated during the MD simulations
was characterized using the Gromos [43] clustering algorithm. In this method, an RMSD
cutoff criterion is used to assign a structure in a cluster based on the root-mean-square
differences of selected atoms among the conformations obtained from the simulations. An
RMSD cutoff of 0.13 nm was used to determine neighboring backbone atom conformations
of YqhD monomers to discriminate among the less varying conformations. For the cluster
analysis, a total of 52,815 structures were evaluated for each monomer within the dimer
over the 2 µs aggregated trajectory, using time intervals of 100 ps. [33]
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Abstract: Designing peptide inhibitors of the p53-MDM2 interaction against cancer is of wide interest.
Computational modeling and virtual screening are a well established step in the rational design
of small molecules. But they face challenges for binding flexible peptide molecules that fold upon
binding. We look at the ability of five different peptides, three of which are intrinsically disordered,
to bind to MDM2 with a new Bayesian inference approach (MELD×MD). The method is able to
capture the folding upon binding mechanism and differentiate binding preferences between the five
peptides. Processing the ensembles with statistical mechanics tools depicts the most likely bound
conformations and hints at differences in the binding mechanism. Finally, the study shows the
importance of capturing two driving forces to binding in this system: the ability of peptides to adopt
bound conformations (∆Gcon f ormation) and the interaction between interface residues (∆Ginteraction).

Keywords: IDP 1; binding 2; molecular dynamics 3; MELD×MD 4; advanced sampling 5;
p53 6; MDM2 7

1. Introduction

Peptide molecule inhibitors have the potential to bind to proteins classified as “un-
druggable” by small molecules thanks to their flexibility and complementary nature to
proteins [1,2]. Rational drug design of small molecules via computational tools (e.g.,
docking of virtual libraries) is a common practice in the drug discovery process. However,
these tools are not well suited to handle the flexible nature of peptide molecules, many of
which are intrinsically disordered and only adopt stable structures in the presence of their
binding partners [3].

Modeling the binding of flexible molecules continues to be a grand challenge in com-
putational structure prediction. In recent years, with the increase of peptide therapeutics in
the market there has been a continuous development and adaptation of docking tools to
capture protein-peptide interactions [3,4]. Docking programs address the flexibility of pep-
tides by two main routes: (1) using homology models, PDB (Protein Data Bank)structural
motifs, or other sources of structures for docking [5–8]; and (2) provide peptide flexibility
for folding upon binding [9–14]. Initial peptide conformations for docking could come
from computationally expensive molecular dynamics (MD) simulations of the free peptide.
However, many such peptides are intrinsically disordered (IDP), limiting their use [7].
Full exploration of folding upon binding through standard molecular dynamics becomes
too computationally demanding [15], requiring advanced sampling strategies to efficiently
sample the energy landscape.

In this work, we take a look at binding and free-peptide ensembles (simulating the
peptide in isolation) for different peptides to better understand the nature of the p53-
MDM2 interaction. p53 is called the guardian of the genome, triggering programmed
death (apoptosis) when cells misbehave. MDM2 down-regulates p53 limiting its tumor
suppressor activity. Thus, inhibitors of the p53-MDM2 and the closely related MDMX
interaction have long been a cancer drug target [16–18]. Multiple studies of the native
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interaction [19–22] and the ability to design inhibitors that simultaneously block MDM2 and
MDMX [23–25] provide a wealth of data to assess new computational tools. Since binding
simulations are more computationally demanding than free peptide simulations, our goal
is to identify peptide properties that might make the peptide a better binder–leading to
faster computational screening of peptide therapeutics.

The p53-MDM2 interaction is characterized by three hydrophobic residues (Phe19,
Trp23 and Leu26) from the peptide which anchor into a deep cavity in MDM2. In order for
the three hydrophobic residues to align with the pocket, the p53 epitope adopts a helical
conformation. This is in contrast with the IDP nature of the peptide in isolation. We use
noisy information to guide binding using our previously developed Bayesian inference
approach (MELD×MD [26]) to identify the subset of data that is most compatible with
the force field and the resulting bound conformations (see Figure 1). To further test the
methodology, we simulated five different peptides, including the peptide epitope from
p53, two inhibitors, and two alanine-based peptides that we do not expect to be good
binders, as control. The work highlights the ability of molecular dynamics tools to capture
the two driving forces behind binding: preferences of the peptides to adopt bound-like
conformations and the use of binding simulations to differentiate binding preferences.

Figure 1. Outline of the MELD×MD setup. We start with the peptide far from MDM2 (system).
We use noisy information to favor sampling of binding/unbinding events (middle panel). A statistical
mechanics of the posterior distribution coming from the MELD ensemble identifies conformations
that are most consistent with the force field and a subset of the data, and we compare these to the
experimental structure.

2. Results
2.1. Free Peptide Simulation Ensembles Show the IDP Nature of p53

We simulated five peptides in their free form (see Methods and Table 1), capturing their
intrinsic degree of disorder. All peptides are able to visit multiple states with short life times.
A 2D-RMSD clustering of the ensemble reveals many clusters with low populations for
the p53 and two control peptides, consistent with their intrinsically disordered nature (see
unrestrained Molecular Dynamics (MD) column in Table 2). The peptide pdiq adopts stable
helix conformations for a significant amount of time, while ATSP-7041 is an outlier in this
analysis, adopting very stable helical conformations due to the presence of a chemical staple.
We used these simulations to define a common reference frame to compare simulations for
all peptides in their free and binding simulations (see Methods). Each peptide ensemble
was projected onto the corresponding eigenvectors that showed a good separation between
helical and non-helical states—as those are the states required for binding (see left panels
in Figures 2 and A1–A4). Clustering on the space defined by the top 14 eigenvectors shows

96



Molecules 2021, 26, 198

that only ATSP-7041 and, to a lesser extent, pdiq adopt stable helical structures—consistent
with the IDP nature of the other three peptides.

Figure 2. Comparison of the conformational space for free peptide versus binding simulations for the ATSP-7041 pep-
tide. (a) The peptide ensembles are projected onto the third and fifth tICA eigenvectors common to all five peptides.
(b) The metastable states sampled for the free peptide. (c) Top clusters by population from MELD×MD binding simulations.

Table 1. Peptides used in the current work. Bold letters represent the anchoring residues.

Name Sequence

p53 S Q E T F S D L W K L L P E N
pdiq E T F E H W W S Q L L S
Ala1 A A F A A A W A A L A A
Ala2 A A A A A A A A A A A A

ATSP-7041 ACE L T F R8 E Y W A Q Cba S5 S A A NHE
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Table 2. Populations for peptides in free and MELD binding simulations. Clustering is done on the
lowest temperature replica using hierarchical clustering with ǫ = 1.5 .

Name Peptide Population (% Top Cluster)

Unrestrained MD
MELD×MD MELD×MD

(Peptide Align) (Protein Align)

p53 0.6 70.6 46.1
pdiq 24.0 97.6 95.3
Ala1 1.4 54.7 16.0
Ala2 0.2 31.3 17.5

ATSP-7041 69.5 97.8 91.6

2.2. MELD×MD Simulations Balance Exploration and Exploitation of the Binding
Energy Landscape

Figure 3 provides a visual outlook on the binding process explored by the MELD×MD
replica exchange procedure in terms of the relative position of the peptide with respect the
protein and the peptide’s intrinsic conformational preferences. At high replica indexes,
the force constants for the restraints are set to zero and the temperature is high (see
methods). In these conditions, the peptide samples conformations far away from the active
site, distributed uniformly around the protein. During the binding process, the MDM2
flexibility allows for the opening and closing of the binding cavity (see right panel in
Figure A5). As the replica index decreases, the temperature decreases and the biasing
restraints towards the protein become active, producing a frustrated energy landscape.
Under these conditions, the peptide samples conformations on the surface of the protein,
identifying early on the MDM2 hydrophobic pocket as the most likely region for binding.
Sampling is concentrated in the binding pocket at the lowest replica. Thus, at the highest
replica, the protocol favors full exploration of the energy landscape, while, at the lowest
replica, it favors full exploitation by sampling around a particular binding region near
the protein. The nature of MELD×MD enhances binding/unbinding events by allowing
replicas to explore different Hamiltonian and temperature conditions, leading to a different
balance of exploration and exploitation [27,28].

2.3. Peptides Become More Structured in Proximity to MDM2

MELD×MD binding simulations show a higher fraction of helical conformations for
all peptides with respect to their free simulations (see middle column in Table 2). However,
the increase in helical content for the peptide is not always associated with binding at
the correct binding site (right column in Table 2). A 2D-RMSD clustering calculation
on all replicas (see Figures 4 and A6) reveals the funneled nature of binding for three
peptides. We can identify three broadly defined regions in the funneling plots based on the
RMSD distribution: between 0–5 Å (high accuracy binding), 5–15 Å (pre-bound), ∼15–30
Å (misbound), and a fourth region for unbound conformations sampled by higher replicas
(see Figure A5). All five peptides identify the binding pocket as the binding site, but the
two control sequences bind through multiple backbone conformations with little structural
preference. ATSP-7041 exhibits the most funneled behavior, rapidly converging onto a large
high accuracy native-like cluster. Both pdiq and p53 exhibit a similar behavior, in which
all three regions are explored even at the lower replicas, with funneling to one major state.
For p53, the native configuration is sampled, but is not identified as the most populated
cluster. The observed binding mode introduces a kink in the backbone between the helical
and non-helical region that is not observed in the experimental structure. The control
Ala1 sequence contains the three anchoring residues present in p53, but exhibits a binding
profile more similar to control Ala2, which lacks the anchoring residues. Thus, the control
sequences show that the MELD×MD setup is not over-constraining the peptide to bind
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in the binding pocket or in the binding conformation, and large cluster populations are
reflective of significant binding.

Figure 3. MELD×MD simulations explore unbound states, and different possible binding regions of
p53 on the surface of the protein. The left panel shows a superposition of all peptide conformations
(heavy atoms of each conformation are drawn as orange dots) sampled at different replicas. The right
panel shows the internal backbone RMSD of the peptide with respect the experimental conformation
versus the RMSD of the peptide when aligning to the protein.

We compare all peptide binding ensembles on equal footing by projecting them on
the same eigenvector space as the free peptides. Figure 2 compares the free peptide
ensemble with those produced from MELD×MD at the lowest/highest replica index
(bound/unbound) for ATSP-7041. The figure also shows the clusters arising from the free
peptide ensemble, as well as the highest population clusters, from the binding simulations.
The preferred conformation for ATSP-7041 in its free peptide is the same conformation
needed for binding, resulting in significant binding observed throughout the simulations.
A similar behavior is observed for pdiq, where the ensemble of the free peptide is larger
due to the absence of the chemical staple (see Figure A1). For the three IDP peptides
(see Figures A2–A4), the ensembles are even broader than for pdiq resulting in a larger
number of clusters. The free peptide clusters for these IDP peptides are low in population
and lack agreement with the preferred binding mode. However, in binding simulations
at low temperature, p53 explores a narrow conformational ensemble similar to pdiq and
very different from the broader ensembles sampled by the control sequences. For the two
control sequences, the minima of the free ensemble distribution is displaced with respect
to the three other peptides, disfavoring bound-like conformations, which result in broader
ensembles for the two control peptides during MELD×MD binding simulations.
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Figure 4. Funneling binding plot for the five peptides. Each dot corresponds to a cluster center from
a 2D-RMSD based on all replicas. The larger the circle the larger the population of the cluster. Each
circle is plotted at the average RMSD inside that cluster with respect to the native conformation
and the mode of the index replica in that cluster. The color code is green (RMSD < 5) or blue
(RMSD > 5) when the mode of the replica index is lower than 15, and red otherwise.

Complementary knowledge for the binding process emerges from looking at the
internal structure of the peptide (radius of gyration) with respect to the position of the
peptide to MDM2 (RMSD, see right column in Figures 3 and A7). At high replica index,
all peptides sample conformations far from the protein, with large fluctuations in the radius
of gyration (between 5 and 12 Å except for the ATSP-7041 peptide, where the chemical
staple prevents conformations with a radius of gyration above 9 Å). When binding in the
MDM2 hydrophobic pocket, the peptide adopts compact conformations with a radius of
gyration around 7 Å. This happens early in the binding process (higher replica index) for
the pdiq and ATSP-7041 peptides and is not observed for the Ala2 control due to the lack of
anchoring residues.

2.4. Helical Propensities Show Different Binding Patterns

The binding ensembles produce a higher helical content with respect to the free-
peptide simulations. Figure A8 shows the three anchoring residues to be predominantly
in helical conformations for pdiq and ATSP-7041. p53 is well known to make a helix in
the N-terminal region of the peptide which our simulations reproduce. The Ala1 control
sequence, which has three anchoring residues, is also able to adopt helical conformations,
to a lesser extent. The spacing of the anchoring residues in the sequence (residues i, i + 4
and i + 7) and the size of the binding site favor helical conformations for the simultaneous
interaction inside the active site. However, the Ala2 control, adopts very small amounts of
helical conformations for two of the three anchoring regions, consistent with the lack of
anchoring residues to stabilize those conformations. Not surprisingly, the peptides with
larger helical content also have narrower conformational ensembles at low replica index
(ATSP-7041 and pdiq), whereas p53, Ala1, and Ala2 have progressively larger ensembles at
the lowest temperature replica.

2.5. MDM2 Exhibits a sMall Conformational Change upon Binding

There is a small conformational rearrangement of the backbone (1.9 Å RMSD) between
the apo (unbound) and holo (bound) crystal structures (1z1m [29] and 1ycr [30], respec-
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tively), which opens up the cavity for binding. Sidechain rearrangement of the surface
residues happens on a faster timescale, changing the surface accessibility to the binding
cavity. In MELD×MD binding, the conformational freedom of MDM2 by using flat-bottom
harmomic restraints on the Cα around the holo structure to prevent unfolding in the replica
exchange ladder (see methods). At high temperatures, we find that the protein is sampling
conformations between 2–3.5 Åbackbone RMSD from the holo structure and a similar range
(2.5–4.0 Å) with respect to the apo MDM2 structure (see Figure A9). At low temperatures,
the thermal ensemble is narrower, with an RMSD in between 1 to 2 Åfrom the holo structure
and 2–4 Å from the apo structure. The presence of the peptide binding for a significant
amount of time to the active site further shifts the RMSD to lower values (see pdiq and
ATSP-7041 in Figure A9). There are no restraints on the sidechains, in which fluctuations
determine the open/closed state of the cavity. Reorientation of these sidechains is fast and
adapts to the presence of the peptide near the active site.

3. Discussion

The debate between conformational selection and induced fit mechanisms of binding
is being reconciled into a mixture of the two [7], with different balance of each depending
of the system. In the MDM2/p53 system, the protein undergoes a small conformational
change from its apo (unbound) to holo (bound) structure, whereas the IDP peptide folds
upon binding to the active site. MD simulations of the free p53 sequence shows its intrin-
sically disordered nature, with little propensity for helical conformations. Querying the
p53 binding motif in the PDB returns twelve structures, covering four different protein
targets: MDM2 [30], MDMX [20], p300 [31], and the CREB-binding protein [32]. In all cases,
the p53 N-terminal domain adopts a helical conformation, but with different sidechain
rotameric states [32]. Our binding simulations reproduce these trend, with the size of the
conformational ensemble considerably shrinking upon binding (see Figures A2 and A7).
Our MELD×MD simulations lose the kinetic information of binding, but, following a
particular replica as it goes up and down the replica ladder, we can observe the series
of events that lead to binding. In general, we observe a higher helical content for p53
near the protein surface, consistent with excluded volume effects [33]. The spacing of the
anchoring residues (i, i + 4 and i + 7), combined with the size of the hydrophobic pocket
favors binding in helical conformations. The funneling towards the binding site driven by
hydrophobic interactions in MELD responds to our knowledge that the hydrophobic an-
choring residues were vital for binding. Hydrophobic residues on the surface of the protein
are more likely in the active site, hence accelerating binding towards it. A different choice
of information (e.g., using polar residues) would have resulted in less directed sampling,
as polar and charged residues are frequent in the protein surface. Visual inspection shows
binding through different modes, with one of the hydrophobic residues anchoring in the
cavity and driving the rest; although the peptide does not bind as a helix, it quickly adopts a
partial helical structure (see Figure A8) consistent with experiments. The tryptophan seems
to be critical for adopting the correct experimental binding conformations: we observe
many instances of the peptide bound in the cavity as a helix with the bulky tryptophan
interacting with MDM2 hydrophobic sidechains not in the binding pocket, leading to kinks
in the backbone structure (see cluster 1 in Figure A2). These incorrect bindings have a long
life time in our simulations and require at least partial unbinding before correctly binding
according to the experimental motif, which, in our simulations, is sampled but is not the
predominant state.

The pdiq inhibitor binds experimentally with longer helical motifs covering all amino
acids. Analyzing PDB codes 1ycr and 3jzs reveals differences in the secondary structure
(using STRIDE [34] as incorporated in VMD (Visual Molecular Dynamics) [35]). The dif-
ference in helicity affects the last anchoring residue (leucine), which is in a coil rotameric
state for p53 and in a helical state for pdiq. Our simulations show that pdiq forms a signif-
icant amount of helix in its free form, which favors binding significantly in our binding
simulations (see Figures A1 and A8). For pdiq, we observe pre-binding in helical confor-
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mations, shifted with respect to the experimental binding site, and fast rearrangement of
the peptide, sometimes involving rapid helix unfolding and refolding in the binding site
leading to the experimental structure. The helical behavior is further accentuated for the
ATSP-7041 inhibitor, where all binding takes place through helical conformations thanks
to the chemical staple. Rearrangements in the active site involve displacements of the
alpha helix to allow better interaction of the alpha helices; this is done through partial
unbinding of the helix without loosing the helical character. Both control sequences access
the binding site unfolded and explore many possible conformations. Ala1 can sample the
helical conformations which favor strong binding as seen from the top clusters (see Figure
A3), but they have significantly lower population than the other three binding peptides
(see Figure 4). On the contrary, Ala2 has no anchoring residues and is rarely observed
adopting helical conformations in the binding site (see Figure A4). These observations
are supported by looking at the narrow conformational binding ensembles sampled at
the lowest temperature replica for the peptides that bind (see Figures 2, A1, and A2), in
contrast with the broader ensembles of the control peptides (see Figures A3 and A4). Taken
together, the results show that the anchoring residues are necessary to adopt the helical
conformations associated with good binding to MDM2 but not enough on their own to
promote this helical state.

The ensembles at different replica index depict the nature of the binding/unbinding
dynamics. The control peptides rapidly lose any memory of the bound conformation as
the replica index increases (see Figures A7 and A10). For the other three peptides, we
observe a bimodal distribution of states: for p53 centered at 2/4 Å and at 1/2 Å for pdiq and
ATSP-7041. As we increase the temperature in the replica ladder, the higher RMSD state
becomes more prevalent. By replica 20, all peptides are sampling broad distributions with
very low populations of the 1 RMSD state for the peptide, except for ATSP-7041, which,
due to the chemical staple, even at high temperatures can sample conformations close to the
bound conformation. However, at the highest replica, all peptides have lost memory of the
bound conformation. Overall, we can distinguish three regions: an unbound conformation
in which the peptide explores conformations far from its bound conformation, a pre-bound
conformation, and a bound conformation. Both pre-bound and bound conformation lock
the protein close to its holo conformation. For the poly-ala peptide, the bound state is rarely
seen, while, for the poly-ala with binding side-chains, it is easier but not the predominant
state. The pre-bound state for pdiq and ATSP-7041 is very close to the bound conformations,
while, for p53, it is further away.

The binding free energy can be separated into a contribution coming from the con-
formational preferences of the peptide and protein systems, as well as an interaction
contribution (∆Gbind = ∆Gcon f ormation + ∆Ginteraction), where ∆Gcon f ormation can further be

separated into the protein and peptide contributions (∆Gcon f ormation = ∆G
peptide
con f ormation +

∆G
protein
con f ormation). ∆Ginteraction is dictated by the specific interactions between the protein and

peptide, which, in this case, arises from the three anchoring residues highlighted in Table
1, as shown by alanine scan mutagenesis studies [25]. Given a force field, MELD×MD
samples multiple binding/unbinding events, effectively capturing both free energy con-
tributions, even if it cannot decompose the contribution of each. Using the same protocol
for all peptides allows us to identify differences in their binding preferences and peptide
conformations. The main advantage is that, in this process, the peptide is completely
flexible, free to adopt conformations in response to the environment. We observe the active
site changing in response to the presence—and conformation—of the peptide.

Our studies hint that the binding mechanisms for pdiq and ATSP-7041 both favor initial
binding as helices, with different mechanisms for rearrangement. Since kinetics are lost
in our replica exchange ladder, testing this hypothesis will require future work in which
the states discovered from our ensembles can be used for seeding unbiased simulations to
construct markov models that show the binding pathways [36–38]. The chemical staple
successfully increases the helical content, but it also plays a role in reducing side chain
rotamer freedom through the steric volume it occupies (see Figure A11). Thus, ATSP-7041 is
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predisposed to make helical conformations, and to establish the right interactions. Figure 2
shows only two clusters: a major cluster binding as a helix with the three anchoring
residues in the active site and a minor one with the staple in the active site. For pdiq, we
see a higher number of minor clusters (see Figure A1) exhibiting helical conformations, in
which at least one anchoring residue is not in the active site.

Thus, for accurate modeling of the p53-MDM2 interaction, we need to capture: (1) the
intrinsic peptide propensity to helical conformations and (2) type and alignment of the
anchoring residues inside the binding cavity. Peptides that, in their free form, favor helices
seem to favor binding (given the same interface residues) by reducing the ∆G

peptide
con f ormation.

However, even when shifting the helical propensities, binding simulations are needed as
the binding mode can change (as we see for ATSP-7041 and pdiq).

4. Materials and Methods
4.1. Choice of Peptide Systems

We chose a set of five peptides for this study: the sequence from the p53 binding
epitope, two high affinity inhibitors (pdiq [39] and ATSP-7041) [25] and two control peptides,
based on the poly-Ala sequence (Ala1 and Ala2; see Table 1). Of the two control sequences,
Ala1 sequence conserves the set of hydrophobic residues that allow binding, and Ala2 does
not. ATSP-7041 is a stapled peptide using three non-standard amino acids, where one of
the three anchoring residues (Leucine) is substituted by a non-canonical amino acid.

For p53 and pdiq, we used crystal structures of the peptides binding to MDM2 (PDB
codes 1ycr [30] and 3jzs [39]. For ATSP-7041, we used the structure bound to MDMX (PDB
code 4n5t [25]) and superposed the active site onto MDM2 to have the reference structure
of the peptide on the active site of MDM2. For the two control peptides bases on poly-ALA,
there is no native structure. We compare it to the p53-MDM2 conformation for those two
peptides. Parameters for the ATSP-7041 peptide are derived from the general amber force
field (GAFF) [40], deriving charges based on the AM1 model [41].

4.2. Free Peptide Simulations

We used the ff14SB force field for amino acid sidechains [42] and the ff99SB force field
for backbone parameters [43], using the GBneck2 implicit solvent model (igb = 8) [44] to
improve sampling efficiency. We ran the simulations for 2 µs using hydrogen mass reparti-
tioning [45] with a 4fs timestep using the Amber molecular dynamics package [46]. A con-
cern with implicit solvents is the bias towards some secondary structure [47]. However,
this combination of force field with implicit solvent has shown to be reliable in reproducing
the folding of peptide and protein systems [44,48,49].

4.3. MELD×MD Binding Simulations

We ran 1 µs-long H,T-REMD simulations using OpenMM [50] with the MELD plu-
gin [26]. MELD allows us to incorporate noisy information to increase the sampling in
regions of interest [51,52]. In this case, our interest was in observing the peptide-protein
association. We required that there were at least five heavy-atom contacts between the three
anchoring residues in the peptide (F, W, and L in p53) and any other hydrophobic residue
in MDM2, andthe pool of possible contacts was selected from the combinatorics of both
sets. The restraints were imposed using flat-bottom harmonic restraints. The flat region
was defined as a pair of residues closer than 5 from each other, the restraints increased
quadratically up to 7 and linearly beyond, with a force constant of 250 J/K/mol. At every
timestep, all possible restraints are evaluated, sorted by energy, and only the lowest 5 in
restraint energy are used until the next timestep. In this way, no information is lost as the
simulation progresses.

The H,T-REMD protocol includes 30 replicas, where the change in Hamiltonian affects
the force constant of the restraints. The 30 replicas are mapped to a value of alpha (α)
between 0 (lowest replica) and 1 (highest replica). The Hamiltonian and temperature
have defined values of the restraint force constant and temperature as a function of alpha.
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The temperature increases geometrically from 300K (α = 0) to 500K (α = 0.5) and is kept at
this temperature for higher values of alpha. The force constants for the restraints is set to
0 J/K/nm2 at α = 1 and is gradually increased to the value of 250 J/K/nm2 for α ≤ 0.6.
Exchanges between active restraints are more likely at higher index replicas.

4.4. Clustering Analysis

We use 2D-RMSD hierarchical clustering using a single linkage scheme within cpp-
traj [53] and report the centroid structure of each cluster and its population as representative
of the clusters. We used the last 500ns of each replica, aligning on the protein (Cα and Cβ

atoms) and clustering on the overlapping peptide residues (Cα and Cβ atoms). For Figure 2,
the lowest temperature replica and all replicas for the clustering of the funnel plots, both
with ǫ =1.5. For those in Figures 2 and A1–A4, we increase ǫ to 2.0, to depict more
diverse clusters.

4.5. Projections Onto a Common Feature Space

We used pyEMMA [54] to featurize our system according to phi and psi dihedrals
by choosing a common set of residues on all peptide systems resulting in 22 dihedrals,
and we used dihedral shifting to reduce discontinuities in the distibution rather than
using sine and cosines on the dihedrals [55]. The ensembles from free p53, pdiq, and Ala1
were chosen as a common ensemble before dimensionality reduction of the system by
using time-independent coordinate analysis [56] with a lag time of 10 ns, from which we
extracted the top 14 eigenvectors that account for 95% of the variance. We then projected
each peptide ensemble (from free and bound simulations) into the top eigenvectors. Finally,
we performed clustering of the free peptide ensembles in the space defined by the top 14
eigenvectors to produce Figures 2 and A1–A4. Since the vectors were calculated for intrin-
sically disordered ensembles of the free form of the peptides, they are not representative
of the slowest transitions during the binding process, which we cannot extract from the
MELD-biased ensembles. Nonetheless, they provide a common set of vectors to represent
all free and bound peptide systems studied. For these plots, we decided to project onto the
third and fifth eigenvectors since these offered the best separation between clusters for the
relevant states during binding.

5. Conclusions

Predicting bound structures for IDP peptides that fold upon binding is a computational
grand challenge. We have shown that possible peptide inhibitors do not necessarily bind
with the same binding mode, requiring modeling approaches that allow identification
of the correct binding pose. The method successfully reproduces the binding of the two
inhibitors and the p53 epitope, while showing that the two control peptides are unsuccessful
binders. We further show that, by changing the intrinsic properties (e.g., helical propensity,
in this case), we can identify better binders; this simplifies the design of peptide inhibitors
into two distinct tasks: optimizing interface residues and optimize structural propensities.
The first task requires knowing the binding mode, and the second one can be assessed
by MD simulations on the free peptide, at a lower computational cost than the binding
simulations. Finally, we have shown that MELD×MD is a useful tool to handle flexible
binding and helps to ensure that the designed binders indeed bind and what their preferred
binding mode is.

Author Contributions: Conceptualization, L.L. and A.P.; methodology, A.P.; software, L.L., A.P.;
validation, L.L. and A.P.; formal analysis, L.L. and A.P.; investigation, L.L. and A.P.; resources, A.P.;
data curation, L.L. and A.P.; writing—original draft preparation, A.P.; writing—review and editing,
L.L., A.P.; visualization, L.L., A.P.; supervision, A.P.; project administration, A.P.; funding acquisition,
A.P. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

104



Molecules 2021, 26, 198

Data Availability Statement: The MELD code used to run binding simulations is available to
download from github: https://github.com/maccallumlab/meld .

Acknowledgments: This research was supported by startup funds from the Chemistry department
at the University of Florida.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Figure A1. Comparison of the conformational space for free peptide versus binding simulations for the pdiq peptide.
(a) The peptide ensembles are projected onto two tICA eigenvectors common to all five peptides. (b) The metastable states
sampled for the free peptide. (c) Top clusters by population from MELD×MD binding simulations.
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Figure A2. Comparison of the conformational space for free peptide versus binding simulations for the p53 epitope.
(a) The peptide ensembles are projected onto two tICA eigenvectors common to all five peptides. (b) The metastable states
sampled for the free peptide. (c) Top clusters by population from MELD×MD binding simulations.
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Figure A3. Comparison of the conformational space for free peptide versus binding simulations for Ala1. (a) The peptide
ensembles are projected onto two tICA eigenvectors common to all five peptides. (b) The metastable states sampled for the
free peptide. (c) Top clusters by population from MELD×MD binding simulations.
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Figure A4. Comparison of the conformational space for free peptide versus binding simulations for Ala2. (a) The peptide
ensembles are projected onto two tICA eigenvectors common to all five peptides. (b) The metastable states sampled for the
free peptide. (c) Top clusters by population from MELD×MD binding simulations.
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Figure A5. Clustering MELD×MD ensembles correctly identifies the MDM2 pocket as the binding site. Clustering is done
by aligning on the MDM2 protein and using that alignment and the RMSD of the peptide between conformations as a
distance metric. We define high accuracy binding (left) as the peptide binding in the right pocket with the right conformation
(RMSD < 5 Å). For many clusters, the peptide is at least partially occupying the experimental binding site, with incorrect
peptide conformations. Our approach samples these conformations at higher replica index, with a few progressing to the
experimentally bound conformation. Finally, we find some conformations interacting with MDM2 at different sites in the
protein (right panel).

Figure A6. Funneling binding plot for the five peptides. Each dot corresponds to a cluster center from a 2D-RMSD based on
all replicas. The larger the circle the larger the population of the cluster. Each circle is plotted at the average RMSD inside
that cluster with respect to the native conformation and the average of the index replica in that cluster. The color code is
green (RMSD < 5) or blue (RMSD > 5) when the average of the replica index is lower than 15, and red otherwise.

109



Molecules 2021, 26, 198

Figure A7. Radius of gyration versus RMSD of the peptide (protein align) for different replicas in MELD×MD for all peptides studied.
The red lines for peptides pdiq and ATSP-7041 depict the region of the radius of gyration explored at the lowest temperature replica.

Figure A8. Secondary structure profiles for each peptide in MELD×MD runs. Each line represents
a different replica (different H and T). Replicas with higher percentage of secondary structure are
sampling at low temperature and ambiguous restraints guiding the peptide to the protein at full
strength. Red bars represent the location of the three anchoring residues for each peptide.
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Figure A9. MDM2 protein ensembles with respect to holo and apo experimental structures at the
lowest and highest index replicas. Simulations used a flat-bottom harmonic restraint on Cα positions
with a 3.5 flat-bottom region.

Figure A10. MDM2 versus peptide RMSD ensembles for the five peptides.
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Figure A11. RMSF (Root Mean Square Fluctuation)comparison of the two best peptide binders.
The red bars indicate the locations of the anchoring residues. Both peptides have been aligned to
match the anchoring residues and end residues removed from ATSP-7041 for this analysis.
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Abstract: Angiotensin-converting enzyme 2 (ACE2) is the cellular receptor for the Severe Acute
Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) that is engendering the severe coronavirus
disease 2019 (COVID-19) pandemic. The spike (S) protein receptor-binding domain (RBD) of
SARS-CoV-2 binds to the three sub-domains viz. amino acids (aa) 22–42, aa 79–84, and aa 330–393 of
ACE2 on human cells to initiate entry. It was reported earlier that the receptor utilization capacity
of ACE2 proteins from different species, such as cats, chimpanzees, dogs, and cattle, are different.
A comprehensive analysis of ACE2 receptors of nineteen species was carried out in this study, and the
findings propose a possible SARS-CoV-2 transmission flow across these nineteen species.

Keywords: ACE2; viral spike receptor-binding domain; SARS-CoV-2; transmission; bioinformatics

1. Introduction

We had been acquainted with the term beta-coronavirus for about two decades when we first
encountered the Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV) outbreak that emerged
in 2002, infecting about 8000 people with a 10% mortality rate [1]. It was followed by the emergence of
the Middle East Respiratory Syndrome Coronavirus (MERS-CoV) in 2012 with 2300 cases and mortality
rate of 35% [2]. The third outbreak, caused by SARS-CoV-2, was first reported in December 2019 in
China, Wuhan province, which rapidly took the form of a pandemic [3–5]. To date, this new human
coronavirus has affected 65.5 million people worldwide and is held accountable for over 1.5 million
deaths [6]. SARS-CoV-2 is an enveloped single-stranded plus sense RNA virus whose genome is
about 30 kb in length, and which encodes for 16 non-structural proteins, four structural, and six
accessory proteins [7]. The four major structural proteins which play a vital role in viral pathogenesis
are Spike protein (S), Nucleocapsid protein (N), Membrane protein (M), and Envelope protein (E) [8,9].
SARS-CoV-2 infection is mainly characterized by pneumonia [10]; however, multi-organ failure
involving myocardial infarction, hepatic, and renal damage is also reported in patients infected with
this virus [11]. SARS-CoV-2 binds to the Angiotensin-converting enzyme 2 (ACE2) receptor on the host
cell surface via its S protein [12,13]. ACE2 plays an essential role in viral attachment and entry [14,15].
The study of the interaction of ACE2 and S protein is of utmost importance [16–18].

The S1 subunit of the S protein has two domains, the C-terminal and the N-terminal domains,
which fold independently, and either of the domains can act as Receptor Binding Domain (RBD)
for the interaction and binding to the ACE2 receptor widely expressed on the surface of many
cell types of the host [19,20]. The human ACE2 protein is 805 amino acids long, containing two
functional domains: the extracellular N-terminal claw-like peptidase M2 domain and the C-terminal
transmembrane collectrin domain with a cytosolic tail [21]. The RBD of the S protein binds to three
different regions of ACE2, which are located at amino acids (aa) 24–42, 79–84, and 330–393 positions
present in the claw-like peptidase domain of ACE2 [14]. These binding regions are designated in our
study as domains D1, D2, and D3, respectively. ACE2 modulates angiotensin activities, which promote
aldosterone release and increase blood pressure and inflammation, thus causing damage to blood
vessel linings and various types of tissue injury [22]. ACE2 converts Angiotensin II to other molecules
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and reduces this effect [23]. However, when SARS-CoV-2 binds to ACE2, the function of ACE2 is
inhibited and, in turn, leads to endocytosis of the virus particle into the host cell [24].

Zoonotic transmission of this virus from bat to human and random mutations acquired by
SARS-CoV-2 during human to human transmission has also empowered this virus with the ability to
undergo interspecies transmission, and, recently, many cases have been reported stating that different
species can be infected by this virus [25,26].

In this study, we aim to determine the susceptibility of other species, whether they bear the
capability of being a possible host of SARS-CoV-2. We chose nineteen different species (Bos taurus,

Capra hircus, Danio rerio, Equus caballus, Felis catus, Gallus gallus, Homo sapiens, Macaca mulatta,

Manis javanica, Mesocricetus auratus, Mustela putorius furo, Pelodiscus sinensis, Pteropus alecto,

Pteropus vampyrus, Pan troglodytes, Rattus norvegicus, Rhinolophus ferrumequinum, Salmo salar, and Sus

scrofa) and analyzed the ACE2 protein sequence from eighteen non-human species in relation to the
human ACE2 sequence and determined the degree of variability by which the sequences differed from
each other. We performed a comprehensive bioinformatics analysis in addition to the phylogenetic
analysis based on full-length sequence homology, polarity along with individual domain sequence
homology and secondary structure prediction of these protein sequences. These findings could have
emerged to six distinct clusters of nineteen species based on the collective analysis and thereby
provided a prediction of the interspecies SARS-CoV-2 transmission.

2. Results

Based on amino acid homology, secondary structures, bioinformatics, and polarity of the three
domains D1, D2, and D3 of ACE2, all nineteen species were clustered. Note that, since ACE2 from
Salmo salar is missing 119 N-terminal residues, this protein was not included in the analysis of the
sequence conservation of the D1 (residues 24–42) and D2 domains (residues 79–84) involved in the
interaction with SARS-CoV spike glycoprotein. Finally, a cumulative set of nineteen species clusters
was built, among which the SARS-CoV-2 transmission may occur.

2.1. Phylogeny and Clustering Based on ACE2 Domain-Based Homology

First, we examined all the substitutions with similar properties and similar side chain binding
atoms, signifying that the substitutions would not impede the SARS-CoV-2 transmission. Note that
all the mutations are considered concerning the human ACE2 domains D1, D2, and D3 (Figure 1).

Figure 1. Substitutions in D1, D2, and D3 domains of ACE2 across eighteen species.

In D1 domain: out of eighteen species, eight species were found to possess a substitution at
position 30 where D (aspartate) was substituted by E (glutamate), and four species were found to
carry the D38E substitution. It was reported that, in the aspartate side chain, the oxygen atom was
involved in ionic-ionic interaction and the side-chain oxygen atom was also present in glutamate,
so this substitution may not affect the protein–protein interaction properties [27,28]. In the T27S
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substitution, threonine and serine both possess OH that participates in binding, and in the H34L
substitution, both histidine and leucine use the NH group for interaction with another amino acid
(backbone HN). Consequently, if we consider only the critical perspective for these substitutions,
we can conclude that these changes would not impede the binding between the S and ACE2 protein.

In D2 domain: L79I bears importance across eighteen species since both of these amino acids
(leucine and isoleucine) share similar chemical properties. Thus, if we analyze the changes in
amino acid residues based on their chemical properties, which is the main contributing factor for
protein–protein interaction, we can conclude that it will not significantly affect the binding between
ACE-2 and RBD of the S protein.

In D3 domain: out of eleven substitutions, three substitutions (R393K, K353H, and K353R) were
observed of the similar type with similar side chain interacting atoms and therefore changed at these
positions would not affect the interaction of ACE2 with that of the S protein.

Secondly, across all nineteen species, homology was derived based on amino acid sequences,
and, consequently, associated phylogenetic trees were drawn (Figure 2).

Six clusters of the nineteen species were formed using the K-means clustering technique based
on sequence homology of the three domains (Figure 3). The clusters of species {S1, S2, S3} and
{S6, S13} stayed together for the ACE2 full-length sequence homology and the combination of three
domain-based sequence similarity. The species S16, S17, and S18 also followed the same as observed.

Furthermore, it was observed that sequence homology of the D1, D2, and D3 domains clustered
the species S15 into the cluster where S9, S10, and S12 belong, although S15 was similar ACE2 sequence
of S8 and S9. Despite S4 being very similar to S9, S10, and S12 for full-length ACE2 homology,
it combined with S5 and S11 concerning the three domain-based sequence spatial organizations.
In addition, S7 was found to be in the proximity of S6 and S13 although S7 was very much similar to
S5 and S11 based on ACE2 homology.

2.2. Clustering Based on Secondary Structures

For each existing domain of ACE2 of the nineteen species, the secondary structure was predicted
(Figure 4). For each domain, species are grouped into several subgroups.

Concerning the D1 domain:

• Bos taurus and Capra hircus

• Equus caballus and Felis catus

• Mustela putorius furo has a structure closer to Equus caballus and Felis catus as it has only one
difference of a coil present at position 42. In addition, Mesocricetus auratus has a secondary structure
similar to the above two, except an extended helix at position four. Similarly, Sus scrofa has an
extended sheet instead of a helix at position 42. Thus, Mustela putorius furo, Mesocricetus auratus,
and Sus scrofa can be put in the same cluster as Equus caballus and Felis catus.

• Homo sapiens, Macaca mulatta, and Pan troglodytes

• Manis javanica and Rhinolophus ferrumequinum

• Pteropus alecto and Pteropus Vampyrus

• Rattus norvegicus and Pelodiscus sinensis have similar structures differing by the presence of an
extra coil at position 39 for Rattus norvegicus.

• Gallus gallus and Danio rerio have a unique secondary structure in comparison to the others.

These individual eight clusters show six different secondary structures in D1 shared by sixteen
species, which shows high similarities in their secondary structures, while the remaining two have a
unique secondary structure for D1 domain. Thus, these eight clusters have similar secondary structures
indicating that the species in the eight clusters are closely related.
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Figure 2. Multiple sequence alignments of D1, D2, and D3 domains of ACE2 of nineteen species (A)
and respective phylogenies (B).
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Figure 3. Clusters of species based on domain-based sequence homology.

With respect to the D2 domain:

• Homo sapiens, Macaca mulatta, and Pan troglodytes

• Bos taurus, Mustela putorius furo, Pteropus alecto, and Pteropus vampyrus

• Equus caballus, Felis catus, Manis javanica, Pelodiscus sinensis, and Rhinolophus ferrumequinum

• Danio rerio and Gallus gallus

Similarly, for the D2 domain, we found four clusters with the same secondary structure,
indicating that they are closely related.

With respect to the D3 domain:

• Homo sapiens and Pan troglodytes

• Bos Taurus, Rhinolophus ferrumequinum, Sus scrofa, and Capra hircus

• Equus caballus and Felis catus

• Pteropus alecto and Pteropus vampyrus

Again for the D3 domain, four different clusters were bearing similar secondary structures;
therefore, these species are also closely related.

Based on the similarity among the three domains, all eighteen species were clustered (Figure 5).
From the clusters (Figure 5) based on the secondary structure of the three domains of ACE2, it was

observed that the species S4 was clustered uniquely, though S4 is clustered with S9 and S19 based
on ACE2 full-length sequence homology. Furthermore, S6 and S13 were found to be similar based
on ACE2 homology, but they got clustered into two different clusters when the secondary structure
of three domains was concerned. In contrast, the group of species {S1, S2, S3}, {S9, S12}, {S16, S18},
and {S5, S7, S11} remained in the same clusters concerning ACE2 homology as well as individual
secondary structures of the domains.
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Figure 4. Predicted secondary structures of D1, D2, and D3 domains for 18 species and only D3 domain
for Salmo salar.
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Figure 5. Clusters of species based on the secondary structures of the D1, D2, and D3 domains.

2.3. Clustering Based on Bioinformatics

Twelve bioinformatics features viz. Shannon entropy, instability index, aliphatic index,
charged residues, half-life, melting temperature, N-terminal of the sequence, molecular weight,
extinction coefficient, net charge at pH7, and isoelectric point of the D1, D2, and D3 domains of
ACE2 for all nineteen species were determined (Figure 6).

For each species, a twelve-dimensional feature vector was found (Figure 6). For each domain D1,
D2, and D3 domain, a distance matrix was determined using the Euclidean distance

d(S, T) =

√

√

√

√

12

∑
i=1

( fi − gi)2

Note that here fi and gi denote the ith feature for the species S and T, respectively. These distance
matrices with heatmap representation for all three domains are presented in Figures 7–9. In addition,
by inputting the distance matrix, using the K-means clustering technique, several clusters of species
were formed for D1 and D2 domains in eighteen species (Figures 7 and 8) and D3 domain in all
nineteen species (Figure 9).

A final set of six clusters was formed using the K-means clustering method to have all three
domains for eighteen different species (Figure 10). Although the species S7 was clustered with the
species S5 and S11 as per full-length ACE2 sequence homology, S7 formed a unique singleton cluster
when the bioinformatics features were taken into consideration. Similarly, the species S16 formed a
singleton cluster though it was clustered with S17, S18, and S19 as per the amino acid homology of
ACE2. The sequence homology of ACE2 made the four species S16, S17, S18, and S19 into a single
cluster, but bioinformatics features placed the species S18 in a cluster where the other three species
S1, S2, and S3 belonged. Based on bioinformatics features, S4 clustered together with S15 though the
ACE2 receptor of S4 was sequentially similar to ACE2 of S9, S10, and S12.

The clusters {S1, S2, S3}, {S6, S13}, and {S9, S10, S12} were unaltered with respect to the full
length ACE2 homology and bioinformatics features.
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Figure 6. Bioinformatics of the D1, D2, and D3 domains of ACE2 from eighteen species. For Salmo salar,
only D3 bioinformatics was presented.
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Figure 7. Distance matrix based on the bioinformatics feature vectors of D1 of ACE2 across eighteen
eighteen species and associated clusters.

Figure 8. Cont.
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Figure 8. Distance matrix based on the bioinformatics feature vectors of D2 of ACE2 across eighteen
species and associated clusters.

Figure 9. Distance matrix based on the bioinformatics feature vectors of D3 of ACE2 across nineteen
species and associated clusters.
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Figure 10. Clusters of species based on the bioinformatics of the D1, D2, and D3 domains.

2.4. Phylogeny and Clustering Based on Polarity

In the D1 domain, it was observed that the polarity of thirteen amino acids among nineteen
(24–42 aa) amino acids were found to be conserved across eighteen species. Based on the amino acids’
polarity and non-polarity nature, the species were arranged in a phylogenetic tree (Figure 11).

It was found that Homo sapiens, Pan troglodyte, Macaca mulatta, and Danio rerio closer according
to this analysis. Pteropus alecto, Pteropus vampyrus, and Sus scrofa occurred in parallel along with the
above three and formed a different clade indicating the closeness based on polarity. Again, the case for
Gallus gallus, Rhinolophus ferrumequinum, Mustela putorius furo, Equus caballus, and Felis catus is similar.
Two separate groups, Mesocricetus auratus, Manis javanica, and Capra hircus, Bos taurus, were similarly
placed nearby, indicating that the polarity of amino acids of the proteins for these species was similar.
Pelodiscus sinensis and Rattus norvegicus occurred separately and were not grouped with any other
species but bears similarity with both the groups containing species Mesocricetus auratus, Manis javanica,

Pteropus alecto, Pteropus vampyrus, and Sus scrofa.
In the D2 domain, out of six amino acid long sequences, the polarity of three amino

acids was conserved across eighteen species, and among them, one amino acid was a binding
residue. Homo sapiens, Pan troglodytes, Macaca mulatta, Pteropus vampyrus, and Pteropus alecto were
grouped together since the overall polarity of their amino acid chain was found to be similar,
and, simultaneously, Danio rerio, Mustela putorius furo, Gallus gallus, and Pelodiscus sinensis were placed
together. In addition, three groups comprising Manis javanica, Capra hircus, Bos taurus, Sus scrofa,
Rattus norvegicus, and Rhinolophus ferrumequinum, respectively, were placed in close proximity based on
their polarity and non-polarity of the amino acids in the protein sequence. However, Equus caballus,

Felis cattus, and Mesocricetus auratus were placed separately since they did not show much resemblance
based on polarity.

In the D3 domain of ACE2 sequences of Salmo salar and Danio rerio, there was an insertion
of a polar amino acid into one of the binding residue positions that may affect the binding of
ACE2 to that of RBD of SARS-CoV2 negatively. A total of three binding residues were already
reported in the D3 domain, of which one of them remained conserved concerning polarity across the
nineteen species. Rattus norvegicus, Mustela putorius furo, Mesocricetus auratus, and Felis catus were
grouped under a single clade based on the polarity of their protein sequence. It was a similar case for
Danio rerio, Pelodiscus sinensis, Salmo salar, and Gallus gallus. Due to the sequence similarity between
Pteropus vampyrus and Pteropus alecto, their polarity of the protein sequence was also similar and thus
grouped. Sequence similarity was also observed for Homo sapiens, Pan troglodytes, and Macaca mulatta,
so again these were categorized together. Two groups comprised of Rhinolophus ferrumequinum,
Capra hircus, and Bos taurus, Sus scrofa, respectively, were sorted together indicating their similar nature
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of polarity and non-polarity of protein sequence. Lastly, Manis javanica and Equus caballus were placed
separately signifying that the sequences of both species were quite distinct.

The individual groups of species based on the polarity of individual D1, D2, and D3 domains
have emerged into six disjoint clusters (Figure 12).

Here, the clusters {S1, S2, S3}, {S16, S17, S18}, {S8, S14}, {S6, S13}, and {S10, S12} remained
invariant with regard to the homology of full length ACE2 as well as polarity sequence of the
D1, D2, and D3 domains.

Figure 11. Polarity sequence of the D1, D2, and D3 domains across all species alignment and associated
phylogenetic relationships.
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Figure 12. Clusters based on groups of species based on domain-wise polarity.

2.5. Possible Clusters of Transmission of SARS-CoV-2

Based on all the different clusters formed on the basis of amino acid homology, secondary
structures, bioinformatics, and polarity of the D1, D2, and D3 domains of ACE2, final clusters of all
nineteen species were devised using the K-means clustering method Figure 13.

Figure 13. Schematic representation of a possible set of clusters of transmission of SARS-CoV-2.

In Figure 13, it was found that the cluster-1 (C-1) comprising of Homo sapiens, Pan troglodyte,
and Macaca mulatta were close to cluster-5 (C-5) comprising of Felis catus (Cat), Mesocricetus auratus

(Golden Hamster), Manis javanica (Sunda pangolin), Mustela putorius furo (Ferret), Rattus norvegicus

(Rat), and Rhinolphus ferrumequinum (Greater horseshoe bat) (Figure 13). This C-5 is also close to
cluster-3 (C-3) [Gallus gallus (red jungle fowl), Pelodiscus sinensis (Chinese shell turtle), Danio rerio

(zebrafish) and Salmo salar], and cluster-4 (C-4) [Capra hircus (Goat), Bos taurus (Cattle), and Sus

scrofa (pig)]. C-4 also showed resemblance with cluster-2 (C-2) [Pteropus alecto, Pteropus vampyrus],
and cluster-6 (C-6) that is comprised of Equus caballus (horse) only. However, both C-2 and C-6 were
also close to each other.

Furthermore, pooled analyses based on the two types of substitutions (one is affecting SARS-CoV-2
transmission (M1), and the other one is SARS-CoV-2 non-affecting transmission(M2)) for all six of the
final clusters, which are presented in Table 1.

Based on Table 1, information regarding the number of M1 and M2 substitutions and
the intra-species transmission of SARS-CoV-2 were presented as follows:

• C-1: None of the species bear any mutation in the binding residues and are conserved, so viral
transmission is immaculate.

• C-2: This cluster has an equal number of transmission affecting and transmission non-affecting
types of substitutions. Therefore, both have an equal probability of getting infected from
each other.
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• C-3: Here, again, Gallus gallus, Pelodiscus sinensis, and Danio rerio have a similar ratio of S1 to S2,
signifying possible flow of viral transmission within these three species. However, Salmo salar is
unique and distant, and therefore, the probability of viral transmission is unlikely.

• C-4: The species in this cluster have a similar number of transmission-affecting and transmission
non-affecting types of substitutions show that the flow of viral transmission would be continuous
among these three species.

• C-5: Transmission between Felis catus and Mesocrietus auratus is highly likely, which is the
same for Manis javanica, Mustela putorius furo, and Rattus norvegicus as indicated by their
similar number of substitutions. Therefore, the inter-transmission between these species is
highly plausible. While Rhinolophus ferrumequinum has a relatively high value of transmission
affecting substitutions from all of the above, its susceptibility to getting infected from other
species is uncertain.

• C-6: A total of five transmission affecting substitutions in the three domains for Homo sapiens

were observed.

Table 1. M1 and M2 substitutions across nineteen ACE2 receptors.

Cluster Species DI (M1, M2) D2 (M1, M2) D3 (M1, M2) Total (M1, M2)

1 Human ACE2 0 0 0 0
1 Pan troglodytes 0 0 0 0
1 Macaca mulatta 0 0 0 0
6 Equus caballus (4,1) (1,0) (0,0) (5,1)
5 Felis catus (1,2) (1,0) (0,0) (2,2)
5 Mesocrietus auratus (1,0) (1,0) (0,0) (2,0)
5 Manis javanica (2,2) (1,1) (1,0) (4,3)
5 Mustela putorius furo (2,2) (2,0) (1,0) (5,2)
5 Rattus norvegicus (3,1) (3,1) (0,1) (6,3)
5 Rhinolophus ferrumequinum (6,0) (2,0) (0,0) (8,0)
4 Capra hircus (0,1) (2,0) (0,0) (2,1)
4 Bos taurus (0,1) (2,0) (0,0) (2,1)
4 Sus scrofa (1,2) (1,1) (0,1) (2,4)
2 Pteropus vampyrus (2,1) (1,0) (1,1) (4,2)
2 Pteropus alecto (2,1) (1,0) (1,1) (4,2)
3 Gallus gallus (6,0) (3,0) (1,0) (10,0)
3 Pelodiscus sinensis (7,0) (2,0) (1,0) (10,0)
3 Danio rerio (5,0) (2,0) (2,1) (9,1)
3 Salmo salar NA NA (3,1) (3,1)

3. Discussion

In this study, we amassed the ACE2 protein sequences of nineteen species to investigate the
possible transmission of SARS-CoV-2 among these species in relation to human ACE2 protein.
Multiple sequence alignments of these ACE2 receptors enabled us to estimate the similarity concerning
amino acids and, from that, we observed that Salmo salar (Salmon fish) was quite distant. It also
gave us the idea that some of the amino acid substitutions in the binding residues occurring across
the species with respect to human ACE2 resulted in amino acids have similar binding properties,
indicating that their interactions with RBD of the S protein will be similar to that of humans,
thus making transmission across these species feasible. It was observed that ACE2 sequences from
Homo sapiens and Pan troglodytes (Chimpanzee) were almost identical (showing 99.01% sequence
identity). Although ACE2 from Macaca mulatta (Rhesus macaque) also shared a high percentage of
sequence identity with human protein (95.16%), it possesses substitutions at 39 positions. However,
no substitutions were observed in the amino acid residues involved in the interaction with the RBD of
the S protein, making the viral transmission across these species highly likely. Again, Pteropus vampyrus

(Large flying fox) and Pteropus alecto (Black flying fox) have precisely the same ACE2 sequence, and thus
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signifying high viral transmission and that both of them have an equal chance of getting infected by
each other.

Further analysis led us to present a possible transmission flow among the nineteen species,
as illustrated in Figure 13. The multifaceted examination of the ACE2 protein indicated that interspecies
SARS-CoV-2 transmission is quite possible, and we have tried to provide a better insight into it by
predicting the possible transmission among species within the same cluster and between clusters too.
However, further in-depth analysis is necessary in the future for the identification of new hosts of
SARS-CoV-2 as well as for determination of possible ways to prevent inter-species transmission.

The results reported in this study allow us to propose possible routes of the SARS-CoV-2
transmission flow among species. Unsurprisingly, our results indicate that, among the species
studied, it is the members of primates that are the most at risk, followed by those of carnivores,
cetartiodactyls, and finally bats. It is settling to see that the predicted transmission flow based on the
results of our analyses is in line with the conventional evolutionary knowledge and reported infection
cases. One should keep in mind though that the major goal of this study was to provide formally
comprehensive structural evidence that could help in clarifying why some hosts are more susceptible
than others to SARS-CoV-2 and could constitute a reservoir for further virus spillover. Obviously,
more detailed studies are needed in the future to take into account structural properties of ACE2 and
peculiarities of its interaction with the RBD of the S protein [15–18], and the presence of different
ACE2 isoforms in individual animal species (e.g., humans have at least five ACE2 isoforms [26]).
Moreover, one should consider the epigenetic regulation and expression determination of ACE2
(e.g., despite having the same protein sequence, ACE2 is differently expressed in different human
cells, and different levels of expression of ACE2 are found in the same type of nasal epithelial cells or
pneumocytes from humans and mice). It will also be necessary to analyze more ACE2 sequences from
other species and to investigate the possibility for these different species of transforming themselves,
in the long term, into healthy carriers of the virus or even into transmitters and diffusers of the disease.

It is well known that protein pairs with a sequence identity greater than 40% are very likely to be
structurally similar, whereas protein pairs with a sequence identity of 20–35% represent a ‘twilight
zone’, where structural similarity in pairs is considerably less common, with less than 10% of protein
pairs with sequence identity below 25% have similar structures [29–31]. Sequence identity of the
ACE2 proteins from nineteen species analyzed in this study ranges from 99.01% (Homo sapiens vs.
Pan troglodytes) to 58.0% (Homo sapiens vs. Danio rerio), with the lowest identity of 57.13% being
between the proteins from Danio rerio and Rhinolophus ferrumequinum. Therefore, one might expect
rather close overall structural organization of all these proteins, even the most distant ones. In fact,
even the lowest level of sequence identity for the pair of ACE2 proteins is still well above the sequence
identity of 20–35% characteristics for the ‘twilight zone’. On the other hand, fold-level, global structural
similarity does not exclude the presence of local structural variability that might define, for example,
the peculiarities of protein–protein interactions. Structural information is currently available only for
the ACE2 from Homo sapiens and Felis catus. Therefore, previous studies that analyzed the peculiarities
of interactions between the viral spike protein and host ACE2 from many household and other
animals, such as Pan troglodytes (chimpanzee), Macaca mulatta (Rhesus monkey), Felis catus (domestic
cat), Equus caballus (horse), Oryctolagus cuniculus (rabbit), Canis lupus familiaris (dog), Sus scrofa

(pig), Avis aries (sheep), Bos taurus (cattle), Mus musculus (house mouse), and Mustela putorius furo

(ferret) [32–34] were focused on the structural part of these interactions and utilized a typical set
of structural biology approaches, such as homology modelling and docking. Therefore, in line
with our previous study [25], we decided to compare the peculiarities of the per-residue intrinsic
disorder predispositions of the ACE2 proteins from nineteen species analyzed in this study rather than
building their homology models. Figure 14 summarizes the results of this analysis and shows that,
although these proteins have rather similar intrinsic disorder predispositions, their disorder profiles
are not identical.
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Furthermore, such differences in the intrinsic disorder predisposition are not equally spread
through the protein sequences, with some regions (e.g., the N-terminal 150 residues and residues
500–700) of the disorder profiles showing rather noticeable variability. Figure 14 also shows that the S
protein binding domains D1 and D2 of ACE2 proteins are characterized by high variability of their
intrinsic disorder predispositions, whereas D3 domains are more conserved. We also looked at the
peculiarities of intrinsic disorder profiles of ACE2 proteins in six clusters with the major focus at the S
protein binding domains D1, D2, and D3 (see Figure 15).

This comparison revealed that the in-cluster variability of intrinsic disorder propensity was
noticeably lower than the diversity between the clusters as a rule. These observations support the
notion that the capability of ACE2 to interact with SARS-CoV-2 protein S can be dependent on the
peculiarities of the ACE2 local intrinsic disorder predisposition [25].

Figure 14. Per-residue intrinsic disorder predisposition of ACE2 proteins. (A) Peculiarities of the
intrinsic disorder distribution within the amino sequences of ACE2 protein from nineteen species
analyzed in this study. Light gray vertical bars show the location of the ACE2 regions responsible for
interaction with SARS-CoV-2 S protein, domains D1 (residues 24–42), D2 (residues 79–84), and D3
(residues 330–393). (B–D). Zoomed-in disorder profiles focusing at the domains D1 (B), D2 (C), and D3
(D) responsible for the ACE2-S interaction. Disorder predispositions were evaluated using the PONDR®

VSL2 algorithm.
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Figure 15. Peculiarities of intrinsic disorder predisposition within the D1 (A,D,G,J,M), and (P),
D2 (B,E,H,K,N), and (Q), and D3 domains (C,F,I,L,O), and (R) of ACE2 proteins from cluster 1
(A,B), and (C), cluster 2 (D,E), and (F), cluster 3 (G,H), and (I)), cluster 4 (J,K), and (L), cluster 5
(M,N), and (O), and cluster 6 (P,Q), and (R). For keys, see Figure 14.

4. Materials and Methods

4.1. Data Acquisition and Findings

The ACE2 protein receptor sequences from nineteen species Homo sapiens (Human),
Capra hircus (Domestic goat), Pan troglodytes (Chimpanzee), Equus caballus (Horse), Salmo salar

(Atlantic salmon), Mesocricetus auratus (Golden hamster), Rhinolophus ferrumequinum (Greater horseshoe
bat), Pteropus alecto (Black flying fox), Mustela putorius furo (Domestic ferret), Danio rerio (Zebrafish),
Manis javanica (Sunda pangolin), Sus scrofa (Domestic pig), Macaca mulatta (Rhesus macaque),
Bos taurus (Aurochs), Pelodiscus sinensis (Chinese soft-shelled turtle), Pteropus vampyrus (Large flying
fox), Rattus norvegicus (Brown rat), Felis catus (Domestic cat), and Gallus gallus (Red jungle fowl) were
derived from the NCBI database [35]. Nineteen species and their respective ACE2 protein accession
IDs with length are presented in Table 2.

Table 2. Nineteen species and their associated ACE2 sequences.

Name Species ACE2 Accession ID Length

S1 Homo sapiens NP_001358344.1 805
S2 Pan troglodytes PNI38577.1 805
S3 Macaca mulatta XP_028697658.1 805
S4 Equus caballus XP_001490241.1 805
S5 Felis catus NP_001034545.1 805
S6 Mesocricetus auratus XP_005074266.1 805
S7 Manis javanica XP_017505752.1 805
S8 Pteropus alecto XP_006911709.1 805
S9 Capra hircus AHI85757.1 804

S10 Sus scrofa NP_001116542.1 805
S11 Mustela putorius furo XP_004758943.1 805
S12 Bos taurus NP_001019673.2 804
S13 Rattus norvegicus NP_001012006.1 805
S14 Pteropus vampyrus XP_011361275.1 804
S15 Rhinolophus ferrumequinum XP_032963186.1 805
S16 Gallus gallus XP_416822.2 808
S17 Pelodiscus sinensis XP_006122891.1 808
S18 Danio rerio XP_005169417.1 807
S19 Salmo salar XP_014062928.1 695
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The nearest neighborhood phylogeny of the nineteen species derived from the NCBI public server
based on ACE2 protein sequence similarity is shown in Figure 16A [36].

Figure 16. ACE2 full-length sequence-based phylogeny among nineteen species (A) and its
derived clusters (B).

ACE2 sequence similarity among the species derives six clusters as shown in (Figure 16B).
The contact residues of the receptor-binding domain (RBD) of the spike protein (YP_009724390.1) of
SARS-CoV-2 with the homo sapiens ACE2 interface are presented in Table 3 [14].

Table 3. Contact residues of RBD spike protein of SARS-CoV-2 and Homo sapiens ACE2.

SARS-CoV-2 RBD ACE2 (Homo Sapiens) SARS-CoV-2 RBD ACE2 (Homo Sapiens)

K417 Q24 Q493 Q42
G446 T27 G496 L79
Y449 F28 Q498 M82
Y453 D30 T500 Y83
L455 K31 N501 N330
F456 H34 G502 K353
A475 E35 Y505 G354
F486 E37 D355
N487 D38 R357
Y489 Y41 R393

The three designated domains, D1 (aa 24–42), D2 (aa 79–84), and D3 (aa 330–393) respectively
contain the residues which bind to the RBD of the S protein.

4.2. Methods

Examining amino acid substitutions: For human ACE2 receptor, substitutions were examined
for all species, and only those substitutions are accounted for, which occurred in the binding residues
in the mentioned three domains D1, D2, and D3 [14]. Based on the character of the substitutions
which interfered with the binding residues of the ACE2 across various species, two types were defined:
substitutions affected transmission (M1) and substitutions which did not affect transmission (M2).

Multiple sequence alignments and associated phylogenetic trees were developed using the NCBI
web-suite across all individual binding domains D1, D2, and D3 in eighteen species and D3 in
Salmo salar [37,38].

K-means clustering: The algorithmic clustering technique derives homogeneous subclasses
within the data such that data points in each cluster are as similar as possible according to a widely
used distance measure viz. Euclidean distance. One of the most commonly used simple clustering
techniques is the K-means clustering [39,40]. The algorithm is described below in brief:
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Algorithm: K-means algorithm is an iterative algorithm that tries to form equivalence classes from
the feature vectors into K (pre-defined) clusters where each data point belongs to only one cluster [39].

• Assign the number of desired clusters (K) (in the present study, K = 6).
• Find centroids by first shuffling the dataset and then randomly selecting K data points for the

centroids without replacement.
• Keep iterating until there is no change to the centroids.
• Find the sum of the squared distance between data points and all centroids.
• Assign each data point to the closest cluster (centroid).
• Compute the centroids for the clusters by taking the average of the all data points that belong to

each cluster.

In this present study, nineteen species were clustered using Matlab by inputting the distance
matrix derived from the feature vectors associated with the three domains of ACE2 across all species.

Secondary structure predictions: The secondary structure of full-length ACE2 sequence of all
species were predicted using the web-server CFSSP (Chou and Fasman Secondary Structure Prediction
Server) [41]. This server predicts secondary structure regions from the protein sequence such as
alpha-helix, beta-sheet, and turns from the amino acid sequence [41]. On obtaining the full-length
ACE2 secondary structures, individual domains D1, D2, and D3 were cropped for each species.

Bioinformatics features: Several bioinformatics features viz. Shannon entropy, instability index,
aliphatic index, charged residues, half-life, melting temperature, N-terminal of the sequence, molecular
weight, extinction coefficient, net charge at pH7, and isoelectric point of D1, D2, and D3 domains of
ACE2 for all nineteen species were determined using the web-servers Pfeature and ProtParam [42,43].

Computational analysis of the intrinsic disorder predisposition: Per-residue propensity of the
ACE2 proteins from nineteen species for the intrinsic disorder were evaluated by the PONDR® VSL2
algorithm [44,45], which is one of the more accurate stand-alone per-residue disorder predictors [46,47].
In these analyses, residues with the disorder scores exceeding the threshold value of 0.5 are considered
as intrinsically disordered, whereas residues with the predicted disorder scores between 0.2 and 0.5
are considered as flexible.

Shannon entropy: Shannon entropy measures the amount of complexity in a primary sequence of
ACE2. It was determined using the web-server Pfeature by the formula

SE = −
20

∑
i=1

pilog2(pi),

where pi denotes the frequency probability of a given amino acid in the sequence [42].
Instability index: Instability index is determined using the web-server ProtParam, and it estimates

the stability of a protein in a test tube. A protein whose instability index is smaller than 40 is predicted
as stable. A value above 40 predicts that the protein may be unstable [42].

Aliphatic index: Aliphatic index of a protein is defined as the relative volume gathered by
aliphatic side chains (alanine, valine, isoleucine, and leucine). It may be regarded as a positive factor
for increasing the thermostability of globular proteins, such as ACE2 [42].

N-terminal: It was reported that the N-terminal of a protein is responsible for its function. For each
domain sequence, N-terminal residue was determined using the Pfeature [42].

In vivo half-life: The half-life predicts the time it takes for half of the protein amount to degrade
after its synthesis in the cell. The N-end rule originated from the observations that the identity of the
N-terminal residue of a protein plays an essential role in determining its stability in vivo [48].

Extinction coefficients: The extinction coefficient measures how much light a protein absorbs at a
particular wavelength. It is useful to estimate this coefficient when a protein is purified [48].

Polarity sequence: Every amino acid in the domains D1, D2, and D3 of ACE2 were recognized as
polar (P) and non-polar (Q) and thus every D1, D2, and D3 for eighteen species and the domain of
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Salmo salar turned out to be binary sequences with two symbols P and Q. Then, homology of these
sequences for each domain was made and, consequently, a phylogenetic relationship was drawn.
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Abstract: High-hydrostatic pressure is an alternative perturbation method that can be used to
destabilize globular proteins. Generally perfectly reversible, pressure exerts local effects on regions
or domains of a protein containing internal voids, contrary to heat or chemical denaturant that
destabilize protein structures uniformly. When combined with NMR spectroscopy, high pressure (HP)
allows one to monitor at a residue-level resolution the structural transitions occurring upon unfolding
and to determine the kinetic properties of the process. The use of HP-NMR has long been hampered
by technical difficulties. Owing to the recent development of commercially available high-pressure
sample cells, HP-NMR experiments can now be routinely performed. This review summarizes recent
advances of HP-NMR techniques for the characterization at a quasi-atomic resolution of the protein
folding energy landscape.

Keywords: protein folding; NMR; High Hydrostatic Pressure

1. Introduction

Since Anfinsen’s early works [1], much effort has been expended in attempting to understand how
amino acid sequence impacts the structure, dynamic properties, and global stability of proteins. On the
other hand, much less is known about how proteins fold from single, disordered inactive polypeptide
chains to unique tri-dimensional active structures. General descriptions of folding pathways cannot
be predicted for arbitrary amino acid sequences but can be reached only from experimental studies,
possibly coupled to molecular dynamic simulations. Thus, revealing the folding mechanism of
proteins required knowledge from different fields: biology but also chemistry and physics, including
computational simulations. Finally, the theoretical framework of free energy landscape theory and the
funnel concept emerged [2–8], giving satisfactory models to understand this mechanism.

Folding/unfolding experiments performed in vitro have yielded much of the information
concerning protein folding mechanisms. To this aim, several perturbation methods have been used,
among them the addition of chemical denaturants (urea, guanidinium chloride), pH changes,
or modification of the temperature of the sample are the most popular. Alternatively, pressure presents
a lot of advantage to study protein unfolding. First, unfolding by pressure is reversible,
essentially because high pressure, contrary to temperature, disfavors intermolecular protein interactions,
preventing irreversible aggregation. This reversibility allows the measurement of thermodynamic
parameters for the folding/unfolding reaction [9–11]. Second, contrary to the use of pH or
chaotropic reagents, it does not change the charge or the chemical composition of the system.
Pressure is actually a very straightforward perturbation: it induces unfolding because the molar
volume of the folded states is larger than that of the unfolded states of protein, essentially because
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of the existence of solvent excluded voids in the folded states that are eliminated in the unfolded
states [12,13]. Thus, following the Le Chatelier’s principle, pressure shifts the folded state/unfolded
state equilibrium toward the unfolded state, the one with the lower molar volume.

Pressure perturbation is generally used in combination with circular dichroism [14],
fluorescence [15], or FT-IR spectroscopy [16–18]: these spectroscopic methods give global information
on the state of the system, i.e., on the relative populations of the folded and unfolded states at a
given pressure. Due to their extreme sensitivity to the structural environment, Nuclear Magnetic
Resonance (NMR) observables constitute an attractive alternative. Global information on protein folding
reaction can be obtained from simple 1D NMR spectra, as with the other spectroscopies quoted before.
But more interestingly, multi-dimensional (2D) NMR provides multiple probes in the protein structure,
giving access to local, residue-specific information. Thus, at the expense of some difficulties in
implementation, most of which have been adequately addressed in commercial instrumentation,
the combination of high-pressure perturbation with multi-dimensional NMR constitutes a powerful
tool that can be used to describe the conformational landscape of proteins at a resolution which cannot
be accessed by global spectroscopic observables.

2. High Pressure NMR Instrumentation

Combining high pressure with NMR spectroscopy constitutes a real challenge since several
difficulties must be overcome: the system should be pressure-resistant, permeable to radiofrequency
used for spin excitation, and non-magnetic in order to be safely introduced in the magnet. Of course,
the conventional borosilicate or Pyrex glass tubes currently used for high-resolution liquid-state NMR
do not match the “pressure-resistant” criterion, even though some commercial manufacturers offer
borosilicate glass tubes, which can support moderate pressure up to 12 bar (NorellTM). These tubes are
essentially designed to work with gas-pressurized samples, the pressure limit being too low to allow
protein denaturation, usually expected in the range 1–12 kbar at ambient temperature [19].

The first set-up really adapted for high-pressure NMR spectroscopy was the “autoclave” system
developed by Benedek & Purcell in 1954 [20]. In this set-up, the sample and the radiofrequency coil
are directly placed in a high-pressure non-magnetic vessel made initially of beryllium–copper alloy,
later replaced by more resistant titanium alloy [21–24]. Very high pressure can be obtained with
this set-up (9–10 kbar), compatible with protein denaturation. Nevertheless, it suffers from different
drawbacks: among other things, the electrical coupling between the coil and the metallic chamber
alters the coil efficiency, yielding low sensitivity. In addition, adding a second coil in the chamber
is difficult, impeding the realization of heteronuclear experiments, standard in biomolecular NMR.
An original alternative was proposed by Castro and Delsuc [25], where the metallic chamber was
replaced by a composite material chamber of fiberglass and epoxy resin. Due to the insulator property
of this material, the proton radiofrequency coil (excitation and detection) can be directly embedded
in the chamber wall, and an additional coil for heteronuclei excitation can be glued directly on the
external surface of the chamber. Nevertheless, the use of this probe was limited by its low burst
pressure (1.5–2 kbar), hardly compatible with protein denaturation. Very recently, Meier et al. [26]
published what can be considered as the ultimate development of the autoclave approach, at least
in terms of pressure limit. They replaced the titanium chamber with a diamond anvil cell (DAC),
similar to those used for HP crystallography [27]. The sample and the resonator are placed directly
in the DAC, and pressures up to 0.9 Mbar can be reached with this set-up. Nevertheless, this set-up
is not adapted to biomolecular RMN: the design of the radio-frequency section is not adapted to
biomolecular NMR, and the sample volume (about 100 pL) is too small to yield enough sensitivity
in case of biomolecules. Moreover, such very high pressure is not really useful for the study of
protein denaturation. On the contrary, at above 10 kbar changes in the water structure are expected,
which hamper the thermodynamic analysis.

The alternate strategy to “autoclave” systems is pressure-resistant tubes or cells that limit
the pressurized region to the sample itself and can be used with commercial NMR probes.
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Polyimide (Vespel) [28] and single crystal sapphire tubes [29] that can withstand pressure up
to 1 kbar were proposed. If they improved comfort in the use of HP-NMR by organic chemists,
their low burst pressure makes them unsuitable for the study of protein denaturation. In the mid-1970s,
Yamada et al. [30,31] developed high-pressure glass (or quartz) cells allowing to work with pressure up
to 3 kbar. Even if this pressure seems too low to enable denaturation for many proteins, this drawback
can be circumvented by adding sub-denaturing concentration of chaotropic reagents [32] or of organic
solvents to the buffer, and playing with the temperature [33], in order to tune the protein stability
with the pressure range allowed by the system. The set-up consists of a long capillary enlarged on
one end to form the cell itself that goes into the NMR probe, protected by a Teflon tube. The other
end of the capillary is glued on a bronze–beryllium valve that allows pressure transmission from the
HP-pump. The capillary length should fit with the magnet size, in order to be long enough to maintain
the bronze–beryllium seal far from the magnetic center of the magnet, minimizing perturbations of the
magnetic field homogeneity, thus permitting to record high-resolution spectra. It can be used with
any commercial NMR probes and allows recording any through-bond or through-space homonuclear
or heteronuclear (double-, triple-resonance) correlation NMR experiments. Akasaka and coworkers
have used this cell to characterize the folding of numerous globular proteins [10]. Nevertheless,
the manufacturing of this system remains delicate, and the sensitivity of the NMR experiments is
limited by the small sample volume available (30–40 µL), requiring highly concentrated samples [34,35].
In 1996, Wand and coworkers developed a new set-up consisting of a simple two-component valve
system that holds and seals a high-pressure sapphire tube [36,37]. A similar and complementary
approach was proposed by the group of Kalbitzer [38], initially based on a sapphire tube and later
replaced by a ceramic tube [39]. The later developments of these set-ups [40] have been integrated in
the system now commercially available from Deadalus InnovationTM company. The high-pressure
sample tubes are made from aluminum-toughened zirconia ceramic. They provide access to pressures
up to 3 kbar and to a −15 to 115 ◦C temperature range. With an outer diameter of 5 mm, they are
compatible with most of the commercially available probes. The inner diameter of 2.8 mm provides a
working volume of about 200 µL, which allows for a sensitivity near that of 3 mm glass tubes, standard
now for (ambient pressure) biomolecular NMR at high fields. The two-component valve initially
proposed by Urbauer and Wand [36,37] is used to couple the ceramic tube to the high-pressure tube.
Compared with Yamada’s cell, this set-up provides a similar spectral quality but about a 10-fold
increase in sensitivity and is incomparably easier to handle, essentially due to a wider inner diameter
facilitating its filling. Thus, these ceramic tubes can be easily filled with complex viscous samples,
such as those used for RDC measurement [41–43]. Pressure is generally transmitted by mineral oil,
so that no physical separation is needed between the aqueous buffer containing the protein and the
transmitting fluid.

3. “Global” Thermodynamic and Kinetic Parameters for Folding/Unfolding Reactions Obtained
from 1D High-Pressure NMR Spectroscopy

Typically, 1D HP-NMR can be used for steady-state measurements, recorded when the ratio
between folded/unfolded protein populations has reached equilibrium after a pressure jump.
Such measurements give access to the global thermodynamic parameters ∆G0 (the free-energy
difference at atmospheric pressure between the folded and unfolded states of the protein) and ∆V0

(the volume difference at atmospheric pressure between the folded and unfolded states of the protein),
characteristic of the folding/unfolding reaction. In addition, kinetic measurements recorded just
after the P-jump, while establishing equilibrium, are also possible with HP-NMR, yielding kinetic
information on the folding/unfolding reaction as well as volumetric properties of protein folding
transition states.
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3.1. Steady-State Measurements of Global Thermodynamic Parameters with 1D High-Pressure NMR

The good dispersion usually observed in the 1H-NMR spectrum of a folded protein is essentially
due to the extreme sensibility of the proton NMR resonances (or chemical shifts) to through-space
effects of neighboring groups. These effects vanished when the protein unfolds, and the 1H-NMR
spectrum becomes poorly resolved. For instance, the well-resolved regions characteristic of resonances
of the methyl groups, or of the amide groups, in the 1H spectrum of a folded protein will collapse upon
unfolding (Figure 1).
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Figure 1. Evolution upon pressure of the 1D 1H-NMR spectrum of Titin I27 Ig-like domain. Stacked plot
of 1D spectra recorded as a function of pressure at 600 MHz and 298 K on a 1 mM sample of Titin
I27 in Tris buffer pH 7.0, 1 mM DTT. A 1.7 M sub-denaturing concentration of GuHCl has been
added to the sample in order to decrease the protein stability and to observe complete unfolding in
the 1–2500 bar pressure range allowed by the experimental set-up (zirconium oxide ceramic tubes,
Daedalus InnovationTM). The solid-line frames delimit the regions corresponding to HN amide
(red frame) and CH3 methyl group resonances (blue frame). The insert corresponds to a zoom on the
indole resonances region (black dashed-line frame) showing the decrease with pressure of the HN
indole resonance of Trp-34 in the folded state (F) and the concomitant increase of the same resonance in
the unfolded states (U).

Thus, the evolution of the 1D NMR spectrum allows us to monitor the high-pressure denaturation
of a protein, as depicted in Figure 1 for the I27 Immunoglobin-like domain of the sarcomeric protein
Titin [44]. As an effect of the energy barrier between the folded and unfolded protein (≈2 kcal/mol in
the experimental conditions reported in Figure 1), these species are in slow exchange with regard to the
NMR timescale: we observe the disappearance of resonances belonging to the native state, with the
concomitant appearance of new peaks that correspond to the spectrum of the unfolded states.

As it can be observed for the indole resonance of Trp-34 (Figure 2), the decrease in pressure of
the peak corresponding to the folded (F) state, as well as the increase of the peak corresponding to
the unfolded states (U), can be generally well-fitted by a sigmoidal curve [45,46] characteristic of a
two-state equilibrium in the form of:
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Figure 2. Monitoring the unfolding reaction of titin I27 domain with 1D HP-NMR spectroscopy
(A): 1D HN indole region of the proton NMR spectra of Titin I27 recorded at increasing pressure. F stands
for the resonance in the folded state, U for the resonance in the unfolded state. (B): denaturation curves
obtained from the fit of the evolution with pressure of the native (open circle) and the denatured (filled
circle) indole resonance of tryptophan-34 with a two-state equilibrium equation. Similar values of ∆V0

are found for both fits.

with a characteristic F
Ku
⇋
K f

U equilibrium constant of:

Keq = kf(p)/ku(p) = [U]/[F] (1)

where kf(p) and ku(p) stands for the folding and the unfolding rate constants at a given pressure p.
Keq can be also expressed from the Boltzmann equation as:

Keq = exp(−∆Geq/RT) (2)

where the free energy change can be expressed as a Taylor expansion, truncated at the second order term:

∆Geq = GU − GF = ∆G0 + ∆V0(p − p0) − 1/2 ∆βV0(p − p0)2 (3)

Here ∆Geq and ∆G0 are the Gibbs-free energy changes from F to U at pressure p and p0 (p0 = 1 bar),
respectively; ∆V0 is the partial molar volume change; ∆β is the change in compressibility coefficient
(∆β = −(1/V0) * δV/δp), R is the gas constant, and T is the absolute temperature. It has been shown that
for proteins the difference in compressibility between native and denatured states is negligible [47].
Thus, the expression of ∆Geq simplifies to:

∆Geq = ∆G0 + ∆V0(p − p0) (4)
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Using NMR spectroscopy, the observable will be I, either the intensity (peak height) or the integral
of a peak corresponding to either the folded species or of the unfolded species. In the present case
(Figure 2), we chose to follow either the decrease of the peak intensity corresponding to the HN
indole resonance of Trp-34 in the folded species or the increase of the corresponding resonance in the
unfolded species. Alternatively, one can follow the increase of the peak at 0.86 ppm corresponding
to the resonances of methyl groups in the unfolded species. Thus, the equilibrium constant can be
written as:

Keq =
[U]

[F]
=

IF − I

I − IU
(5)

If we choose to follow the increase with pressure of a resonance corresponding to the unfolded
species in the 1D NMR spectrum, IF stands for the intensity of the corresponding NMR line in the folded
spectrum at 1 bar (IF = Imin), whereas IU corresponds to the intensity of the same line at high pressure,
when the protein is fully unfolded (IU = Imax). Combining this equation with Equations (2) and (4)
gives the characteristic equation for a two-state equilibrium:

I =
IF + IUe−[∆G0 + (p − p0)∆V0]/RT

1 + e−[∆G0 + (p − p0)∆V0]/RT
(6)

Fitting either the sigmoidal decrease with pressure of the indole resonance in the folded state or the
sigmoidal increase of the indole resonance in the unfolded state (Figure 2) yield “global” values for ∆V0

of unfolding (−84 ± 5 mL/mol and −82.4 ± 5 mL/mol, respectively) and for ∆G0 (2.14 ± 0.12 kcal/mol
and 2.01 ± 0.13 kcal/mol, respectively), under the conditions of the study (pH = 7, 25 ◦C, 1.7M GuHCl).
Note that the values extracted from the two different fits fall within experimental uncertainties,
confirming the two-state equilibrium for the folding/unfolding reaction. Slightly different values
(∆V0 = −78.8 ± 4 mL/mol, ∆G0 = 2.26 ± 0.26 kcal/mol) can be measured at equilibrium when referring
to the resonance corresponding to methyl groups in the unfolded states (0.96 ppm). This indicates that
we are measuring “apparent” values for these thermodynamic parameters that depend of course on
the global stability of the protein but that are also influenced by the local stability sensed by a given
resonance in a given environment. As we will see further, this is of paramount importance for the
description of protein folding pathways.

3.2. Measurements of Global Kinetic Parameters of the Folding/Unfolding Reaction with 1D High-Pressure NMR

∆V0 and ∆G0 are thermodynamic parameters at atmospheric pressure, characteristics of the
system at equilibrium. But a kinetic analysis of the folding/unfolding reaction is needed to obtain
information on the transition state (usually described not as a unique conformer but as an ensemble of
conformers, hence the term of “Transition State Ensemble” (TSE) used for proteins) of the reaction.
Even though characterizing transition states in protein folding constitutes an essential step in the
puzzle [48], the relations between the protein sequences, their 3D structures, and the structure (at least
the hydration state) of their TSE are not yet well understood. Thus, the HP-NMR comparative study of
the folding of Titin I27 module and DEN4-ED3 domain from the viral envelope of the dengue virus,
two proteins with unrelated sequences but sharing a common Ig-like fold, shows similar folding
intermediates but very different TSE, the transition state of Titin I27 being considerably less hydrated
than the one of DEN4-ED3 [49]. Such analysis relies on the measurement of kinetic parameters after
perturbation (P-jump) of the thermodynamic equilibrium between the folded and unfolded conformers
of the protein at a given pressure, yielding the rates of folding and unfolding at atmospheric pressure.
Moreover, these studies give access to the values of the activation volume between the folded or
unfolded state and the TSE, related to the hydration state of the TSE.

Due to the very large volumes of activation involved in the folding/unfolding reaction,
high pressure can considerably slow down the rate of folding and also possibly unfolding [13,50].
Thus, although the completion of a folding/unfolding reaction is usually a few seconds at atmospheric
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pressure, it can take up to a few hours at high pressure (about 12 h for ∆ + PHS SNase at pressure above
1 kbar [12]). This is more than enough for the use of real-time 1D NMR to follow the folding/unfolding
reaction after a P-jump, until steady state is achieved. Real-time 1D NMR spectroscopy consists in
recording with time a series of 1D NMR spectrum at a constant repeating rate. After a P-jump, it is
then possible to observe the exponential decrease with time of a resonance corresponding to the
folded species, or the exponential growth with time of a resonance corresponding to the unfolded states,
until the steady state is reached. In the case of Titin I27, we observed the exponential growth with time
of the resonance at 0.96 ppm corresponding to the methyl groups of the unfolded states (Figure 3A).
Alternatively, the exponential decrease with time after a positive P-jump of the well-resolved resonances
of the shielded methyl protons can be used as a probe for such measurements, giving residue-specific
information on the folding kinetics related to the local hydration of the TSE (see further) [32].
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Figure 3. Measuring global kinetic parameters for the folding/unfolding reaction with real-time 1D
HP-NMR spectroscopy. (A) Two 1D NMR proton spectra (methyl groups resonances) recorded on Titin
I27 (same conditions as in Figure 1) just after a 700 to 900 bar P-Jump (black trace) and 2 h after the
P-jump (red trace) 1). These two spectra represent the extreme points of a series of sixty spectra of
2 min each recorded over a period of 2 h. The arrow indicates the increase of the resonance at 0.96 ppm
that corresponds to methyl groups in the unfolded species. (B) Measurement of the relaxation time, τ,
at 900 bar, through the fit of the exponential growth of this methyl resonance. (C) Exponential growths
of the resonance corresponding to the methyl groups in the unfolded states after successive 200 bar
P-Jumps between 300 and 1900 bar, the pressure range where Titin I27 unfolds. Relaxation times τ(p) can
be measured from these experiments for the different pressures. (D) “Chevron plot” of ln(τ) measured
at different pressures: the fit with Equation (8) allows to extract the folding or unfolding kinetic rate
constants kf0 and ku0, respectively, and the activation volume of folding ∆V

‡

f 0 or of unfolding ∆V
‡

u0
at atmospheric pressure. (E) Volumetric diagram obtained for Titin I27 domain, displaying average
values of ∆V

‡

f 0 (plain bar) and ∆V0 (open bar). The value of the ratio ∆V
‡

f 0 /∆V0 close to 1 deduced
from this diagram indicates a dehydrated TSE.
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Concerning the experimental aspects for the realization of the P-jump, these experiments are
more demanding than those used for the steady-state analysis. Indeed, the time needed for the
sample pressurization should be negligible with respect to the time needed by the folding/unfolding
reaction to reach the plateau. For instance, the 200 bar P-jumps used for acquiring the data presented
in Figure 3 needed about 10 s when performed with the Deadalus InnovationTM Xtreme electric
HP-pump. In this particular case, the time needed to reach the steady state after equilibrium was about
40 min (Figure 3C), so that the pressurization time can be safely neglected. For proteins with shorter
folding relaxation times, Kremer et al. [51] have circumvented this limitation by pre-pressurizing a
reservoir, upstream of the high-pressure cell, containing a large volume of mineral oil, much greater
than the volume corresponding to the pressurization line and the high-pressure cell itself. Thus,
opening an electric valve placed in between the reservoir and the cell allows an almost immediate
(in the millisecond range) equilibration of the pressure between the reservoir and the sample cell.
Since the volume of pressurization liquid is far greater in the reservoir than in the rest of the set-up,
the final pressure reached in the sample cell when opening the valve is virtually the initial pressure in
the reservoir.

The relaxation time characteristic of the kinetics after a given P-jump (τ (p) = 1/(ku(p) + kf(p)),
where ku(p) and kf(p) are the unfolding and the folding rates at the pressure p reached at the end of the
P-Jump, can be extracted from the fit of the exponential growth of this resonance (Figure 3B). Then,
it becomes possible to extract the values at atmospheric pressure of ku0 and kf0, as well as those of
the activation volume of unfolding ∆V

‡

u0 (or folding, ∆V
‡

f 0), by measuring this relaxation time after
different p-jumps, between different pressures in the range where the protein unfolds (Figure 3C):

At a given pressure: τ(p) = 1/(ku(p) + kf(p))

with k f (p) = k f 0e
−p∆V

‡

f 0/RT
and ku(p) = ku0e−p∆V

‡

u0/RT

τ(p) can be rewritten as:

τ(p) =

















ku0e(
−p∆V

‡
u0

RT ) + k f 0e(
−p∆V

‡

f 0
RT )

















−1

(7)

The value of ∆V0, the volume difference between the folded and unfolded states measured at
equilibrium ∆V0 (= ∆Vf − ∆Vu), and Keq (= kf0/ku0) can be measured from the steady state experiments
described above. One can then decrease the number of parameters for the fit:

τ(p) =













ku0e(
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‡
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RT ) + ku0Keqe(
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‡
u0)
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−1

(8)

Only two variables need to be fitted: ku0 (or kf0), the unfolding (or folding) rate at
atmospheric pressure, and ∆V

‡

u0 (or ∆V
‡

f 0), the activation volume for unfolding (or folding) at
atmospheric pressure.

The fit is usually performed on a plot of ln(τ) as a function of pressure, displaying the characteristic
“chevron plot” pattern (Figure 3D). In the case of Titin I27, the activation volume ∆V

‡

f 0 is close to

the equilibrium ∆V0 value (Figure 3E), suggesting a dehydrated TSE where most of the native voids
are present.

4. “Local” Thermodynamic and Kinetic Parameters for Folding/Unfolding Reactions Obtained
from 2D High-Pressure NMR Spectroscopy

In most of the studies reported in the literature, the folding/unfolding reaction of a protein is
approximated by a two-state model, excluding the existence of folding intermediates in its folding
energy landscape. This is in fact a rough approximation: following the more appropriate model
of foldons [52,53], most globular proteins should deviate from a two-state folding mechanism by
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populating folding intermediates. This apparent discrepancy comes from the very low population
of the intermediate states at equilibrium, due to their low stability, which hampers their detection
by the usual spectroscopic methods. In addition, spectroscopies often focus on only one observable
(intrinsic fluorescence of a tryptophan residue, methyl NMR resonance, etc.), yielding values for
the thermodynamic parameters that are supposed to reflect the global stability. We have seen
previously that these values are also affected by the local stability of the protein: in the case of
Titin I27, significantly different values were obtained for ∆V0 and ∆G0 from the pressure dependence
of the resonances corresponding to either the unfolded state methyl groups or to the indole NH
of the tryptophan side chain. Thus, a better description of the protein folding energy landscape,
including the identification of folding intermediates, can be obtained by a multiple probes analysis of
the folding process.

Multidimensional homo- or heteronuclear NMR spectroscopy provides an intrinsic multi-probe
approach yielding residue specific information, through correlation spectroscopy involving nuclei
located on the peptide backbone (1H and 15N of amide groups, 1Hα and 13Cα). Amide protons
offer ideal probes to monitor the unfolding reaction: each amino acid bears an NH group, with the
exception of proline, generally a minority residue in the composition of soluble proteins (< 3%),
and will give rise to a specific correlation in the usually well-resolved 2D [1H-15N] HSQC spectrum of
the native protein. In addition, proton/deuteron exchange measurement for amide protons has been
extensively used to evaluate the local stability of a protein [54], bringing important information on
local unfolding phenomena.

4.1. Measurement of “Local” Thermodynamic Parameters for Folding/Unfolding Reaction: Tracking Folding
Intermediates in the Protein Energy Landscape with 2D High-Pressure NMR

Figure 4 displays the evolution of the correlation peaks on [1H,15N] HSQC experiments
recorded with increasing pressures. According to the slow exchange regime between the folded and
unfolded species, already visible and discussed for 1D NMR spectra, one observes the disappearance
of correlation peaks belonging to the native form with the concomitant appearance of new peaks
(centered at 8.5 ppm on the proton chemical-shift axis), which correspond to the spectrum of the
unfolded species. As discussed above, the weak spectral dispersion of the cross-peaks corresponding
to the unfolded protein is due to the loss of the through-space effects in the “random coil-like” structure
of the unfolded states.

It is then possible to measure the evolution with pressure of either the intensity (peak height) or
the volume of each cross-peak in the HSQC 2D spectrum: for instance, the loss of intensity of the native
state resonances directly reflects the decrease in population of the folded state as detected locally by
each residue. Note that, although global unfolding of a protein can obey complex models, locally the
loss of the native state cross-peak intensity represents a two-state transition, that can be safely fitted
with Equation (6). Thus, the fit of the local pressure unfolding curves yields residue-specific values for
the apparent volume change (∆V0) and apparent free energy (∆G0) difference between the folded and
unfolded states (Figure 4C,D).
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Figure 4. Monitoring unfolding of Titin I27 domain with high pressure 2D NMR. (A) Examples of
[1H-15N] HSQC-NMR spectra recorded on a 15N-labeled sample of Titin I27 at different pressures as
indicated (same other experimental conditions as in Figure 1); (B) Overlay of 3 different residue-specific
pressure denaturation curves obtained from the fit with Equation (6) of the cross-peak intensities
measured at equilibrium from the corresponding residues. For clarity, the cross-peak intensities have
been normalized. (C) Residue-specific ∆G0 and (D) ∆V0 measured from residue-specific pressure
unfolding curves of Titin I27 domain.

Note that one usually prefers to fit the sigmoidal decay of the native resonances rather than
the sigmoidal growth of the unfolded resonances, even though similar results should be obtained,
as mentioned above for the indole resonance of the tryptophan residue (see Figure 2). This is because
of the considerably better spectral resolution observed in the HSQC spectrum of the folded protein,
which is also usually assigned, contrary to the spectrum of the unfolded states.

Large variations in the ∆V0 and ∆G0 values within the protein sequence sign deviation from a
simple two-state unfolding transition and suggest the potential presence of folding intermediates.
For instance, in the case of Titin I27, whereas a ∆V0 for unfolding of ≈ −70 mL/mol was measured for
most of the residues, ∆V0 fell to a value< 55 mL/mol for some residues, meaning that some regions of the
protein unfold earlier than others and suggesting the presence of partially folded intermediates in the
protein energy landscape with some degree of stability (Figure 4). In this particular case, 2D HP-NMR
clearly revealed the existence of a folding intermediate where the N-terminal β-strand is detached
from the Ig-like β-sandwich. This intermediate was generally not detected in chemical denaturation
studies [55] and only suspected in force spectroscopy studies [56,57] of Titin I27 multi-modules
constructs. This is a clear demonstration of the potency of HP-NMR that can bring unprecedented
details in the analysis of protein folding pathways.

Structural information on the folding intermediates can also be obtained from residue-specific
denaturation curves [12,58,59]. To this aim, the residue specific curves must be first normalized (Figure 5).
Then, at a given pressure, the value of 1 measured for a given cross-peak (I = IF = 1) can be associated
with a probability of 1 (100%) to find the corresponding residue “i” in the native state, whereas, at the
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same pressure, a residue “j” for which the corresponding cross-peak has disappeared (I = IU = 0) from
the HSQC spectrum has a probability equal to zero to be in a native state.
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Figure 5. Pressure denaturation of Titin I27 domain. (A) Overlay of the normalized residue-specific
denaturation curves obtained for Titin I27 domain. The vertical dashed red line at 600 bar represents
the pressure used for analysis of the data presented here. (B) Contact map built from the best
solution structure obtained for Titin I27 Ig-like domain [44]. All native contacts are displayed below
the diagonal, whereas only native contacts for which a probability can be calculated from corresponding
residue-specific denaturation curves are presented above the diagonal. In addition, the contacts above
the diagonal have been colored in red when contact probabilities p(ij) lower than 0.5 are observed
at 600 bar. (C) Ribbon representations of the solution structure of I27 where the red sticks represent
contacts that are weakened (p(ij) ≤ 0.5) at 600 bar. Residues involved in these contacts are also colored
in red on the ribbon.

Considering now a pressure where these two residues i and j are in an intermediate situation
where the probability to be in a folded state are p(i) and p(j) (0 < p(i) and p(j) < 1), if these two residues
are in contact in the native state (at atmospheric pressure) their probability p(i,j) to be in contact at this
pressure is given by the geometric mean of the two individual probabilities: p(i, j) =

√

p(i) × p( j) [60].
These contact probabilities can be displayed with a color code on contact maps constructed from
the 3D crystal or NMR native structure of the protein, by measuring all contacts (usually only those
concerning Cα atoms of the different residues, for simplicity) between different atoms (Figure 5).
When combined with molecular dynamic simulations, this approach can give a pictorial representation
of the conformational ensemble. To this aim, native contact lists generated from contact maps and
weighted by the probabilities of contact p(ij) at a given pressure are used in Go-model simulations in
order to generate multiple conformers and to possibly solve the structure of folding intermediates [12].

Beside this now well-established method, the use of the pressure dependence of amide exchange
rates was proposed to characterize intermediate states. Again, a residue-specific measurement of amide
exchange rate constants can be obtained from the decrease in intensity of their corresponding cross-peak
in the [1H-15N]-HSQC after dissolving a lyophilized protein sample in D2O buffer. The use of H/D
exchange measurements [54] has been proposed to identify local stabilities in globular proteins [61,62]
through the values of individual amide protection factors (PF) calculated from the experimental
exchange rate constants [63]. Note that the values of PF strongly depend on the physical and chemical
parameters of the system: pH, temperature, and also pressure [63,64].

H/D exchange experiments combined with pressure perturbation have been used for the first
time to examine the energetics of apocytochrome b562 [64]. With increasing pressure, a systematic
decrease in the protection factors was observed, and changes on apparent volume for exchange
(∆Vex) were estimated from the linear dependence of the free energy of exchange with pressure
(∆Gex(p) = ∆Gex

0 + p∆Vex). Three regions with distinct stabilities and pressure sensitivities can be
identified [64]. We have used this method for ∆+PHS SNase and several of its cavity mutants and
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found results in good agreement with our previous equilibrium unfolding data [65]. Nevertheless,
one limitation of this method is that it applies only to solvent protected amide protons, under conditions
where H/D exchange rates are still measurable (relatively low pH and low temperature).

4.2. Measurements of “Local” Kinetic Parameters of the Folding/Unfolding Reaction with 2D High-Pressure NMR

As for the steady-state parameters ∆V0 and ∆G0 discussed above, 2D real-time high-pressure
NMR can allow a residue specific analysis for the kinetic parameters of the folding/unfolding reaction:
the values of the unfolding and folding rate constants ku0 and kf0, as well as the value of the activation
volume of unfolding ∆V

‡

u0 (or folding, ∆V
‡

f 0). This can be readily done by following the exponential
decrease in intensity (or volume) after a P-Jump of cross-peaks corresponding to the native protein in a
series of 2D [1H,15N] HSQC spectra recorded with time. These experiments can allow a residue-specific
description of the TSE, with the location of internal voids already formed at this step of the folding
reaction. In other words, they provide a structural description of the TSE, with the location of the “dry”
folded regions (∆V

‡

f 0/∆V0 close to 1) and of the hydrated unfolded ones (∆V
‡

f 0/∆V0 close to 0) (Figure 6).
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Figure 6. Residue-specific analysis of the unfolding reaction kinetics of Titin I27 domain. (A) Examples
of residue-specific chevron plots measured for Titin I27 domain. The residue-specific relaxation times τ
have been extracted from the decay with time of the intensity of cross-peaks belonging to the native
protein species in a series of sixty 2D [1H-15N]- SOFAST-HMQC experiments (2 min measuring time
each) recorded during 2 h after P-jumps of 200 bar. (B) Residue-specific values for the ratio ∆V

‡

f 0/∆V0

deduced from the fit of residue-specific chevron plots with Equation (6) and plotted versus the sequence
of Titin I27.

Nevertheless, the time resolution of NMR spectroscopy is limited: the recording time of a
2D [1H,15N] HSQC ranges from 10 to 40 min, depending on the sample concentration and the digital
resolution needed. In addition, such experiments can be used only for proteins with very slow relaxation
times, in the range of one to several hours. For instance, this method was successfully applied to
wild-type ∆+PHS SNase and a series of variants having extremely slow relaxation time (up to 12 h) [65].
This drawback has been at least partially circumvented by methodological developments during the last
decade: advances have been realized in the field of “real-times” measurement of NMR multidimensional
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experiments [66–69], extending the application of real-time 2D NMR. Now, 2D correlation experiments
can be acquired in tens of seconds, and sometimes even in less than one second, instead of tens
of minutes. For example, 2D [1H-15N]- SOFAST-HMQC experiments [67,69] recorded in two minutes
have been used to monitor the kinetics of unfolding of Titin I27 domain (Figure 6), exhibiting relaxation
times of about 30 min (see Figure 3B). Similar experiments, but recorded in only 25 s, have been used
for the L125A variant of ∆+PHS SNase, with relaxation times shorter than 10 min [65]. The use of
“ultra-fast” 2D NMR spectroscopy [66], allowing to record a 2D spectrum in only one scan, can in
principle extend the use of real-time 2D spectroscopy to proteins with shorter relaxation times, in the
minute range. In addition, fast or ultra-fast experiments can be used in combination with Non Uniform
Sampling (NUS) methods [70–72], which can speed up data collection. These methods allow for a
decrease in the total number of points (the number of FIDs) used for sampling the indirect dimension
(15N dimension in the [1H,15N] HSQC experiments), maintaining the digital resolution at the expense of
possible artifacts in the processed spectrum. Currently, a 4-fold gain in measuring time can be obtained,
compared with the conventional method.

Obviously, the main limitation of this method remains the sensitivity, combined to a correct spectral
resolution, of these experiments. In addition, playing with (increasing) the P-Jump amplitude in order
to increase the sensitivity of the measurement, due to the subsequent increase in the intensity change
for the cross-peaks, reaches also some limits. Indeed, the P-jump amplitude should remain moderate
to avoid any imbalance between the folding and the unfolding reactions. Thus, an excessive positive
P-jump will favor the unfolding reaction at the expense of the folding reaction, yielding erroneous
values for the kinetic parameters. For instance, in the case of Titin I27, we have used pressure jumps of
200 bar, corresponding to about 10 percent of the pressure range needed to fully unfold the protein
(2000 bar) [44].

Real-time 2D NMR spectroscopy remains inappropriate to study sub-second folding kinetics,
which is the case for a lot of globular proteins. In the case of proteins with fast relaxation times (<1s),
other NMR approaches are available, mainly based on 2D exchange spectroscopy techniques.
The use of high-pressure ZZ-exchange experiments was introduced by Zhang et al. to obtain
residue-specific folding rates for the two autonomous N-terminal and C-terminal domains of the
ribosomal protein L9 [73]. This method is applicable to any proteins under experimental conditions
where the folded/unfolded species exchange in a few tens to a few hundreds of milliseconds.

More recently, Charlier et al. significantly improved the pressure jump apparatus originally
designed by Kremer et al. for introducing pulsed pressure perturbation in 1D and 2D NMR
experiments [51], allowing for the switching of pressure on a millisecond time scale [74]. Combined with
adequate 2D heteronuclear NMR experiments, this system allows measuring the rate of exchange and
chemical shifts of the folded, intermediate, and unfolded states.

5. Conclusions

While pressure perturbation allows one to finely and reversibly tune the stability of a protein and to
modulate the rate of a conformational exchange, NMR spectroscopy can bring the spatial and temporal
resolution necessary for the description of the protein folding energy landscape. Thus, HP-NMR,
combining pressure perturbation, and NMR spectroscopy can give, at a residue-level resolution,
an accurate structural and dynamical description of the protein folding energy landscape, revealing
the existence of intermediate states as well as the rates of the associated local rearrangements.

Beyond this fundamental interest, a better understanding of protein folding/unfolding mechanisms
is mandatory in many fields. Protein misfolding is involved in most of the neurodegenerative diseases,
such as Alzheimer, Parkinson, prion disease, etc. The comprehensive study of the folding mechanism
of the proteins specifically involved in these diseases [75–78] might allow the rational design of
more efficient drugs [79]. Giving clues on the phenomena underlying protein stability, such studies
can also be meaningful for the design of industrial enzymes able to work at high pressure. Thus,
understanding how a protein can accommodate mutations to gain stability, keeping its function intact,
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has an important economic impact. Combining NMR with high pressure is an extremely powerful
approach in this particular field, providing rigorous answers to important questions.
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Abstract: Intrinsically disordered proteins (IDPs) and intrinsically disordered regions (IDRs) do not
have a stable 3D structure but still have important biological activities. Jaburetox is a recombinant
peptide derived from the jack bean (Canavalia ensiformis) urease and presents entomotoxic and
antimicrobial actions. The structure of Jaburetox was elucidated using nuclear magnetic resonance
which reveals it is an IDP with small amounts of secondary structure. Different approaches have
demonstrated that Jaburetox acquires certain folding upon interaction with lipid membranes,
a characteristic commonly found in other IDPs and usually important for their biological functions.
Soyuretox, a recombinant peptide derived from the soybean (Glycine max) ubiquitous urease and
homologous to Jaburetox, was also characterized for its biological activities and structural properties.
Soyuretox is also an IDP, presenting more secondary structure in comparison with Jaburetox and
similar entomotoxic and fungitoxic effects. Moreover, Soyuretox was found to be nontoxic to zebra
fish, while Jaburetox was innocuous to mice and rats. This profile of toxicity affecting detrimental
species without damaging mammals or the environment qualified them to be used in biotechnological
applications. Both peptides were employed to develop transgenic crops and these plants were active
against insects and nematodes, unveiling their immense potentiality for field applications.

Keywords: biopesticides; antifungal activity; insecticidal activity; mechanism of action;
transgenic crops
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1. Introduction

Intrinsically disordered proteins (IDPs) and intrinsically disordered regions (IDRs) fail to form
a stable tridimensional structure, challenging the century-old paradigm that a biological function is
a specific property of a unique structure. In spite of the lack of an ordered structure, these proteins
exhibit vital biological activities and can be found in all organisms, especially in eukaryotes [1,2].
IDPs and IDRs differentiate from structured proteins and domains, and they are characterized by
notable conformational flexibility and structural plasticity. One of the differences of IDPs/IDRs and
structured proteins include the amino acid composition since IDPs/IDRs are rich in disorder-promoting
residues, such as Arg, Pro, Gln, Gly, Glu, Ser, Ala, and Lys. Also, IDPs/IDRs have low sequence
complexity, high net charge, low mean hydropathy and are highly dynamic [2,3].

Many IDPs gain secondary structure when binding onto surfaces, for example, to a cell
membrane [2]. Since IDPs/IDRs cannot fold spontaneously and some of them require partners
to acquire a more ordered structure, these proteins do not have a code that defines the capacity of
foldable proteins to fold spontaneously into a biologically active structure [4]. A typical IDP/IDR has a
multitude of elements for potentially foldable, partially foldable, differently foldable, or unfoldable
protein segments [5,6]. Their folding can be acquired after the interaction with proteins, nucleic acids,
membranes, or small molecules. These conformation modifications can be driven also by changes in
the IDPs environment as well as post-translational modifications. These IDPs can remain substantially
disordered or become tightly folded after interaction [7–9].

IDPs are difficult proteins to study, due to their dynamic conformational landscapes changing
between different structures on a variety of time scales [10,11]. Biophysical studies are crucial to
clarify the relationship of the IDPs biological functions and their structures. Recent advances in
heteronuclear multidimensional nuclear magnetic resonance (NMR) have allowed the complete
assignment of resonances for several IDPs. NMR can also provide data about mobility of the
unstructured regions [4,11]. In this way, NMR is possibly the most powerful technique for structural
studies of these disordered proteins [12]. Furthermore, computational studies assumed an increasingly
importance in interpreting these challenging experimental data [11].

2. Jaburetox and Soyuretox: Historical Aspects and Potential as Biopesticides

2.1. Transgenic Plants Expressing Biocide Polypeptides and Plant Defense

Hunger continues to afflict mainly the poorer countries around the world. In 2016, 10.7%
of the world population were chronically undernourished (www.worldhunger.org). According to
data provided by the World Bank (www.databank.worldbank.org), over the last 15 years, the word
population has increased with an annual growth rate of ~1% (1.075 in 2019), from 6.59 (2006) to
7.67 (2019) billions inhabitants. With the increase in life expectancy, from 69.2 (2006) to 72.5 (2018)
years, particularly in the richer countries, even considering a decrease of growth rate, estimates are that
the world population could reach 9.7 billion (www.population.un.org) in 2050. By then, food demand
will be 60% higher (www.webforum.org). As agricultural land is finite (it increased only from 47.18 in
2006 to 48.43 in 2016 millions square kilometers according to the World Bank), and is expected to shrink
due to urbanization, climate change and soil degradation, increases in food production will require an
even more efficient agriculture. The output of agriculture is hampered, however, by losses in the field
or after harvesting, by a variety of insect pests, nematodes, fungi and diseases induced by bacteria
or viruses [13,14]. Herbivores alone feeding on foliage, sap and root can decrease more than 20% of
net plant productivity and food losses to insects are expected to even grow in a scenario of global
warming [15].

To efficiently control insect pests in agriculture, combining different strategies is frequently
required, including the use of resistant crop varieties. When there is no natural plant genotypes
genetically resistant to insect pests, development of genetically modified (GM) resistant plants is an
option. A milestone in the development of insect-resistant crops was established in the late 1980′s,
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by genetically engineering a tobacco plant to express an entomotoxic protein from the bacterium
Bacillus thuringiensis (Bt) [16,17]. In 2018, the list of genetically modified plants that were commercialized
had 26 species, either tolerant to herbicides or with increased resistance to insects (most expressing
Bt toxins), grown or imported in 75 countries (www.gmoanswers.com). Bt toxins (or Cry proteins) have
some restrictions, such as the low toxicity against sap-sucking insects [18,19]. Moreover, an increasing
level of resistance of insects against Cry insecticidal proteins has been reported [20]. Fortunately,
there is a number of plant entomotoxic proteins that can be used instead or in synergy with the Bt

technology to control insect pests in new generations of transgenic plants yet to be developed [21].

2.2. Plant Proteins and Peptides with Insecticidal and Fungitoxic Properties

Insect pests and phytopathogenic fungi are detrimental to several crops and cause significant
economic losses in agriculture worldwide. To cope with herbivory and fungal diseases, plants have
evolved sophisticated defense mechanisms. Plant tissues accumulate, constitutively or after induction,
various classes of defensive compounds that confer resistance against herbivores and infection by fungi,
bacteria, viruses, as well as nematodes. The most known plant proteins involved in defense mechanisms
against insect pests include lectins [22], ribosome-inactivating proteins of types 1 and 2 [23], inhibitors of
proteolytic enzymes and glycohydrolases [24], modified forms of storage proteins [25,26], among others.
Several plant peptides display antifungal properties such as defensins [27], lipid transport proteins [28],
chitinases [29], lectins [30], thionins [31], cyclopeptide alkaloids [32] and other less common types. For a
general review on these topics please refer to Dang and Van Damme [33] and Grossi-De-Sá et al. [21].

Ureases represent another group of plant proteins with insecticidal and antifungal properties
which widen the proposed physiological roles of these enzymes [34–37]. Ureases (urea amidohydrolase;
EC 3.5.1.5) are well conserved and nickel-dependent enzymes that catalyze urea hydrolysis into
ammonia and carbon dioxide, synthesized by plants, fungi and bacteria [38–41]. Canatoxin is a less
abundant urease isoform isolated from Canavalia ensiformis (jack bean) seeds [42,43]. Structurally similar
to the seed’s major urease, both proteins display insecticidal and antifungal properties independent
of their ureolytic activity [35,38,39]. Soybean (Glycine max) and pigeon pea (Cajanus cajan) ureases
were also shown to display insecticidal [44–46] and antifungal [44,47,48] properties. Noteworthy,
ureases are insecticidal against hemipteran pests (such as the stink bug Nezara viridula and the cotton
stainer bug Dysdercus peruvianus), which were not susceptible to the entomotoxic activity of Cry toxins
from B. thuringiensis [18,19]. Since these proteins are abundant in many edible vegetables, particularly
in legumes, they can be generally regarded as biosafe [49].

2.3. Ureases and Derived Peptides as Sources of Insecticidal and Fungitoxic (Poly)Peptides

The insecticidal [50] and fungitoxic [51] effects of canatoxin were described before its
characterization as an isoform of jack bean urease (JBU) [43]. In the first study of canatoxin’s
insecticidal effect, it became clear that only insects relying on cathepsin-like digestive enzymes (such as
the cowpea weevil Callosobruchus maculatus and the kissing bug Rhodnius prolixus) are sensitive to
the toxin, while insects with digestion based on trypsin-like enzymes (such as the tobacco hornworn
Manduca sexta or the fruitfly Drosophila melanogaster) show no susceptibility. The hypothesis of a
proteolytic activation of the toxin was then proposed [50]. The hydrolysis of canatoxin with C. maculatus

digestive enzymes yielded a 10 kDa entomotoxic peptide named pepcanatox [52]. Our group has
demonstrated through inhibition of cathepsin-like enzymes, that the enzymatic activity of cathepsin
B (cysteine proteinase) and cathepsin D (aspartic proteinases) is necessary for the release of toxic
fragments of canatoxin [50,52]. Cathepsin B is a cysteine proteinase that can act as an exopeptidase or
endopeptidase at acidic pH [53]. Cleavage by cathepsin B has a preference for basic and hydrophobic
amino acids [54]. Meanwhile, cathepsin D cleavage occurs at acidic pH and has a preference for
hydrophobic residues [55]. Subsequently, the major proteolytic activities of midgut homogenates
of D. peruvianus nymphs were shown in vitro to catalyze the release of pepcanatox from JBU [56].
Cysteine, aspartic and metalloproteinases are present in both homogenates. Fluorogenic substrates
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containing JBU partial sequences flanking the N-terminal or the C-terminal portion of the entomotoxic
peptide were efficiently cleaved by the D. peruvianus nymph midgut homogenates. Different classes
of enzymes in the homogenates cleaved both substrates suggesting that in vivo the release of the
entomotoxic peptide results from the concerted action of at least two different proteinases [56].

Jaburetox-2Ec, a recombinant peptide with 93 amino acids (~11 kDa) equivalent to pepcanatox,
was produced heterologously in Escherichia coli from the corresponding sequence of the JBU isoform
JBURE-II [57]. Here the term “peptide” is used solely to emphasize the fact that it is a fragment of a
much larger protein regardless of its molecular mass. Later on, the peptide called simply Jaburetox was
developed, with the same urease-derived sequence and the 6 His tail found in Jaburetox-2Ec, but lacking
the V5 epitope present in the latter [58]. Both peptides, Jaburetox-2Ec and Jaburetox, display equivalent
insecticidal activity, evidencing that the epitope V5 is not implied in their entomotoxicity [58].

Since one of the most well studied mechanisms of defense against insect pest is digestive enzyme
inhibition, this possibility was explored by our group for ureases and derived peptides. As described by
Carlini et al. [50] and Ferreira da-Silva et al. [52], canatoxin showed no inhibitory effect on the proteolytic
(cathepsin B or D-like) or α-amylase activities. Moreover, the peptides derived from Canatoxin’s
digestion with cathepsin-like enzymes, including pepcanatox, did not display either proteolytic or
amylase inhibitory properties [59]. Although Jaburetox itself was not tested, taking into account its
virtually identical sequence when compared to pepcanatox, it is safe to assume that Jaburetox has no
inhibitory effects upon digestive enzymes.

Jaburetox is lethal to several insects susceptible to canatoxin (the cotton stainer bug D. peruvianus,
the kissing bugs R. prolixus and Triatoma infestans) and also kills insects that are resistant to intact ureases,
such as lepidopterans (fall armyworm Spodoptora frugiperda, cotton bollworm Helicoverpa armigera)
and dipterans (Aedes aegypti) [57,60], because the hydrolysis of the protein to release the peptide is no
longer required.

Concerning the antifungal property of ureases and derived peptides, the most abundant jack
bean isoform, JBU, was shown to display antifungal properties against a panel of 16 phytopathogenic
filamentous fungi species of 11 genera, blocking spore germination and/or mycelial growth,
and inhibiting multiplication of yeasts at submicromolar concentrations [47,61]. Jaburetox also
displayed antifungal properties against filamentous fungi and yeasts [61].

Antifungal effects were observed in vitro also for isoforms of soybean urease (SBU) [47,62].
The participation of ureases in plant defense against fungal diseases was demonstrated in urease-null
soybean plants obtained by gene silencing [63]. Later, the peptide called Soyuretox, homologous to
Jaburetox, but derived from the ubiquitous isoform of the soybean urease, was heterologously expressed
in E. coli, characterized structurally and its entomotoxic and antifungal effects were demonstrated [64].

Jaburetox showed no acute toxicity to mice and rats [57] and was found not toxic in a risk
assessment study [65] while Soyuretox was not toxic to zebrafish embryos [64]. These data suggest that
these peptides may be safe alternatives to attain resistance to insect herbivory and/or fungal disease in
transgenic plants. In the following sections, the structural aspects (Figure 1) and biological profile of
Jaburetox and Soyuretox are reviewed.

3. Structural Aspects of Jaburetox and Soyuretox and Its Interaction with Membranes

Since the discovery of the insecticidal effect of Jaburetox, our group carried out different approaches
aimed to identify the active region of the molecule and characterize the structure involved in this
toxicity. In this direction, a first modeling for Jaburetox was performed employing an ab initio approach.
Using this strategy, 10 different models of possible conformations of the peptide were proposed. In all
of them, a β-hairpin motif appeared in the C-terminal region of the molecule, similar to those found in
pore-forming peptides. Based on this, it was hypothesized that the β-hairpin motif could be involved
in the entomotoxic activity of Jaburetox [57].

Two years later, molecular aspects of Jaburetox and its capability to interact with model membranes
were demonstrated for the first time. In this study, Jaburetox displayed the ability to interact with and
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disrupt large unilamellar vesicles (LUVs) composed mainly by acidic lipids. Moreover, the interaction
with LUVs were found to depend on the aggregation state of the polypeptide [66]. Dynamic light
scattering and small angle X-ray scattering techniques were used to demonstrate the Jaburetox-lipid
interaction with platelet-like multilamellar liposomes (PML) [67]. A tridimensional model indicated
that Jaburetox could anchor at a polar/non polar lipid interface, and it was suggested that the β-hairpin
motif could be the responsible for this membrane-disturbing effect [66]. The presence of the Jaburetox’s
β-hairpin motif in the structure of JBU was confirmed by crystallography by the Ponnuraj group in
India, who elucidated the 3D structure of JBU [68].

 

β
β

β
Δβ

Δβ
β

β

β

Figure 1. Structural representation of entomotoxic peptides and Jack Bean Urease. (A) Graphical
representation of the location of the peptides (red) in the protein structure of Jack Bean Urease (pdb:
3LA4). Each monomer of the JBU hexamer is represented with a different shade of grey. (B) Jaburetox,
(C) Soyuretox and (D) comparison of the primary sequences.

In order to identify the regions of the molecule involved in the biological activities of Jaburetox,
truncated versions of the peptide were obtained by site-directed mutagenesis [58]. Three mutated
versions were constructed and overexpressed in E. coli: (1) a peptide lacking the β-hairpin motif
(residues 61–74 was deleted, the resulting peptide was called jbtx ∆β-hairpin); (2) a peptide
corresponding to the N-terminal portion (residues 1–44, called jbtx N-ter); and (3) a peptide
corresponding to the C-terminal region (residue 45–93, called jbtx C-ter). All these peptides were
tested for their insecticidal activity and the ability to interact with LUVs. The peptide jbtx ∆β-hairpin
displayed the same insecticidal effect of the whole peptide, demonstrating that β-hairpin was not
involved in this toxicity. The peptide jbtx N-ter, corresponding to the N-terminal half of Jaburetox,
showed insecticidal effect comparable to that of the native peptide, while jbtx C-ter, representing the
C-terminal half, was largely inactive on two different insect models [43]. On the other hand, both jbtx
N-ter and jbtx C-ter were able to interact with LUVs, the C-terminal half being more effective. As the
amphiphilic β-hairpin is present in the C-terminal domain, this motif could be in part involved in
membrane interaction. In contrast, for the entomotoxic activity, the half peptide jbtx N-ter contains the
most important domain, as observed in the experiments. Three dimensional models for Jaburetox were
proposed using bioinformatics and the polypeptide and its mutants were submitted to a molecular
dynamic simulation in aqueous system for 500 ns. The results suggested that the whole peptide
becomes more unstructured, particularly at its N-terminal portion, and contained a few secondary
structure elements with a major part of molecule in random coil conformation at the end of the 500 ns
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simulation. Interestingly, the β-hairpin structure was conserved in the C-terminal half. When the
mutants were submitted to simulation, the jbtx N-ter peptide became totally unfolded while the jbtx
C-ter showed a stabilization with β-sheet structures after 500 ns molecular dynamics [58].

Jaburetox and its truncated peptides were also studied using an electrophysiological approach to
test their ability to form channels in planar lipids bilayers (PLBs). Two different membrane compositions,
to produce neutral net charged and negative net charged lipid interfaces, were tested. All peptides,
Jaburetox, jbtx N-ter, jbtx C-ter and jbtx ∆β-hairpin, were able to form channels in both types of
bilayers, observed within 30 min after addition of 5–15 µg/mL of each peptide. All channels showed
similar biophysical properties, being highly selective to cations, and displayed two conducting
states: 7 pS–18 pS and 32 pS–79 pS (smaller channel and main channels, respectively). Similar to
Jaburetox, jbtx N-ter was more active at negative voltages while the others did not show voltage
dependence. Multiple levels of currents were observed during the experiments using high doses of
peptides, suggesting the presence of several identical channels or simultaneous activity of oligomers,
corroborating previously reported data on the tendency of Jaburetox and its truncated peptides to form
aggregates and the fact that the peptides’ oligomerization state influences their biological effects [58,66].

A structural characterization of Jaburetox in solution was carried out using light scattering,
circular dichroism (CD) spectroscopy and NMR, and demonstrated the intrinsically disordered nature
of the polypeptide [69]. Light scattering studies of the hydrodynamics properties of Jaburetox showed
that the peptide in a neutral solution is found in a single oligomeric form with a molar mass of
11.03 kDa. It exhibited a large hydrodynamic radius for a peptide of this molecular mass, a feature
suggestive of a disordered polypeptide. CD spectroscopy revealed a typical random coil conformation
of Jaburetox and no strong negative signals above 205 nm, thus indicating that Jaburetox presents
small amounts of secondary structure. Computational analysis predicted a propensity to disorder
mainly at the Jaburetox’s N-terminal domain (Figure 1). As Jaburetox tends to aggregate, a thermal
scanning fluorimetric assay was performed to identify the best conditions to stabilize the peptide.
In the presence of the reducing agent tris(2-carboxyethyl)phosphine (TCEP), the tendency of Jaburetox
to aggregate was reduced allowing the NMR assays. The heteronuclear single quantum coherence
(HSQC) spectrum unveiled low signal dispersion in the proton dimension which is an indicative of
a disordered state of the polypeptide. The chemical shifts were used to predict the residue-specific
propensity to form a secondary structure (SSP). SSP analysis predicted that Jaburetox is widely
disordered with a small tendency to form α- structures, in addition, with slightly smaller SSP values
in the N-terminal (larger predicted disorder) compared to the C-terminal portion (smaller predicted
disorder), corroborating the disorder predictors (Figure 2). Data acquired from the nuclear Overhauser
enhancement (NOE), which reflect the global fold state of the protein, did not demonstrate the presence
of a stable tertiary structure. Still, some elements of secondary structure were detected in parts
of the molecule, as a small α-helical motif in the N-terminal region (residues A12-V16), and two
turn-like structures, one located in the middle of the polypeptide (residues R48-G56) and the other in
its C-terminal region (residues I63-E74). However, the β-hairpin, evidenced in the JBU crystal and in
the bioinformatics studies, was not observed in the 3D structure. An in-cell NMR spectroscopy was
employed to investigate the molecular folding of the peptide in a physiological condition. A HSQC
spectra recorded on E. coli cells overexpressing Jaburetox confirmed its disordered folding inside the
cells [69].

In order to elucidate if Jaburetox could acquire some conformation when in contact with
membranes, a study using artificial and biological membranes was performed [62]. When incubated
with sodium dodecyl sulfate (SDS) micelles, a change in the secondary structure of Jaburetox was
detected in its CD spectra. Moreover, NMR HSQC confirmed changes in its tertiary structure.
Some conformational changes were observed in the molecule, mainly in its N-terminal region, when in
contact with LUVs and micelles, prepared with different net charges and molar ratios of phospholipids.
This effect was more visible with negatively charged LUVs and micelles, despite without major
acquisition of tertiary structure, as determined by NMR. Fluorescence microscopy was employed
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to show the interaction between Jaburetox labelled with fluorescein isothiocyanate (Jaburetox-FITC)
and cockroach’s nervous cord (NC) as a biological membrane, revealing a great intensity of
Jaburetox-FITC attached to the ganglia. When Jaburetox-FITC was pre-incubated with LUVs and
bicelles, before addition to insect NC membrane, the fluorescence decreased about 50% and 70%,
respectively, compared to the initial values, suggesting that the vesicles competed with the insect
membranes as a target for the binding of Jaburetox. These data provided evidence that the interaction
between Jaburetox and phospholipids did not induce a complete transition from unfolded to folded
state but it could have facilitated the peptide’s anchorage in cell membranes for posterior acquisition
of a folded state [62].

 

 

Figure 2. Disorder profile of Jaburetox and Soyuretox. Algorithm of disorder prediction VL-XT
PONDR® was applied to compare Jaburetox and Soyuretox amino acid sequences. The amino
acid sequences (including the 6-His tags) were submitted to http://www.pondr.com/ to generate the
graphics. PONDR score above 0.5 indicates disorder. Jaburetox is slightly more disordered than
Soyuretox, especially in its N-terminal region. Jaburetox structure is based on conformer 1 (PDB 2MM8).
The modeled structure of Soyuretox was obtained with Modeller 9.19 using Jaburetox as a model.
The primary sequences of the peptides appear below each 3D-structure, negatively charged amino
acids are highlighted in blue and positively charged in red.

The secondary and tertiary structures of Soyuretox were determined using bioinformatics tools,
CD spectra and NMR experiments. Jaburetox was used in the same study for comparison. Both peptides
share 68% of identity in their amino acid sequences (Figure 1). The secondary structure of Soyuretox
and Jaburetox was analyzed by CD spectroscopy at pH 6.5 and 8.0. At pH 6.5 solution, both peptides
maintained a disordered behavior. Nonetheless, while Jaburetox kept its disordered state at pH 8.0,
Soyuretox acquired some secondary structure in the alkaline medium. A 3D model of Soyuretox was
obtained using the structure of JBU as template and a molecular dynamics (MD) was carried out.
After 500 ns of MD simulation, Soyuretox became more globular in solution and showed changes in
its secondary structure, with loss of helices and beta strands [64]. In spite of the fact that Jaburetox
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and Soyuretox behave similarly, Soyuretox demonstrated a tendency to aggregate at pH 6.5 and
8.0 (at the protein concentrations necessary for NMR the experiment), preventing the assignment of
the NMR signals [64,69]. The HSQC NMR spectrum obtained for Soyuretox showed a low signal
dispersion in the proton dimension, typical of intrinsically disordered states. The ability of Soyuretox to
interact with SDS micelles was studied by CD, revealing that in presence of 10 mM SDS (above critical
micellar concentration) there was an increase in the peptide’s content of secondary structure. A more
ordered structure of Soyuretox in the presence of SDS micelles (10 mM) was also confirmed in the
peptide’s HSQC NMR spectrum, exhibiting a widening of signal dispersion. Under these conditions,
Soyuretox kept its intrinsically disordered state [64]. A compilation of the main data obtained in the
structural studies of Jaburetox and Soyuretox is present in Table 1.

Table 1. Compiled data from structural studies of Jaburetox and Soyuretox.

Approach Peptide(s) Data Obtained Reference

Ab initio modeling Jaburetox
A β-hairpin motif was observed in the C-terminal region of
the molecule. It was hypothesized that the β-hairpin motif

could be involved in the entomotoxic activity.
[57,66]

Molecular dynamics
simulation (in aqueous

system for 500 ns)

Jaburetox, its N-
and C-termini
peptides and

Soyuretox

Jaburetox became more unstructured in its N-terminal
portion, containing a few secondary structural elements and

the major part of molecule in random coil. The β-hairpin
structure was conserved in the C-terminal domain.

The N-terminal peptide became totally unfolded and
C-terminal showed a stabilization with β-sheet structures.
Soyuretox became more globular in solution and showed

changes in its secondary structure, with loss of helices and
beta strands.

[58,64]

Dynamic Light
Scattering and Small

Angle X-ray Scattering
Dynamic Light

Scattering

Jaburetox

Jaburetox

Demonstrated the ability of Jaburetox to interact with lipids
using platelet-like multilamellar liposomes (PML).
Jaburetox in a neutral solution is found in a single

oligomeric form, exhibiting a large hydrodynamic radius,
suggestive of a disordered polypeptide.

[67]

[69]

Circular dichroism (CD)
spectroscopy

Jaburetox and
Soyuretox

Jaburetox showed a typical random coil conformation and
small amount of secondary structure under native state.

Jaburetox increased its secondary structure content when in
contact with SDS-micelles and large unilamellar vesicles

(LUVs) composed by phospholipids of different net charges.
Jaburetox and Soyuretox showed disordered behavior at pH
6.5. Soyuretox acquired some secondary structure at pH 8.

[69]
[62]
[64]

Nuclear Magnetic
Resonance (NMR)

spectroscopy

Jaburetox

Soyuretox

The heteronuclear single quantum coherence (HSQC)
spectrum unveiled low signal dispersion in the proton

dimension; the SSP analysis of chemical shifts predicted that
Jaburetox is widely disordered with a small tendency to

form α-structures. The 3D structure obtained from nuclear
Overhauser enhancement (NOE) do not demonstrated the

presence of a stable tertiary structure.
The HSQC NMR spectrum obtained for Soyuretox showed a

low signal dispersion in the proton dimension.
A more ordered structure of Soyuretox in the presence of
SDS micelles (10 mM) was also confirmed in the peptide’s

HSQC NMR spectrum, demonstrating a widening of
signal dispersion.

[69]

[64]

4. Biological Studies

The basis of the apparent selectivity of Jaburetox and Soyuretox towards certain organisms
without affecting others is not well understood. As mentioned before, studies of acute toxicity
injecting or feeding Jaburetox in murine models resulted in no effect [57]. Standardized in vitro
assays indicated that Jaburetox did not cause cito- or genotoxicity in human and other mammalian
cell lines [70]. Regarding Soyuretox, embryotoxicity assays in the zebrafish model demonstrated
the lack of effect of the peptide on several developmental and behavioral parameters [64]. On the
other hand, both peptides presented potent insecticidal and antimicrobial effects (discussed in the
following subsections). A possible explanation for this selectivity could be related to the fact that
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these peptides have more affinity for certain types of membrane lipids than others. Thus, the presence
of these and possibly other molecules in susceptible cells could be necessary for the peptide to act
upon. The biosecurity profile of Jaburetox seems promising since, in addition to the lack of toxic effects
observed so far in vertebrates, a risk assessment study could not identify potential adverse reactions
associated to the peptide [65]. Finally, the amino acid sequences of Jaburetox, Soyuretox and their
homologs are present in ureases and these enzymes are abundant in several edible plants, including
some that are eaten raw [71,72].

4.1. Entomotoxic Effects

The indiscriminate use of pesticides has caused a negative impact in the environment and in the
health of consumers. Besides, it has facilitated the emergence of resistance in more than 600 insect
and mite species [73,74]. Those phenomena have driven the study of new insecticidal molecules
that, ideally, are environment-friendly and affect the target pest species without harming beneficial
insects, humans and other animals [75]. According to the Insecticide Resistance Action Committee
(IRAC), there are more than thirty types of modes of action currently described, including sodium
channel modulators, juvenile hormone inhibitors and miscellaneous non-specific (multi-site) inhibitors,
among others [73]. In the cases of Jaburetox and Soyuretox, their mechanism of action is still not
completely understood. As discussed above, what we do know is that Jaburetox interacts with lipid
membranes, especially those of acidic nature [66], and present cell membrane-disturbing activities [76].
We have reported that Jaburetox act upon several insect organs and at different levels, i.e., by altering
the activity of various enzymes and/or the protein and the gene expression of several proteins [77,78].
The property of this peptide to target different organs, cell types, and proteins probably reflects its
intrinsically disordered nature that would allow to accommodate the interaction of Jaburetox with
different binding partners. Concerning Soyuretox, we know less about its sites of action, but as far
as entomotoxicity goes, current evidence suggests that Soyuretox has properties similar to those of
Jaburetox [64]. As commented before, Jaburetox and Soyuretox share 68% of their sequence whereas
the N-terminal regions of the peptides are the most divergent. However, they can conserve functions
and other features without necessarily presenting a conserved sequence as it has been described for
different IDPs [79]. In an attempt to systematize and integrate the data obtained by our laboratory
and collaborators regarding the entomotoxic effects of Jaburetox and Soyuretox, these findings were
grouped hoping to throw light to some general trends, and trying to lay working hypothesis and new
avenues for future research. The effects of Jaburetox and Soyuretox on different insect species are
summarized in Table 2.

Table 2. Effects of Jaburetox and Soyuretox in different species of insects.

Species Stage(s) Assay Toxic Peptide(s) Effect(s) Reference

Dysdercus peruvianus Nymphs Feeding Jaburetox Lethality [57,80]

Nymphs Feeding and
injection Soyuretox Lethality [64]

Oncopeltus fasciatus Nymphs Injection Jaburetox Lethality [58]

Nymphs Injection,
feeding Jaburetox Lethality [58,80]

Rhodnius prolixus Nymphs and
adults

Injection,
feeding,
in vitro

Jaburetox and
Soyuretox

Effects on diuresis, enzymatic
activities, expression of genes,

cell activation and immune
response, interaction of

Jaburetox with the central
nervous system and the salivary

glands, among others
(see Figure 3)

[58,64,77,78,81–83],
unpublished results

Nymphs and
adults Injection Jaburetox Lethality [80]
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Table 2. Cont.

Species Stage(s) Assay Toxic Peptide(s) Effect(s) Reference

Triatoma infestans Adults Injection Jaburetox

Lethality, behavioral alterations,
neurotoxicity, localization of the
peptide in the central nervous

system, interaction of the
peptide with

UDP-N-acetylglucosamine
pyrophosphorylase (UAP),

inhibition of nitric oxide
synthase (NOS) activity

[84]

Phoetalia pallida Adults Injection Jaburetox Blockade of evoked contractions
of coxal muscle [58]

In vitro Jaburetox Interaction of the peptide with
the central nervous system [62]

Nauphoeta cinerea Adults Injection Jaburetox

Alteration of locomotor
behavior, leg and antennae
grooming, neuromuscular

blockade, cardiotoxicity and
alterations in nerve and muscle

electrophysiological profiles

[85]

Adults
Feeding,
injection,
in vitro

Jaburetox

Absence of lethality, modulation
of NOS, UAP and

acetylcholinesterase activity in
the central nervous system

[86]

Blatella germanica Nymphs Feeding Jaburetox Lethality [57]
Larvae Feeding Jaburetox Lethality and weight reduction [57]

Spodoptera frugiperda Larvae
Feeding on

transgenic corn
plants

Jaburetox
Weight reduction, reduced feed

consumption, sterility of
females and lethality

[87]

Larvae Feeding Jaburetox Lethality and delay in
larval development [87]

Helicoverpa armigera Larvae
Feeding on
transgenic

tobacco plants
Jaburetox Lethality and reduced feed

consumption [88]

Aedes aegypti Larvae Feeding Jaburetox Lethality [60]

4.1.1. Lethality

Like other insecticidal proteins, including the widely used Cry proteins of B. thuringiensis [89],
the “parent” proteins of Jaburetox, canatoxin and JBU, or SBU, in the case of Soyuretox, need a step of
proteolytic activation to act upon insects of different orders. Even though these urease isoforms present
entomotoxic effects per se, they are not lethal when fed to insects with trypsin-based digestion [35].
This caveat can be surpassed by employing Jaburetox as first demonstrated by Mulinari et al. [57].
Since that finding, several species were tested for lethality and almost all of them were susceptible
to Jaburetox. This peptide was effective via injection and oral administration against juveniles and
adults. Moreover, the doses employed were very low when compared to other entomotoxic proteins
derived from plants [35]. There are less information available for Soyuretox, although the effect of a
dose comparable to those employed with Jaburetox also resulted lethal in D. peruvianus [64]. The only
exception to this trend so far has been the cockroach Nauphoeta cinerea, since feeding or injecting
Jaburetox did not result in mortality [86]. As we will discuss later, the effect on the activities of
the central nervous system enzymes was different in cockroaches of this species when compared to
susceptible insects such as the kissing bug R. prolixus. This difference could explain, at least in part,
the resistant phenotype of N. cinerea.

4.1.2. Effects on the Central Nervous and Neuromuscular Systems

Behavior alterations consistent with a neurotoxic activity of Jaburetox in T. infestans [84] led our
group to further investigate the effects on the insect’s central nervous system. Immunohistochemical
techniques evidenced the labelled somata of the antennal lobe and of the suboesophageal ganglion
3 h after the injection of the peptide into the hemocoel. Co-immunoprecipitation assays followed by
tandem mass spectrometry identified the enzyme UDP-N-acetylglucosamine pyrophosphorylase as a
Jaburetox-interacting protein in the bug’s brain and associated ganglia [84]. This enzyme provides the
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activated precursor for the synthesis of chitin and for glycosylation pathways of glycoproteins and
other derived products [90].

The central nervous system was also a target for Jaburetox in the triatominae R. prolixus, and the
interaction between the fluorescently-labeled peptide and the organ could be observed in vitro.
Furthermore, the activities of different enzymes in the central nervous system were altered after feeding
the peptide to fifth instar nymphs [78].

The interaction of Jaburetox with the nervous cord tissue of N. cinerea was observed in vitro [62].
Injection of the peptide into the cockroaches Phoetalia pallida and N. cinerea led to the blockade of
evoked contractions of coxal muscle [58,85]. In N. cinerea, this effect was amplified by chloral hydrate,
(a drug known to reinforce effects mediated by GABA receptors), suggesting that Jaburetox could
be activating the gabaergic neurotransmission [85]. As reported in the kissing bugs, the enzymatic
activities of several enzymes were modulated in adult cockroaches upon injection [86].

The effect of Jaburetox was tested on Xenopus laevis oocytes overexpressing the Nav 1.1 channels
from the cockroach Blatella germanica [85]. Voltage-clamp analysis showed a 50% increase in the
sodium currents upon Jaburetox treatment while no alteration in the kinetics of the Nav 1.1 channel
activation was noticed. Muscle and nerve action potentials recorded in the isolated leg of the locust
Locusta migratoria decreased transiently about 20% in Jaburetox-treated preparations, returning to basal
values after 20 min although by then the contraction of the tarsus has stopped. The absence of a fast
decrease in the resting membrane potential during the voltage clamp studies, especially considering
the membrane-disturbing effects of Jaburetox, suggested that the main component of its neurotoxicity
could involve alteration of the gating properties of sodium channels [85]. These aspects were recently
reviewed by Barreto et al. [91].

4.1.3. Effects on Behavior

Behavioral alterations were first reported in adult individuals of the triatomine T. infestans by
Galvani et al. [84]. The injection of a lethal dose of Jaburetox that would eventually kill the insects
within 18 h, led to early transient symptoms that included paralysis of the legs, proboscis extension and
abnormal movements of the antennae. In fact, those findings pointed out to neurotoxicity, a phenomenon
which was later on confirmed by diverse approaches and ascribed, at least in part, to alterations of
the nitrinergic system in the central nervous system of this species [84]. In the case of the cockroach
N. cinerea [85], the locomotor behavior was also altered after Jaburetox injection, and adult insects
exhibited a significant decrease in the travelled distance accompanied by a corresponding increase
in the stopping time. The leg and antenna grooming activities were also modified, with significant
increments upon injection. These and other toxic effects were attributed to an initial activation of
voltage-gated sodium channels [85].

4.1.4. Effects on Enzymatic Pathways

Since the finding that the injection of Jaburetox diminished the enzyme activity of Nitric Oxide
Synthase (NOS) in the central nervous system of T. infestans [84], a series of approaches were undertaken
in order to try to understand the basis of this alteration. Besides its function in nitrinergic signaling in
the central nervous system, NO participates in the immune response of insects due to its capacity of
inducing oxidation of heme groups and nitrosylation of amino acid residues in proteins of pathogens [92].
The diminution of NOS activity upon Jaburetox injection was not related to the protein levels, since no
differences in band intensities were seen in Western blots of brain homogenates of vehicle-injected and
Jaburetox-injected insects [84]. The NOS activity also decreased when the homogenates were incubated
with the peptide in vitro, suggesting a direct effect of the Jaburetox on the enzyme [84]. Similar results
were obtained in the central nervous system of the related triatome R. prolixus, with both in vivo and
in vitro Jaburetox treatments leading to a decrease in NOS enzyme activity without affecting its gene
expression. Nevertheless, the effect of Jaburetox was different on the activity of NOS in the salivary
glands and hemocytes, where the expression of its gene was increased, indicating an organ-specific
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effect [78]. Jaburetox-induced alterations of NOS is not restricted to triatomines, since the peptide also
induced a decrease in NOS enzyme activity in the central nervous system of the cockroach N. cinerea,
upon in vivo or in vitro treatments, without affecting the protein expression [86]. The regulation of
NO production mediated by Jaburetox is complex and could involve more than one level, for example,
affecting directly the enzyme as the in vitro assays pointed out and/or, indirectly, through modifications
on the expression of its gene, or even altering the membrane properties of target cells [77].

Considering that Jaburetox interacted with UAP in the central nervous system of T. infestans,
the effect of the peptide on this enzyme was also tested. It was observed that the UAP enzyme was
affected either after in vivo or in vitro treatments with Jaburetox, in this case causing a significant
increase in activity without modifying the expression of its corresponding gene. Again, an organ-specific
effect was demonstrated, with different responses of UAP in the central nervous system as compared
to the salivary glands and hemocytes [77]. When a recombinant version of the R. prolixus’ UAP was
incubated in vitro with Jaburetox, no modification of the enzyme activity was observed, suggesting
that other factor(s) present in the tissue homogenates are probably required for the peptide to exert its
regulatory effect [78].

Taking into account the various functions of the main product of UAP, UDP-N-acetylglucosamine,
several physiological processes can be influenced by the toxin. One of such process is chitin synthesis,
catalyzed by chitin synthase and serving UDP-N-acetylglucosamine as substrate. The effect of Jaburetox
on the expression of chitin synthase gene was then explored. It was found that Jaburetox treatment
led to a diminution of chitin synthase expression in the central nervous system, salivary glands,
anterior midgut, Malpighian tubules and fat body, but not in the hemocytes or the posterior midgut of
R. prolixus [77,78]. The profile of UAP modulation by the Jaburetox in N. cinerea was different, since its
activity was only affected 18 h after injection. This distinct response when compared to the triatomines
could be related to the fact that this cockroach is so far the only species found to be resistant to the
acute lethal effect of Jaburetox [86]. As the activity of acetylcholinesterase, an enzyme involved in the
resistance of insects to organic pesticides, increased upon treatment of the cockroach with Jaburetox,
the lack of lethality could be a reflex of an analogous mechanism(s) disabling the toxic effects of the
peptide [86]. However, Jaburetox is far from being innocuous to N. cinerea, as the paralyzing effect and
alterations in behavior caused by the peptide could lead to death as well, due to inability to hide and
avoid danger, or to find food.

4.1.5. Effects on Diuresis

The evaluation of the effects of Jaburetox on diuresis was one of the first investigations carried out
to understand the mechanism of action of the toxin. In 2009, Stanisçuaski et al. [81] conducted studies on
R. prolixus’ Malpighian tubules to explore, in vitro, the effects of Jaburetox on serotonin-induced diuresis.
The authors demonstrated that Jaburetox and also JBU are capable of interacting with membrane
factors that end up inhibiting diuresis by triggering different signaling cascades. While JBU effect is
mediated by the activation of the eicosanoid cascade and is dependent on Ca++ ions, the antidiuretic
effect of Jaburetox is mediated by an increase in cyclic guanosine monophosphate (cGMP) levels.
This increment leads to the interruption of ion transport by blockage of the apical V-ATPase and
disruption of the transepithelial potential across the tubule’s membrane through an unknown pathway,
leading (directly or indirectly) to the inhibition of water secretion and consequent impairment of
diuresis [81].

4.1.6. Effects on the Immune System

As opposed to vertebrates, insects do not have a developed acquired immunity. Instead,
they have a robust innate immunity that can be subclassified into cellular and humoral responses [88].
Cellular immunity is characterized by the action of defense cells (hemocytes) in aggregation,
phagocytosis and encapsulation processes. The humoral immune response comprises the activation
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of antimicrobial peptides, of reactive oxygen species (ROS), and of enzyme complexes that regulate
melanization and the coagulation cascade, among them the phenoloxidase (PO) [93,94].

In this context, previous data from our group indicated that JBU and the ubiquitous Soybean Urease
(uSBU) are able to induce activation of the insect immune response in R. prolixus [48,95]. Defferrari and
coworkers demonstrated that JBU is capable of activating both, the cellular and humoral immune
responses. The activation of cellular aggregation induced by JBU is mediated by the cyclooxygenase
(COX) pathway and required extracellular Ca++ ions. JBU also elicited the darkening of the hemolymph,
an immune response associated with the melanization reaction triggered by the PO. At cellular level,
immunolocalization assays demonstrated that the toxin is capable of inducing cytoskeleton damage
and nuclear condensation in hemocytes [95]. Additionally, Martinelli and collaborators reported that
uSBU in vivo and in vitro is also capable of inducing hemocyte aggregation in R. prolixus [48].

Based on these studies, cellular and biochemical approaches were carried out in order to evaluate
the effects of Jaburetox and Soyuretox on the immune response of R. prolixus. Like JBU and uSBU,
Jaburetox and Soyuretox induced Ca++-dependent aggregation of hemocytes in vivo and in vitro,
mediated by the COX pathway [64,82]. Despite the aggregation, Fruttero et al. and Moyetta et al.
demonstrated that the phagocytic capacity of hemocytes is not altered by the toxin [77,82]. In addition,
Jaburetox also generated chromatin condensation, cytoskeleton disorganization and caspase 3 activation
in the hemocytes, indicating the induction of apoptosis by the toxin [82]. The interaction of Jaburetox
with the hemolymphatic cells was also seen upon in vivo and in vitro treatments, and the peptide was
found in different subcellular locations [77].

Besides affecting the cellular immune response, Jaburetox also modulates the humoral immunity.
In R. prolixus, the toxin induced an increment in the PO activity in vivo, without altering the activity of
other effectors, such as the antibacterial cecropins and lysozymes [82]. Jaburetox triggered in hemocytes
the increment of NOS gene expression. NO produced by the enzyme is known to induce the formation
of free radicals that aid in immune defenses. However, these changes in gene expression were not
accompanied by the corresponding modifications in protein levels in hemocytes or in enzymatic activity
of NOS assayed in vitro, after the exposure to the toxin [77,82]. Through fluorescence assays with
specific probes, it was observed that cells aggregated in the presence of Jaburetox had a greater local
production of NO [77,82]. In 2020, Grahl et al. demonstrated in cultured hemocytes that a high dose of
Jaburetox (6 µM) induced a significant increase of ROS production without altering cell viability [83].

When the Jaburetox-treated insects were injected with the pathogenic bacterium
Staphylococcus aureus, the bacterial clearance was significantly reduced, indicating an immunosuppressive
effect. Thus, the cellular and humoral immune activations triggered by Jaburetox do not protect the
insect against posterior bacterial challenges [82]. These responses are similar to those elicited by
bacterial and protozoan pathogens, raising the possibility that Jaburetox is recognized by the innate
insect immunity as a pathogen-associated molecular pattern.

Another important immune response is the release of extracellular nucleic acid traps [96].
This immune mechanism of vertebrates and invertebrates is characterized by ROS-dependent release
of chromatin into the cytoplasm, promoting the association of the nuclear material with antimicrobial
proteins. Thereafter, this complex is released to the extracellular medium to withstand infections [96,97].
In this context, considering the changes in gene expression and nuclear condensation induced by
Jaburetox in R. prolixus, experiments were designed to evaluate the impact of Jaburetox on the
interactions of nucleic acids (DNA and RNA) extracted from the same insect species and used to
mimic extracellular nucleic acid traps. It was observed that injection of the toxin together with RNA
caused an increase in hemocyte aggregation, however when the toxin is injected together with DNA,
no aggregation was seen. Concerning humoral responses, Jaburetox plus RNA yielded an increased PO
activity only 6 h after injection, while Jaburetox plus DNA sustained an augmented humoral response
both at 6 and 18 h after injection [83].

The effect of extracellular nucleic acids on the Jaburetox-induced immunosuppressive effect
against pathogenic bacteria was also studied. Immunocompetence assays injecting Jaburetox alone,
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or Jaburetox plus DNA or RNA before the injection of bacteria, demonstrated that both RNA and DNA
counteracted Jaburetox effects, and restored the bacterial-clearance capacity of the insects [83].

Finally, to better understand the immunological modulation caused by nucleic acids, the toxin
ability to induce the release of extracellular nucleic acid traps was evaluated. It was seen that
Jaburetox was not able to induce the release of RNA or DNA, either upon in vitro or in vivo treatments.
The incapacity of the insects to release extracellular nucleic acids after Jaburetox treatment could partly
explain the immunosuppressive effect of the peptide and the weakened response of the treated insects
against a bacterial challenge [83]. Since R. prolixus has been an instrumental model to understand the
effects of the urease-derived peptides, we have summarized all our findings in the Figure 3.

4.2. Antifungal and Antibacterial Activity

So far there are not many examples in the literature of IDPs with antifungal activity, despite the
two decades elapsed since the definition of IDPs, around the 2000s [98–101].

As mentioned above, Jaburetox presents antifungal activity against filamentous fungi and
yeasts [61]. Postal and co-authors observed the toxicity of Jaburetox against the phytopathogenic
filamentous fungi Mucor sp. (at 10 µM) and Penicillium herguei (at 20 µM). Rhizoctonia solani

was not susceptible to Jaburetox in the tested doses. Regarding yeasts, Jaburetox at 9 µM
inhibited the multiplication of Saccharomyces cerevisiae, Candida parapsilosis and Pichia membranifaciens

and at 18 µM, the peptide inhibited Candida tropicalis, C. albicans and Kluyveromyces marxiannus.
Fluorescence microscopy of S. cerevisiae evidenced an increase in membrane permeability in
Jaburetox-treated cells, using the SYTOX Green stain. In C. tropicalis, exposition to Jaburetox also
induced the formation of pseudohyphae. These microscopy experiments were conducted at lower
doses of Jaburetox (0.36–0.72 µM). In another work of our group, Broll and co-workers [62] showed
that FITC-labeled Jaburetox interacted with S. cerevisiae cells, and remained bound to membrane cell
debris even after yeast lysis. These results suggested that the target of Jaburetox is present on the yeast
external membrane [62].

The antimicrobial activity of Jaburetox against some bacteria such as Bacillus cereus, Escherichia coli,

Pseudomonas aeruginosa and Staphylococcus aureus was observed in preliminary assays in the dose range of
0.25 µM to 13.5 µM [60]. As described earlier, Jaburetox was shown to permeabilize model membranes,
as LUVs and PLBs, composed by different phospholipids and net charges; phosphatidylglycerol (PG)
and phosphatidic acid (PA) with negative charges and the neutral phosphatidylethanolamine (PE),
phosphatidylcholine (PC) and cholesterol (Ch) [66,76]. Many microorganisms contain negatively
charged lipids in their membrane compositions, as PG and cardiolipin (CL) [102,103]. The main
phospholipids found in the bacterium S. aureus membrane are PG, CL, and lysophosphatidylglycerol
(LPG) [104,105]. In yeasts, a study using eight C. albicans azole-resistant and azole-sensitive strains
demonstrated that the major phospholipids compositions in the plasma membrane of all the isolates
were PC, PE, phosphatidylinositol (PI) and phosphatidylserine (PS). The percentage of phospholipids
varied individually [106]. Interestingly, both microorganisms are susceptible to Jaburetox [60,61].

Soyuretox was also investigated regarding its antifungal activity. It was found to be active
against C. albicans, C. parapsilosis and S. cerevisiae at 9 µM and 18 µM concentrations, similar to the
fungitoxic doses reported for Jaburetox. For C. albicans, at the minimal inhibitory of 5 µM, production
of superoxide anions was detected as part of the fungitoxic mode of action of Soyuretox. Binding of
Soyuretox to C. albicans cells was observed by immunofluorescence [64].

The mechanism of antifungal activity of Jaburetox and Soyuretox remains elusive. It is known that
the peptides permeabilize the fungal membrane, and cause change of fungal morphology, inducing
formation of pseudohyphae, structures considered a stress and defense response mechanism of
yeasts [48]. Moreover, the peptides induced intracellular production of superoxide anions in yeasts,
causing oxidative stress. Our data suggest that these peptides probably interact with lipids in the
fungal membrane (Figure 4). Although it still lacks experimental demonstration, it is plausible that
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the IDP nature of these peptides could be relevant for their antimicrobial activities, as changes in
order-disorder states upon ligand binding could possibly modulate their fungitoxic action.

 

Figure 3. Tissue-specific effects of urease-derived peptides in Rhodnius prolixus. In the flowchart,
the brown boxes are the organs or the cells affected by the urease-derived peptides while the grey boxes
indicate no change. The green boxes represent an increase in the assessed effect while the red boxes
indicate a decrease. Acronyms stand for: 5-HT, Serotonin; ANT MIDGUT, Anterior midgut; CNS, Central
nervous system; ET’S, Extracellular traps; JBTX, Jaburetox; MALP TUBULES, Malpighian tubules;
NOS, Nitric oxide synthase; ROS, Reactive oxygen species; SG, Salivary glands; SYTX, Soyuretox;
UAP, UDP-N-acetylglucosamine pyrophosphorylase; WGA, Wheat germ agglutinin. The numbers
between brackets indicate the corresponding references: (1) Fruttero et al., [78]; (2) unpublished results;
(3) Moyetta et al., [77]; (4) Fruttero et al., [82]; (5) Coste Grahl et al., [83]; (6) Kappaun et al., [64]; (7) and
(8) unpublished results; (9) Staniscuaski et al., [81].

Jaburetox and Soyuretox are peptides prone to aggregation. In the studies aiming to characterize
their 3D structures, TCEP, a potent reducing agent, was used to avoid aggregation during NMR
experiments. It was demonstrated that Jaburetox and its truncated peptides (jbtx N-ter and jbtx C-ter)
tend to form aggregates in solution and that their oligomerization state interfered in biological activities
and membrane interactions [58,66,76]. Aggregation is known as an important factor in mode of action
of antimicrobial peptides [102].

 

 
Figure 4. Schematic representation of the antifungal effects of Jaburetox and Soyuretox against
filamentous fungi and yeasts.
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5. Structural Aspects of Other Intrinsically Disordered Bioactive Polypeptides

Even though approximately 30% of eukaryote proteins have disordered regions composed of fifty
or more amino acid residues [99], there are relatively few reports of antimicrobial and insecticidal IDPs
in the literature. Without aiming to be exhaustive, we briefly discuss here some examples and establish
comparisons to Jaburetox and Soyuretox when relevant.

Plants are an inexhaustible source of bioactive molecules, including those that are part of their
highly evolved defense mechanisms [34]. One important example are the cyclotides, naturally occurring
macrocyclic peptides found in several families of plants. They present a unique head-to-tail cyclized
backbone, stabilized by three disulfide bonds forming a cystine knot. This arrangement makes cyclotides
exceptionally stable against chemical, thermal and biological degradation. These macromolecules are
able to cross cellular membranes and control intracellular protein-protein interactions, enabling them
to act upon different targets [107]. Cyclotides present diverse host-defense roles including insecticidal
activity and it is believed that this property is derived from their ability to bind to membranes
and form pores [108]. Kalata B1 is the most studied cyclotide, derived from the African plant
Oldelandia affinis [109,110]. Daly et al. [111] reported that the N-terminal pro-domain of the kalata B1
precursor is intrinsically unstructured. This terminal region induces the self-association of the precursor
to form a dimeric structure, which can, in turn, be determinant for the role of the N-terminal as a
vacuolar-targeting signal. According to the authors, the disorder in the terminal region could be linked
either to the fact that it is a functional segment with higher mobility or because it partially folds upon
binding to a target, as could be also the case for Jaburetox and Soyuretox [64,69] Thus, the pore-forming
capacity seems to be part of the toxic mechanism of both, urease-derived peptides and cyclotides.
However, the intrinsically disordered nature of the cyclotides does not seem to be related to their
insecticidal effect but rather to a role in signaling. The relevance of IDPs in signal transduction in plants
is better documented and, in this case, it is believed that the intrinsically disordered nature is necessary
to confer the low affinity and high specificity needed to perform the required interactions [112].

Concerning antifungal IDPs, histatins are a family of small, histidine-rich, cationic proteins
present in mammalian saliva that constitute the first line of defense against oral candidiasis caused by
C. albicans and to other pathogenic fungi. Histatin 5, an intrinsically disordered model protein, is the
major histatin component of the unstimulated parotid secretion and the most potent antifungal protein
of all the histatin family [113,114]. Histatin-5 has antifungal activity against C. albicans at 15 µM [115],
a similar fungitoxic concentration for Jaburetox and Soyuretox [61,64]. The physiological concentration
of histatin-5 in human saliva is 15 to 50 µM, while the concentration of protein required to kill half of
maximum number of cells (ED50) is 1.4 µM. There is an extensive debate regarding the mode of action
of this protein, with evidences pointing against pore formation or membrane lysis. The targets of
histatin-5 appear to be intracellular and, once taken up by cells, it affects mitochondrial functions causing
oxidative stress and ultimately killing the cells by ion imbalance and volume dysregulation induced
by osmotic stress [116]. In addition, this peptide is related to depletion of intracellular ATP content
and also oxidative damage due to ROS formation in intracellular organelles [117]. The production
of oxidative molecules by histatin-5 is a common aspect with the mode of actions of Jaburetox and
Soyuretox, which induced ROS generation both in insect hemocytes [83] and in C. albicans cells [64].
Since the fungitoxic mode of action of histatin-5 is not completely understood, it is not clear how
the intrinsically disordered nature of the protein participates in the process. Nevertheless, histatin-5
mechanism of action against C. albicans is similar to what is known so far for Jaburetox and Soyuretox,
including membrane interaction and permeabilization, and ROS formation. There is also evidence that
Jaburetox is taken up by hemocytes [77], thus suggesting intracellular targets.

Hornerin is an IDP of 254 kDa that belongs to the S100-fused-type family. This protein is
believed to be one of the main reasons why healthy human skin is remarkably resistant towards
the infection by Pseudomonas aeruginosa, an environmental opportunistic pathogen widespread in
water and soil [118]. Recently, fragments of hornerin were characterized as potent microbicidal
agents and that this feature is maintained, independent of the amino acid sequence, provided they
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are linear cationic peptides containing a high percentage of disorder-promoting amino acids and a
low percentage of order-promoting ones. The authors reported that the antimicrobial capacity of
these cationic intrinsically disordered antimicrobial peptides (CIDAMPs) depends on their chain
length, net charge, lipidation and environmental conditions [119]. The CIDAMPs have an intracellular
mode of action, as hornerin transverses bacterial membranes by an energy-dependent mechanism
and accumulates in the cytoplasm. The molecular targets of CIDAMPs seems to be different sites of
the protein synthesis machinery [120]. The described features of CIDAMPS and the other IDP active
peptides are summarized in Table 3.

Table 3. Other intrinsically disordered proteins with biological activities.

IDP Source Biological Activity Disorder Region Reference

Kalata B1 African plant
Oldelandia affinis

Signaling, ability to
bind and to form

pores in membranes
N-terminal pro-domain [111]

Histatin 5 Mammalian saliva Antifungal activity No defined structure
in solution [116,117]

Hornerin Human skin Antibacterial activity

Almost all the protein is
unstructured, except the

N-terminus. Cationic
peptides generated from

hornerin present
antimicrobial activity

[119]

In future works we intend to evaluate Jaburetox-derived peptides, its N- and C-termini portions
as generated by Martinelli and co-authors [58] against fungi, in order to identify the fungitoxic
region of the molecule. There are differences in secondary structure of the two terminal regions,
the N-terminus being more disordered than the C-terminus [69] and this difference could be important
to the antifungal activity. In addition, the C-terminal domain of Jaburetox interacts more effectively
with lipid membranes [58]. More studies are required to answer these questions.

6. Biotechnological Applications and Perspectives

The use of GM crops resistant to pests such as fungi, nematodes and insects is an appealing
strategy considering the current need of efficiently increasing the yield of the agricultural production
with less impact in the environment and health [121]. Since their discovery in the 80′s, the use of
transgenic crops has been dominated by the Bt technology. Nevertheless, some insect species are not
susceptible to them and its intensive application has led to the development of resistance [19,122].
Considering the fact that IDPs do not need to fold in a proper way to be biologically active, this feature
can potentially be an advantage regarding their expression in transgenic plants. In the case of Jaburetox,
its disordered structure gives the peptide the capacity to withstand a vast range of temperatures and
pH without losing its biological activity [69], a desirable feature for a biotechnological tool. Moreover,
the conformational flexibility of Jaburetox and Soyuretox allows them to interact with several binding
partners with different subcellular distributions, leading ultimately to diverse targets. This feature
gives them the ability of avoiding or at least delaying the generation of resistance.

In this context, three types of transgenic crops expressing urease-derived peptides have been
developed with promising results [87,88,123]. Soybean plants overexpressing Soyuretox were
challenged with the root-knot nematode Meloidogyne javanica, a major agricultural pest in several
countries [123]. As a result, the average reproductive factor of the nematode was significantly reduced.
On the other hand, Didoné [87] reported that maize (Zea mays) expressing Jaburetox fed to the important
polyphagous pest S. frugiperda led not only to a 39% lethality of larvae, but also to other sub-lethal
statistically significant effects, such as body weight reduction, decreased ingestion and remarkably,
fertility decline. In addition, Ceccon [88] demonstrated that Jaburetox-expressing tobacco plants also
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produced high mortality and a pronounced reduction in the leaf consumption by the lepidopteran
H. armigera. These authors started the development of gene stacking strategy, with plants expressing
simultaneously Jaburetox and a double-stranded RNA complementary to the rieske gene, which has
the advantage of diminishing the possibility of resistance development events [87]. The use of plants
overexpressing Soyuretox or Jaburetox would, in principle, be a way to avoid harming beneficial or
innocuous insects, since only those species that fed on the plants would be affected. Nevertheless,
since off-target effects could be an issue related to the broad insecticidal activity of Jaburetox/Soyuretox,
transgenic crops can be improved using tissue-specific or damage-induced promoters [124,125].

These latest studies [87,88,123] are a proof of concept that IDPs in general, and the urease-derived
peptides in particular, are very attractive pesticides that can be engineered for use as an effective
and environmental-friendly strategy, alone or in combination with other IDPs or toxic molecules.
The multidisciplinary research approaches employed by our group and collaborators improved
significantly the understanding of the structural and biological aspects of these IDPs and encourage us
to pursue a full comprehension of their mechanism of action that would, ultimately, facilitate their
application in the field.
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Abstract: Nucleoside triphosphates (NTPs) are used as chemical energy source in a variety of cell
systems. Structural snapshots along the NTP hydrolysis reaction coordinate are typically obtained by
adding stable, nonhydrolyzable adenosine triphosphate (ATP) -analogues to the proteins, with the goal
to arrest a state that mimics as closely as possible a physiologically relevant state, e.g., the pre-hydrolytic,
transition and post-hydrolytic states. We here present the lessons learned on two distinct ATPases
on the best use and unexpected pitfalls observed for different analogues. The proteins investigated
are the bacterial DnaB helicase from Helicobacter pylori and the multidrug ATP binding cassette (ABC)
transporter BmrA from Bacillus subtilis, both belonging to the same division of P-loop fold NTPases.
We review the magnetic-resonance strategies which can be of use to probe the binding of the ATP-mimics,
and present carbon-13, phosphorus-31, and vanadium-51 solid-state nuclear magnetic resonance (NMR)
spectra of the proteins or the bound molecules to unravel conformational and dynamic changes
upon binding of the ATP-mimics. Electron paramagnetic resonance (EPR), and in particular W-band
electron-electron double resonance (ELDOR)-detected NMR, is of complementary use to assess binding
of vanadate. We discuss which analogues best mimic the different hydrolysis states for the DnaB
helicase and the ABC transporter BmrA. These might be relevant also to structural and functional
studies of other NTPases.

Keywords: solid-state NMR; ELDOR-detected NMR; ATP hydrolysis; ATP analogues; DnaB helicase;
ABC transporter

1. Introduction

Nucleosides triphosphates (NTPs), such as ATP (adenosine triphosphate) and GTP (guanosine
triphosphate), are used as energy source or as allosteric effector by a number of proteins,
involved for instance, in metabolism, active transport, cell division or DNA/RNA synthesis. However,
the mechanism of NTP hydrolysis in proteins are still poorly understood, especially its coupling to
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functional events, such as movement of proteins along nucleic acids. Indeed, detailed mechanistic
insight is lacking for a number of systems, including even intensively studied systems such as
dyneins [1], ABC importers [2]/exporters [3] or DNA helicases [4]. Experimentally, catching the
events that occur during the NTP hydrolysis is highly challenging. Structural techniques such as
X-ray crystallography, cryo-electron microscopy (cryo-EM) and nuclear magnetic resonance (NMR)
mainly provide static snapshots of protein states of typically highly complex reaction coordinates of
biomolecular reactions. These can then be combined with molecular dynamics simulations (MD) to
obtain further information about the dynamics of such processes and to establish the chronological
sequence [3,5–8]. In this context, it is highly desirable to better investigate how ATP/GTP analogues,
usually with a modified or replaced γ-phosphate group, can mimic the intermediate catalytic states in
order to obtain relevant snapshots of the reactions involving NTP hydrolysis. Indeed, it is well known
that mimics can never fully represent naturally occurring states, as the modifications of NTPs change
their conformation as well as their chemical properties other than their tendency to hydrolyse. While it
is important to use NTP mimics described to be strongly hydrolysis-resistant, the true hydrolysis state
must often be confirmed experimentally.

The choice of the adequate analogue is thus of importance in structural studies, but guidelines
are sparse and can be highly protein-dependent. We herein focus on analogues often used to
access three important states of ATP-hydrolysis: the pre-hydrolytic state, the transition state and the
post-hydrolytic state (see Scheme 1A for the artificial ATP hydrolysis scheme highlighting analogues
used to mimic the different states). We describe how NMR and EPR can be used to gain detailed
information on the analogue used and the conformational and dynamic state it induces in the protein.
We investigate this for two proteins, the bacterial DnaB helicase from Helicobacter pylori involved in
DNA replication, and an ABC transporter implicated in multidrug resistance, BmrA (Bacillus subtilis

multidrug resistance ATP binding cassette transporter), which share high similarities in their ATP
binding sites [9]. Solid-state NMR and EPR are highly suitable to study large, noncrystalline protein
assemblies, which are represented by DnaB and BmrA. The proteins are, in their multimeric states
and, for BmrA, embedded in a Bacillus subtilis lipid membrane, sedimented directly into the solid-state
NMR rotor in an external ultracentrifuge [10], a sample preparation approach that allows for the study
of the investigated analogues. The protein samples prepared by this approach are highly concentrated
in the NMR rotor (protein concentration of around 400 mg/mL), and have been shown to be stable
over several years [11]. A description of the NMR techniques developed to investigate such molecular
machines is given in detail in reference [12].

 

 

−

Scheme 1. Artificial ATP hydrolysis scheme and associative and dissociative mechanism of ATP
hydrolysis. (A) Artificial ATP hydrolysis scheme showing ATP analogues used to mimic the pre-hydrolytic,
the “ATP-is-ready-to-be-split” and the post-hydrolytic state. Schematic representation of the associative
(B) and dissociative (C) mechanism of ATP hydrolysis. Nu− represents a nucleotide, e.g., an OH−.

Figure 1 and Table 1 summarize the most important NMR experiments and the nomenclature
used herein and gives the information content of NMR spectra and the underlying NMR observables.
The standard experiment to establish a chemical-shift fingerprint of the protein is the 13C-13C DARR,
a two-dimensional correlation experiment using the dipolar assisted rotational recoupling (DARR)
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scheme [13,14]. Besides delivering a first sample quality check (Figure 1A), isolated peaks in such
spectra, often found in the alanine or threonine regions, can serve to follow the conformational changes
along the reaction coordinate. Differences in the cross-peak positions (encoding the chemical shift) in
such spectra characterize the different protein conformations, produced by incubating the protein with
ligands. Such changes are denoted as chemical-shift perturbations (CSPs) (Figure 1B). Additionally,
appearing or disappearing resonances might be observed in the spectra, pointing to dynamic changes
of the protein (Figure 1C). 31P NMR experiments allow for direct detection of nucleotides, such as
ATP mimics or DNA/RNA [12] (Figure 1D). The 31P chemical-shift values react very sensitively to
small conformational changes, e.g., in the phosphate backbone of ATP mimics. 31P direct-pulsed
experiments (recorded with short repetition times, Figure 1E) are used to detect unbound nucleotides
present in the water phase in contact with the protein (interacting water) or the supernatant of the
NMR rotor [15]. 31P cross-polarization (CP) based experiments are employed to detect immobilized
nucleotides, particularly those bound to the protein (Figure 1E). ELDOR-detected NMR (EDNMR) is a
pulsed EPR-technique and allows for the measurement of hyperfine couplings of paramagnetic spin
centers to nearby spin-active nuclei [16–19]. We herein use this technique to detect NMR-active nuclei
in the vicinity of the ATP-cofactor (for this the diamagnetic Mg2+ has to be substituted by paramagnetic
Mn2+), particularly focusing on 31P and 51V nuclear spins [20]. If a 51V nucleus is in spatial proximity
to the Mn2+ ions, the 51V resonance should be detected in the EDNMR spectra (Figure 1F). Note that
the hyperfine coupling to the 51V is often not resolved, in contrast to the 31P couplings.

 

 

γ

γ
γ

γ

Figure 1. Magnetic-resonance approaches used to investigate the helicase DnaB and the ABC transporter
BmrA in presence of ATP mimics. The employed techniques comprise 2D 13C-13C NMR spectral
fingerprints (A), 13C chemical-shifts perturbations (B), appearing/disappearing resonances due to
dynamic changes (C), 31P NMR experiments (D) to detect bound and unbound ligands (E) and
ELDOR-detected NMR experiments (F), Details are given in the text.
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Table 1. Overview of magnetic-resonance techniques applied in this work and information extracted.
A cross indicates that this information is contained in the experimental outcome, a blank indicates that
the type of extracted information is not accessible by the experiment.

Magnetic-Resonance
Technique

Protein
Conformational

Changes

Protein Dynamic
Changes

Nucleotide
Binding

Nucleotide
Conformation

Vanadate
Binding

Metal Co-Factor
Binding

NMR 13C/15N fingerprints x x x
CSPs x x
Disappearing/appearing
resonances x x
31P CP-MAS x
31P chemical-shift values x x x
51V NMR x
EDNMR x x

We here make use of these magnetic-resonance approaches to study the states of DnaB and BmrA
induced by phosphate-modified NTP analogues widely used to mimic the three major states of the NTP
hydrolysis reaction and report on the efficiency of the analogues to actually mimic the desired states.

2. The Different Hydrolysis States and the ATP-Mimics Used to Induce Them

The pre-hydrolytic state, where ATP is bound to the protein, is often already associated with
protein conformational changes [21–24]. In this state, the γ-phosphate adopts a tetrahedral geometry
(note that a similar discussion also holds for GTP). This geometry can change to a trigonal-bipyramidal
geometry generating a pentavalent terminal phosphate group [25,26]. Most of the analogues are
mimicking the pre-hydrolytic state because their γ-phosphate (in case of nonhydrolyzable analogues)
or the γ-phosphate-mimicking group adopts a tetrahedral geometry [27]. The most commonly used
nonhydrolyzable analogues are: AMPPNP (adenylyl imidodiphosphate) [28], AMPPCP (adenylyl
methylenediphosphate) [29], AMPCPP (alpha,beta-methylene-triphosphonate) and ATP-γ-S (adenosine
5’-(gamma-thiotriphosphate)) [30]. In addition, the pre-hydrolytic state appears to be mimicked by
ADP-BeFx [27] (Figures 2 and 3A). BeFx forms a strictly tetrahedral complex (specific to the pre-hydrolytic
state); a penta-coordinated bipyramidal geometry (describing the transition state, see below) is excluded in
this case [26,27]. The nonhydrolyzable ATP analogues are not completely resistant to hydrolysis. While the
rate of hydrolysis of these analogues is indeed significantly lower, several of them can still be hydrolysed by
many ATPases [31–38]. This behaviour can differ from protein to protein, and an analogue can fail to mimic
a pre-hydrolytic state or may mimic a different/uncomplete pre-hydrolytic state in certain cases [26,39–41].
This difference can be observed between distinct protein families, or even within the same family [42],
as shown in this work for the two model systems discussed.

The transition state (the “ATP-is-ready-to-be-split” state) can be accessed by an associative and
dissociative mechanism, which represent the two extreme cases discussed in the literature [43–48]. In the
case of an associative mechanism, the phosphorus possesses a pentavalent geometry. The nucleophilic
attack of a water molecule at the γ-phosphate, forming a H2O-P bond, in this scenario occurs before
the leaving group departs and before the P-O bond breaks (similar to a SN2 nucleophilic substitution,
see Scheme 1B,C). In contrast, in the case of a dissociative mechanism, the nucleophilic attack of a water
molecule at the γ-phosphate occurs after the leaving group was released, generating a metaphosphate
intermediate before it collapses onto the acceptor nucleophile (similar to a SN1 reaction). The transition
state can be simulated by employing three prominent mimic groups in combination with ATP or
ADP: aluminium fluoride (ADP:AlFx) [27,49,50], magnesium fluoride (ADP:MgFx) [51], and vanadate
(ADP:Vi) [52]. In some enzymes, ATP hydrolysis is required prior to the binding of the transition-state
mimic [53,54]. In structural studies, aluminium fluoride is most frequently used as a mimic of the
γ-phosphate in the transition state, as evidenced by analysing the number of deposited structures in the
PDB database (Figure 2A). When the analogue in the presence of ADP is complexed with the protein,
ADP:AlFx is believed to mimic the transition state of an ATP molecule. Two configurations of this
analogue have been observed: ADP:AlF3 and ADP:AlF4

−. In the ADP:AlF4
−mimic (two-thirds of in the
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PDB deposited AlFx-containing structures) the AlF4
− group is in a squared-planar geometry and forms

an octahedral complex with two oxygen ligands in the apical positions. While one ligand is provided
by the β-phosphate, the other ligand comes from the hydrolytic water molecule in the attack position
next to the phosphorus atom. It is believed that such a structure mimics the interaction of the catalytic
water molecule with the γ-phosphate in the anionic transition state for phosphoryl transfer [49,55].
AlF3 (one-third of in the PDB deposited AlFx-containing structures) is in a trigonal-planar geometry
forming a bipyramidal complex resembling the geometry of the transition state [49,55].

 

γ
γ

γ
−

γ

γ

 

Figure 2. Distribution of the different NTP analogues based on the number of structures in the Protein
Data Bank in December 2019. Number of Protein Data Bank structures for each analogue (A). Number of
ABC transporters (blue, search query “ABC transporter + protein data bank accession codes of the
ATP-analogue”) and helicases (red, search query “DNA helicase + PDB ID of the ATP-analogue”)
Protein Data Bank structures for each analogue (B).

 

 

γ
−

γ

γ
−

β

Figure 3. ATP analogues mainly used for structure determination. Left panel is the chemical structure
and the right panel shows the protein-bound-structure of AMPPNP (A), AMPPCP (B), ATP-γ-S (C),
AMPCPP (D), ADP:BeFx (E), ADP:AlFx (F), ADP:MgF3

− (G), ADP:Vi (H) from the Protein Data Bank
(https://www.rcsb.org). The protein-bound-structures of ATP analogues were generated after alignment
of their adenosine moieties. In order to compare the molecules among each other, only the first
100 structures with the smallest RMSD were selected for AMPPNP, AMPPCP, ATP-γ-S and AMPCPP.
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MgF3
− shows nearly the same geometry as AlF3 but carries a negative charge similarly to the

anionic γ-phosphate in the transition state. AlF3 and MgF3
− are structurally similar and have similar

scattering factors for X-rays; therefore, it has been suggested that MgF3
− is present in some crystal

structures, which are indicated as containing NDP:AlF3 [56]. Indeed, Mg2+ ions are usually present in
the samples as cofactors of NTP hydrolysis. In contrast to X-ray, NMR can differentiate the two metal
fluorides so that in few cases, the presence of MgF3

− in the active site was directly shown [56–58].
For more information about such cases and the use of metal fluorides as ATP or phosphate analogues,
we refer the reader to the two comprehensive recent reviews [55,58]. Finally, vanadate-containing
ATP:Vi or ADP:Vi are used as a transition-state mimic for a variety of proteins. Vanadate is an oxoanion
of vanadium which shares structural and chemical similarities with phosphate molecules mimicking
the hydrolysis transition state [52,59]. It is known that the simple form of the oxoanion (VO4

3−) can
adopt a penta-coordinated, trigonal bipyramidal geometry around the central vanadium in presence
of ADP [60]. These properties make the vanadate a phosphate mimic of the transition state for
phosphoryl transfer so that vanadate acts as an inhibitor for some ATPases. As previously described
by Davies et al. [52], vanadate can be used to mimic phosphoryl transfer, and structures of different
protein families including myosin [61,62], dynein [63], kinesin [40], ABC transporters [60,64,65],
heat shock protein (Hsp70s) [66], NS3 helicase (dengue virus) [67], nucleoside-diphosphate kinase [68]
or F1-ATPase [69] are reported. The main advantage of vanadate is that it can form covalent bonds
with the oxygens of phosphate groups from ADP or other ligands [52]. Interestingly, this is not always
the case [68], as there are structures where a vanadate is not bound to ADP, but still stabilizes the
transition state. It is also noteworthy that vanadate does not work as an inhibitor or as transition-state
mimic for all proteins with ATPase activity [70].

Finally, the post-hydrolytic state corresponds to a situation where the nucleotide diphosphate
and the previously associated γ-phosphate are separated, but both are still bound to the protein,
or, alternatively, where the γ-phosphate is already released, and only ADP is bound to the protein.
The post-hydrolytic state where the γ-phosphate is not released can be mimicked not only by an
orthophosphate [67,71,72] but also by a sulphate ion, SO4

2− [71,73–75]. Note that sulphate ions have
only two ionisable oxygens (with pKa below 2) [76].

The overall conformational variability of NTP analogues can be seen by overlaying the structures
extracted from the PDB and by aligning them on their nucleoside parts (Figure 3). AMPPNP and
ATP-γ-S adopt a wider range of conformations (Figure 3A,C) than AMPPCP and ADP:BeFx (Figure 3B,E),
although this allows for a qualitative statement only, since the total numbers of deposited structures in
the PDB are different (see Figure 2). AMPPNP and ATP-γ-S thus seem to adapt their conformation
to the protein-binding pocket, while for AMPPCP and ADP:BeFx it may be the protein that adapts.
For the transition-state analogues, it is difficult to make the same comparison due to the small number
of structures available. However, ADP:AlFx shows a significant distribution of structures as well
(Figure 3F).

In sum, from the eight mainly used analogues for structural studies, five are used to mimic
the pre-hydrolytic state: AMPPNP, AMPPCP, ATP-γ-S, AMPCPP and ADP:BeFx, three to mimic
the transition state: ADP:AlFx, ADP:MgFx and ADP:Vi, and ADP and ADP:SO4

2− to mimic the
post-hydrolytic state. Note that also other NTP analogues exist that differ structurally through the
introduction of atoms or groups (e.g., fluorescent probes, biotin groups, etc.) on the base, sugar,
or triphosphate regions of the molecule [77–79]. A complete overview is given in reference [77].

3. The DnaB Helicase and the ABC Transporter BmrA

The usefulness of particular ATP mimics for structural studies strongly depends on the nature of
the protein of interest, as shown in Figure 2B for the example of DNA helicases and ABC transporters.
The two proteins were subject to studies in the last years in our laboratories: the bacterial helicase DnaB
from Helicobacter pylori [38,80–88] and the ABC transporter BmrA from Bacillus subtilis [86,89–92]. In the
presence of double-stranded DNA, the DnaB from Helicobacter pylori is a double-homo hexamer of

186



Molecules 2020, 25, 5268

59 kDa monomers with each hexamer moving along its single DNA strand, whereas BmrA from Bacillus

subtilis is a dimeric membrane protein of 65 kDa monomers. The two proteins are well-characterized
ATP-fuelled proteins. In both proteins, the chemical energy released during ATP hydrolysis in the
nucleotide-binding domain (NBD) is converted into mechanical work, which, e.g., enables the movement
of DnaB along a double-stranded DNA and its unzipping, as well as the transportation of molecules
across the membrane by ABC transporters. Both proteins belong to the vast family of P-loop fold
NTPases, one of the largest protein superfamilies. In any genome 10–20% of proteins code for P-loop
fold domains [93–95]. P-loop fold NTPases are characterized by their signature GxxxxGK [S/T] sequence
motif, also known as the Walker A motif [96]. This motif is responsible for binding the triphosphate chain
and is often called the P-loop (phosphate-binding loop) motif [97]. In the P-loop fold, the conserved Lys
residue forms hydrogen bonds with the β- and γ-phosphate groups of ATP or GTP. Another conserved
motif, known as the Walker B motif, is composed of four hydrophobic residues ended by an aspartate
residue. The conserved Asp residue stabilizes the metal ion cofactor Mg2+ [96].

The C-terminal NBD of DnaB belongs to the superfamily 4 (SF4) of helicases, which in turn belongs
to the class “RecA and F1/FO-related ATPases” (hereafter abbreviated as RecA/F1-related ATPases) of
P-loop old NTPases. The ABC transporter BmrA belongs to a separate class of ABC transporters [93–95].
Both the RecA/F1-related ATPases and ABC transporters belong to the ASCE division of P-loop fold
NTPases. The members of this division are characterized by an additional β-strand in the P-loop fold
and a catalytic glutamate (E) residue next to the attacking water molecule [94,95,98]. The glutamate
residue stabilizes the catalytic water molecule and, perhaps, operates as a catalytic base for ATP
hydrolysis [99].

To avoid a futile NTP hydrolysis, P-loop fold NTPases are initiated before each turnover by activating
moieties provided either by other proteins or by domains of the same protein [100–104]. The activating
moiety interacts with the triphosphate chain and triggers the hydrolysis. The ATP hydrolysis in DnaB is
induced by an interaction with an arginine residue that is provided by the neighbouring subunit of the
same oligomer [105,106]. In ABC transporters, one of the NBDs is believed to activate hydrolysis within
the active site in the other NBD by providing a signature LSGGQ motif [64,106].

Two analogues were mainly used in structural studies of helicases and ABC transporters (Figure 2):
AMPPNP and ATP-γ-S, which both mimic the pre-hydrolytic state. The transition state is mainly
mimicked by ADP:AlFx for the helicases, and ADP:Vi for the ABC transporters. Regarding the
literature, this state is underrepresented compared to the pre-hydrolytic state.

We here gather information from published experiments, as well as present complementary
original data, in order to give a compilation of ATP analogues and their mimicking power for the two
proteins DnaB and BmrA, as assessed by magnetic-resonance methods, namely NMR and EPR.

4. Results and Discussion

4.1. The Pre-Hydrolytic State Mimicked by AMPPCP, AMPPNP and ATP-γ-S

In order to characterize the pre-hydrolytic state, we first investigated DnaB and BmrA in the
presence of AMPPNP, AMPPCP, and ATP-γ-S. It however appeared that ATP-γ-S was completely
hydrolysed during the rotor filling by BmrA (one hour of filling) and DnaB (overnight filling),
as monitored by 31P solid-state NMR experiments (see Figure S1), and was thus of no further use.
We therefore focused on AMPPNP and AMPPCP. Since a major function of the DnaB helicase is to bind
to DNA, protein samples were also prepared with the ATP analogue and single-stranded DNA (here a
DNA-fragment of 20 thymidine nucleotides abbreviated as (dT)20). The presence of three signals in the
1D CP 31P NMR spectrum (Figure 4A, left panel) indicates binding of the triphosphate AMPPCP to
DnaB. However, the resonances of the phosphorus α and β are rather broad. This broadening might
indicate inhomogeneities in the binding site in the environment of the ligand, or chemical-exchange
broadening effects. In contrast, in the presence of DNA and AMPPCP, the 31P resonances in the 1D CP
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31P spectrum are very sharp (Figure 4B, left panel). This indicates that the DnaB:DNA complex fixes
AMPPCP with high homogeneity.

 

 

Figure 4. Pre-hydrolytic states using the systems DnaB and BmrA. 31P one dimensional spectrum
cross-polarization (1D CP) spectrum (left panel) and the alanine region of 13C-13C-DARR spectra overlay
(right panel) of DnaB (blue) and DnaB:AMPPCP (red) (A), DnaB:DNA (blue) and DnaB:DNA:AMPPCP
(red) (B), DnaB (blue) and DnaB:AMPPNP (red) (C), DnaB:DNA (blue) and DnaB:DNA:AMPPNP (red)
(D). 31P 1D CP spectrum (left panel), 31P 1D spectrum (middle panel) spectrum and overlay of the alanine
region of 13C-13C-DARR spectra (right panel) of BmrA:AMPPCP (red) and BmrA (blue) (E). Red stars
indicate hydrolysis products of AMPPCP. 31P 1D CP spectrum of BmrA:AMPPNP (F). Spectra in (A)
and (B) were adapted from Wiegand et al. 2019 [82] (http://creativecommons.org/licenses/by/4.0/.),
spectra (C) and (D) were adapted with permission from Wiegand et al. 2016 [38]. Panels (E) and (F) on
BmrA represent original data; Red stars (*) indicate hydrolysis products of AMPPCP.

The 2D 13C-13C DARR experiments recorded on DnaB:AMPPCP show not only chemical-shift
perturbations when compared to the apo protein, but also dynamic changes, as can be seen in the
extract of the alanine region (Figure 4A, right panel) by the disappearance of resonances, which could
be assigned to the N-terminal domain [82], which is important for binding the DnaG primase within the
primosome. As illustrated by the equivalent 2D 13C-13C DARR experiment on the DNA-bound DnaB
(Figure 4B, right panel), the binding of AMPPCP induces stronger CSPs due to larger conformational
changes of the protein, but no dynamic effects of the N-terminal domain were observed.

In principle, AMPPNP and AMPPCP should have a similar effect on DnaB, as both should induce
the pre-hydrolytic state. However, it is clear from the NMR spectra that the effects of these two analogues
are very different. First, as highlighted by the 1D CP 31P spectrum (Figure 4C, left panel), the presence
of multiple resonances from the phosphate groups of AMPPNP indicates several structurally slightly
different bound AMPPNP molecules. Interestingly, the 2D 13C-13C DARR spectrum reveals that the
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disappearance of the N-terminal domain resonances upon binding of AMPPCP is not observed in case
of AMPPNP (Figure 4C, right panel). Also, we had observed that in presence of DNA, all AMPPNP is
hydrolysed by the helicase [38]. Consequently, as shown by Figure 4D right panel, no AMPPNP is
bound to the protein when DNA binds to the helicase, and the 2D 13C-13C DARR spectrum of DnaB in
the presence of AMPPNP looks highly similar to DnaB without the analogue, which is not detected in
the 31P spectra either (Figure 4D left panel).

BmrA also binds AMPPCP, as shown by the 1D CP 31P spectrum (Figure 4E, left panel). However,
the rate of AMPPCP hydrolysis is much higher, compared to DnaB, and degradation products of
AMPPCP can be observed already four hours after the rotor filling in the supernatant of the NMR
rotor, as shown in Figure 4E right panel (see red stars in the Figure). We recorded a 2D 13C-13C DARR
experiment of BmrA:AMPPCP (two days of acquisition), and the spectrum is virtually the same as the
one of BmrA in the apo state. Possibly, AMPPCP has been rapidly hydrolysed, and an insufficient
amount of AMPPCP only remained bound on BmrA. Similar to AMPPCP, AMPPNP binds to BmrA
(Figure 4F), but was also rapidly hydrolysed (data not shown). The analysis of 31P NMR spectra for
protein samples containing lipids or DNA is more difficult due to the overlap between the 31P γ- and
β-phosphate signals from AMPPNP and those from lipid/DNA.

To overcome the hydrolysis problem with BmrA and to obtain a snapshot of the protein in its
pre-hydrolytic state, we used an alternative approach, which is based on using mutant forms of the
protein, which do bind ATP, but do not hydrolyse it. For this, catalytic residue/s can be mutated in
order to make the protein inactive; still, one must take care that the protein retains its native fold.
For BmrA, and also for other ABC transporters, it was shown that the mutation of the catalytic glutamate
(E504 in BmrA) does not significantly affect the conformational change occurring upon nucleotide
binding [23,99]. In contrast, the protein cannot achieve the pre-hydrolytic conformation when the
nucleotide-binding Lys residue of the Walker A motif is mutated, here K380A [23,99]. We incubated the
mutant E504A with ATP, and then sedimented it for analysis in the solid-state NMR rotor. While E504A
is not completely inactive, it displays a very low ATPase activity (but still even crystals were obtained
recently, PDB accession code 6R72, and a cryo-EM based structure was reported, PDB accession code
6R81) when compared to K380A, used as a fully inactive control (Figure 5A). After 40 h, only 50%
of ATP is consumed, which allowed for the acquisition of 1D and 2D solid-state NMR experiments.
The resulting 1D 31P CP spectrum displays three narrow peaks corresponding to the three phosphate
groups from the ATP bound to the protein (Figure 5B). The 2D 13C-13C DARR spectrum displays CSPs
and peaks appearing, both induced by the conformational and dynamic changes in the protein as a
consequence of ATP binding (Figure 5C) [92].

 

γ β

 

Δ ○
Figure 5. Pre-hydrolytic states using the system BmrA-E504A (catalytically inhibited). Percentage of
ADP (∆) and ATP (#) in the presence of the mutant BmrA-E504A (symbol filled in blue) or of the mutant,
which does not bind the nucleotide, BmrA-K380A (symbol filled in green). BmrA-K380A was chosen
as a negative control in order to exclude the possibility of an ATPase contaminant in the sample (A).
31P 1D CP spectrum of BmrA-E504A:ATP (B). The overly of the alanine region of 13C-13C-DARR spectra of
BmrA-E504A (blue) and BmrA-E504A:ATP (red) (C). Results in panels (A) and (B) are original, and spectra
in (C) were adapted from Lacabanne et al. 2019 [92] (http://creativecommons.org/licenses/by/4.0/.).
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To summarize, our data show that analysis of the pre-hydrolytic state is difficult both for DnaB
and BmrA, since first the corresponding ATP mimics do not behave in a homogenous manner, i.e.,
analogues which should yield similar states lead to different NMR spectra, and second, most popular
analogues are actually hydrolysed by the helicase in presence of DNA, as well as by the ABC transporter.

With respect to the first point, the intriguing observation that the AMPPCP- and AMPPNP-induced
pre-hydrolytic states show conformational differences might be linked to the proposition that one
can further differentiate each pre-hydrolytic mimic, as discussed by Ogawa et al., and assign the
different mimics to specific steps therein: ATP-γ-S for the initial pre-hydrolysis state, AMPPCP for
the pre-isomerization state, ADP:BeFx for the middle pre-hydrolysis state and AMPPNP for the late
pre-hydrolysis state [107]. It is difficult to establish a similar statement for DnaB, as one can also
explain these differences by the fact that these analogues can behave differently from ATP in terms of
their chemical properties: as examples for AMPPNP the oxygen, a hydrogen bond acceptor, is replaced
by an NH2 group, a possible hydrogen bond donor; AMPPCP has one oxygen atom less than ATP.

With respect to the second point, in the DnaB-DNA complex, only AMPPCP resisted to hydrolysis,
and was the best choice to study DnaB and its DNA complex. It was however, rapidly hydrolysed in
BmrA, which might be caused by the very high ATPase activity of BmrA, which is with an activity
of 6.5 µmol·min−1·mg−1 one of the most active ABC transporters (one to three orders of magnitude
higher than typical ABC transporters) [108]. Amongst AMPPNP and ATP-γ-S, which are the most used
pre-hydrolytic state analogues for ABC transporters and helicases (see Figure 3B), neither proved useful
here. Alternative strategies using mutant forms were successful to analyse a pre-hydrolytic mimic of the
protein and presents a valuable alternative when ATP analogues fail to mimic the pre-hydrolysis states.

4.2. The Transition-State Analogues ATP/ADP:Vi and Aluminium Fluorides (ADP:AlFx)

In order to investigate the transition states of BmrA and DnaB, we used the solid-state NMR
techniques already described above, and also complemented them by EPR (Figure 1). The conformation
of DnaB in the presence of ADP:Vi was compared with DnaB apo (Figure 6A) and DnaB in the presence
of ADP only (Figure 6B). We also studied the protein with ADP and DNA, in the presence or absence
of vanadate (Figure 6C).

The 13C-13C 2D DARR spectra of DnaB apo and DnaB:ADP:Vi display a few shifting resonances
upon binding of the nucleotide (Figure 6A). However, the comparison of DnaB:ADP with and without
vanadate shows that the NMR fingerprints of both samples are actually highly similar (Figure 6B),
indicating that vanadate did not bind to the NBD and did not induce significant conformational
changes. In contrast, when DNA is added to both samples, the NMR spectra of DnaB:ADP:Vi+DNA
are different from the ones in the absence of DNA (DnaB:ADP:Vi and DnaB:ADP), with significant
CSPs, but the most obvious CSPs are observed for the complex DnaB:ADP:DNA (Figure 6C, left panel).
Since these two samples behave differently, a 31P NMR spectrum was recorded to probe the bound
ATP-mimics. The 1D 31P-CP spectrum of DnaB:ADP:DNA displays two phosphorus peaks assigned
to DNA (two DNA nucleotides bind to one DnaB monomer leading to two different phosphate
binding environments [82]), and four peaks which can be assigned to bound ADP [88] (Figure 6C,
right panel). Pα and Pβ correspond to the DnaB:ADP complex in the absence of DNA, and Pα’ and
Pβ’ to the DnaB:ADP:DNA complex, indicating an insufficient DNA concentration to saturate the
protein completely with DNA. However, the 1D 31P-CP spectrum of DnaB:ADP:Vi:DNA (Figure 6C,
right panel) shows only one population of ADP, with 31P chemical-shift values similar to the DnaB:ADP
complex, and a reduced intensity of the peaks assigned to the DNA. One can conclude from these
spectra that the presence of vanadate actually inhibits the binding of DNA to DnaB.
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Figure 6. Comparison of the effect of vanadate on BmrA and DnaB. Alanine region from 13C-13C-
DARR spectra of DnaB:ADP:Vi overlaid with DnaB apo (A), DnaB:ADP (B). Alanine region from
13C-13C-DARR (C, left panel) and 1D 31P-CP (C, right panel) spectra of DnaB:ADP:Vi;DNA overlaid
with DnaB:ADP:DNA. Alanine region from 13C-13C-DARR spectra of BmrA:ADP:Vi overlaid with BmrA
apo (D), BmrA-E504A:ATP (E) and BmrA:ADP (left panel) complemented with the 1D 31P spectrum
(F, right panel). The resonance peak from the lipids (0 ppm) was cut, the separation between the two spectra
is indicated by a dashed line. The blue spectrum in (A) was adapted from Wiegand et al. 2019 and spectra
(D) and (E) were adapted from Lacabanne et al. 2019 [82,92] (http://creativecommons.org/licenses/by/4.0/.).
The red spectra in (A) and (C), as well as the spectra in (F) are original data.

For the ABC transporter BmrA, one must say beforehand that conformational changes are not
observed in BmrA upon incubating with vanadate and ADP. The protein requires vanadate and ATP
instead of ADP, since ATP hydrolysis is required to induce the conformational changes. The inorganic
phosphate is then exchanged by a vanadate anion, and Vi and ADP remain bound. The comparison
between the 13C-13C DARR spectra of BmrA apo and BmrA:ATP:Vi shows both CSPs and new
appearing peaks (Figure 6D). The presence of additional signals appearing in the protein spectra is
indicative of a decrease of the flexibility of the corresponding protein residues [92]. When compared to
the pre-hydrolytic state (obtained with BmrA-E504A:ATP), the new peaks appearing in the spectra
overlay to a large extent (Figure 6E), indicating that these residues show a similar conformation.
Some differences with respect to the pre-hydrolytic state can be observed, which can be associated
to the addition of vanadate. To highlight the effect of vanadate, the spectrum of BmrA:ADP:Vi
was compared to BmrA:ADP only (Figure 6F). This revealed the presence of new peaks, but only
minor CSPs. The appearing peaks can serve as the fingerprint pattern that allows to distinguish the
pre-hydrolytic and transition states, while the CSPs serve as the fingerprint pattern reflecting the kind
of nucleotide bound.

A 1D 31P-CP NMR experiment can yield complementary information about the bound ATP-mimics
(Figure 6F, right panel). The 31P spectrum of BmrA:ADP shows the presence of two populations of
ADP (labeled Pα, Pβ and Pα’, Pβ’), and the presence of vanadate induces 31P chemical-shift changes
for BmrA which were not observed for DnaB [12]. In case of BmrA:ADP:Vi, two populations of Pβ can
be clearly distinguished and also for Pα, but less significantly (Pβ of ADP with vanadate has a different
chemical shift than Pβ of ADP without vanadate). It is known that the trapping of one nucleotide
during the transition state (in presence of vanadate) is possible while the second nucleotide can be
poorly bound. This property has been observed for several ABC transporters (p-gp [109]; BmrA [99];
LmrA [110]; Maltose transporter [53]) suggesting an asymmetry of the NBDs [111].
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In order to gain additional insight into whether vanadate binding occurred or not, we performed
EDNMR experiments. This approach can be used to detect the 51V nucleus (I = 7/2) in proteins in
which the Mg2+ has been replaced by the EPR-active Mn2+ metal ion [16,112] in the nucleotide-binding
sites, as sketched in Figure 1. The experiment detects the hyperfine couplings of the unpaired electrons
of Mn2+ to the nuclei in the vicinity. We applied this both to the ABC transporter and the DnaB helicase.
One should mention that it was shown by biochemical investigations for both proteins that upon
substitution of Mg2+ by Mn2+, their biological function is maintained [86,113]. Figure 7 shows the
resulting EDNMR spectrum for the BmrA:ADP:Vi complex (shown in red) with an intense resonance
for 51V (for the echo-detected field-swept EPR spectra see Figure S2). In the absence of protein in the
sample (black line) the spectrum only shows a 51V peak with very low intensity assigned to vanadate
in solution. Unresolved couplings to 23Na would appear at very similar frequencies. We thus conclude
that vanadate binds to the NBD in the case of BmrA.

For DnaB, no 51V peak can be observed in the EDNMR spectrum, indicating that no vanadate
is found in the vicinity of Mn2+ (Figure 7B). The EDNMR spectrum indeed shows the same profile
for DnaB in the presence of nucleotide with vanadate (red line) and without (black line). We can
thus exclude the presence of vanadate in the NBD of the protein. However, as shown previously in
Figure 6B, some spectral differences (mainly appearing peaks upon ADP:Vi incubation) can be noticed
when DnaB:ADP:Vi was compared to DnaB:ADP. In other words, these experiments do not allow to
exclude that vanadate might bind at another location than in the NBD.

We thus used a complementary experiment which can directly detect 51V using solid-state NMR.
51V has been intensively studied by solid-state NMR due to its rather small nuclear quadrupole
moment and its high sensitivity [114–116]. Vanadate has also been studied in biological systems
using solution-state NMR [117,118] and solid-state NMR [119]. Figure 7C shows the 51V MAS
spectrum of DnaB:ADP:Vi recorded at two different MAS spinning frequencies of 17 and 19 kHz.
By measuring at two different MAS frequencies, the central transition (|−1/2> ↔ |+1/2>, to first
order free from quadrupole interaction, can be distinguished from the spinning-sideband positions
resulting from first-order quadrupolar interaction (a superposition of the remaining single-quantum
transitions, marked by asterisks). The presence of the first order quadrupolar coupling sideband pattern
already points to immobilized 51V species. We can distinguish two resonances at around −600 ppm
(−604 ppm and −618 ppm) and two further vanadate species bound to DnaB at −533 and −681 ppm
(Figure 7C). To assign those resonances, a spectrum of the not immobilized (the supernatant) 51V
was recorded and assigned (Figure 7D). The resonances of the 51V MAS spectrum can be assigned by
comparison with the solution-state spectrum of the supernatant as follows: VO4

3− (V1), V2O7
4− (V2),

V4O12
4− (V4) and V5O15

5− (V5) [120,121]. We can exclude that the peaks corresponding to the
immobilized phase peaks result from the precipitation of vanadate, since with an initial orthovanadate
concentration of 5 mM (0.92 g L−1) at pH 6, we are two orders of magnitude below the solubility
limit. The detected signal thus must stem from DnaB-bound vanadate, which might be related to the
observation that addition of vanadate interferes with DNA binding to DnaB (Figure 6C).

To sum up, vanadate is a reasonable ATP-transition-state mimic for the ABC transporter BmrA.
The transporter is trapped, most likely in its outward-facing state, when binding ADP:Vi. The transition
state is characterized by a characteristic fingerprint in the NMR 13C-13C DARR spectrum, and vanadate
is indeed present in the vicinity of the metal ion. In contrast, ADP:Vi is not a suitable ATP-transition-state
mimic for the helicase DnaB. Indeed, solid-state NMR and EPR experiments reveal that vanadate does
not bind to the NBD together with the nucleotide. Instead, vanadate is bound elsewhere to DnaB,
most likely in an unspecific manner. ADP:Vi strongly inhibits binding of DNA, suggesting that they
share the same binding site on DnaB, and that vanadate outcompetes DNA.
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Figure 7. Localisation of the vanadate ion using NMR and EPR experiments. Background corrected
94 GHz EDNMR spectra of BmrA (A) and DnaB (B) incubated with Mn2+ and ADP, with and without
vanadate. For 31P, a doublet due to the hyperfine coupling to 31P is observed (~4 MHz), as well as a
singlet not assigned so far [122]. 51V spectra of DnaB:ADPMg:DNA:Vi recorded at a MAS frequency of
17 and 19 kHz (C). 51V spectra of DnaB:ADPMg:DNA:Vi overlaid with the solution-state spectrum of
ADPMg:Vi (D). Central transitions are indicated with dashed lines whereas spinning sidebands are
indicated with a black star. All panels represent original data.

4.3. Aluminium Fluorides (AlFx) as Transition-State Mimic

AlFx is the most frequently used transition-state analogue (Figure 2A), although the pH-dependence
of its formation imposes certain limitations to it. At pH ≥ 5 (depending also on the concentration and
the anions in the solution), Al3+ starts to form an aluminium hydroxide complex, Al(OH)3, which is
insoluble. However, the presence of an excess of fluoride shifts the pH upon which Al(OH)3 formation
occurs to a higher value. We calculated the concentrations of the different species of aluminium under
the conditions used (6 mM of AlCl3 and 30 mM NH4F) as a function of the pH-value (Figure 8). In our
case, the formation of Al(OH)3 starts at pH 7, and almost all Al3+ precipitates as Al(OH)3 at pH ≥ 8.
The amount of formed AlFX is thus not sufficient to induce the protein:AlFx complex formation.
At the same time, fluorides present in the solution can form a complex with Mg2+ generating the
transition-state analogue MgF3

−. This effect was followed and confirmed by 19F NMR for the conversion
of a protein:ADP:AlF4

− complex to a protein:ADP:MgF3
− complex by increasing the pH [56]. Moreover,

as pointed out above, MgF3
− and AlF3 are structurally very similar and some structures comprising

AlF3 as transition state mimic are in reality MgF3
− because they were obtained at pH ≥ 8 [56–58].

For DnaB, the DnaB:ADP:AlFx complex can easily be prepared at a pH of 6, since the protein is stable
at this pH value. In the presence of the transition-state analogue, the 1D CP 31P spectrum displays two
very narrow resonances assigned to the Pα and Pβ of ADP in complex with AlFx (Figure 9A, left panel).
Note a minor amount of DnaB:ADP in the sample. The 2D 13C-13C DARR spectrum of DnaB:ADP:AlFx

displays strong CSPs attributed to conformational changes of the protein (Figure 9A, right panel). While
we noticed that the use of vanadate inhibits the binding of DNA, DNA clearly binds to DnaB in the
presence of AlFx, as shown by Figure 9B, left panel. Fluorescence anisotropy measurements revealed
that the affinity for DNA-binding is even the highest in the presence of ADP:AlFx compared to the other
ATP-mimics used [82]. The 2D 13C-13C DARR spectrum of the sample in presence of DNA reveals that
several peaks, which belong to the N-terminal domain, are again missing, indicating a change in the
dynamics of the protein, as was already observed for DnaB:AMPPCP without DNA.

The case of BmrA is more complex, since the optimal pH for sample preparation lies at 8.
For optimal use of AlFx, the pH would need to be lowered, but we observed this to result in poor
(e.g., strongly broadened) spectra. Nevertheless, we explored this further, and in order to test the pH
dependency, BmrA, in the presence of ATP, was incubated with 6 mM of AlCl3 and 30 mM NH4F at pH
8, 7.5 and 7, and a 1D CP 31P NMR was recorded for all three conditions (Figure 9C, left panel). The 1D
CP 31P NMR spectrum at pH 8 shows that ATP/ADP is abundantly co-precipitated with Al(OH)3

which makes the 1D spectrum difficult to analyse due to a broad and rather unstructured resonance of
this amorphous species (Figure 9C, left panel). As expected, the fraction of ATP/ADP co-precipitated

193



Molecules 2020, 25, 5268

with Al(OH)3 decreases with decreasing pH-values. While at pH 7 the precipitation of Al(OH)3 is still
visible in the 31P NMR spectrum, one can compare it to BmrA:ADP:Vi, which shows that both spectra
overlay with only few minor differences (Figure 9D, right panel). This indicates that the conformation
is highly similar to the one observed with vanadate. A 2D 13C-13C DARR spectrum recorded on the
pH 7 sample (Figure 9C, right panel) confirms this, as the resonances largely superimpose.
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Figure 8. The different species of AlFx at different pH. The diagram was generated using ChemEQL [123],
which calculates chemical speciation and equilibria. Concentrations used were 6 mM AlCl3 and
30 mM NH4F.
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Figure 9. Comparison of the metal fluoride AlFx on the systems BmrA and DnaB. 1D CP of
BmrA:ADP:AlFx at different pH (A, right panel) and 13C-13C-DARR spectra of the alanine region
of BmrA:ADP:AlFx

- (green) and BmrA (A, left panel, blue). 31P 1D CP spectra of BmrA:ADP:AlFx

at pH 7 overlaid with BmrA:ADP:Vi (B, right panel) and 13C-13C-DARR spectra of the alanine
region of BmrA:ADP:AlFx and BmrA:ADP:Vi (B, left panel). 31P 1D CP spectrum (left panel) and
13C-13C-DARR the alanine region spectra overlay (right panel) of DnaB and DnaB:ADP:AlFx (C),
DnaB:DNA and DnaB:DNA:ADP:AlFx (D). Spectra (A) and (B) were adapted from Wiegand et al.
2019 [82] (http://creativecommons.org/licenses/by/4.0/.). Panels (C) and (D) present original data.

To summarize, the use of AlFx as a transition analogue heavily depends on the optimal pH value
of the protein. Indeed, biological systems are principally studied at pH 5–9, and it is important to take
into account the formation and precipitation of Al(OH)3 at pH ≥ 7 under our conditions. The spectra of
BmrA at pH ≥ 7 well illustrate the consequences of the use of AlFx in alkaline conditions. The protein
actually adopts a similar conformation as in the presence of vanadate, but high amounts of amorphous
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species are detected. In contrast, DnaB at pH 6 shows high affinity to AlFx which induces substantial
conformational changes; and also DNA binding is not affected.

4.4. The Post-Hydrolytic State Induced by ADP

The last state in the ATP hydrolysis cycle is the post-hydrolytic state, where ADP is still bound to
the protein and the inorganic phosphate (previously γ-phosphate) is released from the binding pocket.
This state is well mimicked by the addition of ADP. We used the 31P and 13C experiments described
above to characterize BmrA and DnaB in the presence of ADP.

The 31P CP spectrum for DnaB:ADP is shown in Figure 10A (left panel). The spectrum displays
two sharp peaks, which indicates a good homogeneity of the sample. The overlay of the 2D DARR
spectra DnaB:ADP and DnaB apo (Figure 10A, right panel) reveals CSPs and also the disappearance
of N-terminal domain peaks, indicating conformational changes and an increase in the dynamics of
the protein.
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Figure 10. Generation of the post-hydrolytic state using ADP. (A) 31P 1D CP spectrum (left panel) and
13C-13C-DARR the alanine region spectra overlay (right panel) of DnaB:ADP/DnaB apo; (B) 31P 1D
CP spectrum (left panel) and 13C-13C-DARR the alanine region spectra overlay (right panel) of
BmrA:ADP/BmrA. Spectra (A) were adapted from Wiegand et al. 2019 [82] (http://creativecommons.
org/licenses/by/4.0/.), and spectra in panel (B) are original data.

In contrast, the conformational changes of the ABC transporter BmrA are minor between the
presence and absence of ADP. First of all, the 31P CP spectrum shows the presence of two populations
of ADP as identified by peak doubling, labeled Pα, Pβ, and Pα’, Pβ’ (Figure 10B, left panel). These two
populations are the result of two different binding modes of ADP to the protein. However, since the
intensity of the Pα’, Pβ’ peaks is 50% lower than Pβ, Pα, there is less Pα’, Pβ’ bound to the protein
than Pβ, Pα. This is reminiscent to the pattern that was observed with vanadate (Figure 6F).
Unspecific binding of ADP to the protein can explain this observation. Secondly, the overlay of the
2D DARR spectra of BmrA:ADP and BmrA apo displays few CSPs compared to what we observed
in the presence of other ATP analogues. In contrast to DnaB, the binding of ADP does not induce
large conformational or dynamics changes in the protein, and binding of ADP to BmrA seems to be
very weak.

4.5. Structural Considerations

It seems worthy to compare the NMR data with structural information as available for proteins
that are closely related to DnaB of Helicobacter pylori and BmrA of Bacillus subtilis, respectively.

BmrA and its structural counterpart. The most suited for comparison appears to be the set of structures
that shows the maltose ABC-transporter of E. coli (MBP-MalFGK2) in the outward-facing conformation,
with two interacting NBDs and in the presence of AMPPNP (PDB 3RLF), ADP:BeF3 (PDB 3PUX),
ADP:Vi (PDB 3PUV), and ADP:AlF4

- (PDB 3PUW) [64]. The collection of these different structures shapes
the view of the transport cycle [122]. Chen and Oldham noticed that, despite the different ATP-analogues
used, all residues within the NBD are essentially superimposable. However, structural differences between
the pre-hydrolytic state (AMPPNP) and the transition state (ADP:Vi and ADP:AlF4

−) are (i) the distance
between the γ-phosphate or the mimicked γ-phosphate by the analogues and the bridging oxygen of
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the β-phosphate and (ii) the presence of a water molecule, essential for the ATP hydrolysis, only in the
transition state. Although the transmembrane part of the maltose transporter essentially differs from
that of BmrA, the NBD homodimers of the two proteins are relatively similar (RMSD of 1.7 Å from
the alignment of MBP-MalFGK2:AMPPNP, PDB 3RLF, with BmrAE504A:ATP, PDB 6R72). The two
NBDs differ mainly in their ATPase activity. The ATPase activity of MBP-MalFGK2 is one order
of magnitude lower than BmrA [124]. For BmrA, a major conformational transition between the
open (inward-facing) and closed (outward-facing) conformation was for example experimentally
demonstrated by hydrogen/deuterium exchange (HDX) coupled to mass spectrometry [125] and NMR
spectroscopy [92]. It is believed that the protein adopts the closed conformation, with interacting NBDs,
upon substrate binding. Generally, in membrane transporters, the energies of their sub-conformations
should be close to each other and should essentially depend on the protein environment. The NMR
spectra of BmrA in the presence of ADP:Vi and ADP:AlF4

− might be taken as reporters of the enzyme
transition state; in the presence of AlF4

−, the crystal structure of the maltose transporter shows a
classical picture with the catalytic water molecule in the apical attack position (Figure 11A). Even in
the presence of AlF4

-, the 31P 1D CP spectra give two signals for the α- and β-phosphates (Figure 9D),
respectively, which points to a certain nonequivalence of the two substrate-binding sites in the two
similar NBDs. This finding might indicate that the two catalytic sites operate not simultaneously
but sequentially.

DnaB of Helicobacter pylori and its structural counterparts. The conformation of DnaB, as could
be judged from the 2D 13C-13C DARR spectra, essentially depends on the nature of the analogue
used, which matches the great structural variability reported for DnaB from other bacteria and their
viral homologues [126–132]. Depending on the presence of substrate analogues and their nature,
the SF4 helicase subunits can either form rings of distinct shapes [126–130] or arrange themselves as
a hexameric ladder along a DNA strand [131,132]. The latter type of the structure was reported for
DnaB from Bacillus stearothermophilus (currently Geobacillus stearothermophilus), which was crystalized,
in the presence of a DNA strand, with GDP:AlF4

− in five of its six catalytic sites [131] (see Figure 11B).
In this structure, each monomer of DnaB interacts in a similar way with two nucleotides of DNA;
together, the subunits make a kind of a spiral ladder. It is noteworthy, that the position of AlF4

− in
the structure of Geobacillus stearothermophilus DnaB (Figure 11B) differs from that in other P-loop fold
NTPases. No catalytic water molecule is present apically to the plane of AlF4

− (see Figure 11A as a
typical example), and the position of the AlF4

− moiety does not correspond to that of the γ-phosphate
group (see Figure 11C,F). Interestingly, the NMR data on DnaB from Helicobacter pylori discussed
herein point to a full occupation of all six NBDs and a rather high symmetry in the oligomer [82] as
it potentially could be achieved by more flat conformations of the helicase hexamer, as reported for
several DnaB proteins, including the one from Geobacillus stearothermophilus, which were crystallized in
the absence of AlF4

− [127,128]. Whether the physiological shape of the DnaB ring is flat or spiral has to
be established yet.

Figure 11D,E show the structures of the NBD of the ABC transporter MBP-MalFGK2 (Figure 11D)
and the gene 4 helicase from bacteriophage T (Figure 11E) complexed with the pre-hydrolytic ATP
analogue AMPPNP. The overlay of the structures (Figure 11F) shows a similar conformation of the
bound phosphate chain of the ATP mimic. Although quite similar enzymes seem to bind ATP mimics
in a similar way, they might behave differently to the huge number of ATP analogues available and
solid-state NMR seems to be the method-of-choice to address such different behaviors.
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Figure 11. Structural comparison of nucleotide-binding sites in SF4 helicases and ABC-transporters.
Different protein subunits are colored in different shades of the same color. Mg2+ or Ca2+ ions
are shown as green spheres; water molecules are shown as red spheres; hydrogen bonds and
metal interactions involving α- and β-phosphates are shown as cyan dashes, interactions with
γ-phosphate or its fluoroaluminate complex mimic shown as magenta dashes. Nucleotide analogue,
P-loop motif residues and activating residues (Arg residue or LSGGQ motif) are shown as thick sticks,
other interacting amino acid residues are shown as thin sticks. Enzymes complexed with NDP:AlF4

−

(A–C). Maltose/maltodextrin import ATP-binding protein MalK from Escherichia coli K-12 (PDB ID
3PUW, chain B) (A), Replicative helicase DnaB from Geobacillus stearothermophilus (PDB ID 4ESV,
chain E) (B), Structures 4ESV and 3PUW superimposed by phosphate chain and ribose atoms of
NDP moieties (C); Enzymes complexed with the slowly hydrolyzable ATP analogue AMPPNP (D–F).
Maltose/maltodextrin import ATP-binding protein MalK from Escherichia coli K-12, (PDB ID 3RLF,
chain A) (D), Gene 4 Ring Helicase from Escherichia phage T7 (PDB ID 1E0J, chain A) (E), Structures 1E0J
and 3RLF superimposed by phosphate chain (F).

5. Conclusions

We herein reviewed magnetic-resonance approaches (in combination with additional data) to
provide information at the atomic level on the binding of mimics of the different ATP forms present
during the hydrolysis cycle. We investigated this for two ATP-fuelled proteins, an ABC transporter
and a DNA helicase (Table 2), both driven by an ATPase motor domain. We showed that the ATP
analogues mainly used for structural studies for such systems, AMPPNP and ATP-γ-S, are not suitable
for the systems studied here, since both are hydrolysed by the proteins. Furthermore, we show that
analogues which should induce the same state in the hydrolysis cycle can fail to do so, since they result
in different conformations. We also discuss that some analogues can interfere with protein function,
such as DNA binding for DnaB. NMR, and also EPR, are sensitive tools to assess the impact of different
analogues for a given protein, a need that arises through the observation that they can have widely
differing effects on different proteins. NMR spectroscopy could be of help in tracing minor differences
both in the overall protein conformation and in the state of the phosphate groups. Here we showed
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that solid-state NMR enabled revealing notable differences in the structural properties of closely related
P-loop fold NTPases, namely the SF4 DnaB helicase and BmrA ABC-transporter, which both belong to
the same division of ASCE-NTPases.

Table 2. Summary of the ATP analogue efficiencies for the two protein systems BmrA and DnaB.
++ indicates high efficiency, +moderate efficiency, - low efficiency and – not efficient.

Analogue State Being Mimicked Suitability
Comments

DnaB BmrA

AMPPNP Pre-hydrolytic - – Hydrolysed by DnaB in the presence of DNA
Hydrolysed by BmrA

AMPPCP Pre-hydrolytic ++ – Rigidifies DnaB in the presence of DNA
Hydrolysis observed

ATP-γ-S Pre-hydrolytic – – Hydrolysed by BmrA and DnaB

Vi Transition-state – ++
Inhibits the DNA binding in DnaB

Provides the transition state for BmrA

AlFx Transition-state ++ +
Provides the transition state for DnaB and BmrA

Starts to precipitate at pH ≥7
ADP Post-hydrolytic ++ ++ Provides the post-hydrolysis state in both systems
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Abstract: The TRIOBP (TRIO and F-actin Binding Protein) gene encodes multiple proteins,
which together play crucial roles in modulating the assembly of the actin cytoskeleton. Splicing of the
TRIOBP gene is complex, with the two most studied TRIOBP protein isoforms sharing no overlapping
amino acid sequence with each other. TRIOBP-1 (also known as TARA or TAP68) is a mainly structured
protein that is ubiquitously expressed and binds to F-actin, preventing its depolymerization. It has
been shown to be important for many processes including in the cell cycle, adhesion junctions,
and neuronal differentiation. TRIOBP-1 has been implicated in schizophrenia through the formation
of protein aggregates in the brain. In contrast, TRIOBP-4 is an entirely disordered protein with
a highly specialized expression pattern. It is known to be crucial for the bundling of actin in the
stereocilia of the inner ear, with mutations in it causing severe or profound hearing loss. Both of
these isoforms are implicated in cancer. Additional longer isoforms of TRIOBP exist, which overlap
with both TRIOBP-1 and 4. These appear to participate in the functions of both shorter isoforms,
while also possessing unique functions in the inner ear. In this review, the structures and functions of
all of these isoforms are discussed, with a view to understanding how they operate, both alone and in
combination, to modulate actin and their consequences for human illness.

Keywords: TRIOBP; cancer; deafness; hearing loss; mental illness; schizophrenia; actin; cytoskeleton;
disordered structure; protein aggregation

1. Introduction

Actin filaments are one of the key elements of the cytoskeleton, and are vital for processes including
cellular motility, neuronal differentiation, and cell–cell junctions. The core of these are composed of
filamentous F-actin. These are formed by the polymerization of globular units of G-actin, and fibers
can in turn depolymerize back to G-actin again [1]. The correct regulation of this key molecular process
therefore impacts upon a wide array of cellular functions, and incorrect regulation is associated with
various diseases [2]. Among the regulators of actin discovered in the last few decades are the proteins
encoded by the TRIO and F-actin Binding Protein (TRIOBP) locus [3]. The TRIOBP gene is subject to
complicated alternative splicing (Figure 1a). Multiple long splice variants exist [4,5], of which the
longest is TRIOBP-6, although the slightly shorter TRIOBP-5 is more often studied. The majority of
published work into TRIOBP proteins, however, has instead focused on the products of two shorter
transcripts. Of these, TRIOBP-1 is transcribed from the 3′ end of the TRIOBP gene and encodes a
largely structured protein [3] with a ubiquitous expression pattern [4,5]. In contrast, TRIOBP-4 is
transcribed from the 5′ end of the gene and encodes a structurally disordered protein, expressed
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predominantly in the inner ear and retina [4]. The TRIOBP-1 and TRIOBP-4 proteins share no common
amino acid sequence, however, both share most or all of their primary structure with the longer variants
(Figure 1b).

a
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Most conserved or 
strongest stucture prediction

TRIOBP-4
(1144 AA)

TRIOBP-1
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(2365 AA)R1 R2 PH Central CT

b

10kb

TRIOBP-6

TRIOBP-5

TRIOBP-4
TRIOBP-1
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Figure 1. (a) Scale schematic of the alternative splicing of TRIOBP in humans. Exons (vertical bars) on
the four most studied isoforms are shown, with introns represented by horizontal lines. Blue exons
are entirely or mainly coding, black exons are entirely or mainly non-coding. Exon numbering is
according to Park et al. [6]. (b) Scale schematic of the human TRIOBP-1, 4, 5, and 6 proteins with
structural regions highlighted: R1, R2: First and second repeat domains, PH: Pleckstrin homology
domain, Central: Central coiled coil domain, CT: C-terminal coiled coil domain. The number of
amino acids (AA) in humans is also indicated. (c) The level of conservation of each section of the
TRIOBP-6 amongst mammalian orthologues and predictions of three forms of secondary structure:
disordered/unstructured protein, α-helix, and β-sheet. These are displayed as heat maps to scale with
the schematic in part (b). Conservation determined using AL2CO [7], based on amino acid sequences
of TRIOBP-6 (or similar splice variants) from 57 different mammalian genera. These were identified
using BLAST (reference sequence human: TRIOBP-6, NP_001034230.1), aligned with CLUSTAL Omega
1.2.4 [8] and the alignment was then manually curated. Secondary structure predictions were made
using PSIPDRED 4.0 and DISOPRED3 [9–11] with protein analyzed in three overlapping sections. All
results were averaged over an 11 amino acid sliding window for clarity. The N-terminal 61 amino
acids of TRIOBP-1 from exon 11a that are not present in TRIOBP-6 were not evaluated here, but were
previously predicted to be disordered with comparatively poor conservation [12].

2. TRIOBP-1: A Structured Protein Implicated in Mental Illness and Cancer

2.1. The Structure of TRIOBP-1

TRIOBP-1 consists of two major structured regions: a predicted Pleckstrin homology (PH) domain
near the N-terminus and coiled coil domains that make up the C-terminal half of the protein (Figure 1b).
These are separated by a linker region of approximately 100 amino acids, referred to as the “mid
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domain” [13], which is predicted to be intrinsically disordered. Finally, TRIOBP-1 has an optionally
translated disordered region at its extreme N-terminus, which is targeted to the nucleus of the cell [12].
This results from the existence of two different potential start codons, 59 amino acids apart from each
other, and means that full length TRIOBP-1 can be either 593 or 652 amino acids in length [12]. The 593
amino acid long version of TRIOBP-1 was the first TRIOBP protein to be described, under the name
TARA, for TRIO Associated Repeat on Actin [3] (also referred to as TAP68 [14]). This appears to be the
more abundant species in many cell culture systems. The 652 amino acid long version may, however,
be the principle TRIOBP-1 species in the human heart [15].

The presence of a PH domain near the N-terminus is strongly predicted [3], and it was confirmed
that this region of TRIOBP-1 forms a compact folded domain [12]. Its structure has never been studied
experimentally, but based on homology with other proteins, it seems to be a fairly typical PH domain
with two extended unstructured loops sticking out of it (Figure 2). These loops consist predominantly
of polar and charged amino acids. The second, and larger, of these loops is highly conserved in
mammals (Figure 1c). The function of the PH domain is currently unknown, however, it likely acts as
a protein–protein interaction domain. No interaction of TRIOBP-1 with phosphoinositides has been
published, although this cannot be formally discounted.

a

First loop

Second 
loop

b c

64 LLNFKKGWMSILDEPGEPPS

84  PSLTTTSTSQWKKHWFVLTD

104 SSLKYYRDSTAEEADELDGE

124 IDLRSCTDVTEYAVQRNYGF

144 QIHTKDAVYTLSAMTSGIRR

164 NWIEALRKT

Second 
loop

First loop

Second loop

Figure 2. A structural homology model of the PH domain of TRIOBP-1 (amino acids 64–172 of 652
amino acid TRIOBP-1). (a) Images of the model, with the first loop region displayed. (b) Amino acid
sequence of the PH domain, with the first and second loop regions indicated. Coloring corresponds to
the secondary structures seen in the molecular images. (c) Image of the model including a low quality
prediction of the strength of the second loop region. Model generated using MODELLER 9.20 [16],
based principally on the structure of the PH domain of DAPP1 (PDB ID: 1FAO), which includes
sequence analogous to the first loop region. Shorter sections including the second loop were modeled
with additional templates (PDB ID: 2DYN, 2D9Y, 3GOC, and 5YUG). Alignments were generated using
CLUSTAL Omega 1.2.4 [8], and then optimized manually. Of the 20 models generated, the one with the
lowest objective function score was visualized using YASARA 18.4.24 [17].

The C-terminal half of TRIOBP-1 is highly structured, having long been predicted to consist of
coiled-coil (CC) domains (Figure 3a) [3]. Recent predictions suggest there to be approximately six CCs
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within this section of TRIOBP-1, which separate into two distinct domains: a larger central CC domain
and a smaller C-terminal CC domain (Figure 3b) [12,14]. These two domains, and the central CC
domain in particular, appear to be involved in many of the functions of TRIOBP-1 in the cell (Figure 3c).
While the C-terminal CC domain is monomeric when expressed in isolation, the central CC domain
forms an elongated hexamer, seemingly through distinct homodimeric and homotrimeric interactions
(Figure 3d) [12]. The central CC domain is therefore responsible for the known oligomerization [22] of
the full length TRIOBP-1 protein.

CC1 CC2 CC3 CC4 CC5 CC6

Lan et al. 2014

Bradshaw et al. 2017

250 650450350 550 600400300 500

200 400300 500 550350250 450
593aa

652aa

a

b

c

NEK2A PLK1

CN

Dimeric

Trimeric

Hexameric

Monomericd

Phosphorylation:

NDEL1 TRF1

TRF1

Pejvakin

F-actin

Protein-protein interactions:

F-actin

Functional regions: Neurite outgrowth. Prevents 
depolymerization of F-actin.

Spindle pole localization
Aggregate formation

Conservation in mammals:

Domain definitions:

Figure 3. The structure of the coiled-coil regions of TRIOBP-1. All parts of this figure are to scale with
each other. (a) Locations of predicted coiled-coils (CC). Solid filled boxes represent high confidence
predictions, striped boxes represent lower confidence predictions, derived from PSIRPED [9]. CCs are
colored based on their predicted inclusion in the central CC domain (blue) or C-terminal CC domain
(red). Amino acid numbering from both the 593 amino acid and 652 amino acid TRIOBP-1 proteins
are shown. Labeling of CCs is based on Bradshaw et al. [12] and differs from the numbering
used by Katsuno et al. [18], who do not count the putative coiled-coil labeled here as CC1 in their
numbering. Level of amino acid conservation is displayed using the same calculation and heat map as
in Figure 1c. (b) Locations of constructs representing the central and C-terminal CC domains from
two publications [12,14]. (c) Locations of regions of TRIOBP-1 involved in protein–protein interactions
and functions [3,12,14,19,20]. Note that some proteins bind more than one region of TRIOBP-1. The
only proteins so far reported to bind to TRIOBP-1 outside of these CC regions is TRIO, which binds to
the mid domain between the central CC region and the PH domain [13]. The locations of two known
phosphorylated residues and their associated kinases are also shown [14,21]. (d) Locations of fragments
of TRIOBP-1 and the oligomeric states they adopt when expressed in isolation in vitro [12].

In addition to the main TRIOBP-1 species, which are approximately 70 kDa, smaller species have
also been detected by western blotting, ranging in size from 45–60 kDa [15,23]. Based on the specificity
of the antibodies used, these would be expected to represent the C-terminal 400–540 amino acids of
TRIOBP-1, that is, the coiled-coil domains and variable amounts of the unstructured linker region,
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but not a complete PH domain. An additional splice variant, TRIOBP-2, has also been sequenced
(annotated in genome assembly hg38), which encode the N-terminal sections of TRIOBP-1 including
the PH domain and parts of the central coiled-coil domain. However, to date, this has not been
thoroughly characterized.

2.2. TRIOBP-1 as a Regulator of Actin Polymerization

Upon its initial discovery, TRIOBP-1 was noted to adopt a filamentous expression pattern,
appearing at 350 nm periodic intervals along the length of actin filaments [3]. Direct interaction
between TRIOBP-1 and actin could be demonstrated in vitro, strongly indicating TRIOBP-1 to be an
actin-associated protein [3]. Furthermore, TRIOBP-1 co-localizes with, although seemingly does not
bind to, two other actin-associated proteins, actinin and myosin II [3]. Knockdown of TRIOBP-1 by
siRNA has repeatedly been shown to lower the expression of filamentous F-actin in cell systems [24–26],
while over-expression of TRIOBP-1 in cell lines leads to a “cell spreading” phenotype, resulting from
excessive F-actin formation [3]. Notably, the central CC domain of TRIOBP-1 is capable of interacting
with F-actin and blocking its depolymerization into G-actin [12]. One of the principle cellular functions
of TRIOBP-1 therefore appears to be maintaining the existence of F-actin fibers.

In wound healing assays, performed in neuroblastoma cells, overexpression of TRIOBP-1
was seen to increase the rate of cellular migration [19]. This effect was cumulative with that of
overexpressing NDEL1 (Nuclear Distribution Element-Like 1, also known as Nudel) [19]. NDEL1 is a
key neurodevelopmental protein with links to mental illness, which is more commonly associated with
the microtubule cytoskeleton [27]. Nevertheless, NDEL1 directly interacted with TRIOBP-1, binding to
the central CC region at approximately the fourth coiled coil, and appeared to work co-operatively
with TRIOBP-1 to enhance levels of F-actin [19]. Furthermore, in neuronal systems, TRIOBP-1 appears
to recruit two key kinases to NDEL1 [28]. The ensuing phosphorylation events lead to increased F-actin
formation, neurite outgrowth, and dendritic arborization [28]. TRIOBP-1 and NDEL1 therefore appear
to act synergistically in cell migration and neuronal differentiation.

Another important role of actin is in relation to the receptors that modulate adhesion between the
cell and both its extracellular matrix and other cells. The actin cytoskeleton physically links these and
provides the basis of mechanical force within the cell that allows it to interact with external stimuli [29].
TRIOBP-1 has been identified in the focal adhesions that link cells to the extracellular matrix, and its
expression there is regulated by myosin II [30], which generates tension, leading to maturation of the
focal adhesions. TRIOBP-1 is also found at the adhesion junctions between cells [13]. In adhesion
junctions of epithelial cells, expression of the crucial transmembrane protein E-cadherin is regulated by
the RhoGEF TRIO. TRIOBP-1 binds to TRIO using its mid domain and prevents this effect, leading
to increased E-cadherin expression and increased density of actin filaments [13]. It remains to be
clarified whether this role of TRIOBP-1 in modulating actin via TRIO is distinct from its effect on actin
depolymerization, which seems to occur through direct binding [3,12].

TRIOBP-1 is also found at the adherens junctions in the heart, where it interacts with JCAD
(Junctional Protein Associated with Coronary Artery Disease) [31]. Knockdown of either TRIOBP-1 or
JCAD in epithelial cells led to reduced F-actin stress fiber formation [31]. TRIOBP-1 also possesses
an additional function in the heart through its interaction with the voltage gated ion channel hERG1
(human Ether-à-go-go-Related Gene 1, also known as KCNH2) [15]. In cardiomyocytes, TRIOBP-1
affects expression of hERG, with direct effects on cardiac rapidity, leading the authors to speculate
that TRIOBP-1 may function as a bridge between actin filaments and hERG1 in the membrane, linking
excitation of the ion channel to cell mobility [15].

2.3. TRIOBP-1 in the Cell Cycle

TRIOBP-1 is essential for correct mitotic progression, with its knockdown in cells leading to
multipolar spindle formation [14]. Similar effects are also observed when expression levels of TRIOBP-1
expression were increased, through knockdown of ubiquitin ligase HECTD3 [32]. This suggests
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that regulation of TRIOBP-1 expression is of significant importance. The most likely mechanism by
which TRIOBP-1 affects mitotic progression is through its interaction with TRF1 (Telomere Repeat
Factor 1 [22,33]). TRF1 is found at the telomeres of cells, and is involved in both telomere stability
and cell cycle regulation. Notably, the localization of TRF1 during mitosis is dependent on that of
TRIOBP-1 [14]. The localization of TRIOBP-1 during the cell cycle is itself regulated by two kinases,
with PLK1 in particular being required for both its localization in prophase and metaphase, and
also for its interaction with TRF1 [14,21]. Strikingly, mutation of the threonine in TRIOBP-1 that is
phosphorylated by PLK1 leads to mitotic arrest in prometaphase [21]. Specifically, the chromosomes
fail to segregate, highlighting the importance of TRIOBP-1 in this process. While there is some evidence
that actin plays a role in mitosis, it remains to be determined whether the function of TRIOBP-1 in
mitosis is directly related to its F-actin stabilization effect.

2.4. TRIOBP-1 in Mental Illness

It has recently been suggested that chronic mental illnesses such as schizophrenia, bipolar disorder,
and major depression may be caused in part by the accumulation of aggregates of specific proteins in the
brains of patients [34,35], in partial analogy to similar insoluble protein deposits in neurodegenerative
conditions. In order to detect such proteins, the total insoluble (and aggregated) protein fraction was
isolated from the brains of patients with schizophrenia, and used to inoculate a mouse. Monoclonal
antibodies were generated from this animal and screened for the ability to specifically recognize the
insoluble protein fraction of the patient brain compared to an equivalent preparation from the control
brain tissue [36]. One such antibody was found to recognize TRIOBP-1, suggesting it to be present in
an aggregated state in the brains of at least a subgroup of patients [23].

TRIOBP-1, but not TRIOBP-4, formed insoluble aggregates when expressed in mammalian cell
culture or rodent primary neurons [23]. Subsequent mapping studies determined the central CC region
of TRIOBP-1 to be the basis of its aggregation propensity [12]. The critical region for aggregation has now
been mapped to a 25 amino acid long loop containing multiple charged amino acids [12]. In addition
to 70 kDa full length TRIOBP-1, aggregation is also seen of shorter (45–60 kDa) protein species,
representing coiled-coil regions of TRIOBP-1, but without the PH domain [23]. The consequences of
TRIOBP-1 aggregation are still being determined, although effects have been seen on neurite outgrowth
in cell culture [23]. Structures resembling aggregates have also been seen when TRIOBP-1 is expressed
in other tissues [15,20]. Regulation of TRIOBP expression and folding may therefore be important for
mental health. One such regulatory factor is already known, the ubiquitin ligase HECTD3, which leads
to degradation of TRIOBP-1 [32].

Unlike several other proteins that are implicated as aggregating in mental illness [35], TRIOBP-1
is not encoded for by a known genetic risk factor for major mental illness. This may be because the
functions of TRIOBP-1 in actin regulation are fundamental to life, and as such, mutations in its (highly
conserved) sequence would lead to outcomes more detrimental than those seen in mental illness.
Supporting evidence comes from a handful of studies, however. First, in two screens of samples from
separate brain banks, levels of TRIOBP transcripts were seen to be subtly, but significantly higher
in schizophrenia patients than in the controls [37]. Second, a polymorphism in the NDE1/miR-484

locus, previously associated with schizophrenia in the Finnish population [38], was found to affect
the expression of TRIOBP transcripts [39,40]. MiR-484 expression was subsequently shown to lead to
increased levels of the TRIOBP-1 protein [40]. Finally, a consanguineous family has been reported who
suffer from schizophrenia, epilepsy, and hearing, with linkage to chromosome 22q12.3 q13.3 [41]. It is
therefore possible, although not yet verified, that rare variants in TRIOBP could be responsible for
these phenotypes.

2.5. TRIOBP-1 in Cancer

TRIOBP-1 has been identified in cell lines from a range of different cancers including lung
carcinoma [42], glioblastoma [43], esophageal [44], pancreatic [45], prostate, lung, and breast cancer [46].
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Studies with glioblastoma showed that TRIOBP (from the specificity of the antibody used: TRIOBP-1, 5,
and/or 6) was more abundant in the tumors themselves than in the surrounding tissues [43]. Analysis
of existing datasets suggested that it was also over-expressed in classical, mesenchymal, neuronal,
and pro-neuronal glioblastoma [43]. Further analysis in glioblastoma cell lines demonstrated that
knockdown of TRIOBP-1 (and TRIOBP-5/6) reduced the proliferation and migration of these cells [43].

Another interesting line of research comes from study of the microRNA miR-3178, a target of
the cancer-suppressing protein SP1, which was shown to have anti-metastatic properties in a mouse
model [46]. MiR-3178 inhibits the expression of TRIOBP-1 and 5, as measured at both the transcript
and protein levels, through binding to their untranslated 3’ exon. Crucially, while miR-3178 inhibits the
migration and integration of metastatic cells, this effect can be reversed by expression of TRIOBP-1 [46].
Together, there is therefore evidence that TRIOBP-1 affects tumor metastasis through its known roles in
actin modulation as well as potentially through its roles in the cell cycle.

2.6. TRIOBP-1 in Other Diseases

While TRIOBP-1 is not generally considered to have a significant role in hearing loss, unlike
TRIOBP-4, it should be noted that TRIOBP-1 is expressed in the stereocilia of the inner ear [20]. Here,
it binds to the hearing-related protein Pejvakin, with over-expression of TRIOBP-1 causing Pejvakin to
form aggregates [20]. There have also been reported missense mutations within TRIOBP-1 in patients
with hearing loss [47,48] (Table 1), however, these would also affect longer splice variants of TRIOBP.

3. TRIOBP-4: A Disordered Protein Implicated in Deafness

3.1. The Structure of TRIOBP-4

Human TRIOBP-4 is a 1144 amino acid long protein, which is predicted to be almost entirely
disordered, possessing no fixed secondary or tertiary structure [49]. While TRIOBP-4 therefore
possesses no folded domains, it has been observed to contain two repeat regions [4], referred to
as R1 and R2 (Figure 4a) [49]. The R1 repeat region lies near the center of the protein. In humans,
it has a high isoelectic point of 11.7 and consists of six repeats (with slight variations) of the sequence
SSPNRTTQRDNPRTPCAQRDNPRA [49]. R2, in humans, consists of five repeats of the sequence
VCIGHRDAPRASSPPR (with slight variations), with 30–40 amino acids between each repeat. It lies in
the C-terminal half of TRIOBP-4 and has a much lower isoelectric point of 5.4 [49].

a

b

R1 repeats R2 repeats

Severe or 
profound 

hearing loss

Moderate or 
postlingual 

hearing loss

100
TRIOBP-4/5

200 300 400 500 600 700 800 900 1000 1100

TRIOBP-6
200 300 400 500 600 700 800 900 1000 1100 1200 1300

CN

Figure 4. (a) The location of the repeats that make up the R1 and R2 regions of TRIOBP-4, with ¸amino
acid numbering of both TRIOBP-4/5 and TRIOBP-6. (b) The location of frameshift and nonsense
mutations from patients with hearing loss. Red bars indicate homozygous mutations, while purple
bars joined by dotted lines indicate compound heterozygous mutations. Arrowheads indicate that the
other heterozygous mutations lie in a region of TRIOBP-5/6 that is 3′ of the TRIOBP-4 open reading
frame. Full details of these are in Table 1. All elements of this figure are shown to scale.
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3.2. TRIOBP-4 as an Actin Bundling Protein in the Inner Ear

TRIOBP-4 binds directly to F-actin, principally through its R1 repeat domain, and is found along
the length of filaments [49,50]. R2 shows a considerably weaker, probably hydrophobic interaction to
actin [49]. In vitro assays showed TRIOBP-4 molecules to bind actin subunits at a ratio of 1:3–1:4, and
that addition of TRIOBP-4 caused actin filaments to become organized into densely packed bundles,
which resembled the hair cell rootlets of the inner ear [50].

TRIOBP-4 has a very specialized expression pattern and is highly expressed in the hair cells of
the inner ear [50]. These cells perform mechano-electrical transduction from the fluid motion that is
induced by sound into neuronal signaling. This occurs through stereocilia, organelles containing an
F-actin core, which are anchored into the cuticular plate of hair cells by rootlets, and which pivot in
response to fluid motion. TRIOBP-4 is found in the upper sections of these rootlets as well as along the
length of the stereocilia themselves in their actin cores [18,50]. TRIOBP-4 is also found in Deiters’ cells,
which support the hair cells [18]. Normally, stereocilia rootlets would form in the first 16 postnatal
days of mice, however, they were not seen to form at all in mice lacking the ability to produce either
TRIOBP-4 or the longer isoforms (homozygous deletion of mouse exon 6, equivalent to human exon 7,
Figure 1a) [50]. While stereocilia still form, they are considerably less rigid than those of wild type
animals, often being found pointing in the wrong direction, and progressively degenerate [50]. These
stereocilia still react to mechano-electrical transduction, but no longer have the rigidity required to
remain upright and pivot in response to sound [50]. Seemingly as a result of this, these mice are
profoundly deaf [50]. It therefore appears that the actin bundling function of TRIOBP-4 is crucial for
the formation of the stereocilia rootlet and forming them into tight actin bundles, which are required
for their stability and rigidity [18,50].

While the known role of TRIOBP-4 as an acting bundling protein has been largely restricted, so
far, to studies in the inner ear, a more general role for it is suggested by two lines of evidence. First,
while TRIOBP-4 does show a very specialized expression pattern, it is not unique to the inner ear, with
its transcripts notably being highly expressed in the retina [4]. Second, knockdown of TRIOBP-4 in a
pancreatic cancer cell line led to reduced filopodia formation, with TRIOBP-4 seen at actin bundles of
these structures [45].

3.3. TRIOBP-4 in Hearing Loss

In 2000, details were reported of a Palestinian family with nonsyndromic hereditary deafness,
linked to a locus on chromosome 22, which was labeled as DFNB28 [5]. Homozygosity mapping
implicated the TRIOBP locus, but no mutations were found in TRIOBP-1, the only open reading frame
of TRIOBP known at that time. This directly led to the cloning of the long splice form TRIOBP-5 and
the discovery of a homozygous nonsense mutation within it [5] as well as separate mutations in other
families with nonsyndomic deafness [5]. Simultaneously, studies of deafness linked-loci in families
from India and Pakistan led to the discovery of a range of other TRIOBP mutations as well as cloning
of TRIOBP-4 and 6 [4]. Subsequently, a large number of studies have sequenced the TRIOBP gene in
families or individuals with severe or profound prelingual hearing loss, revealing a wide range of
seemingly pathogenic recessive mutations (Table 1, Figure 4b). These pathogenic mutations tend to be
homozygous in patients with deafness, in many instances as a result of consanguinity. Patients have
also been found with compound heterozygous expression of two different TRIOBP mutations.

The majority of mutations detected to date in patients are either nonsense or frameshift mutations
in TRIOBP-4, which would lead to the expression of truncated TRIOBP-4 and longer splice variants
such as TRIOBP-5 and 6, but with no predicted effect on TRIOBP-1. While many of the mutations
lie with the large exon 7 (as in TRIOBP-6, Figure 1a), their location in the TRIOBP-4 protein varies
considerably (Figure 4b). Many, but not all, of the predicted truncated proteins would still contain the
R1 repeat region. Most either lack the R2 region, or would only partially express it. It is likely that
these putative truncated proteins would be non-functional and degraded by the proteasome. Deafness
in patients with these mutations therefore likely arises through lack of functional TRIOBP-4, which is
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consistent with the finding that mice lacking TRIOBP-4 (and longer isoforms) are profoundly deaf [50].
An alternative hypothesis would be that loss of the R2 region and/or C-terminal region of TRIOBP-4
would lead to expression of truncated proteins, which could interfere with normal stereocilia function.
While the roles of these regions are not well characterized, it is notable that they are among the most
highly conserved regions of TRIOBP-4 in mammals (Figure 1c). In both instances, based on studies
in mice [18], it is likely that stereocilia rootlets fail to form in the patients, leading to degeneration of
stereocilia and thus hearing loss. Consistent with this, some patients with TRIOBP-4 mutations and
hearing loss have had been successfully treated using cochlear implants, which bypass the need for
stereocilia [50,51].

While most TRIOBP mutations implicated in deafness were found in patients with severe or
profound hearing loss detected before speaking, compound heterozygous mutations have been reported
in patients with moderate hearing loss or later onset severe hearing loss (Table 1). Notably, many of
these patients either possess a mutation that lies 3′ of the TRIOBP-4 reading frame, affecting longer
splice variants only, or else have a mutation near the C-terminus of TRIOBP-4, meaning that the R2
domain would still be intact (Figure 4b). Potentially, the presence of some TRIOBP-4 functionality
could therefore explain the milder phenotype, although there are instances of similar C-terminal
mutations in patients with severe hearing loss.

Genome wide association studies have also shown that intronic SNP rs58389158 is associated with
age related hearing impairment in non-Hispanic white individuals from California [52]. This SNP lies
in an intron common to TRIOBP-4, 5, and 6. It is close to, and correlates strongly with, the coding SNP
rs5756795, which leads to an F1187I protein variant [52]. The rs58389158 finding was replicated in
the UK Biobank [52], in which rs5756795 was also found to be associated with both hearing difficulty
and hearing aid use at the genome-wide level [53]. Common sequence variants in TRIOBP therefore
appear to have an impact on hearing, in addition to rare nonsense and frameshift mutations.

Table 1. Published mutations in TRIOBP from individuals and families with hearing loss.

Mutation 1 Type 2 Zygosity 3 Isoforms
(Location) 4

Origin 5 of
Proband(s)

Ref (s)

Severe to Profound Hearing Loss

p.P191Rfs*50 FS CHT (p.P1172Cfs*13) 4, 5, 6 South Africa [54]
p.Q297* NON HM 4, 5, 6 India [4]

p.R347* NON HM
CHT (p.Q581*) 4, 5, 6 Palestinian

Palestinian
[5]
[5]

p.R448* NON HM 4, 5, 6 China, Afghan [51,55]
p.R474* NON HM 7 4, 5, 6 Pakistan 7 [50]
p.R523* NON HM 7 4, 5, 6 Pakistan 7 [50]

p.Q581* NON
HM

CHT (p.R347*)
CHT (p.G1019R)

4, 5, 6 (R1)
Palestinian
Palestinian
Palestinian

[5]
[5]
[5]

p.Q740* NON HM 7 4, 5, 6 Pakistan 7 [50]
p.R785Sfs*50 FS HM 4, 5, 6 Turkey [56]

p.R788* NON HM 4, 5, 6 Pakistan [4]
p.R841* NON HM 4, 5, 6 Turkey [54]
p.R861* NON CHT (p.R920*) 4, 5, 6 (R2) China [57]
p.R920* NON CHT (p.R861*) 4, 5, 6 (R2) China [57]

p.G1019R MIS CHT (p.Q581*) 4, 5, 6 (R2) Palestinian [5]
p.I1065V MIS CHT (p.R1982H) 4, 5, 6 (R2) China [48]
p.R1068* NON HM 4, 5, 6 (R2) Pakistan, Iran [4,58]

p.D1069fs*12 FS HM 4, 5, 6 (R2) India [4]
p.R1078Pfs*6 FS HM 4, 5, 6 (R2) India [4]

p.R1117* NON HM 4, 5, 6 India [4]
p.E1156* NON HM7 4, 5, 6 Pakistan 7 [50]

p.P1172Cfs*13 FS CHT (p.R191Rfs*50) 4, 5, 6 South Africa [54]
p.R1982H MIS CHT (p.I1065V) 1, 5, 6 China [48]
p.S2121L MIS HM 1, 5, 6 (Centr.) Iran [47]
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Table 1. Cont.

Mutation 1 Type 2 Zygosity 3 Isoforms
(Location) 4

Origin 5 of
Proband(s)

Ref (s)

Moderate or Postlingual Hearing Loss 6

p.Q268Lfs*432 FS CHT (p.G1672*) 4, 5, 6 Poland [59]
p.R861* NON CHT(p.P1030Lfs*183) 4, 5, 6 (R2) USA, Iran [54,60]

pR885Afs*120 FS CHT (p.G1672*) 4, 5, 6 Netherlands [61]
p.P1030Lfs*183 FS CHT (p.R861*) 4, 5, 6 (R2) USA, Iran [54,60]
p.R1078Pfs*6 FS CHT (p.L1154Afs*29) 4, 5, 6 (R2) Netherlands [61]

p.M1151V MIS CHT (p.P1396R) 4, 5, 6 China [57]
p.L1154Afs*29 FS CHT (R1078Pfs*6) 4, 5, 6 Netherlands [61]

p.P1396R MIS CHT (p.M1151V) 5, 6 China [57]

p.G1672* NON CHT (p.Q268Lfs*432)
CHT (pR885Afs*120) 5, 6 Poland

Netherlands
[59]
[61]

1 Amino acid number of human TRIOBP-6, NM_001039141.2 (for amino acid locations in TRIOBP-4 or 5, subtract
172 amino acids). 2 FS: Frameshift, NON: Nonsense, MIS: Missense. 3 HM: Homozygous, HT: Heterozygous,
CHT: Compound heterozygous with the mutation indicated. 4 Numbers refer to isoforms, e.g., “5,6” indicates the
mutation lies within TRIOBP-5 and TRIOBP-6. Key to locations: R1, R2: first and second repeats of TRIOBP-4,
Centr.: Central coiled-coil domain of TRIOBP-1. 5 Country name, unless a more specific ethnicity was stated in the
original paper. 6 Or prelingual, but severity not stated. 7 Personal communication of additional details by Prof.
Shin-ichiro Kitajiri.

3.4. TRIOBP-4 in Cancer

In contrast to the general expression of TRIOBP-1 and, to a lesser extent, longer TRIOBP splice
variants in cancer [46], TRIOBP-4 transcripts were specifically seen to be expressed in a cancer cell
line, HPAC [45]. Subsequent analysis found TRIOBP-4 to be upregulated in human pancreatic and, to
an extent, breast cancer tissue, but not in prostrate or lung cancer tissue. Knockdown of TRIOBP-4
(and longer variants) in several pancreatic cancer cells lines led to a reduction in cell proliferation [45].
Therefore, it appears that TRIOBP-4 may play a specialized role in pancreatic cancer.

Additionally, a T195I missense mutation in TRIOBP-4 was among several mutations detected
in a family with seemingly genetic, gastric, and rectal cancer [62]. Subsequent exome sequencing of
additional families with these diseases led to the identification of several additional missense mutations
in patients, two of which, A660V and S826L, segregated with disease in families [62]. These would also
effect longer TRIOBP splice forms, and it remains to be confirmed whether they are pathogenic.

3.5. TRIOBP-4 Mutations in Other Illnesses

In addition to hearing loss, rare missense mutations in TRIOBP-4 (and longer splice variants)
have also been detected in a patient with multiple sclerosis (A322S mutation) [63] and in a patient with
developmental delay, visual impairment, muscle weakness, hypotonia, clinodactyly, and mild hearing
impairment (R1078C mutation) [64].

4. Potential Significance of the Longer Splice Variants TRIOBP-5 and TRIOBP-6

4.1. The Structure of the Long Splice Variants

While TRIOBP-1 and 4 share no common amino acid sequence with each other, they do with
the longer TRIOBP splice variants. These contain the entire coding sequence of TRIOBP-1 and 4,
except for the optionally translated extreme N-terminus of TRIOBP-1 (Figure 1). In human, the longest
isoform, TRIOBP-6, is derived from a 24 exon long transcript, of which all but exons 1 and 24 are
coding. This leads to a 2365 amino acid peptide, which forms the basis of numbering for all TRIOBP

putative pathological mutations (Table 1). The majority of biological experiments, however, have
instead focused on TRIOBP-5 (also called TRIOBP-3 in some earlier articles), which is a 2193 amino
acid protein in humans. TRIOBP-5 is also the longest established isoform in mice. It derives from a
transcript lacking exons 1 and 5, and whose open reading frame only begins on exon 6. This is because
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the Kozak sequence used for TRIOBP-6 is encoded across exons 1 and 2, and is therefore incomplete in
TRIOBP-5 transcripts. As a result, TRIOBP-5 begins its reading frame at the same point as TRIOBP-4,
but is otherwise identical in the amino acid sequence to TRIOBP-6.

TRIOBP-6 has some isoform-specific amino acid sequence at its N-terminus, plus both it and
TRIOBP-5 share some of the coding sequence, which lies between the coding exons of TRIOBP-1 and 5

(Figure 1a,b). These additional sequences are predicted to be predominantly unstructured, with the
exception of a possible short stretch of α-helix in the isoform specific N-terminus of TRIOBP-6, and
another near the center of the long isoforms (Figure 1c). Neither of these regions show significant
sequence similarity to known protein structures. The long variants are therefore predicted to be
intrinsically disordered for most of their length, but with the PH domain and coiled-coil domains of
TRIOBP-1 at their C-terminal ends. The coiled-coil regions of TRIOBP-5 have been shown to lead to
oligomerization, in a similar manner to TRIOBP-1 [12,18]. These proteins also possess multiple actin
binding domains, sharing both the R1 repeat of TRIOBP-4 and coiled-coil domains of TRIOBP-1.

4.2. TRIOBP-5 in the Inner Ear and Deafness

While the majority of TRIOBP mutations found in patients with profound hearing loss lie within
the reading frame of TRIOBP-4 (Table 1), these would also affect the TRIOBP-5 and 6 proteins.
Additionally, patients with moderate and/or progressive hearing loss have been described that possess
both a mutation in TRIOBP-4 and a p.G1672* mutation on the other TRIOBP allele, which would affect
only the longer splice variants [59,61]. Consistent with this, while mice who lack both TRIOBP-4 and
5 show profound deafness [50], those engineered to express TRIOBP-4, but not 5, instead display a
progressive form of deafness [18]. Together, these findings strongly imply that while TRIOBP-4 is
essential for prelingual hearing ability, specific loss of the longer splice variants is also required for
maintenance of hearing.

TRIOBP-5 is expressed in the same inner ear cell types as TRIOBP-4, with both being found in the
stereocilia rootlets [50]. In contrast to TRIOBP-4, however, TRIOBP-5 is predominantly found in the
lower parts of the rootlet, below the apical surface [18]. The specific role of TRIOBP-5 in the ear has
been studied using various TRIOBP-deficient mice. While deletion of both TRIOBP-1 and TRIOBP-5

is lethal [50], mice lacking two TRIOBP-5 specific exons are viable, as are heterozygous mice that
can express TRIOBP-1 from one allele and TRIOBP-4 from the other [18]. These TRIOBP-5-deficient
mice still express TRIOBP-4 in the stereocilia and retain residual hearing for at least 4–8 weeks [18].
This contrasts with the profound deafness of TRIOBP-4-deficient mice [50], indicating a unique role
of TRIOBP-5, which is also essential for hearing. Detailed analysis of the TRIOBP-5 knockout mice
revealed that stereocilia appear to form normally, but then become increasingly disorganized over time.
Specifically, some fuse together or are missing, while others appear thin and fragmented compared to
those of wild-type animals [18]. The stereocilia are also seen to be less stiff, and to rotate less freely
than wild-type ones [18]. Therefore, while TRIOBP-4 appears to be required to form stereocilia rootlets
and elongate them into tight actin bundles (a role indispensable for hearing), TRIOBP-5 instead plays a
separate, later role in widening and giving structure to the stereocilia (loss of which leads to progressive
hearing loss) [18,50].

Interestingly, this role of TRIOBP-5 in modeling of the rootlets is retained in mice that express
incomplete TRIOBP-5 (terminating after the PH domain), however, they do not gain the usual
resilience [18]. Such mice may therefore reflect patients with mutations like p.G1672*, who have
moderate progressive hearing loss, but not the profound hearing loss associated with mutations in
TRIOBP-4 [18,59,61]. This also implies that the role of TRIOBP-5 in the stereocilia is likely to involve its
coiled-coil domains. One possible explanation for this is that these domains interact with Pejkavin, a
protein also required for bundling of actin in the inner ear and for hearing, which was seen to interact
with this region of TRIOBP-1 [20,65].

It is likely that TRIOBP-6 could also be involved in this process, but this remains untested due to
lack of a known murine TRIOBP-6 species.
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4.3. Potential Significance for the Long Splice Variants in Other Processes and Diseases

TRIOBP-5 and/or 6 are known to be expressed in the brain alongside TRIOBP-1 [4,5], and TRIOBP-5
exogenously expressed in neurons forms aggregates similar to those of TRIOBP-1 [23]. It is therefore
possible that aggregation of longer TRIOBP isoforms may play a role in mental illness, but this remains
to be investigated.

TRIOBP-5 and/or 6 was also seen to be upregulated in a pancreatic cancer cell line, distinct
from another cell line that expressed TRIOBP-4 in the same study [45]. Curiously, knockdown of
TRIOBP-5/6 in these cells led to reorganization of the actin cytoskeleton and inhibition of filopodia
formation [45]. This implies the existence of a more general role for TRIOBP-5/6 in actin dynamics,
of potential relevance for cancer. This may occur through its actin binding sites in either repeat region
R1 shared with TRIOBP-4, its central coiled coil domain shared with TRIOBP-1, or a combination.
One piece of evidence arguing for a TRIOBP-4-like mechanism is that, in a wound healing assay,
knockdown of TRIOBP-5/6 led to reduced cell motility, but this could be rescued through expression
of TRIOBP-4 [45]. However, TRIOBP-5/6 was also seen, along with TRIOBP-1, to have its expression
inhibited by the metastasis suppressing microRNA miR-3178, suggesting that a TRIOBP-1-like role of
the longer isoforms also exists, and is of relevance to cancer [46].

5. Conclusions and Unanswered Questions

The TRIOBP locus therefore encodes a variety of distinct proteins (Figure 1) with TRIOBP-1 being
a structured and ubiquitously expressed protein implicated in mental illness and TRIOBP-4 being
a disordered protein with specialized expression pattern essential for hearing. The long isoforms
TRIOBP-5 and 6 combine the structures and many of the functions of the shorter isoforms, but with
distinct additional roles in the ear, and potentially elsewhere. In spite of this, all the isoforms are linked
through their role in stabilizing actin (Table 2, Figure 5).

Mental illness

TRIOBP-1 (5,6?)

Deafness

TRIOBP-4,5,6

Cancer

TRIOBP-1,4,5,6

HECTD3?

TRIO

TRF1
PLK1

NDEL1?Pejvakin?

JCAD

hERG1

Figure 5. Illustrated representation of the expression and roles of TRIOBP-1 (green), TRIOBP-4 (blue),
and TRIOBP-5/6 (red). Clockwise from top: Aggregation of TRIOBP-1 in the brain and mental illness;
Role of TRIOBP-1 in F-actin stabilization throughout the body; Linking of actin to ion channel function
in the heart by TRIOBP-1; role of TRIOBP-1 in the cell cycle; Importance of all major TRIOBP isoforms
in metastasis; Distinct roles of TRIOBP-4 and TRIOBP-5 in the stereocilia of the inner ear and deafness.
Protein interaction partners implicated in the various processes are indicated in gray.
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Table 2. Normal functions and disease states associated with the TRIOBP isoforms.

Function or Phenotype TRIOBP-1 TRIOBP-4 TRIOBP-5/6 1 Ref.

Protein Structure

Principle secondary structure Helical Disordered Disordered [3,49]
Contains . . .

. . . repeat domains R1 and R1 No Yes Yes [49]
. . . PH domain Yes No Yes [3,12]

. . . coiled-coil domain Yes No Yes [12,19]

General function

Interacts with F-actin Yes Yes Yes [3,18,50]
Prevents actin

depolymerization Yes No (?) ? [12]

Actin bundling activity No (?) Yes Yes (?) [18,50]
Affects the actin cytoskeleton Yes Yes (?) Yes [3,45]
Roles in adhesion receptors Yes ? ? [13,30]

Implicated in cellular
migration Yes Yes Yes [19,45]

Role in cell cycle progression Yes ? ? [21]

The brain and mental illness

Expressed in the brain Yes No Yes [4,5]
Involved in neurite outgrowth Yes No ? [28]

Insoluble (aggregating) in
brains of schizophrenia

patients
Yes No (?) ? [23]

Can aggregate in neurons Yes No Yes [23]

Inner ear and deafness

Expressed in inner ear Yes Yes Yes [4,5]
Expressed in stereocilia Yes Yes 2 Yes 2 [18,20,50]

Required in stereocilia for
rootlet formation No Yes No [50]

Initial bundling of actin No Yes No [50]
Sculpting and maintenance No No Yes [18]

Mouse knockout causes
deafness?

(Knockout is
lethal)

Yes 3

(profound)
Yes (progressive) [18,50]

Mutations in human hearing
loss No (?) Yes 3 Yes Table 1

Cancer

Upregulated in cancer cells? Many Specific Specific [43,45]
Potential role in metastasis? Yes Yes Yes [45,46]

Role in the heart

Expressed in the heart Yes No No [4,5]
Function with hERG Yes No No [15]

1 While TRIOBP-5 and 6 likely have at least partially differing roles, no attempt was made to differentiate here due
to lack of data. 2 Differences in exact role within the stereocilia. 3 This mouse knockout and these human mutations
would also affect TRIOBP-5/6.

The role of TRIOBP-1 in actin dynamics appears to be to bind directly to F-actin [3] and inhibit
its depolymerization [12]. This appears to be a general function of TRIOBP-1 in many cell types
and organs, with specific roles including the linking of adhesion receptors at the cell surface [13,30],
neuronal outgrowth [28], cell migration [19], and signal transduction to mechanical force in the
heart [15]. An additional, or possibly alternative, mechanism is that TRIOBP-1 can affect actin in certain
circumstances through inhibition of TRIO [13]. TRIOBP-5 and/or 6, which share all the functional
domains of TRIOBP-1, are also present in the brain and so can be presumed to participate in many
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functions there, but not in other TRIOBP-1 expressing tissues such as the heart or liver [4,5]. In contrast,
TRIOBP-4 is an actin-bundling protein that likely uses its lack of rigid structure to wrap around actin
fibers in the stereocilia, binding using its R1 repeat motif, and bundle them together during rootlet
formation and early stereocilia development [45,50]. TRIOBP-5 (and possibly TRIOBP-6) then has a
similar, but distinct role, in which it further “sculpts” and maintains the actin core of the stereocilia [18].
TRIOBP-1 is also present in the inner ear and stereocilia [4,5,20], but is seemingly not required for
stereocilia formation or hearing [18].

An area where the TRIOBP isoforms show greater overlap is in the pathology of cancer. TRIOBP-1

is expressed in many cancer cells and tissues, while TRIOBP-4 and 5/6 are more specialized, in partial
analogy to their normal expression patterns [42–46], although not necessarily in the same tissue types.
Notably, all are implicated in metastasis. Specifically, suppression of TRIOBP-1 and 5/6 expression
appears to be a means through which miR-3178 suppresses metastasis [46], while TRIOBP-4 and 5/6
are implicated the in cell motility of pancreatic cancer cells [45].

While much has therefore been uncovered regarding these proteins, many questions remain.
The exact mechanism through which TRIOBP-1 modulates actin is still only partially understood, and
its roles in various organs and cell types need further analysis. While both its potential roles in mental
illness and cancer are tantalizing, the relationship between it and specific mental illnesses and cancer
subtypes needs to be established in larger patient samples. The role of TRIOBP-4 in the stereocilia is
understood in more detail, and the role of frameshift and nonsense mutations of TRIOBP-4 in hearing
loss is well established. Nevertheless, the apparent role of more common variants of TRIOBP-4 in
hearing remains to be explored, as does its function in the retina. Perhaps the largest unexplored area of
TRIOBP research, however, concerns the other splice variants. Little is known about shorter 3′ variants
such as TRIOBP-2. For longer variants, putative roles have been found in the inner ear, but their role in
the brain and other tissues is unclear, as is the relationship between TRIOBP-5 and TRIOBP-6.

The TRIOBP locus therefore provides a fascinating example of how multiple parts of a gene can
cooperate in a single function, actin stabilization, through the generation of many different functional
splice variants with distinct expression patterns and modes of action. The variety of different human
diseases and conditions related to it highlights its importance, however, much work still needs to be
done to clarify the exact relationships between these isoforms and with human health.
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Abstract: Electrospray mass spectrometry is applied to determine apparent binding energies and
quasi equilibrium dissociation constants of immune complex dissociation reactions in the gas phase.
Myoglobin, a natural protein-ligand complex, has been used to develop the procedure which starts
from determining mean charge states and normalized and averaged ion intensities. The apparent
dissociation constant K#

D m0g
= 3.60× 10−12 for the gas phase heme dissociation process was calculated

from the mass spectrometry data and by subsequent extrapolation to room temperature to mimic
collision conditions for neutral and resting myoglobin. Similarly, for RNAse S dissociation at
room temperature a K#

D m0g
= 4.03 × 10−12 was determined. The protocol was tested with two

immune complexes consisting of epitope peptides and monoclonal antibodies. For the epitope
peptide dissociation reaction of the FLAG peptide from the antiFLAG antibody complex an apparent
gas phase dissociation constant K#

D m0g
= 4.04 × 10−12 was calculated. Likewise, an apparent

K#
D m0g

= 4.58 × 10−12 was calculated for the troponin I epitope peptide—antiTroponin I antibody
immune complex dissociation. Electrospray mass spectrometry is a rapid method, which requires
small sample amounts for either identification of protein-bound ligands or for determination of the
apparent gas phase protein-ligand complex binding strengths.

Keywords: mass spectrometric epitope mapping; gas phase immune complex dissociation;
apparent gas phase dissociation constants; apparent gas phase activation energies; ITEM-TWO;
native mass spectrometry

1. Introduction

1.1. ESI Mass Spectrometric Analysis of Non-Covalent Complexes

Electrospray mass spectrometric methods have gained broad acceptance for investigation of the
constituents of supramolecular complexes and determination of binding surfaces, e.g., for identifying
the locations of partial surfaces on antigens which are recognized by an antibody of interest [1].
By contrast, up to now there exists no mass spectrometric method which has gained equal acceptance
for investigating gas phase binding strengths of distinct protein-ligand complexes. Previous reports
have shown that high pressure mass spectrometry and/or black body irradiation can be applied for
analyzing small molecule-ion equilibria and to determine kinetic and thermodynamic properties,

223



Molecules 2020, 25, 4776

such as ion-ligand complex constants in the right order of magnitude [2–4] also for small peptides,
the protonated glycine dimer being the smallest possible peptide dimer representative [5]. Gas phase
dissociation reactions of Leu-enkephaline dimers [6] and of small proteins, such as ubiquitin [7] had
been studied as well. Such investigations included the application of the Eyring–Polanyi equation
for bimolecular gas phase reactions [8]. Gas phase dissociation profiles under low pressure collision
gas conditions have been determined to estimate relative gas phase binding strengths of DNA duplex
structures which correlated to the solution phase stabilities [9] and of antibiotic ligand-peptide
complexes [10], respectively. Semi-quantitative analysis of glycan ligand-protein binding has been
reported as well to estimate binding strengths by ESI-MS [11].

Recently, and still uncommonly, the combination of fast and robust gas-phase epitope mapping
methods [12,13] with mass spectrometry-based determination of quasi-thermodynamic information
has been published. The latter was obtained based on desolvated and multiply charged and accelerated
protein-protein complex ions in the gas phase [14]. These studies, together with reports on collision
induced unfolding reactions of protein ions [15], have enabled the development of a method termed
ITEM-TWO (Intact Transition Epitope Mapping—Thermodynamic Weak-force Order) [16] that can
simultaneously identify epitopes as well as enables to determine gas phase binding strengths of
the respective antibody-epitope peptide interactions. Here, in addition to describing all required
experimental in-solution handling steps, we introduce the underlying theoretical concept and explain
all necessary mathematical calculations in detail through which the apparent dissociation constants
and the apparent activation energies of protein-ligand complex dissociation processes in the gas phase
are obtained.

1.2. Theoretical Concept of Dissociation of Protein-Ligand Complex Ions in the Gas Phase

In a typical Q-ToF instrument, dissociation of protein-ligand complex ions in the gas phase is
induced by collisions of multiply charged complex ions with noble gas atoms in a collision chamber at a
given collision energy. The ligand dissociation reaction encompasses in its most simple approximation
a single transition state, as is indicated by a “one stage” chemical reaction where k# is the apparent rate
constant of product formation (see supplemental information for details).

Prot× Lig⌉m
+ k#
→ Prot⌉p

+
+ Lig⌉n

+

To drive the multiply charged protein-ligand complexes’ gas phase dissociation reaction,
the apparent Gibbs energy of activation, ∆G#

mg (m: mean of charge states, g: gas phase) is required, as is
represented by a “one-stage” energy diagram (Figure 1A). From the transition state (TS), the reaction
proceeds irreversibly towards the products. ∆G#

mg is the apparent Gibbs energy of activation of the
abundance weighted mean charge state of multiply charged and accelerated protein-ligand complex
ions in the gas phase. Yet, after electrospraying there is always an external energy contribution
(∆Gext > 0) which needs to be considered during dissociation, as the sum of energies affects the
experimentally accessible dissociation energy.

To determine the apparent Gibbs energy of activation of protein complex dissociation of “neutral
and resting” protein-ligand complexes, the ESI-dependent external energy contributions need to be
considered. Thus, the energy diagram of the complex dissociation reaction requires the introduction
of ∆G#

m0g, which is the apparent Gibbs energy of activation that is needed for the dissociation of a
protein-ligand complex in the gas phase without external energy contributions (Figure 1B).
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–

–

—

“one stage” chemical reaction where 𝐤#
Prot × Lig⌉m+     𝑘#   →     Prot⌉p+  +   Lig⌉n+

’∆𝐆 𝐦𝐠#
represented by a “one stage” energy diagram (Figure 1A). From the transition state (TS), the reaction ∆𝐆 𝐦𝐠#
∆𝐆𝐞𝐱𝐭 > 𝟎

 

Figure 1. (A) Energy diagram showing the apparent Gibbs energy of activation required by charged and
accelerated protein-ligand complexes (∆G#

mg) to reach the transition state (TS) before dissociating into
products ions. (B) Energy diagram showing the apparent Gibbs energy of activation required by charged
and accelerated protein-ligand complexes (∆G#

mg + ∆Gext) and by neutral and resting protein-ligand
complexes (∆G#

m0g) to reach the transition state (TS) before dissociating into products ions.

1.3. ESI Mass Spectral Information Extraction

ESI-MS of large biomolecules and macromolecular non-covalent complexes in positive ion mode
records series of multiply protonated ions which represent a Gaussian ion intensity distribution
of individual charge states for a given molecular/supra-molecular species (complex) [17,18].
For semi-quantitative analyses of ESI mass spectra we postulate that the overall ion characteristics,
such as gas phase reactivity of complex dissociation, is well represented by the mean charge state (m+)
of the recorded ion series of a molecular/supra-molecular species (Figure 2).

(∆𝐆𝐦𝐠# )
∆𝐆𝐦𝐠# + ∆𝐆𝐞𝐱𝐭∆𝐆𝐦𝟎𝐠# ) 

“neutral and resting” 𝚫𝐆𝐦𝟎𝐠#

𝐦+

 

—

m+ n+ p+

𝚫𝐂𝐕

Figure 2. NanoESI mass spectrum of gas phase dissociation of protein complex (e.g., holo-myoglobin;
apo-myoglobin—heme complex). Gaussian fits of ion intensities of the related charge state series for
each molecular or supra-molecular species (complex) are shown (dashed charge state envelope curves).
The arrows point to apices which are determined as maxima of fitted curves. The vertical dashed
lines provide heights of charge structure envelopes which represent relative intensities of holo-protein
complex ions (h, educts; red), ligand ions (i, product; green), and apo-protein ions (j, product; blue).
Locations on the m/z axis match with mean charge states of holo-protein complex ions (m+, educts),
ligand ions (n+, product) as well as apo-protein ions (p+, product).

Mean charge states of each ion species, e.g., holo-protein ions (educts) and of apo-protein as well
as of ligand ions (products) can be separately determined from the mass spectrum. Normalization of
ion intensities is achieved by summation of all apex values and setting the sum to 100% (equations and
calculations are shown in the supplemental information).
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1.4. Data Analysis Procedure

A series of mass spectra in which the collision cell voltage difference is increased stepwise records
ion signals with varying intensities of all ion species, i.e., educts and products, as they emerge from the
collision induced complex dissociation reaction. Plotting the normalized intensities of the educts of the
complex dissociation reaction in the gas phase as a function of collision cell voltage difference (∆CV)
provides a sigmoidal shaped curve with Boltzmann characteristics (Figure 3A). The “steep part” of the
dissociation reaction dependence (interval 2dx), i.e., the “energy regime” with greatest dependence
between educt ion intensities and ∆CV, as well as the determination of ∆CV50 from the Boltzmann fit
to the data points is inferred by mathematical procedures which lead to the equation of the tangent
line (see supplemental information for calculations).

The “steep part” of the dissociation reaction depend the “energy 
regime” with greatest dependence between educt ion intensities and 𝚫𝐂𝐕𝚫𝐂𝐕𝟓𝟎

𝐓𝐜𝐨𝐥𝐥 𝐓𝐜𝐨𝐥𝐥𝐓𝐚𝐦𝐛 𝐓𝐞𝐱𝐭
–

 𝒏𝒐𝒓𝒎 (𝒆𝒅𝒖𝒄𝒕𝒔)𝚫𝐂𝐕
function. The tangent line equation is taken from the Boltzmann fit. “ ” desc
between the lowest and highest data points on the sigmoidal fit. “ ” is the x𝚫𝐂𝐕 𝐥𝐧𝐤𝐦𝟎𝐠#𝟏𝐓𝐚𝐦𝐛

– 𝐤# 𝐊𝐃# 𝐊𝐃 𝐦𝐠# ∆𝐂𝐕𝐤𝐦𝐠#
– ∆𝐆 𝐦𝐠#𝐥𝐧𝐤𝐦𝐠# 𝟏𝐓𝐜𝐨𝐥𝐥𝐥𝐧 𝐀 − 𝚫𝐆𝐦𝐠#𝐑𝐓𝐜𝐨𝐥𝐥 =  𝐓𝐚𝐦𝐛 = 𝚫𝐂𝐕 =  𝟎𝐤𝐦𝟎𝐠# the apparent rate constant of dissociation of “neutral and resting” 𝚫𝐂𝐕 =  𝟎 𝐊𝐃 𝐦𝟎𝐠#

of “neutral and resting” 𝚫𝐂𝐕 = 𝟎 𝚫𝐆𝐦𝟎𝐠#
which is termed “Intact Transition Epitope Mapping—
TWO)”

Figure 3. (A) Course of normalized ion intensities of complex ions (norm (educts)) as a function
of collision cell voltage differences (∆CV). Each data point is the mean of several independent
measurements. Vertical bars give standard deviations. The curve was fitted using a Boltzmann function.
The tangent line equation is taken from the Boltzmann fit. “a” describes the difference between the
lowest and highest data points on the sigmoidal fit. “2dx” is the x-axis interval within which the
steepest decline of educts is observed; the center of the 2dx interval is ∆CV50. (B) Arrhenius plot for
the course of protein-ligand complex dissociation in the gas phase. The value for lnk#

m0g is taken from

the point of the line at 1
Tamb

.

Since, in the gas phase of a Q-ToF mass spectrometer, the collision of multiply charged and
accelerated complex ions takes place upon reaching elevated energies, the collision temperature (Tcoll)
that is attained by the complex during collision induced dissociation needs to be considered as well.
As proposed by a model for collisional activation [19], Tcoll can be expressed as the sum of ambient
temperature, Tamb, plus external temperature contribution, Text (see supplemental information for
definitions, energy conversion factors [19–21], and equations).

According to the Eyring–Polanyi equation [22], k# is directly proportional to an apparent
thermodynamic quasi equilibrium dissociation constant, K#

D. The apparent gas phase thermodynamic
quasi equilibrium dissociation constant, K#

D mg, is also given by the relative ion intensities

(cf. Figures 1 and 3). Accordingly, for each experimentally set ∆CV value, a corresponding k#
mg

value can be calculated (see supplemental information for equations). From the Arrhenius equation,
the apparent energy of activation of protein–ligand complex dissociation ∆G#

mg can be determined.
Plotting lnk#

mg as a function of 1
Tcoll

provides the intercept with the y-axis, which is ln A (pre-exponential

factor), and the slope of the line, which is −
∆G#

mg
R (Figure 3B). Note, at Tcoll = Tamb = 298 K it

can be concluded that ∆CV = 0. Hence, from the Arrhenius plot a value for k#
m0g is obtained,

i.e., the apparent rate constant of dissociation of “neutral and resting” protein-ligand complexes.
Similarly, at ∆CV = 0 the value for K#

D m0g, is calculated, i.e., the apparent gas phase thermodynamic
equilibrium dissociation constants of protein-ligand complex dissociation, corrected for external energy
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contributions; i.e., of “neutral and resting” protein-ligand complexes. Therefore, at ∆CV = 0 the value
for ∆G#

m0g is calculated as well, i.e., the apparent Gibbs energy of activation of neutral and resting
protein-ligand complexes (see Supplement for equations).

The entire procedure, which is termed “Intact Transition Epitope Mapping—Thermodynamic
Weak-force Order (ITEM-TWO)”, starts with either generating the protein-ligand complex by mixing
the two components in solution or by simply maintaining the natively obtained protein-ligand complex
in an electrospray-compatible solution. No further in-solution sample handling steps are needed.
A few microliters of complex-containing solution are loaded into a nano-electrospray capillary and all
solubilized components including the protein-ligand complex are simultaneously transferred into the
gas phase by electrospray. Mass spectrometric data acquisition involves collision induced dissociation
of the complex in the gas phase at various applied collision cell voltage differences (∆CV). Subsequent
in-depth data analysis of intensities of both, resulting product ions and remaining educt ions (survivors)
at each of the applied collision energies enables the apparent non-covalent complex stability to be
characterized. In this reports supplement, the entire data analysis procedure is described in all detail.
In contrast to previous reports the complex dissociation reaction is monitored by investigating the
mean charge states and the normalized average intensities of each ion species.

2. Results

2.1. Procedure Development with Myoglobin and Application to RNAse S Dissociation

The mass spectral data obtained from electrospraying myoglobin (the holo-myoglobin complex
consists of apo-myoglobin plus heme) were collected by following the ITEM-TWO protocol (see Methods
section for in-solution handling and data acquisition steps). The ESI mass spectrum of myoglobin
(Figure 4) provides an ion series of multiply charged ions from which a mean charge state of 8.1+ and an
average mass of 17,566.95 ± 0.46 Da is calculated for holo-myoglobin. After having electrosprayed the
myoglobin solution, and upon having switched on the collision gas and having increased the collision
cell voltage difference (∆CV) in a step-wise manner (5–20 V/step), dissociation of holo-myoglobin
complexes caused appearance of complex-released heme ions (ligands) in the low mass ranges of the
mass spectra (Supplemental Table S1). The mass spectra also showed ion signals of apo-myoglobin
(mean charge state: 7.2+) in the high mass ranges (average mass: 16,951.46 ± 0.44 Da) with increasing
yields (Figure 4). The m/z value of the ion that appeared in the low mass range ([heme]+) was 616.21 and
corresponded precisely to the calculated values for singly protonated [heme]+ (m/z 616.18), resulting in
a mass accuracy of 48 ppm.

Mean charge states of holo-myoglobin ions (m+), apo-myoglobin (n+) and heme (p+) as well as apex
heights (holo-myoglobin ions (h, educts), heme ions (i, product), and apo-myoglobin ions (j, product)
were extracted (Supplemental Table S2) from the triplicate measurements, averaged and normalized.
For each ∆CV setting one spectrum was generated (Figure 4) and analyzed semi-quantitatively by
determining Gaussian fits for all molecular/supra-molecular ion species.

After recording mass spectra under increasing collision cell voltage difference settings (∆CV) and
after determining Gaussian fits of charge structures for each ion series, the averaged norm (educts)
values were plotted as a function of ∆CV,which resulted in a sigmoidal shaped course that represented
the dependence of educt intensities (starting materials) on ∆CV settings (Supplemental Figure S1).
All the y-values from the tangent line of the steep decline that fall within the 2dx interval around
∆CV50 are used for the calculation of ln k#

mg values which are then used in the Arrhenius plot
(Supplemental Figure S2). As shown above at Tcoll = Tamb = 298 K there applies ∆CV = 0 at which
the value for K#

D m0g is calculated (Table 1). K#
D m0g is the apparent gas phase thermodynamic quasi

equilibrium dissociation constants of heme loss of “neutral and resting” myoglobin in the gas phase.
Then, ∆G#

m0g is calculated using the van´t Hoff equation (Table 1).
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𝚫𝐂𝐕

𝚫𝐂𝐕 –

 

∆𝐂𝐕Figure 4. Nano-ESI mass spectra from myoglobin dissociation experiments. Different collision cell
voltage differences (∆CV) are shown. (A) 4 V. (B) 30 V. (C) 60 V. (D) 120 V. Charge states and m/z

values for selected ion signals are given for holo-myoglobin ions (red circles with dots on right ion
series), apo-myoglobin ions (blue circles without dots on right ion series) and for the released heme
ions (green dots on left ion series). Solvent: 200 mM ammonium acetate, pH 7.

Table 1. Apparent kinetic and apparent quasi-thermodynamic values for gas phase dissociation of
non-covalent complexes.

Complex (a) Mean Charge
± std. dev. (b)

∆CV50
(V)

dx
(V)

k#
m0g

(1/s)

K#
D m0g

(Ø) (b)

∆G#
m0g

(kJ/mol)

myoglobin 8.1 ± 0.01 44.0 8.5 5.1 × 10 9 3.60 × 10−12 65.3
RNAse S 6.4 ± 0.20 12.5 4.6 7.3 × 10 10 4.03 × 10−12 65.0

FLAG 24.6 ± 0.30 89.0 19.8 7.9 × 10 10 4.04 × 10−12 65.0
troponin I 25.9 ± 0.14 26.4 15.9 2.2 × 10 12 4.58 × 10−12 64.7

(a) “neutral and resting” complex; (b) unitless number.

The gas phase dissociation reaction of RNAse S was investigated in the same manner.
Upon electrospraying RNAse S which had been dissolved in 200 mM ammonium acetate solution,
pH 7, the collision cell voltage difference was raised in a step-wise fashion and mass spectra were
recorded (see the Methods section for in-solution handling steps). The ESI mass spectrum of RNAse S
(Figure 5) provides ion series of multiply charged ions from which mean charge states of 6.4+ and
average masses of 13,631.68 ± 0.20 Da and 13,544.23 ± 0.60 are calculated for the two most prominent
RNAse S species. Commercial RNAse S represents two prominent protein complexes with clearly
differentiated ion series, all of which represent related forms of RNAse S (Supplemental Table S3).
For determining the overall apparent activation energy of the S-peptide dissociation reaction from
RNAse S, all ion series were considered to equally represent the dissociation process as a whole,
meaning that all ion signal intensities were subjected to normalization (Supplemental Table S4).

After recording mass spectra under increasing collision cell voltage difference settings (∆CV)
and after determining Gaussian fits of charge structures for each ion series, the averaged
norm (educts) values were plotted as a function of ∆CV, again generating a sigmoidal shaped
course (Supplemental Figure S3). As before, all the y-values from the tangent line that fell within the
2dx interval around ∆CV50 were used for calculating ln k#

mg values. These were subjected to draw
the respective Arrhenius plot (Supplemental Figure S4). Then, the value for K#

D m0g was calculated
(Table 1) to represent the apparent gas phase quasi thermodynamic equilibrium dissociation constant
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of S-peptide loss from “neutral and resting” RNAse S in the gas phase. Finally, ∆G#
m0g is calculated

using the van´t Hoff equation (Table 1).

𝚫𝐂𝐕 ∆𝐂𝐕𝐧𝐨𝐫𝐦 (𝐞𝐝𝐮𝐜𝐭𝐬) ∆𝐂𝐕 ∆𝐂𝐕∆𝐂𝐕𝟓𝟎 𝐥𝐧 𝐤𝐦𝐠#𝐓𝐜𝐨𝐥𝐥 =  𝐓𝐚𝐦𝐛 =𝚫𝐂𝐕 =  𝟎 𝐊𝐃 𝐦𝟎𝐠# 𝐊𝐃 𝐦𝟎𝐠#
thermodynamic quasi equilibrium dissociation constants of heme loss of “neutral and resting” 𝚫𝐆𝐦𝟎𝐠#

∆ 𝐤𝐦𝟎𝐠# 𝐊𝐃 𝐦𝟎𝐠# 𝚫𝐆𝐦𝟎𝐠#
−

−

−

−

a) “neutral and resting” complex;

 

Figure 5. Nano-ESI mass spectra from RNAse S dissociation experiments. Different collision cell
voltage differences (∆CV) are shown. (A) 3 V. (B) 17 V. (C) 30 V. (D) 50 V. Charge states and m/z values
for selected ion signals are given for RNAse S ions (red/purple diamonds on right ion series), S-protein
ions (light blue/dark blue filled circles on right ion series) and for the released S-peptide ions (light
green/dark green circles on left ion series). Solvent: 200 mM ammonium acetate, pH 7.

2.2. Application Examples with Epitope Peptide-Antibody Immune Complexes

The ITEM-TWO procedure was tested with immune complexes which were generated by mixing
an epitope peptide-containing solution with a solution that contained its respective monoclonal
antibody. The mixture of antiFLAG antibody with seven peptides was investigated. The mass
spectrum of this antibody-peptide mixture showed in the high mass ranges three narrowly spaced
multiply charged ion triplets at each charge state (Figure 6). The molecular masses of these triplet
ions (charge states from 21+ to 27+; mean charge state 24.6+) were determined to be 148,730 ± 92 Da,
149,799 ± 45 Da, and 150,785 ± 61 Da, which represented the antiFLAG antibody, the antiFLAG
antibody with one bound FLAG peptide, and the antiFLAG antibody with two bound FLAG peptides,
respectively (Supplemental Table S5). The mass differences between each ion signal triplet provided
rather inaccurate mass values for the bound peptide and, therefore, unambiguous identification of the
epitope peptide out of the mixture of seven peptides was not possible.

Due to the chosen quadrupole settings, the low mass ions of unbound peptides were filtered out.
Yet, upon raising the collision cell voltage difference there appeared isotopically resolved ions in the
low m/z range of the mass spectrum for the FLAG peptide (see inset in Figure 6) which were recorded
with high mass accuracy (20 ppm) and enabled unambiguous identification. It is worth noting that the
antiFLAG antibody complex only released the FLAG peptide despite the presence of six other peptides
in solution.

By increasing the collision cell voltage differences from 4 V to 200 V in a stepwise manner
(20–30 V/step), we observed appearance and incremental rise of doubly and triply charged ion
signals in the lower m/z range together with gradual disappearance of complex ion signals (Figure 6).
These relative complex ion intensities, i.e., the heights of apexes of the Gaussian fits, served as the
amounts of the various multiply charged ion series of the antibody-peptide complex ions. The height
of the apexes of the Gaussian fits of complex-released epitope peptide ion series were used to represent
amounts of the released epitope peptides (Supplemental Tables S5 and S6).
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∆𝐂𝐕

∆𝐂𝐕𝐧𝐨𝐫𝐦 (𝐞𝐝𝐮𝐜𝐭𝐬) ∆𝐂𝐕∆𝐂𝐕𝟓𝟎 𝐥𝐧 𝐤𝐦𝐠# 𝐊𝐃 𝐦𝟎𝐠#
loss from “neutral and resting” RNAse S in the gas phase. 𝚫𝐆𝐦𝟎𝐠#

 

∆𝐂𝐕Figure 6. Nano-ESI mass spectra of FLAG-peptide-antiFLAG antibody complex dissociation.
Different collision cell voltage differences (∆CV) are shown. (A) 20 V. (B) 70 V. (C) 120 V. (D) 150 V.
Charge states and m/z values for selected ion signals are given for the immune complexes (antibody
plus one FLAG-peptide and antibody plus two FLAG-peptides; filled orange triangles and filled
red diamonds, respectively; right ion series), antiFLAG antibody (open blue circles; right ion series),
and FLAG-peptide (open green squares; left ion series). The inset shows a zoom of the singly-charged
FLAG peptide ion signals. Solvent: 200 mM ammonium acetate, pH 7.

Again, plotting norm (educts) vs. ∆CV, a sigmoidal shaped course was obtained, which represents
the dependence of educt intensities on ∆CV (Supplemental Figure S5). Next, the x-axis values (∆CV)
within the intervals dx above and below ∆CV50 were used to determine the corresponding y-axis values
using the equation of the tangent line. The resulting y-axis values, i.e., norm (educts), enabled the
calculation of ln k#

mg values. Plotting increments of ln k#
mg vs. 1

Tcoll
allowed determination of the part

of the apparent dissociation reaction within the “energy regime” located around ∆CV50 (Arrhenius
plot; Supplemental Figure S6). In the same manner as was shown above, the calculated value for k#

m0g
represented the apparent rate constant of dissociation of “neutral and resting” antibody-epitope peptide
complexes. Then, K#

D m0g and ∆G#
m0g (Table 1) were calculated by applying the respective equations.

At last, we performed ITEM-TWO experiments with an epitope peptide that was derived from
human cardiac Troponin I (Tn I) against which was directed a monoclonal antiTroponin I antibody
(antiTn I). Generation of the immune complex in solution and subsequent electrospraying of the entire
mixture started data acquisition with the respective instrument settings as mentioned (for details
see Methods section). The mass spectrum of this antibody-peptide mixture showed in the high
mass range three narrowly spaced multiply charged ion triplets at each charge state (Figure 7).
The molecular masses of these triplet ions (charge states from 23+ to 28+; mean charge state 25.9+)
were determined to be 146,414.75 ± 33 Da, 148,218.75 ± 35 Da, and 150,018.88 ± 33 Da, which were
identified to be representing antiTroponin I antibody, antiTroponin I antibody with one bound
Troponin I epitope peptide, and antiTroponin I antibody with two bound Troponin I epitope peptides,
respectively (Supplemental Tables S7 and S8). Again, upon raising the collision cell voltage difference
there appeared isotopically resolved ions in the low m/z range of the mass spectrum for the Troponin I
epitope peptide (see insert in Figure 7) which were recorded with high mass accuracy (7 ppm).
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—∆𝐂𝐕

𝐧𝐨𝐫𝐦 (𝐞𝐝𝐮𝐜𝐭𝐬) ∆𝐂𝐕 ∆𝐂𝐕 𝐧𝐨𝐫𝐦 (𝐞𝐝𝐮𝐜𝐭𝐬)𝐥𝐧 𝐤𝐦𝐠# 𝐥𝐧 𝐤𝐦𝐠# 𝟏𝐓𝐜𝐨𝐥𝐥
the apparent dissociation reaction within the “energy regime” located around 𝚫𝐂𝐕𝟓𝟎𝐥𝐧 𝑨− 𝚫𝐆𝐦𝐠#𝐑 𝐤𝐦𝟎𝐠# 𝐊𝐃 𝐦𝟎𝐠#  𝚫𝐆𝐦𝟎𝐠#
binding strengths of “neutral and resting” antibody

− − −

−

− −

Figure 7. Nano-ESI mass spectra of Tn I-peptide—antiTn I antibody complex dissociation. Different
collision cell voltage differences (∆CV) are shown. (A) 4 V. (B) 16 V. (C) 30 V. (D) 80 V. Charge states and
m/z values for selected ion signals are given for the immune complexes (antibody plus one Tn I-peptide
and antibody plus two Tn I-peptides; filled orange triangles and filled red diamonds, respectively;
right ion series), antiTn I antibody (open blue circles; right ion series), and Tn I-peptide (open green
squares; left ion series). Insert shows a zoom of the triply-charged Troponin I epitope peptide ion signal.
Solvent: 200 mM ammonium acetate, pH 7.

Again, plotting norm (educts)vs. ∆CV produced a sigmoidal shaped course which represented the
dependence of educt intensity on ∆CV following Boltzmann characteristics (Supplemental Figure S7).
The y-axis values on the tangent line, i.e., norm (educts), enabled to calculate ln k#

mg values.
Plotting increments of ln k#

mg vs. 1
Tcoll

allowed determination of the part of the apparent dissociation
reaction within the “energy regime” located around ∆CV50. This Arrhenius plot again provided

lnA (pre-exponential factor) as the intercept with the y-axis and −
∆G#

mg
R as the slope of the line

(Supplemental Figure S8). In the same manner as described above, the value for k#
m0g was calculated.

Similarly, by applying the Eyring-Polanyi equation K#
D m0g was determined. Finally, by using the van´t

Hoff equation, ∆G#
m0g was calculated (Table 1) representing binding strengths of “neutral and resting”

antibody-epitope peptide complexes.

3. Discussion

In solution, the bi-molecular association of the heme group to apo-myoglobin is thought to
follow a bimodal process. Association of heme to (partially unfolded) apo-myoglobin is fast (kA ~108

M−1·s−1), followed by a slower structural re-arrangement (k ~500 s−1) to generate natively-folded
holo-myoglobin (at pH 7) in which the iron atom of the heme group is then primarily coordinated
by His93 [23]. Accordingly, in-solution affinity of at least partially unfolded apo-myoglobin to the
heme prosthetic group has been characterized as rather strong and the complex consisting of both
components was assumed to possess a KD ~10−11 M, whereas natively-folded holo-myoglobin has
been determined to form an even stronger complex (KD ~10−13 M to 3 × 10−14 M) [24,25].

In the gas phase, the stability of heme binding to apo-myoglobin has been studied by dissociating
holo-myoglobin in the orifice-skimmer region of an electrospray mass spectrometer, i.e., at high
pressure, where complex stability was found to correlate with the activation energy of dissociation of
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the complex in solution [26,27]. In that investigation, heme dissociation kinetics was studied (i) by
spraying solutions with pH 5 and (ii) by looking at selected charge state pairs (e.g., 8+ protonated
holo-myoglobin and 7+ charged apo-myoglobin). Activation energies ranged from 73 kJ/mol to
106 kJ/mol, depending on myoglobin amino acid sequence mutations. Similar values of activation
energies for heme dissociation have been reported for 9+ protonated holo-myoglobin (92 kJ/mol) and
for 10+ protonated holo-myoglobin (85 kJ/mol), respectively [19]. Values from our investigations
of holo-myoglobin dissociation are somewhat lower but in general stand in good agreement with
reported data. The uncertainty of this method has been estimated to be approx. 10% [14]. Hence,
myoglobin is considered to be an adequate standard for developing the ESI-MS method by which
protein-ligand dissociation reactions may be studied. Interestingly, from ESI-MS ETD studies of
multiply charged myoglobin gas phase ions it was concluded that—depending on the complexes´
charge states—the heme group might be coordinated by one of two histidinyl residues, mainly by
His93 but also by His64, or by both, suggesting some similarity between in-solution and gas phase
complex structures—at least around the heme binding pocket [25]. The existence of relatively defined
macromolecular structures during the heme dissociation process (e.g., as transition state) fits our model,
so we postulate that dissociation of immune complexes follows in principle a hard spheres model,
i.e., entropy contributions at the transition state are small [14]. In fact, in-solution antibody—antigen
interactions are enthalpy-driven [28,29]. Non-covalent forces in the gas phase as well as structural
properties of other desolvated protein ions [30–32] have demonstrated that higher order protein
structures are maintained in the gas phase for a certain period of time [33–35] despite absence of
solvation [36]. Hence, similar to myoglobin, the decisive structural properties of antibody-antigen
complexes seem preserved in the gas phase, at least to some extent.

The rate limiting factor for irreversible dissociation of immune complexes in the gas phase
reaction is the activation barrier that needs to be overcome. With an energy input above a critical
threshold, immune complex dissociation proceeds irreversibly but comparatively slowly under CID
conditions. At each set energy regime, certain portions of immune complexes reach above threshold
conditions which results in mixtures of surviving immune complexes and dissociated products within
the timeframe of each single measurement. Thus, despite the de facto irreversible character of the
dissociation reaction, apparent equilibrium conditions can be assumed. In contrast to previous
work we look at average charge states, to represent a respective protein-ligand complex that has
been translated into the gas phase by electrospray, and extrapolate to conditions with no additional
external energy contributions, such as multiple charging and acceleration of the complex in the gas
phase. Both conditions cannot be realized by experiment, because mass spectrometry experiments
are performed with accelerated and (multiply) charged ions. Approximation and extrapolation to
“resting and neutral” gas phase complexes is expected to provide a better comparison with in-solution
data. As we performed all our work using commercial mass spectrometers, we have no means to
change the duration times of the ions in the collision cell. However, by keeping all instrument settings
(temperature, pressure, charge states of the complexes, gas identity) constant for the entire duration of
the experiments (except of the collision cell voltage difference), we assume that reaction times do not
differ too much, when comparing dissociation yields and applying the intensities of all ions for our
calculations. Consistent with the literature we observed that at higher collision cell voltage differences
the dissociation yields were higher as compared to those which were obtained by applying lower
collision cell voltage differences.

As a consequence, from all above considerations it appears well possible to semi-quantitatively
compare apparent gas phase binding strengths between complexes and to relate these to in-solution
dissociation constants of antibody-antigen complexes, after correcting the energy terms, i.e.,
by subtracting external energy contributions.
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4. Materials and Methods

4.1. Preparation of Myoglobin-Containing Solution

To demonstrate the procedure, electrospray-compatible solutions of myoglobin with neutral pH,
in which binding activities are maintained for performing the ITEM-TWO experiments, are prepared.
A stock solution was first prepared by dissolving 5.22 mg of myoglobin (lot # 60K7007, Sigma-Aldrich,
Steinheim, Germany) in 1 mL of 200 mM ammonium acetate. Next, 50 µL of the stock solution was
diluted with 450 µL of 200 mM ammonium acetate. The concentration of the resulting solution was
determined to be 0.5 µg/µL using a QubitTM 2.0 Fluorometer (Carlsbad, California, USA). Finally,
100 µL of the 0.5 µg/µL myoglobin solution were further diluted to 200 µL with 200 mM ammonium
acetate buffer, pH 7, to obtain a final concentration of 0.25 µg/µL. For each measurement, ca. 3 µL of
the 0.25 µg/µL myoglobin solution were loaded into nanoESI capillaries using a microloader pipette
tip (Eppendorf, Hamburg, Germany) and were electrosprayed directly.

4.2. Preparation of RNAse S-Containing Solution

A stock solution of ca. 1 mg/mL was first prepared by dissolving the lyophilized powder (0.26 mg)
of RNAse S (Lot # 52H7034, Sigma-Aldrich, Steinheim, Germany) in 0.26 mL of 200 mM ammonium
acetate, pH 7.0. Then, 100 µL were transferred onto a Microcon centrifuge filter with a 3 kDa cutoff
(Millipore Corp., Bedford, MA, USA) together with further 200 µL of 200 mM ammonium acetate
solution. This solution was centrifuged for 30 min at 13,000 rpm and 23 ◦C. The eluate was discarded
and 200 µL of 200 mM ammonium acetate solution were added onto the filter. This procedure was
repeated for three times. Then, the filter was inverted, placed into a new tube, and centrifuged for
5 min at 4500 rpm at 23 ◦C. A resulting supernatant of approximately 800 µL was collected and the
protein concentration was determined to be 0.78 µg/µL using a QubitTM 2.0 Fluorometer (Carlsbad, CA,
USA) assay. For nano electrospray mass spectrometry 2.56 µL of the purified and concentrated RNAse
S solution were diluted to a final concentration of 0.2 µg/µL with 7.44 µL of 10% methanol/200 mM
ammonium acetate. For each measurement, ca. 3 µL of the RNAse S solution were loaded into nanoESI
capillaries using a microloader pipette tip (Eppendorf, Hamburg, Germany).

4.3. Preparation of FLAG-Peptide-AntiFLAG Antibody Immune Complex-Containing Solution

A volume of 20 µL of 1 µg/µL of mouse monoclonal antiFLAG M2 antibody (product code F
1804, Sigma-Aldrich, Steinheim, Germany) was first re-buffered into 200 mM ammonium acetate
buffer, pH 7, using a centrifugal filter (Amicon Ultra cutoff 50 K; Merck Millipore Ltd., Tullagreen,
Carrigtwohill Co Cork, Ireland), as described [10,13]. After buffer exchange, 5 µL of antiFLAG antibody
solution (0.2 µg/µL; 1.33 µM) was mixed with 1.5 µL of a peptide mixture of seven peptides containing
10 µM each of GPI peptide (ALKPYSPGGPR, 1141.62 Da), FLAG peptide (DYKDDDDK, 1012.40 Da),
Angiotensin II (DRVYIHPF, 1045.53 Da), TRIM21A peptide (LQELEKDEREQLRILGE, 2097.11 Da),
TRIM21B peptide (LQPLEKDEREQLRILGE, 2065.12 Da), TRIM21C peptide (LQELEKDEPEQLRILGE,
2038.06 Da), and RA33 peptide (MAARPHSIDGRVVEP-NH2, 1632.86 Da) in a molar ratio of 2.2:1 of
peptide to antibody. Solvent for the peptides was 200 mM ammonium acetate buffer, pH 7.

4.4. Preparation of Troponin I-Peptide-AntiTn I Antibody Immune Complex-Containing Solution

The human cardiac Troponin I epitope peptide (ENREVGDWRKNIDAL; peptides&elephants,
Hennigsdorf, Germany) was obtained as lyophilized powder. The peptide was dissolved in 200 mM
ammonium acetate buffer, pH 7, to obtain a peptide concentration of 1.31 µg/µL. The antiTroponin I
antibody [MF4] (product code ab38210; Abcam, Cambridge, UK) was obtained dissolved in PBS buffer,
pH 7.4. Buffer was exchanged to 200 mM ammonium acetate buffer, pH 7, by loading 21 µL (40 µg) of
the antibody stock solution into a centrifugal filter (Microcon with a cutoff of 50 K; Merck Millipore Ltd.,
Tullagreen, Carrigtwohill, Co. Cork, Ireland). Then 200 mM ammonium acetate buffer, pH 7,
were added to reach a volume of 500 µL. The solution was centrifuged at 13,000 rpm for 10 min.
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The filtrate was discarded. To the retentate on the filter (ca. 30 µL) 470 µL of 200 mM ammonium
acetate buffer, pH 7, were added to reach a total volume of 500 µL. The solution was centrifuged again.
This centrifugation/re-filling procedure was repeated eight times. After the last spinning, the filter
unit was inverted into a new vial and was centrifuged at 4500 rpm for 5 min to collect the retentate
(52 µL). Protein concentration was determined to be 0.33 µg/µL using the QubitTM 2.0 Fluorometer
(Carlsbad, CA, USA) assay. To obtain the immune complex with molar ratio of 2.2:1 of peptide to
antibody the antiTroponin I antibody solution (0.225 µM) was diluted 1:2 with 200 mM ammonium
acetate and 4 µL were mixed with 1.37 µL of the Troponin I peptide solution 1 which previously had
been diluted 1:100 with 200 mM ammonium acetate. The immune complex-containing mixture was
incubated at room temperature for at least 1 h. For each measurement, 3 µL of antibody-peptide
complex-containing solution were loaded into nanoESI capillaries using a microloader pipette tip
(Eppendorf, Hamburg, Germany).

4.5. Production of NanoESI Capillaries

NanoESI capillaries for offline measurements were prepared in-house from borosilicate glass
tubes of 1 mm outer and 0.5 mm inner diameters (BF 100-50-10, Sutter Instruments, Novato, CA,
USA), using a P-1000 Flaming/BrownTM micropipette puller system (Sutter Instruments, Novato,
CA, USA). Capillaries were gold-coated using a sputter coater BalTec SCD 0045 (Bal-Tech, Balzers,
Liechtenstein) with the following conditions: current was set to 20 mA for 150 s, table distance was
5 cm, while vacuum was ca. 10−3 mbar and Argon gas pressure maintained at ca. 10−2 mbar [16].

4.6. Q-ToF 2 Instrument Settings and Data Aquisition

Nano-ESI-MS measurements were performed using a Q-TOF 2 instrument
(Waters MS-Technologies, Manchester, UK). The pressure in the source region of the mass
spectrometer was manually adjusted to 2.24 mbar using the speedy valve [16]. ITEM-TWO
measurements were performed with the following instrumental settings: source temperature, 50 ◦C;
capillary voltage, 1.3 kV; sample cone voltage, 30 V; extractor cone voltage, 3 V; collision voltage, 4 V;
pusher time, 124 µs. The Quadrupole and ToF analyzer pressures were typically between ca. 2.0 × 10−5

mbar and 2.50 × 10−7 mbar, respectively. All mass spectra were acquired in positive-ion mode with a
mass window of m/z 200–4000. The m/z axis was calibrated using 50% TFE in 1% orthophosphoric
acid. The collision gas was then switched on (1.25 bar) and collision cell voltage differences were
increased in a stepwise manner (5–20 V/step) to cause dissociation of the complexes. At each collision
cell voltage difference setting, a mass spectrum was recorded for 2 min, each. All scans for a given
collision cell voltage difference were combined to generate an average spectrum. Q-ToF MS data were
acquired and minimally processed using the MassLynx software version 4.0 (Waters MS-Technologies,
Manchester, UK). From each spectrum, the ion intensities (in arbitrary units) were deduced [16].

4.7. Synapt G2S Instrument Settings and Data Aquisition

Nano-ESI-MS measurements were performed using a Synapt G2S instrument
(Waters MS-Technologies, Manchester, UK). ITEM-TWO measurements of the Troponin I
peptide—antiTroponin I complex were performed with the following instrumental settings: source
temperature, 50 ◦C; capillary voltage, 1.8 kV; sample cone voltage, 110 V; source offset voltage, 110 V;
trap gas flow, 8.0 mL/min; cone gas flow, 100 L/h. All mass spectra were acquired in positive-ion
mode applying a mass window of m/z 200–8000. The m/z axis was calibrated using 1 mg/mL sodium
iodide dissolved in an isopropanol/water solution (50:50, v/v). The quadrupole analyzer was used to
block transmission of lower molecular weight ions: M1 = 4000 with dwell time of 25% and ramp
time of 25%; M2 = 5000 with dwell time of 25% and ramp time of 25%; M3 = 6000. The surviving
antibody-peptide complexes were dissociated in the first collision cell (TRAP) by increasing the
collision cell voltage difference in a stepwise manner (2–10 V/step). Data were acquired and processed
with MassLynx software version 4.1 (Waters MS-Technologies, Manchester, UK). At each collision cell
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voltage difference setting a mass spectrum was recorded for 1 min, each. All scans for a given collision
cell voltage difference were combined to generate an average spectrum. From each spectrum the ion
intensities (in arbitrary units) were deduced.

4.8. Mass Spectral Analysis

The Savitzky–Golay method was used for smoothing in five cycles with a window of 10 for the
high mass range and in three cycles with a window of 5 for the low mass range, respectively. Fractions of
educts and products were derived from heights of ion signals of complex (educt) and its dissociated
constituents (products) at all applied collision cell voltage differences (∆CV). At each applied ∆CV
setting the height of apex of Gaussian fit of the multiply charged ion series of the respective complex
as well as of its constituents was determined by recording the intensities and respective m/z values of
all ion signals for each charge state. Next, these ion intensities were plotted against their respective
m/z values and fitted to a Gaussian curve (Figure 2) using Origin version 8.1 (OriginLab Corporation,
Northampton, MA, USA). Intensity apexes of each molecular species or complex from the heights of
the individual ion signals were determined as well. The relative amounts of products, f(products),
and relative amounts of educts, f(educts), from the nanoESI mass spectra at given ∆CV settings were
determined. The plots of normalized educt intensities i.e., norm(educts) vs. ∆CV were fitted to a
Boltzmann curve (R2 ≥ 0.99).

The mass spectrometry data have been deposited to the ProteomeXchange Consortium via the
PRIDE [37] partner repository with the dataset identifier PXD021296.

5. Conclusions

ITEM-TWO is able (i) to determine epitopes and (ii) to investigate the epitopes´ binding strengths
in the gas phase. Mixing of antigen or epitope peptide and antibody solutions is the only required
in-solution handling step when the complex components are dissolved in electrospray-compatible
solutions. From normalized ion intensities, the apparent gas phase quasi equilibrium dissociation
constants (K#

D m0g) can be deduced from which apparent dissociation activation energies for neutral

and resting immune complexes in the gas phase (∆G#
mOg) can be calculated. As suitable electrospray

mass spectrometry equipment has become amply available, our ITEM-TWO method should be easily
adaptable by mass spectrometry laboratories all around the world.

Supplementary Materials: The following are available online, Equations and theoretical explanations. Figure S1:
Course of normalized ion intensities of holo-myoglobin ions (norm (educts)) as a function of collision cell voltage
differences (∆CV), Figure S2: Arrhenius plot for the course of myoglobin dissociation in the gas phase, Figure S3:
Course of normalized ion intensities of RNAse S ions (norm (educts)) as a function of collision cell voltage differences
(∆CV), Figure S4: Arrhenius plot for the course of RNAse S dissociation in the gas phase, Figure S5: Course of
normalized ion intensities of FLAG-peptide—antiFLAG antibody ions (norm (educts)) as a function of collision cell
voltage differences (∆CV), Figure S6: Arrhenius plot for the course of FLAG-peptide—antiFLAG antibody complex
dissociation in the gas phase, Figure S7: Course of normalized ion intensities of Troponin I peptide—antiTroponin
I antibody complex (norm (educts)) as a function of collision cell voltage differences (∆CV), Figure S8: Arrhenius
plot for the course of Troponin I peptide—antiTroponin I antibody complex dissociation in the gas phase, Table S1:
Ion intensities, charge states, and m/z values for myoglobin at various collision cell voltage difference settings,
Table S2: Apex heights and mean charge states of educt and product ion signals upon gas phase dissociation of
myoglobin, Table S3: Ion intensities, charge states, and m/z values for RNAse S at various collision cell voltage
difference settings, Table S4: Apex heights and mean charge states of educt and product ion signals upon gas phase
dissociation of RNAse S, Table S5: Ion intensities, charge states, and m/z values for FLAG-peptide—antiFLAG
antibody complex at various collision cell voltage difference settings, Table S6: Apex heights and mean charge
states of educt and product ion signals upon gas phase dissociation of FLAG-peptide—antiFLAG antibody
complex, Table S7: Ion intensities, charge states, and m/z values for TroponinI peptide—antiTroponinI at various
collision cell voltage difference settings, Table S8: Apex heights and mean charge states of educt and product ion
signals upon gas phase dissociation of TroponinI immune complex.
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