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Preface to ”Modelling the Deformation,

Recrystallization and Microstructure-Related

Properties in Metals”

Experimental investigations of the thermomechanical processing (TMP) of metals clearly

demonstrate that technological process tuning parameters have a great influence on both the

microstructure and texture evolution, which determine the chemical, physical, or mechanical

properties. During the processing chain, the behavior of polycrystalline material is correlated with the

grain size, grain crystal structure, and crystallographic orientation. The mesoscopic transformations

of polycrystalline aggregates, involving microstructural and crystallographic changes on the grain

level, can be interpreted by a vast body of modelling approaches developed. Advances in

modelling have created a solid platform for understanding the evolution of microstructural features

in polycrystalline systems during particular processing steps and bring to light many hidden aspects

of production as well as assist in revealing the behavior of materials under specific circumstances.

Since mesoscopic changes in TMP are “genetically” connected, the modelling techniques enable

tuning particular processing step to tailor the desired material performance for a given application.

In this Special Issue, we intend to provide a wide spectrum of articles dealing with the modelling

of microstructural changes in various metallic systems. The major aim was to discuss different

features of microstructure evolution such as morphological changes, crystallographic aspects, phase

transformation as well as structure-property relationships in polycrystalline aggregates.

Jurij J. Sidor

Editor
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1. Introduction and Scope

Experimental investigations of the thermomechanical processing (TMP) of metals
clearly demonstrate that technological process-tuning parameters have a great influence on
the evolution of both microstructure and texture, which determine the chemical, physical,
and mechanical properties of metals. During the processing chain, the behavior of polycrys-
talline material is correlated with the grain size, grain crystal structure, and crystallographic
orientation. The mesoscopic transformations of polycrystalline aggregates, involving mi-
crostructural and crystallographic changes on the grain level, can be interpreted using the
vast body of modeling approaches that have been developed. Advances in modeling have
created a solid platform for understanding the evolution of microstructural features in
polycrystalline systems during particular processing steps and bring to light many hidden
aspects of production, as well as assisting in revealing the behavior of materials under
specific circumstances. Since mesoscopic changes in TMP are “genetically” connected,
modeling techniques enable the tuning of a particular processing step to tailor the desired
material performance for a given application.

In this Special Issue, we provide a wide spectrum of articles dealing with the mod-
eling of microstructural changes in various metallic systems. The main aim is to discuss
different features of microstructure evolution, such as morphological changes, crystallo-
graphic aspects, and phase transformation, as well as structure–property relationships in
polycrystalline aggregates.

2. Contributions

The exceptional properties of various metallic polycrystalline systems, such as high
strength, excessive hardness, great ductility at room temperature, superior energy absorp-
tion capacity, and good corrosion resistance, make them outstanding candidates for a wide
variety of applications where one or another of the mentioned qualities, or the combination
of several, is of crucial importance. The presented contributions [1–9] evidently demon-
strate that the properties of metallic materials are microstructure-dependent and, therefore,
the thermomechanical processing (TMP) of the polycrystalline aggregates should be strictly
controlled to guarantee the attainment of the desired suite of qualities. Given this, the
assessment of microstructure evolution in metallic systems is of extraordinary importance.
Since the trial–error approach is a time-consuming and rather expensive methodology,
the materials research community tends to employ a wide spectrum of computational
approaches to simulate each chain of TMP and tune the processing variables to ensure the
necessary microstructural state for achieving the desired performance in the final product.

In the most general case, the TMP of metals involves a sequence of deformation and
annealing processes (or the combination of both into one technological step) that lead to
morphological changes in the polycrystalline aggregate, the evolution of crystallographic
texture, or phase transformation. All these aspects of microstructure development are
partially discussed in the presented contributions [1–9]. In the first manuscript [1], the
deformation flow in a single-phase alloy with a face-centered crystal structure is analyzed
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by means of a finite element (FEM) approach and computationally efficient flow-line model
(FLM), which enabled the effective simulation of cold rolling in terms of the evolution of
crystallographic texture. It was shown that by using the flow-line model, coupled with a
Taylor-type homogenization crystal plasticity model, it is possible to carry out a texture
simulation that is close to the one performed with the deformation history obtained by
means of computationally expensive FEM. In addition, the correlation between the FLM
model parameters and the rolling process quantitative indicators was defined, implying
that the employed analytical approach was efficient in performing simulations of cold
rolling without fitting constraints.

The second contribution [2] likewise addresses the crystallographic aspect of deforma-
tion by employing a well-established viscoplastic, self-consistent (VPSC) crystal plasticity
approach. The numerical investigation is related to the deformation mechanisms in a
magnesium alloy with a hexagonal crystal structure, where the polycrystalline system was
subjected to uniaxial tension and compression. The influence of slip systems on the plastic
deformation, mechanical response, and texture evolution was analyzed by the VPSC via
engaging various slip and twinning activities.

The annealing phenomena are addressed in the third paper [3], where the authors
investigated the phenomenon of dynamic recrystallization in a FeMnSiCrNi shape memory
alloy subjected to hot compression. The analysis is based on a simulation of recrystallization
using a cellular automaton approach, and apart from the microstructural features, both
flow stress and dislocation density were predicted.

The latest advances in the modeling of mechanical performance based on microstruc-
tural features of polycrystalline systems are described in five contributions [4–8], which
reveal the behavior of different materials under diverse processing operations. The spring-
back phenomenon was simulated for the hot-stamping process in [4]. The calculations rely
on the analysis of microstructures that evolved in the investigated boron steel. The relation-
ship developed in the frame of the contribution [4] enables the estimation of the springback
angle based on the area fraction of microstructures that evolved during the quenching. The
following paper [5] deals with the analysis of the hot workability of 300 M steel, where the
relation between the flow stress and microstructure evolution was examined. The investi-
gation was conducted via in situ and ex situ compression tests. In another manuscript [6]
equally concerned with hot deformation, the double-open multidirectional forging process
is analyzed. In this investigation, the authors present a constitutive equation for GH4169
superalloy and simulate the microstructure evolution during dynamic recrystallization
using the finite element approach. Anisotropy of plastic yielding is described in [7], where
the authors investigate the mechanical response of the cross-rolled aluminum sheets. The
simulation of cup earing is based on the evolved crystallographic texture. The model
employed for the simulation of anisotropic behavior takes texture intensities into account,
which appear in the {h00} pole figures. The performance of monocrystalline Cu-13.7%
Al-4.2% Ni alloy is characterized in [8]. In that contribution, the authors investigate the
so-called reversible martensitic transformation and describe both physical and structural
changes in the complex metallic system induced by the thermocyclic treatments under
applied loads.

Phase transformation is studied in [9]. In this study, high-strength steel was subjected
to a hot-stamping process, and phase transformation was investigated via simulation of
the transformation during the pressure-holding quenching process. The kinetics of phase
alteration, which leads to the formation of ferrite, pearlite, and bainite, was analyzed
according to the Kirkaldy–Venugopalan model.

3. Conclusions and Outlook

In this Special Issue, we present a wide spectrum of articles dealing with the mod-
eling of microstructural aspects involved in deformation and recrystallization as well as
simulation of microstructure-based and texture-based properties in various metals. The
latest advances in the theoretical interpretation of mesoscopic transformations based on
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experimental observations are also partially discussed. The studies dealing with the mod-
eling of structure–property relationships are likewise analyzed in the present collection of
manuscripts.

Although, in the submitted works, many hidden facets of various technological
processes and related microstructural changes were revealed by employing advanced
computational approaches, the contributions collected in this issue nevertheless clearly
show that further efforts are required in the field of modeling to understand the complexity
of the material’s world. The ultimate goal of modeling efforts is, arguably, the development
of a comprehensive model that is capable of describing many aspects of microstructure
evolution during thermomechanical processing.

Funding: This research was funded by the EFOP-3.6.1-16-2016-00018 project: “Improving the role
of research + development + innovation in higher education through institutional developments
assisting intelligent specialization in Sopron and Szombathely”. The work was performed in the
frame of the Széchenyi 2020 program: “Innovative processing technologies, applications of energy
engineering, and implementation of wide-ranging techniques for microstructure investigation”.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: The nature of the thermomechanical processing of materials can be revealed by means
of various numerical approaches. The accuracy of a particular model is linked to the boundary
conditions employed. Intensive research activities over the past several decades in the field of
finite element modeling (FEM) have enabled the development of various processing chains for
particular purposes; however, this technique is computationally expensive, and in many instances,
the behavior of materials during a processing step is analyzed by highly efficient analytical models.
This contribution focuses on the implementation of a recently developed flow-line model (FLM),
which enables the effective texture simulation of cold rolling. The results of numerous calculations,
performed for a wide spectrum of roll gap geometries and various friction conditions, revealed
that the deformation history predicted by the FLM employed was comparable to FEM calculations.
A correlation was defined between the FLM model parameters and the rolling process quantitative
indicators, implying that this analytical approach is capable of performing simulations of cold rolling
without fitting constraints. It was shown that FLM coupled with a Taylor-type homogenization
crystal plasticity model (Alamel) could carry out a texture simulation close to the one performed with
deformation history obtained by means of FEM.

Keywords: cold rolling; deformation flow; texture simulation

1. Introduction

Metals are polycrystalline aggregates composed of numerous grains that can be considered perfect
crystals if the materials are fully recrystallized. In order to predict the behavior of polycrystalline
materials subjected to macroscopic load, the relationship between microstructures and properties
should be known, and therefore, physically based modeling is of key importance. The understanding of
microstructural changes is particularly important in setting up the thermomechanical processing (TMP)
route. In TMP, the as-cast microstructure is subjected to continuous microstructural transformation.
In the case of flat-rolled products, such as Al sheets, this transformation is conditioned by both
deformation and recrystallization phenomena, since after casting, the material is subjected to hot
rolling, which is followed by cold rolling, and finally the sheet is recrystallized during the final
annealing process.

Various modeling approaches that employ diverse length scales (Figure 1) have been developed to
reveal the behavior of materials during TMP [1]. It is a common practice to employ phenomenological
models for the optimization of properties in groups of metals that do not reveal substantial varieties
in chemical composition [1,2]. This strategy likewise works for tailoring a certain metal grade for a
particular application. The main disadvantage of phenomenological approximations is that the model
parameters need to be recalibrated in the case of a metal grade change or if the TMP quantitative
indicators are varied in a wider range of processing windows. In more advanced numerical formulations,
such as finite element modeling (FEM), materials are considered as continua, and thus, the mesoscopic

Metals 2019, 9, 1098; doi:10.3390/met9101098 www.mdpi.com/journal/metals5
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phenomena, occurring on the grain levels, are not accounted for in this engineering length scale
(Figure 1). Nevertheless, FEM is successfully employed in many fields, especially when there is a need
to simulate the response of a system subjected to mechanical load. On the other end of the length-scale
spectrum, macroscopic properties are derived from interatomic potentials and by engaging basic
principles of molecular thermodynamics, which ensures generic information about the relationships
between atomic arrangements and macroscopic properties; however, this formulation is applicable
only for ideal systems. The application of atomistic length-scale simulations to metals is restricted due
to limitations in computational resources and also because of the fact that polycrystalline structures
contain too many crystal defects even in a fully recrystallized state (typically 108 m−2).

Figure 1. Variety of length scales involved in modeling the microstructure–properties relationship.

Since a 1-mm-thick metallic sheet (A4 size (21 cm × 29.7 cm)) contains approximately 4 billion
grains of various crystal orientations, assuming that the average grain size is 25 μm, it becomes
clear that neither engineering (continuum) nor atomistic scales are capable of revealing the true
nature of mesoscopic transformation involved in TMP. To capture the essence of microstructural
changes in industrially produced materials, both mean-field and full-field crystal plasticity (CP)
models are employed [1,3–9]. Either approach implements a certain homogenization scheme insofar as
performing calculations for the above-mentioned 4 billion crystals, consisting of even smaller entities,
would require enormous computational power. In CP, homogenization implies a characteristic length
scale (mesoscopic) represented by grains of polycrystalline aggregate, and these entities are treated
as perfect crystals (the in-grain heterogeneities are usually not taken into account). The mesoscopic
scale tends to fall between two ends of the characteristic length spectrum, and this level of order is
important from a practical perspective, as many of the known properties are controlled by the grain
size and crystallographic texture. CP approaches treat the polycrystalline material as a continuum at
the level of the crystal because the grain size is order of magnitudes larger compared to the size of
molecular domains.

Full-field models [1,3,4] allow for analyzing not only the microscopic and macroscopic responses
of material but also account for the evolution of heterogeneities at both levels. Although these methods
give rise to a more comprehensive representation of a microstructure and provide detailed information
on the deformation flow on meso- and macrolength scales, their practical implementation is limited
because of extensive computational time. In contrast, the mean-field models are more computationally
efficient, but they have fewer degrees of freedom compared to the full-field methods. For instance,
in mean-field approximations [5–9], among other things, each grain interacts with a neighboring
one in a way defined by the homogenization scheme, and the misorientation in the grain developed
during deformation cannot be captured. Even though some microstructural features are ignored
in Taylor-type homogenization CP formulations (such as “visco-plastic self-consistent (VPSC) [7],
advanced Lamel (Alamel) [5,6], Cluster V [8], etc.), simulations on a mesoscopic scale are still capable of
providing generic knowledge on the relationship between the structure, properties, and performance
of a polycrystalline aggregate. Polycrystal models have been successfully employed in simulating the
evolution of texture in metals (subjected to diverse strain modes), calculating the plastic strain ratio as
well as predicting the cup-earing [5–11].

6
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Among the many homogenization theories, Alamel [5,6] was employed in this study to simulate
the texture evolution in an Al alloy. In this mean-field approach, the grain assembly is subdivided into
a number of clusters consisting of two grains, whereas the interaction inside the cluster is governed
by the randomly chosen grain boundary orientation. For a given pair of grains, the equilibrium
of stresses is accomplished via the strain compatibility. Similarly to the above-listed Taylor-type
models [5–9], the grain pair is subjected to a strain mode identical to the macroscopic one. In crystal
plasticity formulations (including Alamel), the evolution of texture in face centered cubic (FCC) metals
during cold deformation is related to the crystallographic slip on octahedral slip systems, whereas
the macroscopic strain mode is approximated by various models. In order to make the application of
crystal plasticity modeling practically attainable, the CP should be coupled with the computationally
effective approach, which is capable of accurate prediction of deformation flow in a material. When it
comes to rolling, the simplest approximation is the plane strain compression, which disregards many
aspects of the process. Because of its simplicity, this strain mode is often used in simulations and tends
to provide a reasonable estimate of overall (bulk) texture evolution [5,6,8,10]. In FEM, the effect of many
technological parameters on the deformation flow can be taken into account, while the displacement
history is accurately calculated for various materials at diverse temperatures; however, the model
set-up and the calculation procedure are time-consuming. In view of this, deformation is often
approximated by analytical solutions [12–18] such as flow-line models, which are capable of capturing
many aspects of the process; however, the practical implementations of these computationally effective
approaches are limited by fitting parameters, which have to be derived from the experimental data for
each particular case.

Modeling the evolution of deformation texture in Al alloys by combining the basic principles of CP
theories and models that are capable of predicting deformation flow is vital, since many crystallographic
features evolved in deformation are directly linked to the evolution of recrystallization texture [19–21].
The latter determines plastic anisotropy and limits the forming characteristics of a material.

Even though many efforts have been made to model texture development during cold rolling,
there are nevertheless many aspects of texture evolution that are still not explained by existing
models. The goal of this contribution was to employ computationally efficient and accurate numerical
approaches that could ensure quantitatively reasonable texture simulations for the cold rolling process.
For this, a well-established CP model (Alamel) [5,6] was coupled with the recently developed FLM [14].
To make the CP simulations practically applicable, a correlation was defined between the FLM
model parameters, the roll gap geometry, and the friction coefficient. This implies that combined
Alamel–FLM-based modeling can be performed without a fitting procedure, allowing for analyses of
the effect of technological quantitative indicators on texture evolution in cold rolling. It is shown that
the Alamel–FLM texture simulations revealed both qualitative and quantitative resemblance to the
counterparts calculated with the deformation history obtained by means of finite element modeling.
The quality of the texture simulations was estimated by comparing the simulated textures to the
experimentally measured ones.

2. Materials and Computational Methods

In the current investigation, the evolution of crystallographic texture was studied in an Al–Mg–Si
Al alloy from 6016 series. The sheet (1.125 mm thick) was subjected to a 29.6% thickness reduction
in a single pass with a roll diameter of 128.9 mm. Prior to cold rolling, the material was annealed
at 550 ◦C to ensure a fully recrystallized microstructure. Both recrystallized (initial) and deformed
(rolled) samples were subjected to through-thickness texture measurements by means of the electron
backscattering diffraction (EBSD) technique. The orientation data were collected and analyzed by
commercial OIM-TSL-8® software (EDAX Inc., Mahwah, NJ, USA).

Sample preparation for orientation imaging microscopy (OIM) was performed according to
the standard procedure, which comprises mechanical grinding and polishing as well as electrolytic
polishing. The mechanical polishing procedure was finished with DiaDuo-2 Struers®-type 1-μm
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diamond paste. Electrolytic polishing, as a final step of sample preparation for EBSD, was conducted
for ~1 min at a voltage of 18 V with A2 Struers® electrolyte and was cooled to temperatures ranging
between −5 and 0 ◦C.

A Hikari-type EBSD detector was attached to a scanning electron microscope (SEM) FEI®.
The OIM data of the investigated material with a fully recrystallized microstructure were collected at
an acceleration voltage of 20 kV, whereas in the cold-rolled sample, to avoid overlap of the acquired
pattern with ones originating from the deeper layers, the acquisition was performed at a comparatively
low acceleration voltage of SEM. An application of 15 kV guaranteed appropriate OIM data acquisition.
During OIM measurements, the sample was 70◦ tilted with respect to the EBSD detector. EBSD mapping
was performed on a hexagonal scan grid in the plane perpendicular to the sample transverse direction
(TD-plane) extending over the entire thickness of the investigated sample. For accurate texture
evaluation, the deformed sample was scanned at a step size of 1.5 μm, while the recrystallized
material was investigated at a 5-μm step. In order to ensure a meaningful comparison between the
experimentally measured and simulated orientation distribution functions (ODFs), the data were
postprocessed with MTM-FHM software [22], and the textures were displayed in ϕ2 = const. sections.

The evolution of the cold-rolling texture was analyzed by a well-established Taylor-type
homogenization approach called Alamel, the comprehensive formulation of which can be found
elsewhere [5,6]. The simulations were performed by taking into account {111}<110> octahedral
slip systems, which are typically activated in FCC metals during cold-forming processes. Prior to
texture simulations, a homogenization of experimentally measured EBSD data, which involves the
determination of the representative volume element, had to be performed. In the current case,
the measured OIM data were converted to a continuous ODF and afterwards discretized to a set of
8000 equally weighted orientations.

To enable the calculation of texture evolution through the Taylor-type homogenization scheme
employed, the deformation history in the form of strain velocity gradients should be provided to the
given CP model. Both a two-dimensional finite element method (Deform 2D®) and a recently developed
flow-line model (FLM) [14] were employed in the calculation of deformation flow. These approximations
are capable of capturing strain heterogeneities across the thickness of a cold-rolled sheet. In the FLM
and FEM simulations, the material subjected to rolling is considered to be plastic and isotropic. In FEM,
the strain hardening phenomenon is described with a stress–strain curve fitted by piecewise linear
segments, whereas the rolls are considered to be fully rigid objects. Contrary to FEM, the FLM
employed neglects the strain hardening effect. The following material parameters were used in the
FEM simulations for the isotropic aluminum matrix: E = 68.9 GPa (Young’s modulus), ν = 0.33
(Poisson’s ratio), and σy = 80 MPa (yield stress). Since rolling is a symmetric deformation process,
the deformation flow was simulated for the following layers: surface, 1/5, 2/5, 3/5, and 4/5 of the
half-thickness and midthickness plane. The extracted outputs were used as an input for CP calculations.
The results obtained for the FEM-CP and FLM-CP simulations were compared to each other and
likewise to their experimentally measured counterparts.

3. Results

3.1. Brief Description of the Flow-Line Modeling Approach

The flow behavior of a material subjected to rolling can be described by various approaches with a
diverse degree of accuracy. In many instances, rolling is considered to be the plane strain compression
deformation, since this abstraction enables the fast estimation of strain. In this approach, the strain
mode is homogeneous across the thickness, while both the strain path changes and the evolution
of shear components, caused by friction and roll gap geometry, are neglected. Numerous analytical
approaches have been developed for a more accurate description of materials’ behavior in deformation,
and the main advantage of these models [12–18] over other numerical approaches, such as finite element
modeling [1], is their efficiency and accuracy. Flow-line models [12–18] are analytical approaches that
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are capable of describing the deformation stream under given boundary conditions for a particular
process. These formulations have been intensively employed for rolling force and torque calculations
and the design of asymmetric and vertical rolling processes [12,13,15–18]. In the FLM employed,
the detailed mathematical description of which is described elsewhere [14], a kinematically admissible
displacement velocity field fulfills the following boundary conditions: (a) the entrance and the exit
velocities of a rolled sheet are even across the thickness; (b) the incompressibility condition is fulfilled
at all points; (c) a material’s flow occurs along the prescribed streamlines; (d) at the surface, the velocity
field is conditioned by means of model parameter α, which guarantees a difference between the
velocities of the surface and midthickness layers; (e) the variation of the velocity across the thickness
is conditioned by the second model parameter n; and (f) the approximation does not allow for any
displacement in the transverse direction (TD).

In the FLM employed [14], the material’s flow occurs along the prescribed streamlines,
determined by means of Equation (1),

zs = φ(x, z) = zς(x) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
z 1

e

[
1 +

(
s
e +
(
1− s

e

)(Ld−x
Ld

)2.1
)−m
] 1

m

x ≤ Ld

z 1
e

[
1 +

(
s
e

)−m
] 1

m
x > Ld

(1)

with projected contact length (Ld)
Ld = Rsin(θ) (2)

and
θ = cos−1([R + s − e]/R), (3)

where θ is a bite angle and R is a roll radius; e is the half-thickness of the sheet prior to rolling; s is the
half-thickness of the sheet after rolling (see Figure 2 for details); and zs corresponds to the position of
the flow-line (0 ≤ zs ≤ 1, zs = 0 for the midthickness and zs = 1 for the surface layer).

Figure 2. Schematic illustration of sheet geometry in a roll gap with the parameters of the flow-line
model employed [14].

In this analytical approach, the value of m was set to 100 with the aim of ensuring a continuous
first and second derivate of the ς(x) function in Equation (1) at x = 0. In the model developed by
Decroos et al., the exponent of 2.1 (see Equation (1)) guarantees the following: (i) a quasi-parabolic
shape of ς(x) in the deformation zone and (ii) continuous first and second derivatives of this function
when x = Ld. Both m and the exponent of 2.1 ensures various profiles for streamline zs, depending on
the roll gap geometry. If zs = 0, the deformation flow occurs along the straight streamline, while for
zs = 1, the flow is conditioned by the roll radius.

9
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Both the entry and the exit velocities of a rolled sheet are even across the thickness; however,
the shape of the output profile (see Figure 2) is controlled by two model parameters (α and n), which are
supposed to be positive float numbers. Within a deformation zone, the model parameter α guarantees
a difference between the x-component velocity vx of the surface and midthickness layers. The variation
in velocity across the thickness (z-component) is conditioned by the second model parameter n.
As Figure 3 reveals, for a given value of n, vx is identical for all layers with various zs if α = 0, while the
difference between the velocities along the flow-lines tends to rise when α follows an upwards trend.
Increasing the value of n in the FLM model while α remains constant tends to significantly enhance the
velocity vx of the subsurface layers with respect to the midthickness planes. In the case of α > 0, the vx

of all through-thickness layers tends to converge to a single point at x corresponding to a neutral point
N. From this point onward, the flow of the midlayer is faster than the top one. The position of the
neutral point ϕn in rolling can be computed by the following equations [2]:

φn =

√
h f

R
tan

⎛⎜⎜⎜⎜⎜⎝
√

h f

R
Hn

2

⎞⎟⎟⎟⎟⎟⎠, (4)

Hn = 0.5
(
H0 − 1

μ
ln
(

hi
h f

))
, (5)

H0 = 2

√
R
h f

tan−1

⎛⎜⎜⎜⎜⎜⎜⎝
√

hi − h f

h f

⎞⎟⎟⎟⎟⎟⎟⎠, (6)

LdN = Ld − Rφn, (7)

where μ is a friction coefficient, and LdN is the x component of a neutral point.
Although vx is identical for all zs when α = 0, the z-component of velocity (vz) reveals significant

deviations, implying that surface layers experience higher straining levels compared to the midthickness
plane (zs = 0). It should be noted that even if α = 0, the strain path of a rolled sheet is different from the
plane strain compression due to displacement heterogeneities caused by various vz across the thickness.
For a given value of α, the effect of n on vz seems to be negligibly small; however, the same cannot be
said about the deformation patterns revealed in Figure 4 (see cases for α = 1.5, n = 1.5; and α = 1.5,
n = 2.5). It can be concluded from Figures 3 and 4 that employing diverse α and n parameters allows
for reproducing a wide spectrum of deformation patterns obtained under different thermomechanical
processing conditions.

This computationally efficient model enables the fast calculation of deformation velocity gradients
evolved across the thickness of a rolled sheet. If the correlation between the technological parameters
(such as the degree of reduction, the roll diameter, a material’s initial thickness, and the friction
coefficient) and the model parameters is determined, this two-dimensional FLM approach can enable
the efficient calculation of a velocity gradient history evolved across the thickness of a rolled sheet,
which is needed for the successful prediction of texture evolution performed by crystal plasticity models.
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Figure 3. Velocity components (vx and vz) calculated by the flow-line modeling (FLM) employed for
various model parameters along six flow lines. A sheet of 1.125-mm initial thickness was subjected to
a 29.6% reduction with a roll of R = 64.5 mm. The sequence of streamlines was the following: zs = 1
(surface), zs = 0.8 (subsurface 1), zs = 0.6 (subsurface 2), zs = 0.4 (subsurface 3), zs = 0.2 (subsurface 4),
and zs = 0 (midplane).
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Figure 4. Deformation patterns of the initially rectangular grid (half-thickness) emerged after a
29.6% reduction (initial thickness = 1.125 mm, R = 64.5 mm), as predicted by FLM for various model
parameters. The sequence of streamlines was the following: zs = 1 (surface), zs = 0.8 (subsurface 1),
zs = 0.6 (subsurface 2), zs = 0.4 (subsurface 3), zs = 0.2 (subsurface 4), and zs = 0 (midplane). In the FLM
calculation, the position of a neutral point was identical for all cases, LdN = 2.5 mm.

3.2. Finite Element Modeling

In order to define a link between the FLM fitting parameters (α and n) and the processing
quantitative indicators, a series of finite element simulations were performed. Since the FLM approach
does not account for the anisotropy of properties, the behavior of an isotropic material was studied
by FEM. In the first instance, the effect of friction on the deformation flow across the thickness of
a rolled Al sheet was studied. The minimum value of the friction coefficient necessary for rolling
(μmin) was approximated based on roll gap geometry, as rolling of a material is not possible without an
appropriate friction condition [23].

Equation (8) is

μmin =
1
2

√
h f

R

ln
(

hi
h f

)
+ 1

4

√
hi−h f

R

tan−1
√

hi
h f
− 1

, (8)

For the FEM, rolling trials were simulated with a constant coulomb friction coefficient μ,
which exceeded the value of μmin, in order to avoid both convergence problems and remeshing
during the calculation. As Figure 5 reveals, the deformation flow was heterogeneous across the
thickness even if the material was isotropic. The deformation patterns that emerged in Figure 5 testify
to the fact that distortion of an initially rectangular grid was conditioned by the friction coefficient
μ assumed. The distortion of initially orthogonal elements enabled a revealing of the nature of the
deformation process across the thickness. Both the surface and subsurface elements (Figure 5a–d) were
subjected to more severe shear distortion compared to the midthickness layers. This phenomenon was
revealed more explicitly while the distribution of the von Mises strain evM across the thickness was
being analyzed. Since the amount of shear was negligible in the midplane, the strain mode was close to
plane strain compression, while both a high value of evM (Figure 5a–d) and strongly sheared elements
in the subsurface region provided evidence for shear localization within the surface layers. It is also
obvious in Figure 5a–d that the amount of shear was localized predominantly in the subsurface region
and tended to decline in the direction of the midthickness plane independently of friction assumed,
whereas increasing the value of μ tended to enhance the level of accumulated strain in the material.

12



Metals 2019, 9, 1098

(a) 

 

(b) 

 

(c) 

 

(d) 

 

Figure 5. Deformation patterns and von Mises strain distribution across the thickness of a rolled sheet,
subjected to a 29.6% thickness reduction (initial thickness = 1.125 mm, R = 64.5 mm), as predicted by
finite element modeling for various friction coefficients: (a) μ = 0.05; (b) μ = 0.1; (c) μ = 0.15; (d) μ = 0.2.
The grid was rectangular prior to deformation.

In total, 53 FEM simulations were performed for various roll gap geometries and diverse friction
conditions. These results will be discussed in the following chapters, when both FEM and FLM
outputs will be compared. In order to capture the strain gradients in rolling with reasonable accuracy,
finite element calculations were performed with a mesh containing 10 elements across the thickness
(5 elements for the half-thickness). It is believed that this number of elements is capable of ensuring
meaningful simulation precision. Increasing the number of elements might improve accuracy; however,
taking into account that a large number of FEM simulations had to be performed within a rational
time-bounded frame, the decision was made to work with the fixed number of elements for all roll
gap geometries.
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3.3. Correlating the Flow-Line Model Parameters with Roll Gap Geometry

A growing body of experimental evidence has clearly shown that TMP parameters have a decisive
effect on the deformation behavior of materials [24–27]. This study had a major focus on the cold rolling
process, where the flow of a sheet is conditioned by roll gap geometry, straining levels and friction
condition. Figure 5 demonstrates the effect of the friction coefficient on the through-thickness strain
heterogeneity, as predicted by FEM. Corresponding calculations (Figure 6) were likewise performed
for the identical rolling path with FLM [14], where each combination of the α and n parameters was set
so as to resemble the deformation patterns of Figure 5. For a meaningful comparison, first, the strain
velocity gradient tensor components (Lij) were calculated by both FEM and FLM [14], and afterward
the corresponding strains for the time increment Δt were calculated as Δεij = 0.5 (Lij + Lji)Δt. Since in
two-dimensional analysis L22 = L12 = L21 = L23 = L32 = 0 (where indices 1, 2, and 3 refer to rolling (RD),
transverse (TD), and normal (ND) directions, respectively), the von Mises strain was calculated by
means of the total accumulated strain components ε11 and Δε33:

evM =
2√
3

√
ε2

11 + ε2
13. (9)

When comparing Figures 5 and 6, it turns out that FLM was capable of reproducing both
the corresponding FEM deformation patterns and the strain distribution across the thickness with
reasonable accuracy by employing an appropriate pair of model parameters. Figures 5 and 6 reveal
meaningful qualitative agreement, whereas the quantitative differences in the von Mises maps might
be explained by simplifications made in the FLM model. The types of von Mises strain distribution
patterns shown in Figures 5 and 6 are characteristic of the rolling process, where the high evM values are
attributed to the concentration of shear strain due to friction between the roll and the surface of a sheet.

It should be underlined here that the main advantage of the FLM-type approach is its efficiency,
since the deformation history can be simulated within a fraction of a second, which cannot be done
with an FEM approach even if the grid is composed of a limited number of elements. The major
drawback to the practical implementation of flow-line computations is the determination of α and n,
which have to be fitted for each particular case. Therefore, this contribution attempted to correlate the
TMP quantitative indicators with the FLM model parameters by employing FEM results. In the FEM
simulations, which were performed for a wide range of processing conditions, the coefficient of friction
was varied between μmin (Equation (8)) and 0.3, which corresponded to wet and dry rolling conditions,
respectively. The roll radii in the FEM calculations changed from 64.46 mm to 450 mm, which led to a
spectrum of projected contact lengths (Ld) ranging between 3.61 mm and 21.91 mm, whereas the initial
thickness of the sheet subjected to cold rolling changed from 1 to 6 mm. These boundary conditions
covered the rolling trials performed with both intermediate and large draughts, which accounted for a
variation in the contact length-to-mean thickness ratio (Ld/h) from 2.88 to 12.77.

After careful analysis of both the FEM and FLM outputs, the following expressions were developed
for the determination of α and n:

α = Aψ+ Bψ2 + Cψ3 + Dψ4 + E
(hi − h f

2L

)
, (10)

with

ψ = μ f
(

hi
R

)g( R
hi − h f

)k( R
h f

)l
, (11)

where A = 21,332; B = −2.250 × 102; C = −1.841 × 102; D = 1.242 × 104; E = 4.833 × 10−1; f = 1.833;
g = 7.892 × 10−1; k = 2.293 × 10−1; and l = 2.283 × 10−1. Equation (12) is

n = Mμr
(

hi
R

)s
+ Nμt

(
L

LdN

)u
+ Oμv

(hi + h f

R

)w
+ Pμx

(
L

hi + h f

)y
+ Q, (12)
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where M = 19.369, N = 9.463, O =−18.606, P =−9.086, Q = 3.201× 10−2, r = 9.882× 10−2, s = 5.120× 10−3,
t = −1.869 × 10−1, u = 6.414 × 10−2, v = −1.045 × 10−1, w = −5.860 × 10−3, x = 2.441 × 10−1,
and y = −1.620 × 10−1.

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 6. Deformation patterns and von Mises strain distribution across the thickness of a rolled sheet,
subjected to a 29.6% thickness reduction (initial thickness = 1.125 mm, R = 64.5 mm), as predicted by
the flow-line model employed [14] with the following model parameters: (a) α = 6.12 × 10−2, n = 1.11;
(b) α = 1.55 × 10−1, n = 1.38; (c) α = 2.69 × 10−1, n = 1.52; (d) α = 3.84 × 10−1, n = 1.6. The grid
was rectangular prior to deformation. Each set of FLM fitting parameters ensured the best fit for the
corresponding finite element modeling (FEM) output (shown in Figure 5a–c).

Equations (10)–(12) clearly indicate that both α and n are functions of roll gap geometry and
the friction coefficient μ. Figure 7 reveals the distortion of the initially rectangular grid (only the
vertical line is shown for each case) predicted for various roll gap geometries by the FEM and FLM
employed [14] (with the model parameters calculated by Equations (10)–(12)). Analyzing the results of
the simulations presented in Figure 7, it becomes obvious that both models predicted similar distortion
patterns for both extremes of the friction coefficient spectrum. By virtue of assumptions made in
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the FLM employed, this model was capable of reproducing parabolic-type displacement profiles,
while the FEM results revealed more complex displacement shapes for certain boundary conditions
(see Figure 7). This was particularly true for low values of both Ld/h and μ. For roll gap geometry with
Ld/h ≤ 4 and friction coefficients below 0.1, the FLM somewhat overestimated the amount of shear on
the surface and slightly underestimated the shear contribution within the subsurface layers; however,
these inconsistencies tended to vanish when the value of Ld/h became higher than 4.

Figure 7. Grid distortions predicted for various roll gap geometries by the FLM employed and FEM.
The FLM model parameters were calculated by Equations (10)–(12).
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It is clear from Figure 7 that roll gap geometry has a strong impact on the evolution of deformation
across the thickness. The effect of rolling conditions on the deformation distribution across the
thickness could be analyzed by means of the FLM approach, since the values of the α and n parameters,
calculated by Equations (10)–(12), tended to resemble the FEM deformation patterns with reasonable
accuracy. In the case of materials (Figure 8a,b) rolled with a thickness reduction of 29.6% and a friction
coefficient of 0.1, an increase in the roll radius accounted for more extensive RD–ND displacement,
and therefore more severe shear strain evolution evolved in both the surface and subsurface regions.

 

(a) (b) 

Figure 8. Deformation patterns predicted for identical rolling reductions and various initial thicknesses
by the FLM [14]: (a) initial thickness = 1.125 mm; (b) initial thickness = 4.0 mm.

It should be underlined that the applicability of the FLM approach [14] is not restricted exclusively
to cold rolling; however, the correlation (Equations (10)–(12)) between the FLM model parameters and
the process quantitative indicators was limited to an analysis of the cold deformation trials of Al alloys.
Defining both α and n by Equations (10)–(12) excluded the effect of temperature, which might be a
critical issue while simulating the behavior of materials during hot rolling.

4. Application of Deformation History to Texture Simulation

Al alloys are generally cold-rolled with thickness reductions up to ~85% in several passes; however,
in some cases, intermediate annealing can be employed to avoid texture banding, which leads to
a roping phenomenon [24,27]. In the current case, the material was subjected to a 29.6% reduction
along one path. Preceding the rolling, the annealing process ensured a recrystallization texture in
the investigated material. The bulk (overall) texture of the sheet (Figure 9a) measured across the
thickness was mainly composed of recrystallization texture components such as Cube ({001}〈100〉),
Goss ({001}〈100〉), and ~ {113}〈121〉 orientation (ϕ1 = 75◦, Φ = 25◦, ϕ2 = 45◦). As revealed in Figure 9b,
the deformation process induced qualitative texture transformation, where the recrystallization texture
components rotated to both α (〈001〉//ND) and β-fiber orientations, which is analytically described by
the following expression:

{
h, 1, h + 1

}〈
h(h+1)
3/4−h , 2h(h+1)

1/2−h , h2

h−3/4 + 2h
h−1/2

〉
, (13)

The reference components of the β-fiber calculated by means of Equation (13) enable the tracing
of the texture evolution involved in cold rolling. The deformation texture orientations showed an
unequal distribution along the β-fiber (Figure 9b). The intensity along this fiber tended to decline with
an increase in h (Equation (13)), i.e., the texture intensity followed a downward trend while moving
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from Copper (h = 1) via {213}〈9 15 11〉 (h = 2) to Brass (h is an infinitely large number). In Figure 9b,
a 29.6% rolling reduction did not cause a severe drop in the intensity of the Cube orientation.

 

(a) 

(b) 

(c) 

(d) 

Figure 9. Experimentally measured and simulated overall textures in the investigated material:
(a) the orientation distribution function (ODF) prior to rolling; (b) experimentally measured deformation
texture after a 29.6% rolling reduction, where TI = 2.219 and ODFmax = 6.03; (c) the ODF simulated
with the Alamel model and the strain history calculated by FEM, where ID = 0.085, TI = 2.533,
and ODFmax = 7.57; (d) the ODF simulated with the Alamel model and the strain history predicted by
FLM, where ID = 0.076, TI = 2.460, and ODFmax = 7.30. The deformation history used for the texture
simulations is shown in Figure 10.

Figure 9c,d reveals the evolution of the rolling textures modeled with the Alamel model [5,6] by
employing the deformation history in Figure 10. The CP calculations were performed for six equidistant
layers (the surface, four subsurface layers, and midthickness plane), and subsequently, the average
bulk texture was calculated by merging the individual ODFs. When comparing Figure 9b–d, it becomes
apparent that both the experimental and modeled textures followed an identical evolutionary pattern.
Similarly to the experimentally measured ODF of Figure 9b, the β-fiber orientations of the modeled
counterparts (Figure 9c,d) were well distinguished in the first part of the skeleton line (between
{112}〈111〉 and {213}〈9 15 11〉), while toward the tail of the fiber (running from {213}〈9 15 11〉 to
{101}〈121〉), the individual components tended to vanish.

Inasmuch as the rolling was performed on well-lubricated surfaces on both the sheet and rolling
cylinders, the FEM simulation was performed with the μ slightly exceeding the minimum value
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necessary for rolling (μ = 1.5μmin), while the corresponding FLM model parameters (α and n) were
approximated by Equations (10)–(12). As Figure 9 shows, an approximation of rolling by both the
FEM and FLM employed [14] provided a meaningful texture prediction; however, employing various
deformation histories accounted for diverse texture development. The quality of the texture simulation
was assessed by analyzing qualitative texture indicators (TIDs) such as the ODF maximum value
(ODFmax), texture index (TI =

∫
[f (g)]2dg), and normalized index difference ID. The ID, observed

between the experimental f exp(g) and the simulated f sim(g) textures, tended to rise with an increase in
diversity between the compared ODFs:

ID =
∫

[f exp(g) − f sim(g)]2dg/
∫

[f exp(g)]2dg (14)

 
Figure 10. Evolution of strain rate components with time across the thickness of a rolled sheet calculated
with both FEM and FLM for a 29.6% reduction (initial thickness = 1.125 mm, R = 64.5 mm). In FEM,
the friction coefficient was assumed to be μ = 1.5μmin = 0.053, while the corresponding FLM fitting
parameters were calculated by Equations (10)–(12) (α = 0.066, n = 1.139).

An examination of the TIDs calculated for Figure 9c,d clearly indicates that the FLM coupled
with the CP model was capable of carrying out a texture simulation close to the one performed
with the deformation history obtained by means of the finite element model. The employment of
both FEM and FLM in the texture simulation led to a slight overestimation of the ODFmax value
compared to the experimental counterpart, whereas the calculated TIs revealed a close resemblance
to the experimentally measured one. Furthermore, the low ID numbers obtained by FEM and FLM
(ID(FEM) = 0.085 and ID(FEM) = 0.076) suggest that the FLM employed can be considered to be a
potential approach for the computation of strain history in rolling. Although the time necessary for
crystal plasticity simulation is hardly affected by the strain mode, the same cannot be said about the
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calculation of strain history by FEM and FLM, which gives credit to the practical implementation of
the latter. The FLM calculation can be performed within a fraction of a second, while FEM requires
hours for computation.

The heterogeneity of texture evolution across the thickness of a rolled sheet was accounted
for by considering the heterogeneous nature of the strain path evolution in each individual layer
(see Figure 10). The through-thickness strain inhomogeneities tended to evolve due to unequal shear
distribution. In cold-rolling trials, the sense of balance between the geometric and friction-induced
shear components is governed by friction conditions. As seen in Figure 10, first the resulting shear
rate

.
ε13 was of a negative sense and after that became positive. This implied that initially

.
ε13 was

tilted toward the roll gap geometry-induced shear components, while later the friction-induced shear
tended to prevail [2]. Apart from the quantitative diversity (Figure 10), the major difference between
the strain rate patterns calculated by FEM and FLM was that the flow-line model predicted a more
gradual change of

.
εi j components with time, while the corresponding counterparts computed by FEM

revealed more oscillating behavior.
Figure 11 reveals both an experimentally measured and simulated evolution of texture in various

thickness layers. The ODF of the first layer covered the area between the surface and 3/10 of the
half-thickness, the second layer extended from the 3/10 to 3/5 of the half-thickness, and the third layer
ranged between 3/5 and the midplane of the sheet. The ODFs of these layers, displayed in Figure 11a,
reveal a close qualitative resemblance, while some quantitative diversities can be observed between
the individual textures. In order to access the degree of texture heterogeneity (IDH) between the two
layers (i and j), the index difference was expressed as

IDH =

∫
[fi(g) − fj(g)]2dg/

∫
[f 0

exp(g)]2dg, (15)

where f 0
exp(g) refers to experimentally measured overall (bulk) texture.

Prior to cold rolling (Figure 11a), the recrystallization process ensured a minimal degree of
heterogeneity in the investigated material (see Table 1 for details). The values of IDH tended to
enhance after cold rolling, pointing toward the evolution of texture diversities in various layers
(IDH(L1–2) = 6.43 × 10−2 and IDH(L2–3) = 2.40 × 10−2). This evolutionary pattern was likewise captured
by the crystal plasticity calculations, which predicted more homogeneous textures for layers 2 and 3,
whereas the extent of heterogeneity rose when the IDH values for layers 1 and 2 were computed
(FLM-CP: IDH(L1–2) = 4.59 × 10−2 and IDH(L2–3) = 5.60 × 10−3; FEM-CP: IDH(L1–2) = 4.41 × 10−2 and
IDH(L2–3) = 5.33 × 10−3).

Table 1. Heterogeneity quantitative indicators calculated for the textures in Figure 11.

Layers IDH (Experiment) IDH (FEM) IDH (FLM)

Pre-rolling After rolling After rolling After rolling
Layers 1 and 2 2.94 × 10−3 6.43 × 10−2 4.41 × 10−2 4.59 × 10−2

Layers 2 and 3 9.09 × 10−3 2.40 × 10−2 5.33 × 10−3 5.60 × 10−3

In the rolled material (Figure 11b), the intensity of the {001}〈100〉 orientation was enhanced from
the surface to the midthickness, and this tendency was equally captured by the CP simulations of
Figure 11c,d. The same evolutionary trend was observed for the {112}〈111〉 component, while the tail
of the β-fiber (particularly the {101}〈121〉 orientation) tended to weaken from the surface to the middle.
This phenomenon was also captured by both the FEM-CP and FLM-CP simulations. The quantitative
texture indicators, which allowed for comparisons between the experimentally evolved deformation
texture patterns (Figure 11b) and the modeled counterparts (Figure 1c,d), are summarized in Table 2.
It is obvious that the results of the simulations showed a close resemblance between the calculated and
experimentally measured counterparts. Furthermore, a minimal discrepancy was observed between
the FLM- and FEM-based CP predictions.
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) )

) )

Figure 11. Experimentally observed and simulated texture heterogeneities across the thickness:
(a) the prerolling texture; (b) the measured deformation texture (after a 29.6% reduction); (c) the ODF
simulated with the Alamel model and the strain path predicted by FEM (μ = 0.053); (d) the ODF
simulated with the Alamel model and the strain path predicted by the FLM employed (α = 0.066,
n = 1.139).

Table 2. Texture quantitative indicators calculated for the textures in Figure 11.

Layer FEM FLM Experiment

ODFmax, m.r.d. TI ID ODFmax, m.r.d. TI ID ODFmax, m.r.d. TI
Layer 1 6.0 2.186 0.055 5.73 2.108 0.047 5.99 2.015
Layer 2 8.02 2.645 0.100 7.77 2.571 0.091 6.37 2.353
Layer 3 8.75 2.787 0.089 8.44 2.719 0.083 5.93 3.368

In addition to previously published works [3–11,28], this investigation reveals how the quality
of the texture simulation is affected by the choice of strain history approximation. Examining the
results of the CP computations shown in Figures 9 and 11, it can be noticed that the Taylor-type
homogenization model (Alamel) [5,6] provided both a qualitatively and quantitatively reasonable
texture prediction upon the condition that the technique employed for the computation of the strain
history was capable of capturing the strain heterogeneity across the thickness. As was shown in
recent work [28], the application of other homogenization schemes (VPSC [7] or Cluster V [8]) likewise
tends to provide meaningful texture evolutionary patterns with quantitative texture characteristics
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comparable to the Alamel model. Therefore, the FLM employed [14] can be successfully coupled with
an arbitrary CP model.

Although FLM neglected the strain hardening phenomena, while the materials experienced
hardening during deformation in the FEM, the result of the CP simulations performed with both FEM
and FLM outputs revealed minor differences (Figures 9 and 11). This implies that strain hardening
parameters have a slight effect on the quality of texture prediction. Furthermore, approximating
the rolling process with plane strain compression or geometric models [10,28] equally provides a
reasonable estimate of texture evolution. Even though Taylor-type homogenization models employ
strain hardening, varying the values of hardening model parameters for metallic systems, in which the
deformation is governed by a single mode (such as a slip), has a negligible effect on the quality of texture
prediction. It should be pointed out that this scenario is not applicable to polycrystals, which tend to
deform in two diverse modes. In metals deformed by sleep and twinning, the deformation occurs by
means of the first mechanism up to a certain strain level, whereas exceeding this straining degree induces
another mechanism of deformation (twinning). In this case, the choice of correct hardening parameters
is of critical importance. It should be likewise stressed here that when materials experience extensive
strain hardening or are subjected to severe plastic deformation, the evolution of local phenomena
(such as shear bands) cannot be neglected, since they affect texture development. In contrast to
homogenization CP theories, crystal plasticity finite element approaches or CP formulations based
on fast-Fourier transforms [4] are capable of predicting macroscopic strain heterogeneities such as
through-thickness strain gradients and also providing information on local phenomena (such as the
strain/stress evolution on grain boundaries or the development of shear bands). These numerical
approaches are computationally demanding and are not discussed in the frame of this study.

In addition to the above-mentioned issues, there are many pros and cons regarding the
implementation of analytical models; however, to make the application of FLM approaches more
practically attainable, both the upper and lower bounds of implementation should be determined.
This investigation predominantly focused on Al alloys with a yield point comparable to 80 MPa;
however, even in the frame of a particular series, the yield stress may vary around ~100 MPa.
This change in the flow stress will significantly affect the stress state of materials during rolling,
which is not accounted for in FLM [14]. In order to determine the applicability limits of the FLM
employed, the deformation flow was analyzed at the two ends of the Ld/h spectrum (Ld/h = 2.88 and
Ld/h = 12.77) in materials with σ (σy = 80 MPa and σy = 200 MPa).The results of the FEM simulations
presented in Figure 12 suggest that an increase in yield stress from 80 MPa to 200 MPa triggers
some variety in the displacement across the thickness at low values of the contact length-to-mean
thickness ratio (Ld/h = 2.88), whereas this deviation tends to vanish when rolling is performed with
large draughts (Ld/h = 12.77). Analyzing Figures 5–7 and 12, it turns out that the deformation flow
in materials, as predicted by both the FEM and FLM simulations, was majorly controlled by roll gap
geometry and friction conditions, while the hardening phenomena seemed to have a smaller effect
on the corresponding displacement profiles. The inconsistencies shown in Figure 12 did not cause
significant qualitative and quantitative texture changes, since minor strain path variations do not affect
the evolution of texture drastically (see Figures 9 and 11). This implies that FLM [14] can be employed
for texture simulations in Al alloys from diverse series; nevertheless, it should be pointed out that
if material properties or processing limits significantly deviate from the above-mentioned bounds,
the results should be treated with particular care.
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Figure 12. Deformation patterns predicted by FEM for materials with various yield stresses.

5. Conclusions

Careful analysis of both the finite element (FEM) and flow-line (FLM) model outputs led to
the conclusion that the FLM model parameters were directly correlated with roll gap geometry and
the friction coefficient. Analytical expressions for the determination of α and n were developed in
the frame of the contribution, which ensured the implementation of this approach without fitting
parameters. The boundary conditions covered the rolling trials with both intermediate and large
draughts, which accounted for a variation in the contact length-to-mean thickness ratio between 2.88
and 12.77 and a friction coefficient spectrum changing from 0.025 to 0.3.

The mean-field crystal plasticity (CP) model employed (Alamel), which takes into account
short-range grain interaction phenomena, served to produce a through-thickness texture heterogeneity
when the strain path was computed either by FEM or FLM. The FLM combined with the CP employed
tended to provide a reasonably accurate prediction of bulk texture evolution, and this approach was
likewise efficient in capturing the evolution of texture in the individual through-thickness layers.
An analysis of quantitative texture indicators clearly demonstrated that the Taylor-type homogenization
CP model coupled with the FLM was capable of carrying out a texture simulation close to the one
performed with deformation history obtained by means of the finite element model.

The results of the CP modeling point toward the possible practical implementation of
FLM approaches, since these computationally efficient methods ensure reasonably accurate
texture prediction.
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Abstract: Uniaxial tension and compression of AZ31 magnesium alloy were numerically investigated
via the viscoplastic self-consistent (VPSC) model to shed a light on the effect of secondary deformation
mechanisms (prismatic <a> slip, pyramidal <c+a> slip, and

{
1011

}
contraction twinning) during

plastic deformation. The method adopted in the present study used different combinations of
deformation mechanisms in the VPSC modeling. In terms of the pyramidal <c+a> slip, it served as the
first candidate for sustaining the extra plastic strain during the plastic deformation. The improvement
of activity in the pyramidal <c+a> slip contributed to the increase in the mechanical response and
the splitting of pole densities in {0002} pole figure during uniaxial tension. As for the prismatic <a>
slip, its increasing activity was not only conducive to the improvement of flow stress in mechanical
response, but also responsible for the splitting of pole densities in {0002} pole figure during uniaxial
compression. With respect to the

{
1011

}
contraction twinning, it had a negligible influence on the

plastic deformation of AZ31 magnesium alloy in terms of the mechanical response as well as the slip
and the twinning activities. However, it is better to include the

{
1011

}
contraction twinning in the

VPSC modeling to more accurately predict the texture evolution.

Keywords: magnesium alloy; deformation mechanisms; plastic deformation; polycrystal
plasticity modeling

1. Introduction

The exploitation of magnesium and its alloys for an increasing diversity of applications in the fields
of materials science and industry is derived from their remarkable attractiveness including low density,
high specific stiffness and strength, good damping property, etc. [1,2]. These characteristics make
magnesium and its alloys one of the light-weight materials with a huge potential in tackling the current
energy crisis [3]. Among all magnesium alloys, the AZ31 magnesium alloy would be one of the most
widely applied. However, owing to its anisotropy in mechanical response and poor formability at room
temperature, many challenges with respect to metal forming and structural application still remain to
be solved. The anisotropic plastic deformation and poor formability of the AZ31 magnesium alloy at
room temperature resulted from the activated deformation mechanisms during the plastic deformation.
In general, it is accepted that the ductility of metallic materials is mainly associated with the number
of activated slip/twinning systems during the plastic deformation. As for the AZ31 magnesium
alloy with the hexagonal close-packed (HCP) crystal structure, the known slip/twinning systems
include {0001} < 1120 > (basal <a>) slip,

{
1010

}
< 1120 > (prismatic <a>) slip,

{
1122

}
< 1123 >
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(pyramidal <c+a>) slip,
{

1012
}

extension twinning, and
{

1011
}

contraction twinning [4]. Among these
deformation mechanisms, the basal <a> slip and the

{
1012

}
extension twinning had been confirmed to

be the main deformation mechanisms at room temperature to accommodate the plastic strain along and
perpendicular to the crystal c-axis, respectively, as they possess a relatively lower critical resolved shear
stress (CRSS) in comparison with the other deformation mechanisms [4,5]. However, the remaining
deformation mechanisms including the non-basal slip (prismatic <a> slip and pyramidal <c+a>) slip)
as well as the

{
1011

}
contraction twinning also play important roles in the plastic deformation of

AZ31 magnesium alloy at room temperature as determined through the experimental and modeling
investigation [6,7]. In the present study, due to their contributions to plastic deformation, these three
deformation mechanisms are termed as secondary deformation mechanisms. In addition, our literature
search has shown that there seems to be a lack of study focusing on the roles of these secondary
deformation mechanisms during the plastic deformation of AZ31 magnesium alloy.

To date, there is still a lack of efficient and convenient experimental observation techniques in
revealing the plastic deformation mechanisms of metallic materials. Consequently, the numerical
investigation on the basis of crystal plasticity theory has become a perfect candidate for clarifying
the influence of deformation mechanisms during plastic deformation. As for the AZ31 magnesium
alloy, researchers have developed numerous models in consideration of the dominant deformation
mechanisms to predict the anisotropic mechanical response and texture evolution [8–13]. Among these
models, the viscoplastic self-consistent (VPSC) model can be termed as one of the most adopted
models due to its efficiency and accuracy in modeling the plastic deformation of metallic materials.
Therefore, in the present study, the VPSC model is used to shed a light on the roles of these secondary
deformation mechanisms of AZ31 magnesium alloy during the plastic deformation, which could lay
foundations for extending its application at room temperature. The method adopted in the present
study is to systematically change the embedded deformation mechanisms during the VPSC modeling;
however, the input data in terms of initial orientation and boundary conditions remain unchanged.

2. VPSC-Based Crystal Plasticity Modeling

In the present study, the viscoplastic self-consistent (VPSC) model developed by Lebensohn et al. [14]
is utilized to predict the macroscopic stress–strain response, slip and twinning activities, and texture
evolution of the AZ31 magnesium alloy during uniaxial tension and compression. The core of VPSC
model is that it can account for the full anisotropy of properties and responses of the single crystals by
treating the constituting individual grains as anisotropic viscoplastic ellipsoidal inclusions [15] inside
a homogeneous effective medium (HEM), which represents the average constitutive behavior of the
polycrystalline aggregate. The interaction between each grain and HEM can be described by different
linearization assumptions embedded in the VPSC model [16]. To retain self-consistency and to ensure
strain compatibility as well as stress equilibrium during the numerical modeling, the condition that the
average strain rate of individual grains has to be consistent with the applied macroscopic magnitude is
enforced in the VPSC model [17]. As the detailed procedure for calculation in the VPSC model has been
well documented by Li et al. [18], only the key equations about the hardening model and twinning
model are briefly presented here.

The VPSC model is based on the physical shear mechanisms of slip and twinning during the
plastic deformation. The activation of the physical shear mechanisms is mainly associated with
the corresponding CRSS, whose evolution is totally described by the hardening model. To date,
several hardening models have been successfully developed and applied in the VPSC model
including a modified Voce model, the mechanical threshold stress (MTS) model, and some dislocation
density-based models [18–20]. In the present study, though it is in fact empirical, a modified Voce
model is applied because of its simplification during parameter calibration and its accuracy in terms of
predicting the mechanical response and the texture evolution during the plastic deformation [21,22].
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The modified Voce model relates the evolution of CRSS with the accumulative shear strain of all the
activated deformation mechanisms including the slip and the twinning systems.

τα
c = τα

0 + (τα
1 + θα

1 Γ)(1 − exp(− θα
0

τα
1

Γ) (1)

where τα
c represents the instantaneous CRSS of each slip/twinning system α. The expressions τα

0 and
θα

0 stand for initial CRSS and initial hardening rate, respectively, whereas τα
1 is associated with the

back-extrapolated CRSS and θα
1 refers to the asymptotic hardening rate. The expression Γ stands for

the total accumulated shear strain in all slip and twinning systems.
It is generally accepted that there exist interactions among the slip and the twinning systems,

hence the propagation in a slip or a twinning system would be impeded by other slip and twinning
systems. This phenomenon has been taken into consideration in the VPSC model by introducing the
coupling coefficient hαα′ .

Δτα
c =

dτα
c

dΓ ∑ hαα′Δγα′ (2)

where Δτα
c refers to the increment of CRSS in a slip or a twinning system, and it mainly depends on

the increment of shear strain in each slip and twinning systems. The expression hαα′ in the case of
(α = α′) represents the self-hardening coefficient, whereas hαα′ in the case of (α �= α′) is known as the
latent-hardening coefficient.

The embedding of twinning in modeling the plastic deformation of metallic materials has been
successfully obtained by applying the predominant twin reorientation (PTR) scheme proposed by
Tomé et al. [23]. In the PTR approach, both the shear strain γα and the corresponding twin volume
fraction f α = γα/γtw associated with each twin system α within a single grain are tracked at each
incremental step (γtw refers to the characteristic twinning shear). Since treating each twinned fraction
as a newly generated grain is not numerically feasible in the PTR scheme a given grain is entirely
reoriented only if the predominant twinning system exceeds a threshold value Vthres as follows.

Vthres = Ath1 + Ath2 Ve f f

Vaccum (3)

where Ath1 and Ath2 are the two parameters associated with the evolution of twin volume fraction
during the plastic deformation, and they could have different values with respect to various twinning
modes. In the present study, for the

{
1012

}
extension twinning, Ath1= 0.7 and Ath2= 0.1, whereas

for the
{

1011
}

contraction twinning, Ath1= 0.05 and Ath2= 0.05 [24]. Here, Ve f f refers to the volume
fraction of the twin-terminated grains and Vaccum represents the volume fraction of the twinned regions.

3. Results and Discussion

In the present study, a hot-rolled AZ31 magnesium alloy plate with a strong basal texture
is considered as shown in Figure 1, where the initial {0002} pole figure demonstrates that the
c-axis of most grains in the sheet is close to the normal direction (ND). The specific contents about
fabricating this AZ31 magnesium alloy sheet and the procedure of measuring its initial texture
have been well documented in the literature [24]; hence they are not discussed here. The input
data about crystallographic orientations that are needed in the VPSC modeling are then extracted
from the measured texture. By using the method of discretizing the orientation distribution function
(ODF) via the toolbox MTEX in MATLAB code, which is depicted in the literature [25], 1600 discrete
orientations with equal volume fractions are finally used for the VPSC modeling. As for the boundary
conditions, which is also key input information in the VPSC modeling, a combination of velocity
gradient components and stress components are imposed in the present study to predict the uniaxial
tension and compression of the AZ31 magnesium alloy in different loading paths. This operation
allows for the ovalization of the deformed sample [26]. In all simulations, a true strain of 0.15

29



Metals 2019, 9, 41

is enforced and a strain rate 0.001 s−1 is applied in each loading direction, which is equal to
the macroscopic strain rate in uniaxial tension and compression experiments as depicted in the
literature [24]. The mainly reported deformation mechanisms involving the plastic deformation of
AZ31 magnesium alloy at room temperature are {0001} < 1120 > (basal <a>) slip,

{
1010

}
< 1120 >

(prismatic <a>) slip,
{

1122
}
< 1123 > (pyramidal <c+a>) slip,

{
1012

}
extension twinning, and

{
1011

}

contraction twinning. These deformation mechanisms are considered in VPSC simulations. Moreover,{
1011

} − {
1012

}
double twinning is also allowed in the present study. In addition, the affine

linearization scheme is applied in the present study to relate the responses of single grains to the
response of the polycrystal aggregate. Wang et al. [16] have confirmed that the affine scheme gives the
best accordance between the experimental results and the corresponding simulated ones for the AZ31
magnesium alloy. The exponent of rate sensitivity n = 20 is applied in the present study, which is a
recommended value in the VPSC manual to simulate an almost rate-insensitive deformation.

Figure 1 shows the mechanical responses during through-thickness compression (TTC) along
the normal direction (ND), in-plane compression (IPC) along the rolling direction (RD), and in-plane
tension (IPT) along the transverse direction (TD). These experimental data are from the work of
Chapuis et al. [24]. Using the corresponding material parameters identified by Chapuis et al. [24],
as shown in Table 1, the predicted stress–strain curves are obtained and are also shown in Figure 1.
Though during IPC along RD, the flow stresses between the true strain of 0.04 and 0.07 exhibit some
discrepancy, the consistency between the global mechanical responses and the corresponding simulated
ones confirms the validity of the adopted materials.

Figure 1. The comparison between the experimental stress–strain curves (lines and symbols) and
the corresponding simulated stress–strain curves (symbols) of the AZ31 magnesium alloy under the
uniaxial compression along the normal direction (ND), the uniaxial compression along the rolling
direction (RD), and the uniaxial tension along the transverse direction (TD) at the true strain of
0.15. (The initial texture and experimental mechanical responses are from Chapuis et al. [24]). TTC,
through-thickness compression; IPT, in-plane tension; and IPC, in-plane compression.
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Table 1. Material parameters of AZ31 magnesium alloy used in viscoplastic self-consistent
(VPSC) modeling.

Mode τ0 τ1 θ0 θ1 hαα
′

Basal <a> 5 MPa 25 MPa 300 MPa 60 MPa 1.0; 1.0; 1.0; 3.0; 3.0
Prismatic <a> 60 MPa 25 MPa 2000 MPa 170 MPa 1.0; 1.0; 1.0; 1.1; 1.1

Pyramidal <c+a> 70 MPa 105 MPa 3500 MPa 60 MPa 1.0; 1.0; 1.0; 1.1; 1.1{
1012

}
30 MPa 0 MPa 0 MPa 0 MPa 1.0; 1.0; 1.0; 1.0; 1.0{

1011
}

200 MPa 30 MPa 1000 MPa 0 MPa 0.0; 1.0; 0.0; 1.0; 0.0

Many works conducted by different researchers have verified that the basal <a> slip and the{
1012

}
extension twinning are the main deformation mechanisms with the relatively lower CRSS

values at room temperature, whereas the prismatic <a> slip, the pyramidal <c+a> slip, and the{
1011

}
contraction twinning serve as secondary deformation mechanisms with the relatively higher

CRSS values [5,27,28]. The focus of the present study is to numerically investigate the effects of
these secondary deformation mechanisms during the plastic deformation of AZ31 magnesium alloy,
hence four different combinations of deformation mechanisms are constructed and then applied
in all subsequent VPSC simulations, as shown in Table 2. The first combination of deformation
mechanisms is termed as combination A and it consists of basal <a> slip, prismatic <a> slip, pyramidal
<c+a> slip,

{
1012

}
extension twinning, and

{
1011

}
contraction twinning. It serves as a benchmark

in VPSC modeling. The second combination of deformation mechanisms is termed as combination
B, which contains basal <a> slip, pyramidal <c+a> slip,

{
1012

}
extension twinning, and

{
1011

}

contraction twinning. The third combination of deformation mechanisms is termed as combination C,
which includes basal <a> slip, prismatic <a> slip,

{
1012

}
extension twinning, and

{
1011

}
contraction

twinning. The fourth combination of deformation mechanisms is termed as combination D and it is
made up of basal <a> slip, prismatic <a> slip, pyramidal <c+a> slip, and

{
1012

}
extension twinning.

Table 2. Combinations of deformation mechanisms used in VPSC modeling. (Symbol indicates the
involved deformation mechanism.)

Designation Basal <a> Prismatic <a> Pyramidal <c+a>
{

1012
} {

1011
}

Combination A
Combination B
Combination C
Combination D

Figure 2 demonstrates the predicted stress–strain curves during IPC along RD and the
corresponding slip and twinning activities in the cases of different combinations of deformation
mechanisms. As shown in Figure 2a, there exists little discrepancy between the stress–strain curve in
the case of combination A and the corresponding one in the case of combination D. On the contrary,
both the stress–strain curves in the cases of combination B and combination C are higher than the
corresponding one in the case of combination A. It can be seen from Figure 2b that when the prismatic
<a> slip is eliminated from the adopted deformation mechanisms, there exist almost no changes
with respect to the activities in the

{
1012

}
extension twinning and the

{
1011

}
contraction twinning,

and only a minor change appears in the activity of basal <a> slip. However, the evolution of activity in
the pyramidal <c+a> slip changes obviously and the increasing activity of the pyramidal <c+a> slip
in the case of combination B is nearly equal to the total activity of the prismatic <a> slip in the case
of combination A. In addition, it is important to note that the actual activity of the pyramidal <c+a>
slip in the case of combination A and combination B are quite close to each other at the true stain of
0.15. As for the pyramidal <c+a> slip, when it is excluded during IPC along RD, as shown in Figure 2c,
the evolution laws in the basal <a> slip and the prismatic <a> slip as well as in the

{
1012

}
extension

twinning and the
{

1011
}

contraction twinning change obviously. Moreover, the
{

1011
}

contraction
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twinning possesses the biggest increase in the case of combination C. With respect to the
{

1011
}

contraction twinning, when it is not embedded in VPSC modeling, there seems to be little influence on
the activities of other deformation mechanisms as shown in Figure 2d. Based on the aforementioned
analysis with respect to the slip and twinning activities in VPSC modeling with different combinations
of deformation mechanisms, it can be noted that the aforementioned discrepancy with respect to the
stress–strain curves during IPC along RD is actually derived from the various roles of each deformation
mechanism during the plastic deformation of AZ31 magnesium alloy, which has been reported by
Chapuis et al. [24].

Figure 2. (a) The predicted stress–strain curves of AZ31 magnesium alloy under IPC along RD;
(b–d) the corresponding slip and twinning activities predicted by the VPSC modeling in the cases of
combination B, combination C, and combination D, respectively.

Figure 3 demonstrates the mechanical responses as well as the slip and twinning activities
during IPT along TD. Similar to the evolution laws of stress–strain curves as shown in Figure 2a,
the mechanical responses in Figure 3a possess larger flow stresses in the cases of combination B
and combination C than in the cases of combination A and combination D. Moreover, in the case of
combination B, the growth with respect to the flow stress is bigger than the corresponding one in
the case of combination C. The difference in mechanical responses can also be related to the slip and
twinning activities. As shown in Figure 3b, in the case of combination A, the basal <a> slip and the
prismatic <a> slip possess the dominant activities during IPT along TD. When the prismatic <a> slip
is not considered in the VPSC modeling, namely in the case of combination B, the increment in the
activity of pyramidal <c+a> slip is the highest in comparison with the corresponding increment with
respect to the basal <a> slip. As for the pyramidal <c+a> slip, when it is not embedded in the adopted
deformation mechanisms during the VPSC modeling, it only results in a slight increase of activity
in the prismatic <a> slip, as shown in Figure 3c. With respect to the

{
1011

}
contraction twinning,

Figure 3d illustrates that whether it exists or not, the activities in other deformation mechanisms would
not be influenced during IPT along TD. Hence, it has a negligible influence on the mechanical response
of AZ31 magnesium alloy during IPT along TD.
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Figure 3. (a) The predicted stress–strain curves of AZ31 magnesium alloy under IPT along TD; (b–d) the
corresponding slip and twinning activities predicted by VPSC modeling in the cases of combination B,
combination C, and combination D, respectively.

It is generally accepted that the slip and twinning activities have a direct influence on the texture
evolution of AZ31 magnesium alloy during the plastic deformation; hence, the predicted textures
during IPC along RD and IPT along TD are also analyzed in the present study using VPSC modeling
with different combinations of deformation mechanisms, as shown in Figure 4. As for the IPC along
RD, Figure 4a,c,g demonstrate that the distribution of pole densities in {0002} and

{
1010

}
pole figures

are nearly the same in the cases of combination A, combination B, and combination D. However, in
the case of combination C, the splitting of pole densities is obvious around RD, as shown in Figure 4e,
and there also exist some pole densities close to ND. In contrast, during IPT along TD, the {0002}
and

{
1010

}
pole figures exhibit only minor changes in the case of combination A, combination C,

and combination D, as shown in Figure 4b,f,h, respectively. However, in the case of combination B,
there exists an obvious splitting of pole densities around ND in the {0002} pole figure.

The aforementioned difference with respect to the predicted texture can also be related to the
slip and twinning activities during the plastic deformation. Based on the aforementioned analysis on
the slip and twinning activities during IPC along RD and IPT along TD, an agreement can be made
that the pyramidal <c+a> slip is the first candidate to sustain the extra plastic strain during plastic
deformation, which is consistent with the conclusion made by Styczynski et al. [28] that the pyramidal
<c+a> slip is a “compatibility first” deformation mechanism of the AZ31 magnesium alloy. As for the
case of combination B, the activity of pyramidal <c+a> slip increases obviously during IPT along TD
and further results in the splitting of pole densities around ND in the {0002} pole figure. However,
during IPC along RD, the increment with respect to the activity of pyramidal <c+a> slip is small, hence
its influence on the predicted texture is very small. In the case of combination C, during IPC along RD,
the appearance of pole densities close to ND can be attributed to the increase of activity in the

{
1011

}

contraction twinning, which mainly results in the 56◦ rotation about c-axis in the crystals of AZ31
magnesium alloy. Moreover, the splitting of pole densities around RD can be due to the increasing
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activity in the prismatic <a> slip, as Chapuis et al. [24] have found that the prismatic <a> slip can
generate a rotation around its c-axis in HCP metals. In terms of combination D, it can be concluded
that whether it exists or not, the

{
1011

}
contraction twinning would not affect the predicted textures

during IPC along RD and IPT along TD.

Figure 4. The predicted textures of the AZ31 magnesium alloy under uniaxial compression along RD
and uniaxial tension along TD at the true strain of 0.15 based on various combinations of deformation
mechanisms including (a,b) combination A; (c,d) combination B; (e,f) combination C; and (g,h)
combination D.

4. Conclusions

The effect of secondary deformation mechanisms (prismatic <a> slip, pyramidal <c+a> slip,
and

{
1011

}
contraction twinning) on the plastic deformation of AZ31 magnesium alloy during in-plane

compression (IPC) along the rolling direction (RD) and in-plane tension (IPT) along the transverse
direction (TD) had been numerically investigated by VPSC modeling with different combinations of
deformation mechanisms. The following conclusions can be drawn.
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(1) As for the pyramidal <c+a> slip, it is the first candidate for sustaining the extra plastic strain
during the plastic deformation. The increment in the activity of the pyramidal <c+a> slip contributes
to the increase of flow stress in mechanical response during IPC along RD and IPT along TD. Moreover,
during IPT along TD, its great growth contributes to the splitting of pole densities around ND in the
{0002} pole figure.

(2) The increment in the activity of prismatic <a> slip is also conducive to the improvement of
flow stress in mechanical response during IPT along TD. In addition, during IPC along RD, its great
growth contributes to the splitting of pole densities around RD in the {0002} pole figure.

(3) The
{

1011
}

contraction twinning has a minor influence on the plastic deformation of AZ31
magnesium alloy during IPC along RD and IPT along TD as well as the corresponding mechanical
responses. However, during IPC along RD, its great growth contributes to the appearance of pole
densities close to ND. Consequently, it is better to include the

{
1011

}
contraction twinning in VPSC

modeling to predict the texture more accurately during the plastic deformation of AZ31 magnesium alloy.
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Abstract: Dynamic recrystallization (DRX) takes place when FeMnSiCrNi shape memory alloy (SMA)
is subjected to compression deformation at high temperatures. Cellular automaton (CA) simulation
was used for revealing the DRX mechanism of FeMnSiCrNi SMA by predicting microstructures,
grain size, flow stress, and dislocation density. The DRX of FeMnSiCrNi SMA has a characteristic of
repeated nucleation and finite growth. The size of recrystallized grains increases with increasing
deformation temperatures, but it decreases with increasing strain rates. The increase of deformation
temperature leads to the decrease of the flow stress, whereas the increase in strain rate results in
the increase of the flow stress. The dislocation density exhibits the same situation as the flow stress.
The simulated results were supported by the experimental ones very well. Dislocation density is
a crucial factor during DRX of FeMnSiCrNi SMA. It affects not only the nucleation but also the
growth of the recrystallized grains. Occurrence of DRX depends on a critical dislocation density.
The difference between the dislocation densities of the recrystallized and original grains becomes
the driving force for the growth of the recrystallized grains, which lays a solid foundation for the
recrystallized grains growing repeatedly.

Keywords: FeMnSiCrNi alloy; shape memory alloy; cellular automaton; dynamic recrystallization

1. Introduction

Much attention has been paid to FeMnSi shape memory alloys (SMAs) since they were discovered
because they possess low manufacturing costs, good formability, high mechanical properties, etc. [1,2].
The shape memory effect of FeMnSi SMAs stems from the transformation of γ austenite to ε martensite
induced by external stress, where the corresponding crystal structure is changed from face-centered
cubic (FCC) to close-packed hexagonal (HCP) structure [3–5]. Many researchers have devoted
themselves to adding the alloying elements based on the FeMnSi SMAs in order to further enhance the
shape memory effect or mechanical properties. The alloying elements deal with Cr, Ni, Sm, Ta, Nb,
and Ti [6–9]. Among the alloying elements, the addition of Cr and Ni contributes to improving the
corrosion resistance of FeMnSi SMAs. The FeMnSiCrNi SMAs have been widely investigated by many
researchers [10–12]. It is generally accepted that hot working is an indispensable approach to making
FeMnSiCrNi SMAs into products for engineering application. In particular, it is of great importance to
reveal the DRX mechanism of FeMnSiCrNi SMAs because DRX microstructures have an important
influence on the transformation behavior of FeMnSiCrNi SMAs.

It is well known that cellular automaton (CA) is a typical algorithm that is able to represent the
discrete spatial and temporal evolution of complex system, where a local or global transformation
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rule is used for the involved cells [13,14]. In addition, the transformation rule, which is likely to be
deterministic or probabilistic, is used to determine the state variables of a lattice point according to its
previous state variables along with the state variables of the neighboring sites [15,16]. Therefore, CA
has been an effective simulation tool to predict the microstructures of metal materials. In particular,
many researchers have been dedicated to developing all kinds of CAs to be used for describing
DRX behavior of metals, including steels [17,18], magnesium alloy [19–21], Ni-based superalloy [22],
and vanadium alloy [23]. The CA model is able to succeed in clarifying the nucleation and growth of
the recrystallized grains during DRX of metal materials.

In the current study, a CA model is developed to understand the DRX behavior of FeMnSiCrNi
SMAs undergoing plastic deformation at elevated temperature. The simulation results are supported
by the experimental ones as well. The involved contents have not been reported in the literature
until now.

2. Materials and Methods

The as-received Fe66Mn15Si5Cr9Ni5 (wt.%) SMA was used in the present study and it is simply
termed as FeMnSiCrNi alloy. The FeMnSiCrNi samples, which possess a diameter of 6 mm and a
height of 9 mm, were fabricated from the as-received FeMnSiCrNi alloy in order to be used for the
compression experiments on the AG-Xplus equipment (Shimadzu Corporation, Hadano, Japan). In the
compression experiments, the strain rates selected were 0.005, 0.05, and 0.5 s−1, and the temperatures
determined were 850, 900, 950, and 1000 ◦C, respectively. In addition, the compressed deformation
degree was 60%, which corresponds to the true strain of 0.9. The FeMnSiCrNi samples were firstly put
into the heating furnace of the AG-Xplus equipment and then were heated to the desired temperatures,
followed by being held for two minutes. Subsequently, they were subjected to compression and then
were immediately put into water at room temperature. The compressed FeMnSiCrNi samples were cut
along the compressive direction to observe the microstructures of the axial section. The FeMnSiCrNi
specimens for optical microstructure analysis were firstly subjected to coarse grinding by means of
abrasive paper with 1500 meshes and then underwent a fine grind using abrasive paper with 3000
meshes. Subsequently, they were polished by polishing cloth. Finally, they were etched in a solution
with 6.7% CuSO4 + 26.3% HCl + 67% H2O, and the corresponding microstructures were characterized
using a LEICA DM IRM optical microscope (Leica Camera AG, Solms, Germany).

3. Fundamentals of CA modeling

3.1. Model of Dislocation Evolution

The two competitive processes, namely, work hardening and DRX, coexist during plastic
deformation of FeMnSiCrNi SMA at high temperatures. Consequently, the two processes lead
to the variation of dislocation density. For clarifying the deformation characteristic of FeMnSiCrNi
SMA, the Kocks-Mecking (K-M) model was adopted in the present work, where dislocation density is
associated with the strain according to the following equation [24].

dρ
dε

= k1
√
ρ− k2ρ (1)

where ε is true strain, k1 represents the parameter responsible for work hardening and k2 stands for
the parameter responsible for softening. In addition, k1 and k2 are expressed by the following two
Equations [25].

k1 = 2θ0/α′Gb (2)

k2 = 2θ0/σs (3)
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where σs is saturation stress, α′ represents interaction between dislocations, whose value generally is
0.5–1.0, G is the shear modulus, depending on Young’s modulus E as well as Poisson’s ratio μ, b is
Burgers vector, and θ0 stands for work-hardening rate and it is solved by the following Equation [25].

dσ
dε

= θ0

(
1− σ

σs

)
(4)

where σ is flow stress, which is associated with dislocation density. Consequently, it satisfies the
following equation [24,26].

σ = α′Gb
√
ρ (5)

where ρ is the average dislocation density, and it can be expressed by the dislocation density of each
cell ρi, namely,

ρ =
1
N

n∑
i=1

ρi (6)

where N represents the total cell number.

3.2. Model for Nucleation Rate

The successive nucleation model used in the present study was established by Ding and Guo [27].
According to their model, nucleation rate

.
n depends on deformation temperature T as well as strain

rate
.
ε, namely,

.
n(

.
ε, T) = C

.
ε

m exp(−Qact

RT
) (7)

where C is a constant, R represents gas constant, m stands for material constant and it equals 1.0
based on References [25,28], and Qact is the activation energy. Therefore, the constitutive behavior of
FeMnSiCrNi SMA during plastic deformation at high temperatures satisfies the Arrhenius equation [13],
namely,

.
ε = A0[sinh(ασ)]n exp(−Qact

RT
) (8)

where A0, α, and n are the material constants. According to the mathematical transformation of
Equation (8), Qact is able to be expressed as follows [29].

Qact = R
[

∂ln
.
ε

∂lnsinh(ασ)

]
T

[
∂lnsinh(ασ)
∂(1/T)

]
.
ε

(9)

The constant C in Equation (7) is able to be solved based on the experimental data. After the DRX
percentage η is measured by experiment,

.
n is calculated as follows [25].

η =
.
n
ε
.
ε

4
3
πr3

d (10)

where rd represents average radius of recrystallized grains, and it is calculated as follows [30].

σ

G
(

2rd

b
)

n′
= K (11)

where n′ is approximately 2/3, and K is about 10 for most metals.
The critical dislocation density, where DRX begins to occur, is expressed by the following

Equation [31].

ρc = (
20γ

.
ε

3blMτ2 )
1/3

(12)
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where τ is dislocation line energy, M represents grain boundary mobility ratio, l stands for mean free
path of dislocation, and γ is the grain boundary energy. Furthermore, they are capable of be calculated
by Equations (13)–(16), respectively [24].

τ = c2Gb2 (13)

where c2 is a constant, and it is determined as 0.5.

M =
δDobb

kT
exp(

−Qb

RT
) (14)

where δ represents characteristic thickness of grain boundary, Dob represents boundary self-diffusion
coefficient, k stands for Boltzmann’ s constant, and Qb represents activation energy of
boundary diffusion.

l =
KGb
σ

(15)

γi =

⎧⎪⎨⎪⎩ γm θi ≥ 15◦

γi = γm
θi
θm

(1− ln( θi
θm

)) θi < 15◦ (16)

where θi represents misorientation between the ith recrystallized grain and its adjacent one, θm and
γm represent grain boundary misorientation and grain boundary energy, respectively, when a high
angle boundary (greater than 15◦) occurs. In addition, γm is calculated as follows [32].

γm =
Gbθm

4π(1 − μ)
(17)

3.3. Model for CA

In the present study, a two-dimensional model for CA was established in order to simulate the
microstructural evolution during DRX of FeMnSiCrNi SMA. A 235 × 235 square lattice was used for
implementing the involved simulation. One lattice corresponded to the size of 1 μm in the real material.
Consequently, the simulation area was equivalent to 0.235 × 0.235 mm2 in a genuine FeMnSiCrNi SMA
sample. In addition, the periodic boundary condition was used to simulate an infinite space. The V.
Neumann’s neighboring rule was adopted. The involved simulation parameters are shown in Table 1.
The other details with respect to the CA model can be found in literature [33].

Table 1. The parameters for Cellular automaton (CA) simulation in FeMnSiCrNi shape memory alloy
(SMA).

Parameter b (m) G (MN·m−2) Qact (KJ·mol−1) Qb (KJ·mol−1) δD0 (m3·s−1)

Value 2.58 × 10−10 2.67 × 104 350 159 7.5 × 10−14

4. Results and Discussion

4.1. Flow Behavior of FeMnSiCrNi SMA

Figure 1 demonstrates true stress–strain curves of FeMnSiCrNi SMA subjected to compressive
deformation. It is obvious that the stress value of FeMnSiCrNi SMA increases with strain rate, whereas
they decrease with deformation temperature. In particular, the true stress increases with increasing true
strain at the beginning, which indicates that the increasing dislocation density leads to the occurrence
of working hardening. When plastic deformation continues to take place, flow stress possesses a stable
value with increasing true strain. This reveals that DRX takes place during plastic deformation of
FeMnSiCrNi SMA.
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Figure 1. Compressive stress-strain curves of FeMnSiCrNi SMA undergoing compression: (a) T = 850 ◦C;
(b) T = 900 ◦C; (c) T = 950 ◦C; (d) T = 1000 ◦C.

4.2. Microstructural Evolution of DRX

In order to reveal the mechanism of DRX, CA simulation was used to capture microstructural
evolution of FeMnSiCrNi SMA subjected to compression, where the temperature and the strain rate
were selected as 1000 ◦C and 0.005 s−1, respectively. The corresponding simulation results are illustrated
in Figure 2. It was noted that no new grains occur at the point B of stress-strain curve in Figure 2a,
as illustrated in Figure 2b. The stage can be viewed as the elastic deformation zone, and thus no new
dislocations were induced. With increasing plastic strain, plenty of dislocations are formed. When
the dislocation density achieved a critical value, new grains nucleated at the grain boundary, which
corresponded to point C of the stress-strain curve in Figure 2a, as shown Figure 2c. It is well known that
DRX is able to repeatedly nucleate and finitely grow. For example, it can be observed from Figure 2d
that the new grains arose in the dynamically recrystallized grains. With the repeated progression of
DRX, almost complete DRX occurred, as shown Figure 2f.

4.3. Prediction of Microstructures

Figure 3 indicates microstructures of FeMnSiCrNi SMA undergoing compression at the various
temperatures by virtue of CA simulation, where a strain rate of 0.5 s−1 as well as a true strain of 0.9 is
chosen. It can be observed from Figure 3 that the size of dynamically recrystallized grains increases
with temperature. In addition, the fraction of recrystallization increases with temperature as well.
To validate the CA simulation results, the corresponding optical microstructures of FeMnSiCrNi SMA
are characterized, as shown in Figure 4. It is very obvious that the size of grains also increases with
temperature. The simulation results are supported by the experimental ones very well. In addition,
it can be found from Figure 4 that martensite and twin occur in FeMnSiCrNi SMA. As Straumal
et al. [34,35] stated, the twins frequently appear in FCC metals with low-to-medium stacking fault
energy. Martensite and the twins are readily observed in FeMnSiCrNi SMA since FeMnSiCrNi SMA
possesses low stacking fault energy [9–11]. The formation mechanisms of martensite and the twins in
FeMnSiCrNi SMA are out of the scope of the manuscript and shall be investigated by means of further
experimental evidence in the future.
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Figure 5 shows microstructures of FeMnSiCrNi SMA undergoing compression at various strain
rates at 850 ◦C via the CA model, which corresponds to a true strain of 0.9. In Figure 5, the size
of recrystallized grains increases with strain rate, but the effect of strain rate is not as considerable
as the effect of temperature. In the same manner, the simulation results are also supported by the
experimental ones, as illustrated in Figure 6. It is very obvious that the slower strain rate provides
more nucleation and growth time for DRX of FeMnSiCrNi SMA. However, the strain rate is only able
to exert a slight impact on the growth of grains during DRX of FeMnSiCrNi SMA due to the limitation
of temperature.

 

Figure 2. Microstructural evolution of FeMnSiCrNi SMA undergoing compression (T = 1000 ◦C,
.
ε = 0.005 s−1) based on CA simulation: (a) Stress-strain curve; (b) point B in (a); (c) point C in (a);
(d) point D in (a); (e) point E in (a); (f) point F in (a).

Figure 7 shows microstructures of FeMnSiCrNi SMA undergoing compression at the various
strain rates at 1000 ◦C in the CA model, which corresponds to a true strain of 0.9. It is noted in
Figure 7 that the increase in strain rate leads to the increase in the size of recrystallized grains as well.
However, with increasing deformation temperature, strain rate more significantly influences the size
of recrystallized grains. Furthermore, the simulation results are also supported by the experimental
ones, as shown in Figure 8. Therefore, it is of greater significance to comprehensively consider the
influence of deformation temperature and strain rate on DRX of FeMnSiCrNi SMA.
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Figure 3. Microstructures of FeMnSiCrNi SMA undergoing compression (
.
ε = 0.5 s−1, ε = 0.9) based

on CA simulation: (a) T = 850 ◦C; (b) T = 900 ◦C; (c) T = 950 ◦C; (d) T = 1000 ◦C.

 

Figure 4. Optical microstructures of FeMnSiCrNi SMA undergoing compression (
.
ε = 0.5 s−1, ε = 0.9):

(a) T = 850 ◦C; (b) T = 900 ◦C; (c) T = 950 ◦C; (d) T = 1000 ◦C.
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Figure 5. Microstructures of FeMnSiCrNi SMA undergoing compression (T = 850 ◦C, ε = 0.9) using CA
simulation: (a)

.
ε = 0.5 s−1; (b)

.
ε = 0.05 s−1; (c)

.
ε = 0.005 s−1.

 

Figure 6. Optical Microstructures of FeMnSiCrNi SMA undergoing compression (T = 850 ◦C, ε = 0.9):
(a)

.
ε = 0.5 s−1; (b)

.
ε = 0.05 s−1; (c)

.
ε = 0.005 s−1.

 

Figure 7. Microstructures of FeMnSiCrNi SMA undergoing compression (T = 1000 ◦C, ε = 0.9) based
on CA simulation: (a)

.
ε = 0.5 s−1; (b)

.
ε = 0.05 s−1; (c)

.
ε = 0.005 s−1.

 

Figure 8. Optical microstructures of FeMnSiCrNi SMA undergoing compression (T = 1000 ◦C, ε = 0.9):
(a)

.
ε = 0.5 s−1; (b)

.
ε = 0.05 s−1; (c)

.
ε = 0.005 s−1.
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4.4. Prediction of Flow Stress

Figure 9 indicates the compressive stress–strain curves of FeMnSiCrNi SMA at the various
temperatures and strain rates based on CA simulation. Comparing Figure 9 to Figure 1, obviously,
the simulated results are supported by the experimental ones. However, it is not denied that there
exists a certain difference between the simulating and experimental results except at 0.5 s−1. In the
case of the other two strain rates, in particular, a certain fluctuation appears in the stress-strain
curves of FeMnSiCrNi SMA. The fluctuation is closely associated with evolution of dislocation density.
This stems from the sharp competition between dynamic softening and work hardening. This also
demonstrates that the present CA simulation possesses a certain limitation in predicting the flow
behavior of FeMnSiCrNi SMA during compression deformation.

Figure 9. Compression stress-strain curves of FeMnSiCrNi SMA at the various temperatures and strain
rates based on CA simulation: (a) T = 850 ◦C; (b) T = 1000 ◦C; (c)

.
ε = 0.5 s−1.

4.5. Prediction of Dislocation Density

Generally, dislocation density a substantial factor during DRX of FeMnSiCrNi SMA. In other
words, dislocation density is a crucial factor in terms of determining whether DRX of FeMnSiCrNi SMA
takes place. The new crystal nucleus was formed only when a critical dislocation density was reached.
Therefore, it was quite necessary to simulate the evolution of dislocation density via CA, which provides
a theoretical foundation for clarifying the DRX mechanism of FeMnSiCrNi SMA. For the purpose,
dislocation density of FeMnSiCrNi SMA corresponding to various deformation temperatures and strain
rates was predicted by CA simulation, where a true strain of 0.9 was selected, as shown in Figure 10,
Figure 11, and Figure 12. Figure 10 indicates a dislocation density of FeMnSiCrNi SMA corresponding
to various deformation temperatures, where the strain rate was selected as 0.5 s−1. It is very clear that
the dislocation density was reduced with increasing deformation temperature. Furthermore, according
to CA simulation, the dislocation density of FeMnSiCrNi SMA corresponding to various strain rates at
850 and 1000 ◦C is illustrated in Figures 11 and 12, respectively. It is evident that dislocation density
increases with stain rate. Consequently, it is of great importance for interpreting DRX mechanism
of FeMnSiCrNi SMA to comprehensively take into account effect of deformation temperature and
strain rate on dislocation density. Dislocation density particularly exhibits a similar trend with flow
stress. As is described in the aforementioned section, the occurrence of DRX is based on the fact that
dislocation density is lower in the recrystallized grains than in the original ones. In other words,
the difference of the two dislocation densities shall become the driving force to cause the recrystallized
grains to grow, which lays the theoretical foundation for the recrystallized grains growing repeatedly.
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Figure 10. Dislocation density of FeMnSiCrNi SMA under dynamic recrystallization (DRX) at the
various deformation temperatures at the strain rate of 0.5 s−1 based on CA: (a) variation of dislocation
density with strain at the various temperatures; (b) ε = 0.9, 850 ◦C; (c) ε = 0.9, 900 ◦C; (d) ε = 0.9, 950 ◦C;
(e) ε = 0.9, 1000 ◦C.

Figure 11. Dislocation density of FeMnSiCrNi SMA under DRX at the various strain rates at 850 ◦C
based on CA: (a) variation of dislocation density with strain; (b) ε = 0.9, 0.5 s−1; (c) ε = 0.9, 0.05 s−1;
(d) ε = 0.9, 0.005 s−1.
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Figure 12. Dislocation density of FeMnSiCrNi SMA under DRX at the various strain rates at 1000 ◦C
based on CA: (a) variation of dislocation density with strain; (b) ε = 0.9, 0.5 s−1; (c) ε = 0.9, 0.05 s−1;
(d) ε = 0.9, 0.005 s−1.

5. Conclusions

(1) Dynamic recrystallization (DRX) is found to appear during plastic deformation of FeMnSiCrNi
SMA at elevated temperatures. Cecullar automaton (CA) simulation becomes an effect candidate
for revealing the DRX mechanism of FeMnSiCrNi SMA by predicting microstructures, grain size,
flow stress, and dislocation density. Dynamic recrystallization (DRX) of FeMnSiCrNi SMA has a
characteristic of repeated nucleation and finite growth. The size of dynamically recrystallized grains
increases with deformation temperature, but it decreases with strain rate. The increasing deformation
temperature leads to the decrease of flow stress, whereas the decreasing strain rate results in the increase
of flow stress. The dislocation density exhibits the same situation as the flow stress. The simulated
results are supported by the experimental ones very well.

(2) Dislocation density plays a crucial role during DRX of FeMnSiCrNi SMA experiencing plastic
deformation at high temperatures. It has an important influence on the nucleation as well as the growth
of the dynamically recrystallized grains. The new crystal nucleus is generated only when a critical
dislocation density is achieved. The difference between dislocation densities of the recrystallized and
original grains shall become the driving force for causing the recrystallized grains to grow, which lays
the solid foundation for the recrystallized grains growing repeatedly.
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Abstract: Different from traditional hot stamping components with full martensite, the new tailored
hot stamping (THS) components have different quenched microstructures, which results in their
lower shape accuracy. To investigate the influence of different quenched phases on the springback of
a component, a THS experiment of a U-shaped component was performed with segmented heating
and a cooling tool. The area fractions of phases at different tool temperatures were obtained by a
two-stage color tint etching procedure. Results showed that the quenched phase of the cold zone was
almost full martensite. The area fraction of martensite in the hot zone was reduced to the lowest 13%
at the tool temperature of 600 ◦C, while the bainite content reached the highest at 70%. The springback
angles at different tool temperatures for quenching were measured by 3D scanning technology and
the reverse modeling method. It was revealed that the springback angle increased with the increase
of martensite and yet decreased with the increase of bainite. The relationship between the springback
angle and the area fractions of the quenched phases was established by means of multiple linear
regression analyses. The error analysis results of the predictions and measurements showed that the
springback analysis model, based on the area fractions of quenched phases, could be used to predict
the springback of hot stamping components with tailored properties.

Keywords: boron steel; tailored hot stamping; phase transition; springback

1. Introduction

The demand for vehicle weight reduction and improved crash performance has led to the
application of hot stamping of boron steel [1,2]. However, the components with high strength and
low levels of ductility did not show a good performance in crash energy absorption [3,4]. To improve
the energy absorption, tailored hot stamping (THS) components with tailored mechanical properties
have been developed [5–8]. From continuous cooling transformation (CCT) curve, it can be seen that
ferrite and bainite can be obtained at cooling rates lower than 30 ◦C/s [9,10]. Since the temperatures of
two contact bodies will affect their cooling rates, THS with segmented heating and cooling tools can
be used to obtain a multiphase quenched microstructure and achieve the components with tailored
properties. There are some studies that analyze how the tool temperature affects the mechanical
properties [11–13]. However, the temperature difference between the cooling tool and the heating tool
is much larger when the tool is partitioned for cooling and heating, which makes the springback of
the formed components more serious than conventional hot stamping. Some scholars have studied
the influence of hot stamping process parameters on the springback of formed components [14–16].
They concluded that the springback of the formed component gradually decreased with the increase of
blank temperature and holding time. However, for THS components with various quenching phases,
the microstructure distribution has an important impact on the springback.
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The springback measurement of components is a complicated process. In order to understand the
effect of the quenching phase content on the component springback, a THS experiment was carried
out in this paper, and the quenching phase was quantitatively measured by the color metallography
and image recognition method. The springback angles of different phase contents were obtained by
non-contact 3D measurement. The relationship between phase content and the springback angle was
established, which can be used for the determination of the springback of THS components.

2. Experimental Study

2.1. THS Experiments

Usibor1500P boron steel with a thickness of 1 mm was used in the experiments, and the chemical
composition is shown in Table 1. Figure 1 shows the THS experimental apparatus. The tool material
used for this study was H13 steel and did not have any surface or hardening treatments. H13 steel has
excellent comprehensive mechanical properties and high anti-tempering stability and is a common
material for hot stamping tools. Cooling channels were machined inside the cooling tool to take
away the heat of the blank by the water in the channels. Through installing the electric cartridge
heaters controlled by the PID system, the hot tool temperatures could be varied from 25 ◦C and 600 ◦C.
An air gap of 2 mm was left between the heating tool and the cooling tool to prevent heat transfer
between them.

Table 1. Chemical composition of Usibor 1500P (wt.%).

C Mn B Si P Cu Ni Cr Al Ti Mo

0.22 1.23 0.004 0.25 0.008 0.03 0.02 0.20 0.03 0.037 <0.02

 

Figure 1. Schematic of the experimental apparatus.

A furnace was used to heat the blank to the temperature of 930 ◦C for austenizing, and the heating
time was about 5 min. After the blank was austenized, it was moved to the tool to be formed and
quenched. It took about 10 s to move the hot blank from the furnace to the tools. The quenching time
was 10 s with the press force of 400 kN.

2.2. Metallography

Figure 2 shows the locations of microstructure observation. C represents the cold zone and H
is the hot zone. To identify and measure the content of the quenched phases, the specimens were
mounted in epoxy resin, ground, and polished to a mirror finish, using 400, 1000, and 2000 grit SiC
paper, followed by metallographic grinding paste. Two-stage color tint etching with 4% picral solution
and 10% aqueous sodium metabisulfite solution was used to observe the quenched phases. After
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two-stage etching, the martensite was brown, the bainite was black, and the ferrite was white with
an optical microscope. Martensite, bainite, and ferrite were manually set as green, red, and blue,
respectively, by ImagePro Plus 7.0 software (Media Cybernetics, Inc., Rockville, MD, USA). The area
fractions of quenched phases were quantified.

Figure 2. The cutting locations of specimens.

2.3. Springback Measurement

The springback measurement process is shown in Figure 3. The 3D scanning of the formed
component was first conducted by a PRO CMM3500 optical coordinate measuring machine
(NDI International, Waterloo, ON, Canada) and the point cloud data were obtained and processed
by PolyWorks software (InnovMetric Software inc, Québec, Canada). By conducting calibration and
alignment between polygon data and the original model of the component, the springback angle of the
formed component could be accurately measured.

Figure 3. Flowchart of the springback measurement process.

Figure 4 shows the scheme of springback angle measurement. The outer contour and the inner
contour are the cross sections of the formed component and the original component, respectively. θ2 is
the sidewall angle of the formed component and θ1 = 20◦ is the original angle. θ2 − θ1 was defined as
a springback angle.
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Figure 4. The schematic of the springback angle measurement.

3. Results and Discussion

3.1. Quenched Phases Analysis

Figure 5 displays color metallography of the formed component quenched at different tool
temperatures and micrographs, calibrated by Image Pro Plus 7.0. It can be found that the quenched
phases of the cold zone are almost full martensite at heating tool temperatures of 25 ◦C and 600 ◦C,
which indicates that the heating tool temperature has little effect on the quenched phases of the cold
zone. This may be because the cooling rate of the blank in the cold zone is greater than 100 ◦C/s, much
higher than the critical speed of martensite transformation. However, the occurrence of a small amount
of ferrite and bainite in the cold zone may be caused by the large plastic deformation of the U-shape
component during the forming [17,18]. Martensite decreases, while ferrite and bainite increase in
the hot zone with the increase of the tool temperature. When the tool temperature is higher than
200 ◦C, the area fraction of martensite drops dramatically and reaches 13% at the tool temperature
of 600 ◦C. The reason may be that the start transformation temperature of martensite is 405 ◦C [19]
and when the isothermal quenching temperature is higher than the start transformation temperature
of martensite, bainite phase transition occurs during continuous cooling, resulting in the decrease of
martensite. When quenched at the tool temperature from 300 ◦C to 600 ◦C, the area fraction of bainite
increases with the increase of the tool temperature and is close to 70% at the tool temperature of 600 ◦C.
The isothermal quenching for 10 s at this temperature range, which is the transition temperature
range of bainite [19], results in the rapid formation and the increase of bainite. Shipway et al. [20]
have also showed that bainite transition is more likely to occur than martensite transition during the
isothermal quenching at this temperature range. With the increase of the tool temperature, ferrite
increases slightly. George et al. [21] have demonstrated that the area fraction of ferrite is less than 10%
at the tool temperature of 400 ◦C, which was close to the 9% ferrite in this paper. However, George et al.
did not make research on the tool temperature higher than 400 ◦C. The studies in this paper showed
that the area fraction of ferrite was 17% at the tool temperature of 600 ◦C.
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Figure 5. Two-stage color tint etched optical micrographs and manually identified microstructure
images (a) 25 C; (b) 600 C; (c) 200 H; (d) 400 H; (e) 500 H; (f) 600 H. C represents the cold zone and H is
the hot zone.

3.2. Springback Results

Springback angles under different heating tool temperatures are presented in Figure 6. No matter
how the tool temperature changes in the hot zone, the spingback angles in the cold zone are almost
unchanged. The reason is that the materials in the cold zone have almost the same temperature history
and almost full martensite and, thus, the internal stress releases caused by phase transformation
expansion and transformation plasticity are almost consistent [22]. The springback angle of the hot
zone decreases with the increase of the tool temperature. When the tool temperature is higher than
300 ◦C, the springback angle decreases and becomes almost stable at the tool temperature higher than
550 ◦C. According to the relationship between the area fractions of phases and tool temperatures, it can
be seen that martensite begins to decrease at the tool temperature higher than 300 ◦C and bainite
increases dramatically. According to Åkerström and Oldenburg [23], the hardness of martensite and
bainite is 510 HV and 402 HV, respectively. The decrease of the springback angle in the hot zone is due
to the increase of softer bainite. When the tool temperature is higher than 550 ◦C, the area fractions of
martensite and bainite are almost stable and, thus, there is no obvious change in the springback angle.

The relationship between the springback angle and the area fractions of martensite, bainite,
and ferrite at different tool temperatures are shown in Figure 7. It can be seen that different quenched
phases and their contents, caused by different tool temperatures, have great influence on the springback
of the components. The springback angle shows a positive linear correlation with martensite and a
negative linear correlation with bainite and ferrite. The correlation coefficient indicates that there is
a noticeable linear correlation between them. With the springback angle as the dependent variable
and the area fractions of martensite, bainite, and ferrite as the independent variable, a multiple linear
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regression analysis was carried out and the goodness of the fit, R-squared value is 0.985. The results
show that there is a strong linear relationship between the springback angle and the area fractions
of martensite, bainte, and ferrite. By the multi-step iterative optimization method, the relationship
between the springback angle and the area fractions of quenched phases was established and is shown
as Equation (1).

λ = 3.233× (0.0469 fM + 0.0439 fB + 0.0005 fF) − 12.1286 (1)

where λ is the springback angle and fM, fB, and fF are the area fractions of martensite, bainite,
and ferrite, respectively.

Figure 6. Springback angles under different heating tool temperatures.

 

Figure 7. The relationship between the springback angle and area fractions of the quenched phases.

The springback angles calculated by Equation (1) at different heating tool temperatures are given
in Table 2. It is found that the maximum relative error is 7.32% and the angle difference is 0.04◦,
which indicates that this equation can be used to accurately predict the springback of the formed
component, based on the area fractions of the quenched phases. It is worth noting that Equation (1)
is the relationship between the phase content and the springback angle, and the change of the tool
geometry will lead to the change of the phase content, so after the tool geometry changes, Equation
(1) is still applicable. In addition, Equation (1) is obtained in the range of ferrite content less than
20% and bainite content less than 80%, and if the phase content is beyond the range, it needs to be
further verified.

56



Metals 2019, 9, 694

Table 2. The average springback angle under different heating tool temperatures.

Heating Tool Temperature (◦C) Measured Value (◦) Calculated Value (◦)
25 2.51 2.65
100 2.49 2.49
200 2.40 2.33
300 1.96 1.86
400 1.43 1.40
500 0.55 0.59
550 0.42 0.45
600 0.41 0.41

4. Conclusions

The hot stamping experiment of the U-shaped component was performed with segmented heating
and a cooling tool. The relationship between the springback angle and the area fractions of martensite,
bainite, and ferrite at different tool temperatures was obtained. The conclusions are as follows:

(1) The quenched microstructure of the cold zone was almost full martensite. The quenched
microstructure of the hot zone changed greatly with increasing heating tool temperature. The
area fraction of martensite dropped dramatically at heating tool temperatures higher than 200 ◦C.
When the heating tool temperature was 600 ◦C, martensite dropped to 13% and bainite increased
to 70%. Ferrite gradually increased at temperatures ranging from 25 ◦C to 600 ◦C and its maximum
was close to 17%.

(2) The springback angle of the cold zone was large and remained unchanged with the increase
of the heating tool temperature. When the heating tool temperature was higher than 300 ◦C,
the springback angle of the hot zone decreased significantly. The springback angle was minimum
and the change of it tended to be stable with the heating tool temperature over 550 ◦C.

(3) The relationship between the area fractions of quenched phases and the springback angle was
established by the optimization method. A relative error analysis revealed that the relationship
could be used to accurately predict the springback of a tailored formed hot stamped component.
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Abstract: In this work, hot compression experiments of 300M steel were performed at 900–1150 ◦C
and 0.01–10 s−1. The relation of flow stress and microstructure evolution was analyzed. The intriguing
finding was that at a lower strain rate (0.01 s−1), the flow stress curves were single-peaked, while
at a higher strain rate (10 s−1), no peak occurred. Metallographic observation results revealed the
phenomenon was because dynamic recrystallization was more complete at a lower strain rate. In situ
compression tests were carried out to compare with the results by ex situ compression tests. Hot
working maps representing the influences of strains, strain rates, and temperatures were established.
It was found that the power dissipation coefficient was not only related to the recrystallized grain
size but was also related to the volume fraction of recrystallized grains. The optimal hot working
parameters were suggested. This work provides comprehensive understanding of the hot workability
of 300M steel in thermal compression.

Keywords: 300M steel; hot processing map; thermal compression; microstructure evolution;
in situ experiments

1. Introduction

The 300M steel, an ultra-high strength steel (the ultimate tensile strength ≥1800 MPa) which is a
modification of AISI 4340 steel, is often used in high performance auto parts, aircraft landing gear,
airframe parts, and many other high strength applications because of the outstanding mechanical
properties. To ensure the best service performance, these parts usually undergo hot forging.
The selection of hot working parameters has been a major concern in isothermal compression
of 300M steel, because it not only affects the microstructure at high temperatures, but also affects the
microstructures after cooling and service performance. However, the hot workability of the 300M steel
was not well understood, resulting in grain coarsening or even cracking in practical forging of large
parts [1–3]. Therefore, a comprehensive understanding of the hot workability of 300M steel in thermal
compression is still needed.

The hot working maps of 300M steel or similar steels have been investigated by many researchers
in recent years. A physically based flow stress model and the processing maps of a medium-carbon
low-alloy steel, 34CrNiMo6, was proposed by Gong et al. [4], and it was pointed out that two optimal
processing parameter domains existed, one at 1050–1130 ◦C and 0.005–0.03 s−1, and the other at
1130–1200 ◦C and 0.03–0.36 s-1. The constitutive model and processing maps of 4340 steel were
constructed by Sanrutsadakorn et al. [5], and an optimal hot working condition was suggested at
1050–1200 ◦C and 0.01–0.1 s−1. Also, for 4340 steel, the hot working maps were established by
Łukaszek-Sołek et al. [6], and explained via microstructure observations, but a different workability
parameter, at 1050–1200 ◦C and 3–57 s−1, was suggested. The processing maps of 300M steel
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were formed by Luo et al. [7], and an optimal hot working parameter range was recommended at
1100–1140 ◦C and 0.1–0.16 s-1 via microstructure observations. Based on a constitutive model coupling
average grain size, a processing map of 300M steel was calibrated by Sun et al. [8], and a broader hot
working parameter range was determined at 900–1140 ◦C and 0.1–1.91 s−1. These researches have laid
a solid foundation for the present investigation.

Up to date, it is generally accepted that the grain evolution is the intrinsic reason for flow stress
evolution [9], and the grain morphology is able to interpret the deformation mechanisms of different
domains in the processing maps. The microstructure evolution of 300M steel has been studied by
Chen et al. [10–13], Liu et al. [14], and Zeng et al. [15]. However, the influence of the dynamic
recrystallization volume fraction on the processing map of 300M steel has not been systematically
investigated. Besides, the optimal strain rate should not be too narrow to avoid difficulty in practical
application [7], and an undesirable mixed grain defect was found under current suggested hot working
conditions [8]. Therefore, problems about the processing map of 300M steel still exist, and systematic
research on the microstructure evolution and hot workability in thermal compression of 300M steel is
in need.

Accordingly, in situ and ex situ compression tests will be carried out. The hot working maps will
be established. Based on the analysis of the experiment results, the optimal hot working parameters
will be suggested. This work provides comprehensive understanding of the hot workability of 300M
steel in thermal compression.

2. Materials and Experiments

2.1. Materials

The as-received material was annealed. The diameter of the as-received 300M steel rod was
300 mm, and height 1000 mm. The chemical composition was quantitatively characterized by X-ray
fluorescence (XRF) as 0.39C-0.808Mn-0.086V-0.824Ni-0.435Mo-2.562Si-0.896Cr-0.017S with balanced Fe
(weight %).

2.2. Hot Compression Tests

Traditional ex situ metallographic observation was implemented to investigate the microstructure
evolution of 300M steel in thermal compression. Specimens for the hot compression tests were
wire-electrode cut from the ingot, and they were turned into cylinders whose diameter was 8 mm,
the height 12 mm. The hot compression tests were performed on a Gleeble 3500 machine (Dynamic
Systems Inc., Austin, TX, USA). The specimens were heated at 3.3 ◦C/s to 1200 ◦C. After holding for
240 s, the specimens were cooled to deformation temperatures, compressed at different strain rates to
the strain of 0.95, and quenched thereafter. The compression temperatures were 900 ◦C, 950 ◦C, 1000 ◦C,
1050 ◦C, 1100 ◦C, and 1150 ◦C, which were chosen to cover the typical forging temperature range of this
material [16]. The selection of strain rates (0.01, 0.1, 1, and 10 s−1) has considered the usual strain rate
range in the die forging process [17]. The temperatures were measured via a thermal-couple welded
on the half height of the specimen surface, and automatically controlled during heating, holding,
compression, and cooling by a computer to obtain specified temperatures. Punch positions were also
automatically monitored to get constant strain rates. The true stress was calculated by the punch force
and instant cross-section area of the specimen. The logarithmic strain was calculated according to the
height reduction of the specimen. Friction was reduced by placing tantalum sheets between the punch
and specimen end. The stress–strain curves underwent noise reduction.

The microstructures of deformed specimens were characterized by metallographic observations
on an optical microscope (VHX-1000C, Keyence Co., Osaka, Japan). The specimens were cut via the
symmetry faces which passed the axis. Specimens were grinded, polished, and etched using etchant
of saturated picrate, carbon tetrachloride, and concentrated hydrochloric acid with a volume ratio of
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6:1:1:3. The temperature for etching was ~40 ◦C. The middle regions of the specimens were observed.
At least five photos with square areas of 0.4 mm × 0.4 mm were taken for each specimen.

2.3. In Situ Compression Tests

To investigate continuously the influence of strain on microstructure evolution of 300M
steel, in situ compression tests were performed on a confocal laser scanning microscope (CLSM,
VL2000DX-SVF15FTC, Yonekura MFG Co, Osaka, Japan). The experimental setup is schematically
shown in Figure 1. A square area of 6 mm × 6 mm on the dumbbell-shaped specimen surface was
mechanically polished for in situ observation. The specimen was calibrated to avoid compression
instability. The marking length was 15 mm, and the cross-section shape was a rectangle with the size
of 4 mm × 6 mm [18], the design of which has considered the installation room size and punch force
limitations. The test specimens were gripped at both ends by screw threads on the punches. During
the in situ compression test, the microstructure evolutions of the specimen could be visualized on the
polished surface because of the volatilization of alloy elements at grain boundaries. Further technique
details can be referred to in the literature [11]. The compression temperature, strain rate, and strain
were 1100 ◦C, 0.01 s−1, and 0.9, respectively.

 
Figure 1. Illustration of the experimental setup.

3. Results and Discussion

3.1. Flow Behavior

The flow stress curves of 300M steel are shown in Figure 2. The contradicting effect of work
hardening and dynamic recovery softening led to an increase of flow stress in the initial stage of
compression, after which the dynamic recrystallization was triggered because the dislocation density
reached a critical value, and an intensive softening due to dynamic recrystallization took place, resulting
in a gradual drop of flow stress near the strain of ~0.3. When the dynamic recrystallization was
completed, the work hardening and softening were balanced, and the flow stresses were almost stable.
It should be noted that different flow behaviors were shown at different strain rates. At 0.01 s−1, as
shown in Figure 2a, the flow stress curves were single-peaked, while at 10 s−1, as shown in Figure 2d,
no peak occurred. This was probably because dynamic recrystallization was more complete at a lower
strain rate, so the dynamic recrystallization softening was more intensive, thereby resulting in a typical
single-peaked discontinuous dynamic recrystallization flow stress curve according to Sakai et al. [9].
Further metallographic observations were carried out in Section 3.2 to confirm the metallurgy reason.
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Figure 2. Flow stress curves of 300M steel compressed at (a) 0.01 s−1, (b) 0.1 s−1, (c) 1 s−1, and (d) 10 s−1.

3.2. Microstructure Evolution

In order to investigate the effect of temperature on microstructure evolutions of 300M steel, the
microstructures of deformed specimens at various temperatures (900–1150 ◦C), at two strain rates (0.01
s−1, 10 s−1), and at the strain of 0.95 were observed on the optical microscope, shown in Figures 3
and 4. At 0.01 s−1, a great number of fine grains nucleated at curved boundaries of the coarse initial
grains at 900 ◦C, as shown in Figure 3a, because the high dislocation densities at the grain boundaries
were beneficial for recrystallization. However, the dislocation density inside the initial grains was
comparatively lower, resulting in incomplete recrystallization microstructures. The coarse initial
grains disappeared when the temperature increased to 1000 ◦C, as shown in Figure 3b,c, due to full
recrystallization. Moreover, grains were gradually coarsened with increasing temperature, as shown in
Figure 3a–f, which were also shown in the literature [10,14,15]. Under lower temperatures and higher
strain rates, grain coarsening was inhibited, and the effect of grain refinement caused by dynamic
recrystallization was more obvious. However, under higher temperatures and lower strain rates,
the recrystallized grains grow rapidly once generated, and grain coarsening due to grain boundary
curvature was dominant, resulting in coarse grains.
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Figure 3. Microstructures of 300M steel compressed at 0.01 s−1 and at (a) 900 ◦C, (b) 950 ◦C, (c) 1000 ◦C,
(d) 1050 ◦C, (e) 1100 ◦C, and (f) 1150 ◦C.

Figure 4. Microstructures of 300M steel compressed at 10 s−1 and at (a) 900 ◦C, (b) 950 ◦C, (c) 1000 ◦C,
(d) 1050 ◦C, (e) 1100 ◦C, and (f) 1150 ◦C.

The microstructures of 300M steel compressed at 10 s−1 are shown in Figure 4. A mixed
microstructure of fine recrystallized grains and coarse initial grains was obtained at 900–1000 ◦C, as
shown in Figure 4a–c. With increasing temperature, a full recrystallized microstructure was formed
at 1050–1150 ◦C, as shown in Figure 4d–f, and with increasing temperature, the average grain size
increased. The mean grain boundary migration rate was less than 0.2 μm/s at 900–1150 ◦C according to
a previous study [12], and under the strain rate of 10 s−1, the average grain size grew by 0.02 μm at
most during the compression process, which was negligible compared with the average grain size
(≥5 μm). Thus, the effect of grain coarsening due to grain boundary curvature could be neglected.
The newly generated recrystallization grain size was not only temperature dependent, but also strain
rate dependent. The lower the strain rate, the longer it needed to reach the same strain and therefore
the coarser the recrystallized grains. Moreover, it can be seen in Figure 4 that with the increase of
temperature, the volume fraction of recrystallized grains increased gradually. That was due to the fact
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that at lower temperatures the deformation stored energy in the material was insufficient to overcome
the energy barrier for recrystallization, and at higher temperatures, the recrystallization more easily
occurred, resulting in a higher recrystallization volume fraction.

To investigate the influence of strain rate, the microstructures of deformed specimens at various
strain rates (0.01, 0.1, 1, and 10 s−1), at two temperatures (900 and 1150 ◦C), and at the strain of 0.95
were observed on the optical microscope, shown in Figures 5 and 6. At 900 ◦C, as shown in Figure 5,
coarse initial grains were squashed, around which many fine recrystallized grains emerged, thus
obtaining a mixture of fine recrystallized grains and coarse initial grains. It can also be seen that with
increasing strain rate, the percentage of recrystallized grains and the average grain size decreased. This
was because the nuclei formed near the grain boundaries due to high dislocation density, and when
the strain rate was low, as shown in Figure 5a, the nuclei had enough time to grow, thus consuming
the coarse initial grains, resulting in a higher volume fraction of the recrystallized grains and a larger
average grain size. However, when the strain rate was high, as shown in Figure 5b–d, the nuclei did
not have enough time to grow, and the nuclei continuously formed near grain boundaries, leading to
the “package” of many small nuclei near grain boundaries.

 
Figure 5. Microstructures of 300M steel compressed at 900 ◦C and at (a) 0.01 s−1, (b) 0.1 s−1, (c) 1 s−1,
and (d) 10 s−1.

The microstructures of 300M steel compressed at 900 ◦C are shown in Figure 6. At the temperature
of 1150 ◦C, the recrystallization was completed. With increasing strain rate, the grain size gradually
became smaller, because the recrystallized grains had less time to grow, which was also found in the
literature [19–21]. The results in Figures 5 and 6 could explain the different flow behaviors of 300M
steel at 0.01 s−1 and 10 s−1 in Figure 2. At 10 s−1, the overall volume fraction of recrystallized grains
was not high. Dynamic recovery dominated, and therefore, it showed monotonically increasing type
stress–strain curves. While at 0.01 s−1, the dynamic recrystallization was completed, as shown in
Figure 6, and dynamic recrystallization dominated. Thus, it showed single-peaked type stress–strain
curves. The dynamic recrystallization kinetic model and the average grain size model have been
established by the authors previously [10]. The incomplete recrystallization was due to insufficient
thermal activation at lower temperatures. By increasing the deformation temperature, reducing the
strain rate, or increasing the strain, the recrystallization volume fraction can be increased.
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Figure 6. Microstructures of 300M steel compressed at 1150 ◦C and at (a) 0.01 s−1, (b) 0.1 s−1, (c) 1 s−1,
and (d) 10 s−1.

Since almost all austenite grains transformed to small martensite laths during quenching,
reconstructing the orientation relationship of austenite before quenching by ex situ characterizations
on electron backscattered diffraction (EBSD) or transmission electron microscope (TEM) is very hard,
although the orientation relationship of austenite and transformed martensite laths has been studied
in several research works [22–24]. Traditional ex situ metallographic observation on the optical
microscope, or in situ observation on the high temperature confocal laser scanning microscope, is
still the most effective way to study the microstructure evolutions of 300M steel during compression.
To compare with the results of traditional metallographic observation on the optical microscope, in
situ compression tests were carried out at 1100 ◦C and 0.01 s−1. The photos taken by the microscope
at the strain of 0, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.9 are shown in Figure 7a–g. It can be seen in Figure 7a
that equiaxed grains were obtained after four minutes’ holding at 1200 ◦C. When the deformation
started, the dark areas at grain boundaries became larger and larger, as shown in Figure 7b–g. That was
because the observed surface of the specimen became rough, resulting in a decreased light reflectivity.
The merged graph of Figure 7a–f is shown in Figure 7h to represent the microstructures at various
strains. With increasing strain, the grains became finer and finer due to the crush of initial grains
and dynamic recrystallization. Although the in situ observation results in this research only provide
qualitative information about the recrystallized grain size or recrystallization kinetics, it is still very
important to observe the grain evolution process of 300M steel in thermal compression, and this is
one of the few attempts that have succeeded in observing the grain evolution of steel during high
temperature compression in recent years.
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Figure 7. In situ observation results of the microstructure evolutions of 300M steel compressed at the
temperature of 1100 ◦C, at the strain rate of 0.01 s−1, and at the strain of (a) 0.1, (b) 0.2, (c) 0.3, (d) 0.4, (e)
0.5, (f) 0.6, and (g) 0.9. The merged graph of (a–f) was shown in (h) to represent the microstructures at
various strains.

3.3. Hot Working Map

The metallographic results showed that under higher temperatures or lower strain rates,
recrystallization was more likely to complete, which was very beneficial to obtain uniform
microstructures, but meanwhile, grain coarsening was also likely to more easily to occur, which
was undesirable for industrial applications. Thus, a thermal processing map may facilitate the selection
of process parameters to obtain uniform, small recrystallization microstructures. Previous studies
have focused only on the relationship between average grain size and thermal processing map, but the
influence of the dynamic recrystallization volume fraction on processing maps of 300M steel has not
been systematically investigated. Besides, the optimal strain rate should not be too narrow to avoid
difficulty in practical application [7], and an undesirable mixed grain defect was found under current
suggested hot working conditions [8], as shown in Figure 5b,c. Therefore, the processing maps at
different temperatures, strain rates, and strains were established. The influences of average grain size
and dynamic recrystallization volume fraction were systematically investigated.
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Seeing forgings as isolated systems whose input energy was the deformation work, and output
energy was the consumption by temperature rising and microstructure evolution, the input energy (P)
was calculated by [25]

P = G + J =
∫ .

ε

0
σ d

.
ε+

∫ σ

0

.
εdσ (1)

where G was the energy consumption by temperature rising, and J by microstructure evolution.
The variables of σ, ε, and

.
ε denoted stress (MPa), strain (1), and strain rate (s−1), respectively. The power

dissipation coefficient (η) representative of the fraction of energy consumption by microstructure
evolution was expressed as
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The instability coefficient (ζ) evaluating the deformation instability was calculated by
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∂ log(η/2)
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The stresses at various strains could be obtained via thermal compressions, and the processing
maps of 300M steel were established according to Equations (2) and (3) and are shown in Figure 8.
The processing maps at various strains are shown in Figure 9. The contours show the value of the
power dissipation coefficient, and the shaded areas show the parameters under which deformation
instability occurred. It can be seen that two deformation instability domains existed. One located
at 0.03–0.7 s−1, 900–1100 ◦C, and 0.2–0.8 (strain). The other located at 3.2–10 s−1, 1100–1150 ◦C, and
0.2–0.8. Representative microstructure of the two instability domains are shown in Figures 5b and 6a. It
can be seen that incomplete recrystallization and grain coarsening occurred, respectively. The average
dissipation coefficient of these two instability domains were in the range of 15–25%, indicating that a
comparatively large part of deformation work was converted to heat, while a small part was consumed
by microstructure evolution. It can also be seen from Figures 8 and 9 that two high dissipation
coefficient domains existed. One located at 0.1–3 s−1, 1100–1150 ◦C, and 0.4–0.8. The other located
at 0.01–0.06 s−1, 900–1100 ◦C, and 0.2–0.6. Representative microstructure of the two high dissipation
coefficient domains are shown in Figures 6c and 3c. It can be seen from the microstructure photos
that recrystallization was completed. The average dissipation coefficient of these two high coefficient
domains were in the range of 35–45%, which was ideal for a uniform recrystallization microstructure.

 
Figure 8. The three dimensional hot working maps of 300M steel.
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Figure 9. Hot working maps of 300M steel at the strain of (a) 0.2, (b) 0.4, (c) 0.6, and (d) 0.8.

Processing maps at specific temperatures and strain rates could be obtained by slicing
and interpolating the 3D processing maps at specific temperatures and strain rates, shown in
Figures 10 and 11. It can be seen from Figure 10a that at 0.01 s−1, a stable deformation domain
with the dissipation coefficient of 35–45% could be obtained. Typical microstructures of this domain are
shown in Figure 3a–f. However, the instability domain occupied most parts of the hot working maps at
900–1100 ◦C when the strain rate increased from 0.1 to 1 s−1, as shown in Figure 10b,c, indicating that
incomplete recrystallization and localized material flow may be the reason. The instability domain
at 900–1100 ◦C disappeared when the strain rate further increased to 10 s−1, as shown in Figure 10d,
and the dissipation coefficient was around 25%, meaning that incomplete dynamic recrystallization
took place, as shown in Figure 4a–e. Metallographic observation results in Figure 5b,c proved that
incomplete recrystallization and mixed grain defect occurred. Thus, for the 300M steel, it is easier to
obtain a full recrystallization microstructure at 0.01 s−1, while at 10 s−1 incomplete recrystallization was
obtained. At a moderate strain rate (0.1–1 s−1), the deformation temperature should be above 1100 ◦C.

The processing maps at various temperatures are shown in Figure 11. As shown in Figure 11a, a
deformation instability domain at 0.016–1.3 s−1 was found at 900 ◦C. Representative microstructures
are shown in Figure 5a–c. It could be explained that at a lower temperature (~900◦C), it was difficult
to overcome the energy barrier of dynamic recrystallization, and the material mainly underwent
incomplete recrystallization and localized flow, so most energy was converted to heat, resulting in a
low dissipation coefficient of ~15%. It is shown in Figure 11b that the deformation instability domain
was separated into two parts. One part located at the strain rate range of 0.016–0.71 s−1 and strain
range of 0.2–0.3, and the other at 0.08–0.5 s−1 and 0.4–0.8. The size of deformation instability domain
shrank in the strain rate range of 0.02–1 s−1 and strain range of 0.2–0.6 at the temperature of 1100 ◦C, as
shown in Figure 11c.
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Figure 10. Hot working maps of 300M steel at the strain rate of (a) 0.01 s−1, (b) 0.1 s−1, (c) 1 s−1, and (d)
10 s−1.

 
Figure 11. Hot working maps of 300M steel at the temperature of (a) 900 ◦C, (b) 1000 ◦C, (c) 1100 ◦C,
and (d) 1150 ◦C.

It was worth noting that at 1000–1100 ◦C, as shown in Figure 11b,c, a high dissipation coefficient
domain (≥35%) existed in the strain rate range of 0.01–0.063 s−1 and in the strain range of 0.4–0.8,
indicating that an optimal microstructure (similar to Figure 11c–e) could be obtained due to dynamic
recrystallization. When the deformation temperature further increased to 1150 ◦C, as shown in

69



Metals 2019, 9, 880

Figure 11d that the deformation instability domain located in the high strain rates region (~10 s−1), and
the dissipation coefficient was around 35% in the strain rate range of 0.01–3.2 s−1 and strain range of
0.2–0.8. Comparing the results of Figure 11a–d, it was found that a smaller deformation instability
domain was obtained at a higher deformation temperature. Therefore, in order to obtain a fine and
uniform microstructure, the hot working parameters were suggested at 0.1–3 s−1 and 1100–1150 ◦C.

The suggested hot working parameters in the present research is compared with the optimal
parameters of 300M steel and 4340 steel in the literature, shown in Figure 12. It is worth mentioning
that the optimal strain rate was not proposed in reference [1], thus the upper and lower boundaries of
the strain rate were left empty. The optimal hot working parameter range in the present research was
much smaller than the existing commercial recommendation by Speich et al. [1], and it has covered the
parameter range by Luo et al. [7]. Besides, the 300M steel showed a different optimal hot working
parameter range from 4340 steel due to the addition of silicon and vanadium, which on one hand
has increased the thermal strength of steel, on the other, decreased the hot workability. In practical
production of 300M steel forgings the optimal hot working parameters could be implemented by
the deformation temperature selection, punch speed selection, and pre-forging shape designing.
The optimal dissipation coefficient was between 35% and 40% according to previous research [26].
When the deformation temperature and the pre-forging shape was restrained, the punch speed curves
could be continuously adjusted to ensure that the average dissipation coefficient was between 35% and
40%, and under such circumstances, the finite element simulation was beneficial for the optimization
of punch speed curves.

 
Figure 12. Comparison of the optimal hot working parameters in the present research with the optimal
parameters in the literature.

4. Conclusions

The following conclusions can be drawn based on the present investigation.

(1) Different shapes of flow stress curves were obtained at different strain rates, and the shape
change was explained by microstructure observations. At 10 s−1, the overall volume fraction
of recrystallized grains was not high. Dynamic recovery dominated, and therefore, it showed
monotonically increasing dynamic recovery type stress–strain curves. While at 0.01 s−1, the
dynamic recrystallization was completed, and dynamic recrystallization dominated. Thus, it
showed single-peaked dynamic recrystallization type stress–strain curves.
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(2) In situ compression results showed with increasing strain, the grains became finer and finer due
to crushing of initial grains and dynamic recrystallization. This investigation is one of the few
attempts that has succeeded in observing the grain evolution of steel during high temperature
compression in recent years.

(3) The hot processing maps were not only related to the recrystallized grain size, but also related
to the volume fraction of recrystallized grains. The dissipation coefficients were comparatively
higher at higher temperatures and slower strain rates, which was usually due to complete
dynamic recrystallization and severe grain growth. While at lower temperatures and higher
strain rates, the dissipation coefficients were low, incomplete recrystallization and mixed grain
defect occurred.

(4) The optimal working parameters were suggested at 0.1–3 s−1 and 1100–1150 ◦C. When the
deformation temperature and the pre-forging shape were restrained, the punch speed curves
could be continuously adjusted to ensure that the average dissipation coefficient was between
35% and 40%.
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Abstract: This paper presented a double-open multidirectional forging with relatively few deformation
passes and a uniform deformation. The constitutive equation and dynamic recrystallization model
of the GH4169 superalloy were identified based on a thermal compression test and imported into
Deform simulation software. The microstructure evolution law of GH4169 superalloy undergoing
double-open multidirectional forging was simulated. The evolution of the recrystallization volume
fraction and recrystallized grain size of the GH4169 superalloy during double-open multidirectional
forging was obtained. Both higher temperatures and more passes were found to produce more
complete recrystallization and smaller recrystallization grain size. At the maximum temperature
studied, 1000 ◦C, with nine passes, the recrystallization volume fraction exceeded 95%, and the
recrystallized grain size reached 3–5.5 μm.

Keywords: constitutive equation; GH4169 superalloy; microstructure evolution simulation;
multidirectional forging

1. Introduction

GH4169 alloy is a nickel-based superalloy that is extensively used in a steam turbine, aerospace,
chemical, and nuclear industries [1–3]. However, the original blanks produced during casting are
unsatisfactory due to increased performance requirements, and thus, must be improved to meet the
performance standards [4–6]. Multidirectional forging is a plastic processing method for obtaining a
fine grain structure by continuously changing the direction of axial external loads, thereby compressing
the forgings in different directions [7]. Multidirectional forging is a plastic processing method to obtain
fine grain structure by continuously changing the direction of axes of external loads and compressing
forgings in different directions. The multi-directional forging process can improve the microstructure
of the material and obtain fine-grained microstructure materials with excellent mechanical properties
and uniform properties. This process is particularly suitable for the regulation of the structure and
properties of GH4169 alloy materials.

In recent years, research on the multidirectional forging process in the process of thermal
deformation has gradually increased at home and abroad. Mikhail et al. [8] mainly studied the influence
of isothermal multi-directional forging on the microstructure evolution of conventional Al-Mg-based
alloys in the strain range of 1.5–6.0 and the temperature range of 200–500 ◦C. Xia et al. [9] conducted
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a multi-directional forging of Mg-Gd-Y-Nd-Zr alloy at low temperatures to study grain refinement,
microstructure, and uniformity of the mechanical properties. Aoba et al. [10] systematically studied
the microstructure evolution and mechanical properties of 6000 series aluminum alloys subjected
to multi-directional forging and artificial aging treatment. Lin et al. [11] derived a constitutive and
microstructure evolution model for GH4169 superalloy based on equivalent dislocation density.
However, relevant studies on the simulation of multi-directional forging microstructures are still rare.

In this study, a double-open multidirectional forging with relatively few deformation passes and
uniform deformation was generated. The constitutive equation and dynamic recrystallization model
were formulated based on a thermal compression experiment on the GH4169 superalloy. The model
was then imported into the DEFORM simulation software. The design process of double-open
multidirectional forging was explored, and specifically, the predictions of the recrystallization volume
fraction and grain size as functions of temperature during the microstructure evolution simulation of
GH4169 superalloy were discussed.

2. Experimental Materials and Methods

The material used in the experiment was a GH4169 alloy cylinder (ϕ 6 mm × 9 mm). The original
microstructure of the sample was approximately uniform equiaxed, and the average grain size was
approximately 25μm, as shown in Figure 1. Heat treatment is necessary for the dynamic-recrystallization
hot compression test of the samples. The equipment used in the experiment was the Gleeble-3800
Thermal Simulation Tester, and the specific process parameters are shown in Table 1. Figure 2 shows a
flowchart of the GH4169 superalloy hot compression test. For the Gleeble-3800 thermal compression
test, the alloy samples were initially heated at a rate of 5 ◦C/s to the required temperature (900 ◦C,
950 ◦C, 1000 ◦C, 1050 ◦C, or 1120 ◦C) for the experiment. Once the desired temperature was maintained
for 2 min, the sample was subjected to a hot compression test at different strain rates (0.001, 0.01, 0.1,
and 1 s−1). Each sample was immediately water-cooled at the end of the experiment [12–14].

 
Figure 1. The original microstructure of the GH4169 forge piece.

Table 1. Deformation parameters for the GH4169 superalloy hot compression experiment.

Temperature/◦C 900 950 1000 1050 1120

Strain rate/s−1 0.001, 0.01, 0.1, 1
Heating rate/◦C·s−1 5
Compression ratio 0.6
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Figure 2. Flowchart of the GH4169 superalloy hot compression experiment.

3. Results and Discussion

3.1. True Stress-Strain Curve at Different Strain Rates

Figure 3 shows the true stress-strain curve obtained for the GH4169 superalloy at different strain
rates and temperatures. The stress gradually decreased with an increase in temperature at a given
strain and strain rate. Both the peak stress and strain point corresponding to the peak stress gradually
decreased with increasing temperature. The material had a similar response to thermal deformation
at different strain rates; that is, the stress value increased with the deformation amount. Meanwhile,
the stress value decreased with an increase in deformation when the stress value reached its maximum
(peak stress). Furthermore, the stress of the material remained constant with the increase in strain
when the stress value reached steady-state stress.

Figure 3. Thermal compression strain curve of GH4169 alloy under different strain rates and
temperatures. (a)

.
ε = 0.001s−1; (b)

.
ε = 0.01s−1; (c)

.
ε = 0.1s−1; (d)

.
ε = 1s−1.

The sharp increase of stress in the initial stage of thermal compression deformation was due
to work hardening. Although recovery and recrystallization might occur, work hardening played a
leading role. Because of the slippage of grains in the process of plastic deformation and the tangling
of dislocations, the grains were elongated or broken and fibrozed, which resulted in the formation
of residual stress in the metal. As the deformation continued to increase, the stress was gradually
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reduced due to work softening. The subsequent stress reduction during deformation was mainly due
to recovery and recrystallization, and work softening caused by recovery and recrystallization played
a leading role in this. The stress gradually approached a stable value and remained constant with an
increase in deformation. At this point, the work hardening and work softening of the material were
balanced and entered a steady deformation stage [15,16].

The stress and peak stress gradually decreased with an increase in the strain rate under certain
temperature conditions. The strain point corresponding to the peak stress increased with the temperature
and amount of deformation. The deformation showed the same response at different temperatures;
that is, the stress began to rapidly increase due to work hardening and reached a peak as the amount
of deformation increased. Then, the stress gradually decreased and stabilized due to the influence of
work softening [17,18].

3.2. Construction of Constitutive Equations

The flow stress of the metal during hot deformation is related to the thermodynamic parameter Z
and deformation rate

.
ε of the material. The relation is expressed as follows [19,20]:

Z =
.
εexp(

Q
RT

), (1)

where Q is the thermal deformation activation energy of the material, R is the gas constant, and T is
the absolute temperature.

Materials have different stress function forms under different conditions, as follows:

F(σ) = A1σ
n(ασ < 0.8) (2)

F(σ) = A2exp(βσ)(ασ > 1.2) (3)

F(σ) = A2exp(βσ)(ασ > 1.2) (4)

where Ai (I = 1, 2, 3); α, β, and n are the material parameters.
The sinusoidal equation proposed by Sellars et al. is generally used to describe the relationship

between various material parameters during plastic deformation and is expressed as follows:

.
ε = A[sinh(ασ)]nexp

[
− Q

RT

]
(5)

where α, n, A, and β are the material parameters. Q is the thermal deformation activation energy of the
material. R is the gas constant, which is a fixed value (R = 8.31).

.
ε is the deformation rate. Σ is the flow

stress, and T denotes absolute temperature.
Substituting Equations (2) and (3) into Equation (6) and deriving on two sides of the equation,

Equation (7) could be obtained.

ln
.
ε = lnA1 + nlnσ− Q

RT
(6)

ln
.
ε = lnA2 + βσ− Q

RT
(7)

For convenience, the logarithmic form of the equation is often employed. Then, the corresponding
graphs are made with the coordinates of ln

.
ε and lnσ and ln

.
ε and σ, respectively. As shown in Figure 4,

the peak stress corresponding to different strain rates at different temperatures was calculated. The data
are also shown in Table 2.

The diagram in Figure 4 could be fitted, where the average slope of each ln
.
ε-lnσp line could be

calculated based on Equation (6) and Figure 4a, and the ln
.
ε-lnσp lines could be calculated based on

Equation (7) and Figure 4b. The resulting average slopes were n = 5.954252 and β = 0.031217. Given α
= β/n, α = 0.0052428 could also be obtained.
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Table 2. Strain rate (
.
ε), peak stress (σp), and corresponding logarithmic value of the GH4169 superalloy

at various temperatures.

Temperature T/◦C Strain Rate (
.
ε)/s−1 Peak Stress (σp)/Mpa ln

.
ε lnσp ln[sinh(ασp)]

900

0.001 253.1 −6.908 5.533785 0.5608306
0.01 364.32 −4.605 5.898033 1.1947405
0.1 523.39 −2.303 6.260327 2.0467375
1 556.85 0 6.322296 2.2233897

950

0.001 212.46 −6.908 5.358754 0.3067085
0.01 354.28 −4.605 5.870088 1.139611
0.1 450.13 −2.303 6.109536 1.6578382
1 528.47 0 6.269986 2.0735863

1000

0.001 171.81 −6.908 5.146389 0.0272396
0.01 347.85 −4.605 5.851771 1.1041569
0.1 367.16 −2.303 5.905798 1.2102875
1 500.3 0 6.215208 1.9245429

1050

0.001 82.3 −6.908 4.410371 −0.809689
0.01 139.68 −4.605 4.939354 −0.22371
0.1 218.02 −2.303 5.384587 0.3426757
1 303.52 0 5.715448 0.8557846

1100

0.001 74.45 −6.908 4.310128 −0.915507
0.01 129.43 −4.605 4.86314 −0.31216
0.1 178.39 −2.303 5.183972 0.0748297
1 233.89 0 5.454851 0.443079

1120

0.001 66.847 −6.908 4.202406 −1.028105
0.01 105.18 −4.605 4.655673 −0.54505
0.1 158.97 −2.303 5.068716 −0.06898
1 215.31 0 5.372079 0.3252004

Figure 4. Relation among lnσp, σp, and ln
.
ε curves at different temperatures. (a) lnσp and ln

.
ε curves at

different temperatures; (b) σp and ln
.
ε curves at different temperatures.

Deriving on both sides of Formula (6):

ln
.
ε = lnA + nln[sinh(ασ)] − Q

RT
(8)

Performing partial derivation of 1/T at a certain strain rate for Equation (8) yields:

Q = R
[

∂ln
.
ε

∂ln[sinh(ασ)]

]
T

[
∂ln[sinh(ασ)]
∂(1/T)

]
(9)

The activation energy of the material is constant when the strain rate is constant. The n values fitted
in Figure 4 were substituted into Equation (9) to obtain ln

.
ε and ln[sinh(ασ)] at different deformation
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temperatures and ln[sinh(ασ)] and 1000/T at different strain rates, where 1000 times 1/T was used for
convenient calculation, as shown in Figures 5 and 6.

The average slope k = 0.231755 of each straight line could be calculated based on the straight line
fitted in Figure 5, and the average slope of each straight line t = 13.90354 could be calculated based
on the straight line fitted in Figure 6. Based on Equation (9), the thermal deformation energy of the
material could be calculated as follows:

Q =
R ∗ T

k
= 498.54

kJ
mol

= 498540 J/mol (10)

Figure 5. The relation between ln[sinh(ασp)] and ln
.
ε at various deformation temperatures.

Figure 6. The relation between ln[sinh(ασp)] and 1000 K/T at various strain rates.

From Equations (1) and (6), Equation (11) was obtained:

Z =
.
εexp

( Q
RT

)
= A[sinh(ασ)]n (11)

Performing derivation on both sides of Equation (11):

lnZ = ln
.
ε+

Q
RT

(12)

lnZ = lnA + nln[sinh(ασ)] (13)
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The corresponding value of lnZ could be calculated by comparing the peak stress values for
different temperatures and strain rates, and the corresponding lnZ and ln[sinh(ασp)] maps were fitted
using Equation (13), as shown in Figure 7. The slope of the line was n = 4.56568, and the intercept was
lnA = 42.21596 (A = 2.1585 × 1018). Thus, Z = 2.1585× 1018 × [sinh(0.0052428σ)]4.56568 was obtained.

Substituting all e values obtained into Equation (6) yielded the constitutive equation of the alloy,
as shown in Equation (14).

.
ε = 2.1585× 1018 × [sinh(0.0052428σ)]4.56568 × exp(−498540

RT
) (14)

Figure 7. Relation between lnZ and ln[sinh(ασp)] at various strain rates and deformation temperatures.

3.3. Dynamic Recrystallization Model

3.3.1. Proposed Model

Existing studies generally use the Avrami equation to describe the recrystallization degree
quantitatively [21,22]:

X = 1− exp[−k(
ε− εc

ε0.5
)

n
] (15)

where X is the dynamically recrystallized volume fraction of the material; k and n are the material
parameters; ε is a dependent variable; εc is the critical strain; ε0.5 is the recrystallized amount of the
material when 50% strain is reached.

Peak strain model:
εp = AZm (16)

where A and m are the material parameters; Z is the temperature compensation factor.
Critical strain model:

εc = kεp (17)

where k ranges from 0.6 to 0.85, and a value of 0.8 was used in this study.
A quantitative description of the recrystallization quality is usually given by:

D2−drex = A1ZA2 (18)

where A1 and A2 are material-dependent constants.

3.3.2. Model Establishment

The peak strain value of the material during hot deformation could be obtained through
experiments, and the corresponding recrystallization volume fraction and lnZ value were calculated,
as shown in Table 3.
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Simplifying Equation (16) yielded:

lnεp = lnA + mlnZ (19)

As shown in Equation (18), the corresponding lnεp and lnZ maps could be constructed and fitted
(Figure 8). The intercept of the line was lnA = −4.46775, that is, A = 1.15 × 10−2, and the slope of the
line was m = 0.067.

Substituting the obtained A and m values into Equation (16) yielded Equation (20).

εp = 1.15× 10−2Z0.067 (20)

Then, by Equation (17):
εc = 9.2× 10−3Z0.067 (21)

The strain value corresponding to material recrystallization of 50% could be obtained by performing
Newton interpolation on the parameter values obtained from the experiment, as shown in Equation (22).

ε0.5 = 0.29Z0.016 (22)

Simplifying Equation (15) yielded:

ln
[
ln
( 1

1−X

)]
= lnk + nln(

ε− εc

ε0.5
) (23)

The corresponding ln{ln[1/(1 − X)]} and ln[(ε − εc)/ε0.5] maps could be constructed from
Equation (23), and a linear fit could be performed, as shown in Figure 9. By fitting the data in
Figure 9, one found k = 0.812 and n = 0.92.

Substituting the values of k and n into Equation (15) yielded:

X = 1− exp[−0.812(
ε− εc

ε0.5
)

0.92
] (24)

Table 3. Strain rate
.
ε, peak strain εp, dynamic recrystallization volume fraction X, and lnZ at

different temperatures.

Temperature/◦C Srain Rate
.
ε/s−1 Peak Strain εp/MPa lnZ X

950

0.001 0.221 42.26602 0.724
0.01 0.156 40.33004 0.658
0.1 0.105 38.54073 0.543
1 0.113 36.88203 0.287

1000

0.001 0.1 36.25196 0.927
0.01 0.228 44.5686 0.843
0.1 0.2 42.63263 0.706
1 0.168 40.84331 0.504

1050

0.001 0.154 39.18461 0.895
0.01 0.144 38.55454 0.919
0.1 0.232 46.87119 0.817
1 0.221 44.93521 0.665

1100

0.001 0.206 43.1459 0.905
0.01 0.188 41.4872 0.928
0.1 0.18 40.85713 0.886
1 0.237 49.17377 0.780

1120

0.001 0.233 47.2378 0.887
0.01 0.225 45.44848 0.928
0.1 0.212 43.78978 0.904
1 0.206 43.15971 0.815
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Figure 8. The relation between lnZ and lnεp at various deformation temperatures.

Figure 9. Relation between ln{ln[1/(1 − X)]} and ln[(ε − εc)/ε0.5] at various deformation temperatures.

The grain size of the microstructure calculated according to the GH4169 high-temperature dynamic
recrystallization metallographic structure diagram is shown in Table 4. According to the data in the
table, the logarithmic fitting of D2-drex and Z could be used to find the corresponding model parameters.
The fitted image is shown in Figure 10. The obtained dynamic recrystallization crystal mass equation
is shown in Equation (25).

D2−drex = 3× 106Z−0.3016 (25)

Figure 10. D2-drex and Z fitted image.
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Table 4. Strain rate
.
ε, dynamic recrystallization grain size, and Z of the GH4169 superalloy at

various temperatures.

Temperature/◦C Strain Rate/s−1 Z D2-drex/μm

950

0.001 1.42 × 1018 10.556
0.01 1.42 × 1019 3.578
0.1 1.42 × 1020 1.818
1 1.42 × 1021 1.111

1000

0.001 2.09 × 1017 22.78
0.01 2.09 × 1018 10.603
0.1 2.09 × 1019 4.167
1 2.09 × 1020 3.442

1050

0.001 3.57 × 1016 37.78
0.01 3.57 × 1017 15.2
0.1 3.57 × 1018 8.425
1 3.57 × 1019 4.487

1100

0.001 6.93 × 1015 51.67
0.01 6.93 × 1016 25.92
0.1 6.93 × 1017 14.444
1 6.93 × 1018 12

1120

0.001 3.72 × 1015 55.56
0.01 3.72 × 1016 27.78
0.1 3.72 × 1017 20
1 3.72 × 1018 16.667

3.4. Double-Open Multidirectional Forging Simulation

3.4.1. Process and Finite Element Model

The finite element model used in the simulation is shown in Figure 11. During forging, the initial
billet was compressed in the height direction, stretched in the longitudinal direction, and did not deform
in the width direction, owing to the restraining effect of the mold. When the amount of deformation
reached a certain level, the closed multidirectional forging occurred due to the restraining action of
the lower die, the length of the forging was no longer increased in the longitudinal direction, and the
groove of the lower die was gradually filled. Meanwhile, the single-open multidirectional forging side
was full, the other side maintained a free surface, and the sides of the double-open multidirectional
forging maintained a free surface. The forging was rotated by 90◦ every time it was swept, and the last
forging was repeated. The simulation utilized a relative net partitioning method and a tetrahedral
mesh with 20,000 cells. Table 5 shows the parameter settings used for the double-open multidirectional
forging simulation.

Table 5. Parameter list.

Process Parameters Symbol Unit Value

Forging size - mm 40 × 40 × 50
Mold material - - H13

Forging temperature T °C 800–1000
Coefficient of friction f - 0.3
Thermal conductivity λ W/(m·K) 20–40

Specific heat C N/(mm2·K) 3–5
Initial grain size d μm 45
Upper die size - mm 50 × 40 × 10
Lower die size - mm 70 × 60 × 60
Reduction rate - % 20
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Figure 11. Finite element model.

3.4.2. Numerical Simulation Results and Analysis

Figure 12 shows the dynamic recrystallization volume fraction cloud diagram of forgings from
three to nine passes at 800 ◦C. The dynamic recrystallization volume fraction of the forging was
symmetrically distributed and could be divided into three deformation zones, namely difficult, easy,
and free. The equivalent strain was minimized on the outer surface of the forging due to the restraint
of the mold. Therefore, the recrystallization degree in this area was relatively low, the area with the
largest recrystallization was approximately 30%, and some areas were not recrystallized. In the interior
of the forging, the equivalent strain was large, and the recrystallization degree was relatively high
because it was not affected by the mold friction. The recrystallization degree near the inner forging
was high, and the center portion reached approximately 82%.

Figure 13 shows the recrystallized grain size graph of forging from three to nine passes at 800 ◦C.
The cloud diagram shows that the recrystallized grain size of the forging was symmetrically distributed.
The closer it was to the forging center, the smaller was the grain size. The equivalent strain of the
forging was also small on the outer surface of the forging due to the limitation of the die on the forging,
thereby affecting the recrystallization. Thus, the average grain size of the forging in this area was large,
and no recrystallization occurred. The equivalent strain in the interior of the forging was large because
it was not affected by the mold friction. Thus, the average grain size was small, with a minimum value
of approximately 33.5 μm.

The recrystallization degree of the forgings was remarkably improved when it reached six passes.
The closer it was to the internal, the higher was the recrystallization degree, which resulted in the
center portion to approximately reach 95.5%. Therefore, the recrystallization degree was high, and the
average grain size was small. The minimum value was approximately 12.2 μm. When forging nine
passes, the recrystallization degree of the forgings reached 98.5%, and the minimum average grain size
was approximately 5.1 μm.
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Figure 12. Dynamic recrystallization volume fraction cloud diagram for three to nine passes forging at
800 ◦C.

Figure 13. Forging of three to nine passes for recrystallized grain size cloud map at 800 ◦C.

Figure 14 shows the dynamic recrystallization volume fraction cloud diagram of forging from
three to nine passes at 900 ◦C. From the figure, the dynamic recrystallization volume fraction of the
forging was symmetrically distributed and could be divided into three deformation zones: difficult,
easy, and free deformation. The equivalent strain was minimized on the outer surface due to the
mold constraint. Therefore, the recrystallization degree in this area was relatively low, the area with
the largest recrystallization was approximately 50%, and some areas were not recrystallized. In the
interior of the forging, because it was not affected by the mold friction, the equivalent strain was large;
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the recrystallization degree was relatively high, and the closer it was to the internal, the higher was the
recrystallization degree, which resulted in the center portion achieving a value of approximately 87%.

Figure 15 shows the recrystallized grain size cloud diagram of forging from three to nine passes
at 900 ◦C. From the figure, the recrystallized grain size of the forging was symmetrically distributed,
and the closer it was to the inside of the forging, the smaller was the grain size, and the closer the outer
grain size was, the larger was the grain size. The equivalent strain was small on the outer surface of
the forging due to the limitation of the die on the forging, which affected its recrystallization. Thus,
the average grain size of the forging in this area was large, and no recrystallization occurred. In the
interior of the forging, because it was not affected by the mold friction, the equivalent strain was large.
Thus, the recrystallization degree in this region was high, the average grain size was small, and the
minimum value was approximately 26 μm.

The center portion reached approximately 97.5% under the forging of six passes. Therefore,
the recrystallization degree was high in this region, the average grain size was small, and the minimum
value was approximately 10 μm. When forging nine passes, the recrystallization degree of the forgings
reached approximately 99.7%, and the average grain size minimum was approximately 4 μm.

Figure 16 shows the dynamic recrystallization volume fraction cloud diagram of forgings from
three to nine passes at 1000 ◦C. From the figure, the dynamic recrystallization volume fraction of the
forging was symmetrically distributed and could be divided into three deformation zones: difficult,
easy, and free deformation zones. The equivalent strain was minimized on the outer surface of the
forging due to the constraint of the mold. Thus, the recrystallization degree in this area was relatively
low, and the area with the largest recrystallization was approximately 70%. In the interior of the forging,
because it was not affected by the mold friction, the equivalent strain was large, and the recrystallization
degree was relatively high. The closer it was to the internal, the higher was the recrystallization
degree, which resulted in the highest value of approximately 74% at the center; moreover, the degree
of internal recrystallization did not change considerably with the outside. No obvious increasing trend
was observed.

Figure 14. Forging from three to nine passes for dynamic recrystallization volume fraction cloud image
at 900 ◦C.
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Figure 15. Forging from three to nine passes for recrystallized grain size cloud image at 900 ◦C.

Figure 16. Dynamic recrystallization volume fraction cloud image of forging from three to nine passes
at 1000 ◦C.

Figure 17 shows the recrystallized grain size graph of forging from three to nine passes at 1000 ◦C.
From the figure, the recrystallized grain size of the forging was symmetrically distributed; moreover,
the closer it was to the inside of the forging, the smaller was the grain size, and the closer it was to the
outer grain size, the larger was the grain size. The equivalent strain was small on the outer surface of
the forging due to the restraining effect of the die on the forging, which affected the recrystallization
of the forging. The average grain size of the forging in this area was relatively large. In the interior
of the forging, because it was not affected by the mold friction, the equivalent strain was large.
Thus, the recrystallization degree in this area was relatively high, the average grain size was small,
the minimum value was approximately 24 μm, and the internal and external grain sizes of the forging
did not change significantly. This situation occurred because the deformation temperature of the
forging was relatively high, and the strain had no considerable effect on recrystallization.
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The center portion approximately reached 99% with the forging of six passes. Therefore,
the recrystallization degree was high in this region, the average grain size was small, and the
minimum value was approximately 9.1 μm. When forging nine passes, all areas of recrystallization
volume fraction exceeded 95%, the grain size was 3–5.5 μm, the recrystallization degree of forgings
reached 99.7%, and the average grain size minimum was approximately 3 μm.

Figure 17. Recrystallization grain size cloud image of forging from three to nine passes at 1000 ◦C.

4. Conclusions

(1) Based on the thermal compression experiment, the constitutive model of the material and the
mathematical model of recrystallization evolution were derived by analyzing the stress-strain curve of
GH4169 and applied to the secondary development of software. A simulation of the microstructure
evolution law in the double-open multi-directional forging process was conducted.

(2) The evolution rule of the recrystallization volume fraction and the recrystallized grain size of
the GH4169 superalloy double-open multidirectional forging was obtained. Increasing the forging
temperature increased the recrystallization volume fraction and reduced the recrystallization grain
size. Performing more passes had the same effect and led to more complete recrystallization and a
smaller recrystallized grain size. At 1000 ◦C and nine passes, the recrystallization volume fraction
exceeded 95%, and the recrystallized grain size reached the minimum size of 3–5.5 μm.
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Abstract: The plastic anisotropy of rolled Al sheets is the result of a crystallographic texture. It leads
to the formation of uneven cup heights during deep-drawing, which is called earing. A new, simple
and rapid method had been previously developed by the authors to predict earing directly from
{h00} pole figures. In the present manuscript, this method is applied to cross-rolling for the first
time. 5056 type aluminum sheets were unidirectionally- (conventionally) and cross-rolled from 4 to
~1 mm thickness in 6 or 12 passes. Earing was predicted from recalculated {200} pole figures obtained
after X-ray diffraction texture measurements. The results were validated by deep-drawing tests. It is
shown that the proposed method predicts the type (locations of ears) and magnitude of earing with
satisfactory results. However, a different scaling factor must be used to calculate the magnitude of
earing for cross-rolling than for unidirectional rolling even if all other parameters (including cold
rolling, texture measurements, and deep-drawing) are the same. This is because the cross-rolled
sheets exhibit a similar type but weaker earing compared to the unidirectionally rolled samples.

Keywords: aluminum; cross-rolling; texture; earing

1. Introduction

The term cross-rolling is used for different special types of rolling processes [1]. Here, cross-rolling
means a modified version of conventional or unidirectional sheet rolling, where the sheet—and
consequently, the rolling direction (RD)—is rotated by 90◦ about its normal direction (ND) between
subsequent passes [2–5]. The outcome is that a more random orientation distribution, that is, four-fold
texture, is obtained, which is usually accompanied by a lower amount of plastic anisotropy. Li et al.
applied cross-rolling on magnesium sheets and concluded that large basal plane scatter was achieved,
which resulted in a more random texture [2]. Wronski et al. used cross-rolling on low carbon ferritic
steel and copper and found that plastic anisotropy was decreased in copper; however, it increased in
the low carbon steel [3]. Huh et al. applied cross-rolling to suppress cube texture formation in 5182
aluminum after annealing and observed a close to random structure and better formability [4]. Tang
et al. obtained similar results on cross-rolled AZ31 aluminum, and besides negligible earing, they
found that increased ductility was also achieved by cross-rolling [5]. Based on the literature, it can be
safely stated that, in general, a more random texture and decreased plastic anisotropy is expected in
aluminum alloys after cross-rolling.

Besides deep-drawing tests, several methods have been established to estimate earing. Fukui and
Kudo found that earing can be predicted from the Lankford value Δr = (r0 + r90)/2 − r45 [6]. Since
then, methods have been developed based on mechanical response [7], crystallography [8,9], and more
complex theories were established [10]. Nowadays, prediction of earing is usually performed by finite
element (FE) methods [11].
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Recently, a new, simple method has been developed by the authors to predict earing based on pole
figure data [12]. The advantage of the method over others is that qualitative information can be obtained
quickly and directly from pole figures. If quantitative data is demanded, only one deep-drawing
test is required. Furthermore, it can be combined with non-destructive (sample-cutting-free) texture
measurement methods [13]. Thus, it is possible to predict earing in a truly non-destructive manner,
which can have high potential in cases when unique, high value objects are to be examined. The aim of
the present work is to extend the developed earing prediction method to the case of cross-rolling. For
this, the method was applied on unidirectionally and cross-rolled 5056 type aluminum sheets and the
results were validated with deep-drawing tests.

2. Materials and Methods

Sheets made of 5056 type aluminum having an initial thickness of 4 mm have been unidirectionally-
(UD) and cross-rolled (CR) with a VonRoll experimental roll stand at the University of Miskolc. Other
than the mode of rolling (UD or CR), all applied parameters were the same. Two sets of samples were
produced with a different number of passes. The first set of samples (three UD samples, marked as
A1, A5, and A6; and three CR samples, marked as A3K, A4K, and A9K) were cold-rolled to a ~1 mm
final thickness through 6 passes. Sample A4K was rotated around ND between passes clockwise,
while samples A3K and A9K were rotated around ND alternately back and forth prior to passes. The
reduction during the first pass was 0.6 mm, and 0.5 mm during the subsequent passes. The final
thickness of the UD samples was 1.04, 1.03, and 1. 03 mm; and that of the CR samples was 1.14,
1.13, and 1.13 mm. The second set of samples, rolled with 12 passes (one UD, marked as A10; and
one CR, marked as A11K) were cold-rolled to a ~0.99 and 1.10 mm final thickness, respectively. The
reduction during the first pass was 0.3 mm and 0.25 during the following passes. Sample A11K was
rotated around ND alternately back and forth prior to passes. Table 1 summarizes the properties of the
investigated samples.

Table 1. The investigated samples and their properties. UD: unidirectionally; CR: cross-rolled.

Number of Passes Rolling Mode Sample Rotation Final Thickness, mm

6

UD
A1 - 1.04
A5 - 1.03
A6 - 1.03

CR
A3K back and forth 1.14
A4K clockwise 1.13
A9K back and forth 1.13

12
UD A10 - 0.99
CR A11 back and forth 1.10

Samples were cut along the longitudinal sections of the final sheets and prepared for optical
microscope examinations with the use of Barker etchant. Optical microscope images were obtained
with a Zeiss M1m microscope using polarized light.

Samples with a diameter of 30 mm were cut for texture measurements and samples with 50 mm
were cut for deep-drawing tests. Texture examinations were carried out with a Bruker D8 Advance
X-ray diffractometer using CuKα radiation equipped with an Eulerian cradle operating with a 40 kV
tube voltage and a 40 mA heating current. {111}, {200}, and {220} pole figures were measured up to
CHI = 75◦ sample tilting. Complete recalculated {200} pole figures were obtained with the software of
the equipment, TexEval. Orthotropic deformation was used during recalculation for both UD and
CR samples.

The applied earing prediction method is described in detail elsewhere [12]. Briefly, recalculated
and complete {200} pole figures were obtained by texture analysis from the measured {111}, {200},
and {220} incomplete pole figures. Then, the CHI-cuts, which show the recalculated intensity values
versus CHI of the complete {200} pole figures were plotted for each PHI (sample rotation) angle.
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The method applies the principle according to which the CHI-cuts can be approximated with a sum
of Gaussian curves [14]. Thus, the CHI-cuts of the recalculated {200} pole figures were fitted with
Gaussian curves. The area of each individual Gaussian curve was determined and then the areas
were weighted (multiplied) with the sin of the CHI values corresponding to the peaks of the Gaussian
curves. Afterwards, the weighted areas of the Gaussian curves were summarized to the given PHI. The
summarized, weighted {200} intensities were plotted versus PHI, which shows the predicted relative
cup height.

Deep-drawing tests were performed at the John von Neumann University with Erichsen
deep-drawing equipment. The diameter of the samples was 50 mm and that of the drawn cups
was 33 mm, giving a drawing ratio of 1.51. The applied blank holder force was 1 kN. Average earing
was calculated as the ratio of average ear height and average cup height [12]. Predicted average earing
was calculated similarly from the weighted {200} intensity curves and divided by a scaling factor. Since
predicted average earing is calculated from measured X-ray intensity and not cup height, the use of a
scaling factor is required to obtain comparable values. The determination of the scaling factor is based
on comparison to experimental data. The scaling factor was determined by dividing the predicted
average earing calculated form weighted {200} intensities with average earing. It was determined to
both UD and CR cases. The obtained values were 40 and 60, respectively.

3. Results

3.1. Results of 6 Pass Rolling

Figure 1 depicts the optical micrographs of one UD and CR sample. It can be seen that the both
rolling types resulted in elongated grains and notable differences cannot be observed.

  
(a) (b) 

Figure 1. Optical microscope images of the (a) UD (A5) and (b) CR (A4K) samples.

Figure 2 shows the recalculated {200} pole figures of the UD and CR samples rolled in 6 passes. It
can be seen that the pole figures of the UD samples (Figure 2a,c,e) exhibit two-fold symmetry, while
those of the CR samples (Figure 2b,d,f) exhibit four-fold symmetry.
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(a) (b) 

  
(c) (d) 

  

(e) (f) 

Figure 2. Recalculated {200} pole figures of the samples cold-rolled in 6 steps. (a) A1; (b) A3K; (c) A5;
(d) A4K; (e) A6; (f) A9K.

In Figure 3, the cup heights of the samples rolled in 6 passes are summarized. Figure 3a shows the
predicted relative cup heights (weighted {200} intensities) versus PHI for the UD samples and Figure 3b
for the CR samples. Figure 3c,d show measured cup heights for the UD and CR samples, respectively.
For both UD and CR samples, ears appear in the 45◦ + (n × 90◦) directions on the predicted and
measured cup height diagrams as well. Accordingly, rolling earing is observed after both UD and CR.
It is evident that the positions of ears can be recognized more easily on the predicted relative cup height
diagrams. However, based on these diagrams, it is quite difficult to tell which rolling mode resulted in
larger earing. It is also worth noting that on the predicted relative cup height diagrams, small peaks
are present in the 0◦ + (n × 90◦) directions as well besides the ears. This was observed in a previous
work as well, and was used to follow the evolution of rolling earing to recrystallized earing [12].
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(a) (b) 

  
(c) (d) 

Figure 3. Cup heights of the samples cold-rolled in 6 steps. (a) Predicted relative cup heights of
unidirectionally rolled samples; (b) predicted relative cup heights of cross-rolled samples; (c) measured
cup heights of unidirectionally rolled samples; (d) measured cup heights of cross-rolled samples.

Average earing calculated from measured cup heights and predicted average earing calculated
from weighted {200} intensities of UD and CR samples are plotted in Figure 4a,b, respectively. Note
that the used scaling factor for UD was 40 and for CR it was 60. For convenience, the negative sign,
which usually corresponds to rolling type earing, is neglected. It can be seen that the average earing
values of the UD samples are around 2.5, while those of the CR samples are around 1.5. Thus, it can be
stated that cross-rolling results in notably smaller earing compared to unidirectional rolling.

  
(a) (b) 

Figure 4. Absolute value of average earing of the samples cold-rolled in 6 steps. (a) Measured and
predicted average earing of unidirectionally rolled samples, scaling factor: 40; (b) measured and
predicted average earing of cross-rolled samples, scaling factor: 60.
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3.2. Results of 12 Pass Rolling

In Figure 5, the recalculated {200} pole figures of the UD and CR samples rolled in 12 passes is
presented. The two-fold symmetry of the UD sample (Figure 5a) and the four-fold symmetry of the CR
sample (Figure 5b) are clearly seen.

  
(a) (b) 

Figure 5. Recalculated {200} pole figures of the samples cold-rolled in 12 steps. (a) A10; (b) A11K.

Figure 6 shows cup heights of the samples rolled in 12 passes. In Figure 6a, the predicted relative
cup height for the UD sample can be seen, and in Figure 6b that of the CR sample. Figure 6c,d plots
measured cup heights for the UD and CR samples, respectively. Again, ears appear in the 45◦ + (n ×
90◦) directions on the predicted and measured cup height diagrams after both UD and CR, showing
that rolling earing has been developed. The magnitude of earing is difficult to read from the predicted
relative cup height and also from the measured cup height diagrams.

 

(a) (b) 

 

(c) (d) 

Figure 6. Cup heights of the samples cold-rolled in 12 steps. (a) Predicted relative cup height of the
unidirectionally rolled sample; (b) predicted relative cup height of the cross-rolled sample; (c) measured
cup height of the unidirectionally rolled sample; (d) measured cup height of the cross-rolled sample.
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Average earing of UD and CR samples is plotted in Figure 7a,b, respectively. The values are
around 2.2 for the UD and around 1.5 for the CR samples. It can be said that cross-rolled samples show
smaller earing compared to unidirectionally rolled ones after 12 passes as well.

  
(a) (b) 

Figure 7. Absolute value of average earing of the samples cold-rolled in 12 steps. (a) Measured and
predicted average earing of the unidirectionally rolled sample, scaling factor: 40; (b) measured and
predicted average earing of the cross-rolled sample, scaling factor: 60.

4. Discussion

It was seen that after both 6 and 12 passes, the cross-rolled, 5056 type aluminum sheets exhibited
more uniform, four-folded {200} pole figures compared to unidirectionally rolled sheets. In accordance,
a notably smaller value of rolling-type earing (~1.5) was observed after cross-rolling compared to the
unidirectionally rolled sheets (~2.2–2.5). As a consequence, a different scaling factor was required
to predict average earing in the case of cross-rolling (60 instead of 40) even if all other parameters
(including the parameters of cold rolling, texture measurements, deep-drawing, blank geometry, etc.)
are unchanged. Finally, it can be concluded that besides unidirectional rolling, the developed method
can be applied for cross-rolling as well.
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Abstract: Monocrystalline alloy with a nominal composition of Cu-13.7% Al-4.2% Ni (wt.%) that
shows reversible martensitic transformations (RMTs) was studied. The alloy, manufactured by
the “Memory Crystals Group” in Russia, was subjected to thermo-cyclical treatment (TCT) under
tension within a range that included critical RMT temperatures. A special device was developed
to perform TCTs (up to 500 cycles) and three different loads were applied: 0.11, 0.26, and 0.53 MPa.
X-ray diffraction analysis, optical microscopy, differential calorimetry, and Vickers microhardness
were involved in the alloy’s characterization. Under TCTs, the alloy displayed complex structural
transformation, revealing the sequence of RMT, β1 ↔ R ↔ β′1 + γ′1; the involved phases were
coherently precipitated but very sensitive to the experimental conditions. It was found that during
TCTs (from 300 cycles) performed under optimum load (0.26 MPa), the processes of martensite
reorientation, hardening, and stabilization of the structure were the most intensive thus leading to a
reduction of RMT critical intervals and increased microhardness.

Keywords: Cu–Al–Ni monocrystalline alloy; reversible martensitic transformations; thermo-cyclic
treatment under load; physical characterization and structural characterization

1. Introduction

Metal alloys exhibiting the shape memory effect (SME) have specific properties due to the fact of
reversible martensitic transformations (RMTs) [1–3]. Widely used in industrial and medical applications,
TiNi-based alloys have superb SME characteristics [3–6], but owing to their high cost, other shape
memory alloys (SMAs) are under consideration. Copper-based SMAs cost less; moreover, they have
high transformation temperatures, superior thermal and electrical conductivity, and large recoverable
strain [7–9].

Monocrystalline Cu–Al–Ni (Cu3Al-based) alloys have received special attention, because they
display high SME parameters along with good thermoelastic properties, formability, and plasticity
without embrittlement at high temperatures [7–13]. Such SMAs are based on the Cu3Al intermetallic
compound; they have different structures, depending on the composition, temperature, heat treatment,
and deformation. At elevated temperatures, the Cu3Al-based alloys have a structure of a β-phase, a
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body-centered cubic (BCC) phase, but below 565 ◦C, it undergoes the ordering to form the metastable
β1 phase, an ordered cubic structure of the DO3 type [14,15]. With subsequent cooling and depending
on the aluminum content, the ordered β1 phase, in turn, can transform into either martensite γ’1,
the ordered phase of Cu3Ti type, or martensite β’1, the ordered phase of Cu3Al type [1,3,15]. Aside
from the aforementioned phases, the diffractograms of monocrystalline Cu–Al–Ni alloys may display
additional peaks that can be attributed to the rhombohedral ordered Al7Cu4Ni phase (JCPDS: 28-0016)
with the space-group R-3m of the trigonal crystal system [16,17]. In our previous work [12,18,19], it was
shown that the microstructures of Cu–Al–Ni alloys revealed the presence of the rhombohedral ordered
Al7Cu4Ni phase, so the additional peaks in diffractograms would be due to (1) the ordering of the
Ni atoms incorporated into the crystalline lattice of alloy and/or (2) the development of a transitional
crystal lattice state during RMT, β1 ↔ γ′1 [15–19]. The Al7Cu4Ni phase is called the R-phase in the
present study as in our previous works [18–22].

Multiple heating/cooling cycles within a temperature range, which includes critical RMT
temperatures, are required to perform a repetitive SME regime for investigated alloys. The restrictions
in the practical application of SMAs are the possible undesirable changes in the SMAs’ structure and
performance after multiple thermal cycles. As is well known, thermos-cyclical treatments (TCTs)
promote changes in the structure and phase composition of the alloy thus modifying its physical and
mechanical properties [3,7–11]. In fact, each thermal cycle may produce additional imperfections,
resulting in changes in RMT behavior, namely, the change in RMT critical temperatures [7,8,11].

Reversible martensitic transformations can develop under applied loads as well as thermal stresses
in alloys that are used in force elements of several actuators. The applied loads give rise to tensions,
deformations, and transformations of metastable phases (induced transformations) thus changing the
structure and properties of the material in a complex way [4,7–13].

This work was conducted as the continuation of our work examining the effect of cyclic tests on
monocrystalline alloys of the Cu–Al–Ni system on the structure, critical temperatures, and hysteresis of
reversible martensitic transformations, involving multiple cycles of heating above Af and cooling below
Mf; we changed the test conditions and the composition of the studied alloys. So, in Reference [12],
monocrystalline Cu-13.5Al-4Ni alloys were subjected to 100, 200, and 300 thermal cycles (TC) without
load. In Reference [13], we studied two monocrystalline alloys: Cu-13,5Al-4Ni and Cu-13,7Al-4,2Ni
in the initial state and after 1, 100, and 200 thermal cycles (TCs) without load. In Reference [18],
monocrystalline Cu-13.5Al-4Ni alloy was subjected to thermal cycling treatments conducted for 100,
200, and 300 cycles free of load and under a static load of 0.5 kg, corresponding to a compressive
stress of 0.28 MPa. This stress was a fraction of the alloy’s “pseudo-yield” stress, determined as 60–65
MPa. In other tests, thermal cycling treatment was performed under different loads of 0.2 and 0.5 kg
involving 300 cycles. In Reference [19], the same alloy was subjected to 300 thermal cycling treatment
in a load-free regime and under three different applied load of 0.1, 0.2, and 0.5 kg, corresponding
to 0.056, 0.112, and 0.280 MPa, respectively; and in Reference [20], this alloy passed through three
distinct thermal cycling treatments involving 100, 200, and 300 cycles under one static load of 0.5 kg
(0.280 MPa). These tests revealed that the monocrystalline Cu-13.5wt.% Al-4.0wt.% Ni alloy suffered
reversible martensitic transformation, γ’1 ↔ β1 associated with a thermal hysteresis of about 20 ◦C
when subjected to thermal cycling treatments. The phase transformation enthalpies of endothermic
(direct) and exothermic (reverse) processes in the initial state and in a first of load-free thermal cycles
were approximately 6.8–7.4 J/g. The thermal hysteresis of the RTM promotes changes in the number
of phases associated with the RMT. These changes depend on the way the treatment ends, either by
heating or by cooling. After 300 TCs without load, displacement of the critical temperatures Mo, Mf,
Ao, As as well as the peak temperatures Ae and Me is observed towards values up to 10 ◦C lower,
while Ms increases by more than 10 ◦C. This contributes to enlarging the temperature interval of
the RMT occurrence. By contrast, no change occurred in the thermal hysteresis. After a load-free
300 TCs, if the end occurs by heating above Af, a larger amount of β1 is transformed. If the end
occurs by cooling below Mf, an intermediate structure, the R-phase, related to the γ′1 ↔ β1 is found.
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This is apparently a consequence of accumulated structural defects that retard the RMT and tend to
stabilize the intermediate stage. The alloy submitted to TCs under a load of 0.5 kg revealed a tendency
towards a decrease in the critical intervals for both direct and reverse martensite transformation with
an increasing number of cycles. This tendency is accentuated for treatments up to 300 cycles in which
critical temperature intervals of RMTs smaller than 10 ◦C were recorded. The hysteresis of the RMT
also decreased. This can be attributed to a higher participation of the R-phase, particularly above
200 cycles, either alone or coherent with γ′1 (direct on cooling) and β1 (reverse on heating). It is also
suggested that the applied load contributes to the shape deformation observed in blocks of martensite
variants. Despite complex structural transformations, the monocrystalline Cu-13.5wt.% Al-4.0wt.% Ni
alloy showed good resistance to irreversible changes during applied tests.

In a more recent work [21], we paid attention to the behavior of a monocrystalline Cu-13.7Al-4.2Ni
alloy subjected to thermal cycling treatment induced for 1, 100, 200, 300, 400, and 500 cycles without
applied load, i.e., stress free.

In the current work, which revisits and expands our research, monocrystalline Cu-13.7% Al-4.2%
Ni alloy was subjected to up to 500 cycles under three constant loads within a critical RMT temperatures
range along with the physical and structural characterization of the alloy during applied TCTs.

2. Materials and Methods

The basic material investigated was a high purity monocrystalline Cu-13.7wt.% Al-4.2wt.% Ni
alloy, obtained as a cylindrical bar (4 mm in diameter) from the Memory Crystals Group of the Technical
University of Saint Petersburg, Russia [23]. Specimens approximately 4 mm in thickness were sectioned
out perpendicular to the bar axis by means of a Minitom cutter (Struers A/S Pederstrupvej, Denmark).
For microstructure characterization, the specimens were polished to an acceptable mirror finish using
0.1 μm alumina paste. No chemical etching was used, since the surface relief of transformation was
enough to reveal the phases.

Specimens were submitted to 1, 100, 200, 300, 400, and 500 thermal cycles of heating up to 90 ◦C
(above Af—in the initial state) followed by cooling to 0 ◦C (below Mf—in the initial state). Each TCT
was carried under a static load (TCTL). Three loads were applied: 0.14, 0.35, and 0.70 kg, corresponding
to the stress of 0.11, 0.26, and 0.53 MPa, respectively. The chosen loads were below the flow limit
determined as 70 MPa for this alloy [18,21]. The load was applied along with thermocycling using the
special device developed for this purpose [18–22]. After TCTL, the structure of the alloy was analyzed
by optical metallography and X-ray diffraction. Structural characterization was conducted at room
temperature (RT) by finishing the treatment: (a) with a half cooling cycle to 0 ◦C, then up to RT, and (b)
with a half heating cycle to 90 ◦C, then down to RT [12,18–22].

The phase structure of the alloy was determined at RT by X-ray diffraction (XRD) in both
Shimadzu 7000 (SHIMADZU Corporation, Kyoto, Japan) and Seifert 65 diffractometers (Seifert GmbH,
Ahrensburg, Germany) using Cu-Kα and Co-Kα radiations, respectively, for 2θ angles from 25◦ to 75◦
at scanning steps of 0.03◦/3 s.

The surface morphological relief induced by the phase transformation and the involved
deformation-related defects were observed in a Neophot-32 microscope (Carl Zeiss AG, Oberkochen,
Germany) with polarized light. The microhardness was measured with a Shimadzu HMV-2 Micro
Vickers Hardness Tester (Shimadzu Corporation, Kyoto, Japan). The RMT critical temperatures and
associated thermal effects after the TCTL were determined using a Q10 differential scanning calorimeter
(TA Instrument Co. Ltd., New Castle, DE, USA). The thermal tests were conducted in the temperature
range from −50 ◦C to +150 ◦C with a heating/cooling rate of 10 ◦C/min in an inert atmosphere. Cooling
was carried out using an LNCA mode (liquid nitrogen cooling). After TCTL, the samples were
submitted to two thermal cycles during the DSC runs. In the first cycle of the DSC analysis, the samples
were cooled to −50 ◦C, then heated to +150 ◦C, and cooled and heated again within the indicated
temperature range. To determine the thermal hysteresis value in our studies, we made use of the
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difference between the DSC peaks’ critical temperatures upon heating and cooling (ΔT = Ap −Mp),
according to Morin and Trivero [11].

3. Results

3.1. Analysis of the Monocrystalline Cu-13.7% Al-4.2% Ni Alloy in the Initial State

Considering that the critical RMT temperatures of the studied alloy cover the ambient temperature
(AT), special care was given to the structural analysis of the alloy before TCT. In other words, the
structure of the alloy was examined in the as-received state and during the first load-free thermal cycle
ending with the 1/2 cooling cycle (AT→ 0 ◦C→ AT), heating (AT→ +90 ◦C→ AT), and performing
the XRD analysis at room temperature (Figure 1).

 

Figure 1. The XRD patterns of the alloy (a) in the as-received state, (b) after the 1/2 cooling cycle, and
(c) after the 1/2 heating cycle.

The XRD pattern of the alloy in the as-received state in Figure 1a shows a significant amount
of the β′1 martensitic phase, determined by the intensive β′1 and β′1 peaks, traces of the R-phase,
determined by the peak (107)R, and the other peak found for the R-phase coinciding with the peak
belonging to the β′1 phase and β′1|(0213)R.

After the 1/2 cooling cycle, in addition to the major β′1 phase peaks, β′1 and β′1, the XRD
pattern displays the martensitic γ′1 peaks, (011)γ′1, (212)γ′1, and (111)γ′1, the R-phase, peaks, (107)R,
β′1|(0213)R, and the minor presence of the β1 phase, peak (331)β1 (Figure 1b). The structure of the
alloy submitted to 1/2 heating cycle (Figure 1c) varied deeply in the participation of the aforementioned
phases: the greater the participation of the martensite γ′1 phase, there was some increase in the
participation of the high-temperature β1 phase, (331)β1, while the presence of the β′1 and R-phases
was less intensive.

The DSC analysis of monocrystalline Cu-13.7% Al-4.2% Ni alloy in the initial state (Figure 2)
showed that on the second heating, the reverse RMT (β′1 + γ′1)→ β1 occurred in the range from +38.2
◦C (As) to +68.8 ◦C (Af) through an endothermic process with a phase transformation enthalpy of 9
J/g. The process developed an “on-set” mode from +51.4 ◦C (Ao), presenting the peak temperature
of +54.7 ◦C (Ap), where the heat flux was maximum. The process ended in an “off-set” mode at the
temperature of +60.4 ◦C (Aof). On cooling of the alloy, the direct RMT β1→ (β′1 + γ′1) occurs between
+51.4 ◦C (Ms) and 16.0 ◦C (Mf), having on-set temperature peaks 47.7 ◦C (Mo), +42 ◦C (Mp) and +32.6
◦C (Mof), respectively, attributed to the exothermic process with a transformation enthalpy of 8.8 J/g.
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Figure 2. The DSC analysis of monocrystalline Cu-13.7% Al-4.2% Ni alloy in the initial state showed
reverse heating and direct reversible martensitic transformations (RMT).

It is known that SME Cu-Al-Ni alloys can undergo a single transformation (β1 → β′1 or β1 →
γ′1) or a mixed transformation (β1 → γ′1 + β′1) depending on the composition of the alloy. In [24–29]
it was confirmed that the mixed transformation (β1 → γ′1 + β′1) takes place in the structure of
Cu–Al–Ni alloys of approximately the same composition as the studied alloy. These martensitic
transformations to γ′1 or β′1 structures have negligible energy difference so that sliding along the
atomic layers can be implemented. Thus, the transformation from one compact structure to another is
easily accomplished [3,30].

The DSC results show that during heating/cooling of the alloy, the critical RMT ranges were
narrow, approximately 30.6 ◦C for As-Af and 35.4 ◦C for Ms-Mf. As a measure of thermal hysteresis,
the difference among the peak critical temperatures (ΔT = Ap −Mp) was determined at approximately
12.7 ◦C in the first thermal cycle [20–22]. According to References [3,24–29], RMT features can be
deduced from the magnitude of the thermal hysteresis which is in good agreement with the results
obtained, whereas the martensitic transformation β1 ↔ (β′1 + γ′1) presented hysteresis around 10 ◦C
(Figure 3).

 

Figure 3. Schematic representation of the thermal hysteresis, showing the transformation β1 ↔ (β′1 +
γ′1), presenting hysteresis around 10 ◦C.
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3.2. Differential Scanning Calorimetry of the Monocrystalline Cu-13.7% Al-4.2% Ni Alloy after TCT
under Loads

3.2.1. Reverse RMT Curves during the First Cycle of DSC Analysis

Thermal cycling-treated samples under loads were submitted to two thermal cycles in the DSC
analysis. Firstly, the samples were cooled from RT. The reverse RMT curves obtained in the first
DSC cycle of monocrystalline Cu-13.7% Al-4.2% Ni alloy submitted to TCT under load are shown in
Figure 4. After TCT under loadings of 0.11 MPa (Figure 4a) and 0.53 MPa (Figure 4c), the reverse RMT
peak was split into two. In contrast, at TCT under a load of 0.26 MPa, the reverse RMT curves of the
alloy showed a single transformation peak; thus, structural imperfections accumulated during TCTs
promote full RMT (Figure 4b).

  

 

 

Figure 4. The reverse RMT curves (a–c) and reverse RMT enthalpies (E) (d–f) obtained in the first DSC
cycle of monocrystalline Cu-13.7% Al-4.2% Ni alloy submitted to TCT under loadings of (a) 0.11 MPa,
(b) 0.26MPa, and (c) 0.53 MPa.
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This result becomes more evident when considering reverse RMT enthalpies (E) of the alloy after
TCT under the loads of 0.11 (Figure 4d), 0.26 (Figure 4e), and 0.53 MPa (Figure 4f), where E1 and
E2 are the enthalpy of the first and the second transformation peak, respectively; E1+2 is the sum of
the enthalpies.

It is interesting to monitor the evolution of the enthalpies E1 and E2. The value of E2 tends to
increase with an increase in the number of cycles up to 100 TCT (at 0.11 MPa) or up to 300 TCT (at
0.53 MPa) and decrease with a further increase in the number of TCTs under load. The value of
enthalpy was entire in the case of TCTs under 0.26 MPa (Figure 4e). The total enthalpy of the reverse
transformation, in all tests, varied only slightly with the number of cycles.

An increase in the critical temperature range of complete transformation (β′1 + γ′1)→ β1 correlate
with the accumulation of lattice distortions during TMR/TCT, possible structural imperfections, its
decrease with “training”, and the predominant orientation of martensitic lamellas. Apparently, the
load at 0.11 MPa was not large enough for “training” work, while the load at 0.53 MPa promoted the
lattice distortions and the accumulation of its imperfections and complicated the implementation of
TMR for the bulk material in the temperature range adopted in the TCT. In other words, under 0.11
MPa and 0.53 MPa, the TCT was realized in conditions of incomplete RMT cycles.

In these tests, a load at 0.26 MPa seemed to be sufficient to give rise to the reversible martensitic
transformations during heating and cooling thus facilitating the “training” of the alloy during cyclic
tests and maintaining a narrow range of TMR and did not stimulate the accumulation of defects in the
alloy structure.

3.2.2. Direct and Reverse RMT of the Monocrystalline Cu-13.7% Al-4.2% Ni Alloy Curves after TCT
under Loads

The DSC analysis of the alloy in the initial state showed that on heating, the reverse RMT β′1 →
β1 occurred in the range of +38.2 ◦C (As) to +68.8 ◦C (Af) through an endothermic process: phase
transformation enthalpy ~9 J/g. The process developed from an on-set temperature of +51.4 ◦C (Ao)
and was responsible for the peak at +54.7 ◦C (Ap), where the heat flux was maximum. The process
ended in an “off-set” mode at +60.4 ◦C (Aof). On cooling, the direct RMT, β1 → β′1, occurred in the
temperature range of +51.4 ◦C (Ms) to 16.0 ◦C (Mf), having an on-set, peak and off-set temperatures at
+47.7 ◦C (Mo), +42 ◦C (Mp), and +32.6 ◦C (Mof), respectively, associated with the exothermic process
with a transformation enthalpy of 8.8 J/g (Figure 2).

The effect of TCTs under the loads of 0.11, 0.26, and 0.53 MPa on the RMT characteristics of the
monocrystalline Cu-13.7% Al-4.2% Ni alloy as determined by DSC analysis during cooling and 2nd
heating without load and manifested in the displacement of critical temperatures and intervals is
shown in Figures 5–7.

  
Figure 5. RMT critical temperatures obtained by DSC analysis during (a) cooling and (b) 2nd heating
without loading of the monocrystalline Cu-13.7% Al-4.2% Ni alloy after TCT under the load of 0.11 MPa.
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Figure 6. RMT critical temperatures obtained by DSC analysis during (a) cooling and (b) 2nd heating
without loading of the monocrystalline Cu-13.7% Al-4.2% Ni alloy after TCT under the load of 0.26 MPa.

  
Figure 7. RMT critical temperatures obtained by DSC analysis during (a) cooling and (b) 2nd heating
without loading of the monocrystalline Cu-13.7% Al-4.2% Ni alloy after TCT under the load of 0.53 MPa.

After TCTs under the load of 0.11 MPa, the critical temperatures of intensive RMT, mainly Mof

and Ao, moved slightly to lower values, thus justifying the increase in the intensive RMT intervals.
The intensive direct RMT ranges, Mo-Mp and Mo-Mof, increased from 5.7 and 15.1 ◦C (in the first cycle
without loading) to 8.1 and 23.3 ◦C (300 TCTs) and remained almost constant at 8 and 23.9 ◦C (500 TCTs).
The intensive intervals of reverse RMT, Ao-Ap and Ao-Aof, during the first thermal cycle, determined
as 3.3 and 9 ◦C, increased to 8.7 and 15.1 ◦C, respectively, when it came to 500 TCTs (Figure 5).

After TCTs under the load of 0.26 MPa, the critical temperatures of intensive RMTs shifted slightly
to lower values, up to 300 TCTs; then, the intensive temperatures remained constant and/or increased
in value. The intensive direct RMT ranges, Mo-Mp and Mo-Mof, increased from 5.7 and 15.1 ◦C (in
the first cycle without loading) to 9.1 and 26.1 ◦C (500 TCTs). The intensive intervals of reverse RMT,
Ao-Ap and Ao-Aof, during the first thermal cycle were determined as 3.3 and 9 ◦C and increased to 7
and 11.5 ◦C (500 TCTs) (Figure 6).

After TCTs under a load of 0.53 MPa, the critical temperatures of intensive direct RMT, Mp and
Mof, moved slightly to lower values, up to 400 TCTs, and remained the same. The intensive direct
RMT intervals, Mo-Mp and Mo-Mof, increased from 5.7 and 15.1 ◦C (the first cycle without loading) to
8.4 and 29.7 ◦C after 500 TCTs. The critical temperatures of intensive reverse RMT, Ao, Ap, and Aof,
moved slightly to lower values, up to 300 cycles, and tended to increase afterward. The intensive
ranges of reverse RMT, Ao-Ap and Ao-Aof, during the first thermal cycle were determined as 3.3 and
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9 ◦C, then decreased to 2.7 and 8.6 ◦C after 300 cycles, and finally increased to 11.7 and 17.5 ◦C with
500 cycles TCT (Figure 7).

The difference among the peak critical temperatures (ΔT = Ap −Mp), as a measure of the thermal
hysteresis amplitude, was determined as approximately 12.7 ◦C in the first thermal cycle of the
investigated alloy. The changes in peak temperatures, Ap and Mp, after TCT under load, alter the
magnitude of the thermal hysteresis as observed in Figure 8.

Figure 8. Values of thermal hysteresis as a function of applied TCT of the monocrystalline Cu-13.7%
Al-4.2% Ni alloy.

3.3. XRD Analysis of the Monocrystalline Cu-13.7% Al-4.2% Ni Alloy after TCT under Load

3.3.1. XRD Analysis after TCT under Loading of 0.11 MPa Ending with the 1/2 Cooling Cycle

The Cu-13.7% Al-4.2% Ni alloy diffractograms after TCT, terminated with the 1/2 cooling cycle
(under load) and the 1/2 heating cycle (without the load), are shown in Figure 9a,b. As can be seen, the
phase compositions of these alloys differ significantly.

The diffractogram of Cu-13.7% Al-4.2% Ni alloy after TCTs under the load of 0.11 MPa finished
with the 1/2 cooling cycle exhibited four metastable phases (Figure 9a). The major phase was martensite
β′1, an ordered AlCu3-type phase [31], peaks β′1 and β′1. The other martensitic phase γ′1, ordered
Cu3Ti-type phase [1,3,15] was identified with the peaks (011)γ′1, (212)γ′1, and (111)γ′1. The high
temperature phase β1, ordered BiF3-type phase [14] was detected by its (331)β1 peak. The Al7Cu4Ni
phase with rhombohedral structure [16,17], called the R-phase in our works [18–22], is represented by
the (107)R peak as well as the peak corresponding to the plane of coherence between the phases β′1
and R, β′1|(0213)R.

With the accumulation of 100 cycles, the major phase, martensite β′1, was identified by intense
β′1 and β′1 peaks; the moderate (107)R peak corresponded to the R-phase. A peak related to the plane
of coherence between the martensitic β′1 phase and R, β′1|(0213)R was detected. The other peaks,
(011)γ′1, (111)γ′1, (212)γ′1 and (331)β1, had low intensity.

With the accumulation of 200 thermal cycles, the diffractogram shows minor changes in structure,
reducing only the intensity of the coherence planes peak β′1|(0213)R and the R-phase peak (107)R.
The martensitic β′1 phase was still observed, indicating its temperature/thermal stability. After 300
TCTs, the accumulated distortions promoted changes in the martensitic structure, and the induced
martensitic transformation β′1 → γ′1 was observed. This TCT treatment promotes the greater stability
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of the martensitic phase γ′1, determined by (011)γ′1 and (212)γ′1 peaks. The plane of coherence
between the martensitic phases β′1 and R, β′1|(0213)R, display moderate intensity.

The treatment of 400 TCTs once again results in major participation of martensite phase β′1
determined through the β′1 - peaks. After 500 TCTs the XRD patterns reveal intense coherent planes
β′1|(0213)R peak, as well as β′1 and β′1 peaks, corresponding to martensitic β′1. The (107)R peak,
referring to phase R, has moderate intensity. The other peaks, (011)γ′1, (111)γ′1, (212)γ′1 and (331)β1,
have low intensity.

3.3.2. XRD Analysis after TCT under Loading of 0.11 MPa Ending with 1/2 Heating Cycle

With the accumulation of 100 cycles, the major phase is martensitic β′1, represented by (10-1-2)β′1
and (20-2-4)β′1 peaks. The peaks of coherent plane, β′1|(0213)R, of the R-phase, (107)R, and of the high
temperature phase β1, (331)β1, display moderate intensity. The martensitic phase γ′1 is detected by its
low intensity peaks (011)γ′1, (111)γ′1, and (212)γ′1, Figure 9b.

With the accumulation of 200 TCTs, the amount of martensite β′1 decreased and martensite γ′1
increased, exhibiting (011)γ′1 and (212)γ′1 peaks. The peak of the coherent plane β′1|(0213)R was
intensive, whereas the R-phase peak, (107)R, exhibited moderate intensity.

After 300 TCTs, the XRD pattern changed slightly, displaying higher participation of the martensitic
β′1 phase, and the (10-1-2)β′1 and (20-2-4)β′1 peaks reappeared.

After 200 and 300 TCTs, the induced martensitic transformation β′1 → γ′1 was incomplete
(Figure 9b). The energy difference among these martensitic structures was negligible, and the sliding
along of the atomic layers could be implemented. Thus, the transformation from one close-packed
structure to the other was easily performed, mostly during thermal cycling [3,30].

The 400 TCTs induced considerable participation of the coherent plane β′1|(0213)R and of the
martensitic β′1 (10-1-2)β′1 and (20-2-4)β′1 peaks. Reorientation of the high-temperature phase β1

was revealed by an intensive (400)β1 peak. The peaks associated with the γ′1 and R-phases, (011)γ′1,
(212)γ′1, and (107)R were less intensive.

After 500 TCTs, the XRD pattern displayed a higher amount of the martensitic β′1 phase,
represented by (10-1-2)β′1 and (20-2-4)β′1 peaks, a characteristic peak of the R-phase, (107)R, but small
participation of the coherent plane β′1|(0213)R.
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Figure 9. Diffractograms of Cu-13.7% Al-4.2% Ni alloy after TCTs under loading of 0.11 MPa finished
with the (a) 1/2 cooling cycle and (b) 1/2 heating cycle.

3.3.3. XRD Analysis after TCT under Loading of 0.26 MPa Ending with 1/2 Cooling Cycle

Figure 10a shows XRD patterns of Cu-13.7% Al-4.2% Ni alloy after TCTs under the load of
0.26 MPa ending with the 1/2 cooling cycle (under load). After 100 TCTs, the pattern exhibited a major
peak corresponding to the β1 phase, (331)β1; the peak corresponding to the coherent planes β′1 with R,
β′1/(0213)R, was detected with moderate intensity, while peaks of the martensitic γ′1, (111)γ′1, and of
the R-phase, (107)R, had lower intensity.
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Figure 10. Diffractograms of Cu-13.7% Al-4.2% Ni alloy after TCTs under loading of 0.26 MPa finished
with the (a) 1/2 cooling cycle and (b) 1/2 heating cycle.

With the accumulation of 200 TCTs, considerable participation by the martensite γ′1, (111)γ′1,
(011)γ′1, and (212)γ′1 peaks and of the high-temperature phase β1, (331)β1 peak, was observed. The
β′1 martensite, with the less intensive (10-1-2)β′1 and (20-2-4)β′1 peaks, as well as the R-phase, (107)R,
and the coherent plane, β′1|(0213)R, were also detected. After 300 TCTs, the high-temperature β1 phase
displayed an intensive (331)β1 peak. The martensite γ′1 was detected by a moderate intensity (111)γ′1
peak, while the peak corresponding to the coherent plane between the phases β′1 and R, β′1|(0213)R,
had lower intensity.

With the accumulation of 400 TCTs, the XRD pattern indicated greater participation by the
martensite γ′1 and high-temperature β1 phase as represented by (111)γ′1, (011)γ′1, (200)β1, (400)β1,
and (331)β1 peaks. The R-phase peak, (107)R, had a small intensity. After 500 TCTs, the XRD pattern
revealed the R-phase, as a major phase, represented by intensive (107)R and β′1|(0213)R peaks. The
other (011)γ′1, (018)R, (111)γ′1, (400)β1, and (331)β1 peaks had lower intensity.
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3.3.4. XRD Analysis after TCT under Loading of 0.26 MPa Ending with 1/2 Heating Cycle

The Cu-13.7% Al-4.2% Ni alloy XRD patterns after TCTs under 0.26 MPa load finished with the 1/2

heating cycle are shown in Figure 10b. With the accumulation of 100 cycles, high-temperature phase
β1 displayed (331)β1 and (400)β1 peaks, and the martensitic γ’1 phase was detected by its (011)γ′1,
(111)γ′1, and (212)γ′1 peaks.

The accumulation of 200 TCTs favored the greater participation by martensite γ′1, detected by
(111)γ′1, (011)γ′1, and (212)γ′1 peaks. The other phases displayed (107)R, (10-1-2)β′1, (20-2-4)β′1
β′1|(0213)R, and (331)β1 peaks with lower intensity. After 300 TCTs, the considerable participation of
the high-temperature β1 phase revealed by (331)β1 and (400)β1 peaks were observed. The martensite
γ′1 was detected by its moderate intensity peak, (111)γ′1, while the phase R peaks, (107)R, and the
coherent plane between the phases β′1|R, β′1|(0213)R, showed low intensity.

Accumulation of 400 TCTs resulted in the greater participation by the high-temperature phase β1

as represented by (200)β1, (400)β1, and (331)β1 peaks. The martensite γ′1 displayed moderate intensity
(011)γ′1 and (111)γ′1 peaks. The phase R peak, (107)R, and the plane of coherence between phases
β′1|R, β′1|(0213)R, were revealed by lower intensity.

After 500 TCTs, the XRD pattern indicated the high-temperature phase β1 as a major phase,
identified with (331)β1 peak. Low-intensity (107)R, (111)γ′1, and β′1|(0213)R peaks corresponded to
minor phases.

3.3.5. XRD Analysis after TCT under Loading of 0.53 MPa Ending with 1/2 Cooling Cycle

Cu-13.7% Al-4.2% Ni alloy diffractograms after TCT under the load of 0.53 MPa finished with
the 1/2 cooling cycle are shown in Figure 11a. With the accumulation of 100 TCTs, the prominent
participation of the martensite β′1 was represented by high (10-1-2)β′1 and (20-2-4)β′1 peaks as well as
by the coherent plane β′1|(0213)R between β’1 and R-phases and the (107)R peak of the R-phase. The
(011)γ′1, (111)γ′1, and (212)γ′1 peaks of martensite γ′1 and the (331)β1 peak of the high-temperature
β1 phase showed moderate intensity, representing smaller participation by these phases. With the
accumulation of 200 TCTs, the coherent plane β′1|(0213)R peak became higher, displaying the greater
participation of β’1|R. The participation of the martensitic γ′1 and β′1 phases, as well as R-phase, were
detected by the moderate intensity peaks: (011)γ′1, (111)γ′1, (212)γ′1, (10-1-2)β′1, (20-2-4)β′1, and
(107)R. The (331)β1 peak of the high-temperature β1 phase had the lowest intensity.

 

Figure 11. Cont.

109



Metals 2020, 10, 219

 
Figure 11. Diffractograms of Cu-13.7% Al-4.2% Ni alloy after TCTs under loading of 0.53 MPa finished
with the (a) 1/2 cooling cycle and (b) 1/2 heating cycle.

The 300 cycle TCTs promoted greater stability of the martensite γ′1 identified by its (011)γ′1
and (212)γ′1 peaks. The coherent plane β′1|(0213)R peak between the martensitic phases β′1 and
R, and (331)β1 peak of the high-temperature phase β1 were detected with moderate intensity. The
(10-1-2)β′1, (20-2-4)β′1, and (107)R peaks were revealed with low intensity. After 400 cycles, the
amount of martensitic β′1 phase increased, exhibiting intensive peaks (10-1-2)β′1 and (20-2-4)β′1.
The coherent plane β′1|(0213)R peak between the martensitic β′1 and R-phases, (331)β1 peak of the
high-temperature β1 phase, and the (107)R peak of R-phase were detected with moderate intensity.
Martensite γ′1 was detected in a small amount.

After 500 TCTs, the XRD pattern exhibited the prominent participation of the martensitic β′1
phase by its (10-1-2)β′1 and (20-2-4)β′1 peaks while decreasing all other peaks related to γ′1, R, and
β′1|R-phases.

3.3.6. XRD Analysis after TCT under Loading of 0.53 MPa Ending with 1/2 Heating Cycle

The Cu-13.7% Al-4.2% Ni alloy diffractograms after TCTs finished with the 1/2 heating cycle are
shown in Figure 11b. After 100 cycles, major participation by the martensitic γ′1 phase, identified
by intensive (011)γ′1, (111)γ′1, (212)γ′1 peaks was observed. The R, β′1, β′1|R, and β1 phases were
detected by moderate intensity (107)R, (10-1-2)β′1, (20-2-4)β′1, β′1|(0213)R, and (331)β1 peaks. With
the accumulation of 200 TCTs, the amount of γ′1 martensite decreased while the participation of the
coherent plane between the martensitic β′1 and R-phases, β′1|(0213)R, increased. Associated with the
R-phase, the (107)R peak was detected with moderate intensity. There was an insignificant amount of
the other aforementioned phases.

After 200 cycles, the martensite β′1 stabilized, its peaks(10-1-2)β′1 and (20-2-4)β′1 shifted slightly,
thus developing a strong coherence with the high-temperature phase β1, represented by (200)β1 and
(400)β1 peaks. After 400 TCTs, the R, γ′1, and β1 phases were detected in smaller amounts.

3.4. Optical Microscopy after TCT under Loading

The structure of Cu-13.7% Al-4.2% Ni alloy after TCTs under the load of 0.11 MPa is shown
in Figures 12 and 13. In the initial state, the alloy demonstrated a surface structure composed of
martensitic blocks: a central block and four peripheral blocks. No significant changes were detected by
optical microscopy at the end of treatment and 1/2 cooling cycle (Figure 12a,c,e and Figure 13a,c) or 1/2

heating cycle (Figure 12b,d,f and Figure 13b,d).
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 ½ cooling cycle ½ heating cycle 

100 TCT 

  

200 TCT 

  

300 TCT 

  

Figure 12. Microstructure of Cu-13.7% Al-4.2% Ni alloy after (a,b) 100; (c,d) 200; and (e,f) 300 TCTs
under the loading of 0.11 MPa, finished with the (a,c,e) 1/2 cooling cycle and (b,d,f) 1/2 heating cycle.
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Figure 13. Microstructure of Cu-13.7% Al-4.2% Ni alloy after (a,b) 400 and (c,d) 500 TCTs under the
loading of 0.11 MPa, finished with the (a,c) 1/2 cooling cycle and (b,d) 1/2 heating cycle.

After TCTs under the load of 0.11 MPa, two martensitic blocks of the peripheral region were
eliminated (Figure 12a–f). With the accumulation of 400 and 500 cycles (Figure 13a–d), the martensitic
lamellae were not as distinct as before, but it was possible to examine microscopic characteristics of
fine needles of this β′1 martensitic phase as estimated by XRD (Figure 9) [1,3].

The microstructure of Cu-13.7% Al-4.2% Ni alloy after TCTs under the load of 0.26 MPa is shown
in Figures 14 and 15. The accumulation of structural imperfections during 100 and 200 cycles promoted
the development of deep sliding lines, superimposed on the specific martensitic relief (Figure 14a,c).
These lines originated from the multiple RMTs induced by TCTs [3,8,18–22]. On heating, the superficial
lines became microscopically visible due to the relief of tension (Figure 14b,d). In the peripheral part a
spear-shaped needle feature, martensite γ′1 (highlighted in Figure 14b) was presented prominently in
the XRD pattern of Figure 10b. With the accumulation of 300 thermal cycles, the reorientation of the
martensite lamellae could be noticed (Figure 14e,f). The microstructure of the alloy after TCTs of 400
and 500 cycles was practically stable, with the completely oriented martensitic lamellae in the central
region (Figure 15a–d).
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 ½ cooling cycle ½ heating cycle 
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Figure 14. Microstructure of Cu-13.7% Al-4.2% Ni alloy after (a,b) 100; (c,d) 200; and (e,f) 300 TCTs
under the loading of 0.26 MPa, finished with the (a,c,e) 1/2 cooling cycle and (b,d,f) 1/2 heating cycle.
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Figure 15. Microstructure of Cu-13.7% Al-4.2% Ni alloy after (a,b) 400 and (c,d) 500 TCTs under the
loading of 0.26 MPa, finished with the (a,c) 1/2 cooling cycle and (b,d) 1/2 heating cycle.

The morphological aspect of Cu-13.7% Al-4.2% Ni alloy after TCT under the load of 0.53 MPa
is shown in Figures 16 and 17. With the accumulation of thermal cycles, the martensitic relief was
less pronounced, probably due to the coherency between the martensitic β′1 and R-phases as noted in
the diffractograms of Figure 11. With the accumulation of 300, 400, and 500 cycles, the martensitic
relief changed; thus, differently oriented lamellae could be distinguished within the initial martensitic
blocks (Figure 16e,f and Figure 17a,d). After TCTs, the individual blocks of the martensitic lamellae
with different orientations were observed throughout the sample’s cross-sectional area. It is noted
that the sliding lines caused by the RMT overlapped in certain regions, where the accumulation of
structural defects probably occurs during TCT tests. Nevertheless, it can be said that the structural
orientation was the result of the training under the applied load.
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Figure 16. Microstructure of Cu-13.7% Al-4.2% Ni alloy after (a,b) 100; (c,d) 200; and (e,f) 300 TCTs
under the loading of 0.53 MPa, finished with the (a,c,e) 1/2 cooling cycle and (b,d,f) 1/2 heating cycle.
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Figure 17. Microstructure of Cu-13.7% Al-4.2% Ni alloy after (a,b) 400 and (c,d) 500 TCTs under the
loading of 0.53 MPa, finished with the (a,c) 1/2 cooling cycle and (b,d) 1/2 heating cycle.

3.5. Vickers Microhardness after TCT under Loads

The average values of Vickers microhardness as a function of the number of thermal cycles under
the loads of 0.11, 0.26, and 0.53 MPa applied to the monocrystalline Cu-13.7% Al-4.2% Ni alloy are
shown in Figure 18. Determined as 303 ± 7.8 kgf/mm2 in the initial state, microhardness tended to
decrease after TCTs under the loads of 0.11 and 0.53 MPa, going down to 241.8 ± 8.1 kgf/mm2 and
268.7 ± 6 kgf/mm2, respectively, after 500 TCTs. However, after TCTs under the load of 0.26 MPa,
microhardness displayed a stability plateau up to 300 thermal cycles. With the higher number of
cycles, the microhardness increased from 295.3 ± 7.9 kgf/mm2, after 300 cycles, to 341.9 ± 14.5 kgf
/mm2, after 500 thermal cycles, which could be typical for the more strained condition of any alloy
with a stable structure due to the accumulation of imperfections that can hinder the development of
the transformation. But, the apparent increase in microhardness can be associated with the recovery
during unloading of the reversible strain accumulated by the induced martensitic transformation [1–3].
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Figure 18. Vickers microhardness as function of the number of thermal cycles under loadings of 0.11,
0.26, and 0.53 MPa applied to the monocrystalline Cu-13.7% Al-4.2% Ni alloy.

4. Discussion

The investigated alloy demonstrated complex phase transformation involving coherent phases
sensitive to experimental conditions. One of the key proofs of the coherence among the phases in the
alloy structure was the absence of several DSC transformation peaks, contrary to that observed in
similar alloys [3,24–29]. A single RMT peak indicated the sequence of transformation β1 ↔ R↔ β′1 +
γ′1 in the structure of monocrystalline Cu-13.7% Al-4,2% Ni alloy.

It should be noted that after TCTs finishing with the 1
2 heating cycle (AT→ 90 ◦C→ AT without

loading), the XRD patterns of the alloys (Figures 9b, 10b and 11b) were in good agreement with the
direct RMT critical temperatures (Figures 5a, 6a and 7a). Figure 5a shows that the temperature of
the direct intensive RMT Mof, determined after the first thermal cycle of the alloy, was above the TA,
estimated by XRD analysis (20 ± 5 ◦C); it is assumed that this is within the martensite γ′1 field (below
Mof) as observed in the diffractogram of Figure 9b. In general, when the critical temperature Mof

decreased approaching AT, a greater participation of the martensite β′1 and less participation of the
others phases (γ′1, β′1|R and R) was observed in the diffractograms of Figures 9b, 10b and 11b.

It is noted that during all TCTs (Figures 5b, 6b and 7b), the XRD procedure for temperature
(20 ± 5 ◦C) went beyond the reverse RMT temperatures even with the accumulation of TCTs, and the
critical temperature Af was very far from TA. So, the participation of the high-temperature phase β1

(mainly in the diffractograms after TCTs under the load of 0.26 MPa (Figure 10) was assumed to be a
load response that promoted reverse RMT: γ′1 + β′1 → R→ β1, only partially. These results are in
agreement with our previous work [18–22], where the same TCTs of a Cu–Al–Ni alloy with comparable
composition were performed; however, in TCTs without the applied load, it was not noticed.

During thermal cycling under load, two thermodynamic factors had a complex effect on the
implementation of reversible martensitic transformations. Firstly, the load induced reversible MTs
of the M → Adef type, when heated from the martensitic phase temperature, or A → Mdef, when
cooled from the austenitic phase temperature, thus orienting the structure in a certain way [1–3,32].
The fact of the possible reversible martensitic transformation of M- into A-phase under load, as
predicted by Vasilevsky in 1971 [32], was experimentally proven in the studies on TiNi- [33–37] and
Cu–Al–Ni [38]-based alloys with RMT.

Secondly, the load induced deformation that can be reversible (SME) or irreversible (inelastic
deformation) in the alloys with RMT [2,3]. Reversible deformation depends on the load and it increases
to a certain value (4–8%) initially but later on decreases. In this case, the temperature ranges for
the realization of RMT and SMA expanded drastically as would be studied for a TiNi alloy [33–37].
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According to the Clausius–Clapeyron equation, the applied external stress resulted in an increase in
the critical temperatures of RMT [3,39]. On the other hand, the directed action of the load promoted
some orientation of the structure and facilitated the transformation of martensitic lamellae according
to certain variants [3,5].

As early as the 1980s in the works of Antipov et al. [40], the behavior of TiNi alloys with SME
subjected to TCTs under different loads of flexural strain was analyzed. It was discovered that
on heating during TCT, the return angle (determines the degree of shape restoration) decreased
intensively in the first cycles and stabilized an increase in the number of thermal cycles, revealing the
stabilization of the structure accompanied by a martensite reorientation and hardening. It was found
that under optimized stresses, the return angle stabilization and stability of the structure develops
with fewer cycles, while under low and/or excessive applied stresses, angle stabilization is delayed or
even noticeable.

Comparison of the results of Antipov et al. [40] with the results of this work for the Cu–Al–Ni SMAs
reveals a very similar tendency. With TCTs under the lowest applied load (0.11 MPa), structural stability
with reorientation and hardening was not achieved even after TCT of 500 cycles, although critical
temperatures and hysteresis showed fewer changes during cyclic tests as observed in Figures 5–8.

During TCTs under a higher applied load (0.26 MPa), RMT-induced processes of reorientation,
hardening, and stabilization of the structure occurred more intensively, resulting in critical intervals
reduction, microhardness increasing, and stabilization, from 300 thermal cycles. Such a conclusion was
based on microhardness behavior, critical temperatures, hysteresis, and structural changes as observed
in Figures 6, 8 and 18.

With the highest applied load (0.53 MPa), the reorientation and hardening processes could be
expected to be faster; however, the excessive load acts both to facilitate the reorientation and to make
the shape restoration difficult. As a result, the entire volume of alloy does not participate in the RMT
in the limited temperature range adopted in the tests. In this process, the accumulation was more
significant which slows down all the RMT reactions, increasing the critical intervals and revealing the
intermediate structural states at the ambient temperature (TA) as observed in Figures 7 and 8.

Nevertheless, the changes in the main RMT parameters of monocrystalline Cu-13.7% Al-4.2%
Ni alloy after TCT under all applied loads (after “training” under loads) were not very significant,
especially after complete RMT cycles which indicates good resistance of the alloy investigated to
irreversible structure changes.

5. Conclusions

1. The monocrystalline Cu-13.7% Al-4.2% Ni alloy represents complex mixed transformation,
revealing the RMT sequence β1 ↔ R↔ β′1 + γ′1, where the present phases are coherent with
each other and are very sensitive to structural changes.

2. Alterations in the alloy structure by finishing the 1/2 cycle heating treatment (TA→ 90 ◦C→ TA)
show good consistency with the critical temperatures of direct RMT. The martensite γ′1 field
lies below the end of the intensive direct RMT (below Mof). Above this temperature, a greater
participation of martensite β′1 is observed, coherent to phase R.

3. The participation of the high-temperature phase β1 in the alloy structure, mainly after TCTs
under the load of 0.26 MPa, appears as a response of the load applied during the treatment which
promotes partially the reverse RMT γ′1 + β′1 → R→ β1.

4. During TCTs performed under optimized load (0.26 MPa), where the RMT range was not changed,
the reorientation, hardening, and stabilization of the structure during RMT occur more intensively,
resulting in a reduction of critical intervals, increasing and stabilizing of the microhardness, from
300 thermal cycles.

5. The changes in the main RMT parameters of monocrystalline Cu-13.7% Al-4.2% Ni alloy during
TCT under load are not very significant, especially after complete RMT cycles, which indicate
good resistance of the alloy investigated to irreversible changes, making its practical use feasible.
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Abstract: Based on the Kirkaldy-Venugopalan model, a theoretical model for the phase transformation
of USIBOR® 1500 high strength steel was established, and a graph of the phase transformation kinetics
of ferrite, pearlite, and bainite were plotted using the software MATLAB. Meanwhile, with the use
of the software DYNAFORM, the thermal stamping process of an automobile collision avoidance
beam was simulated. The phase transformation law of USIBOR® 1500 high-strength steel during hot
stamping was studied through a simulation of the phase transformation during the pressure holding
quenching process. In combination with the continuous cooling transformation (CCT) curve, the
cooling rate of quenching must be greater than 27 ◦C/s to ensure maximum martensite content in the
final parts, and the final martensite content increases as the initial temperature of the sheet rises.

Keywords: high-strength steel; hot stamping; martensitic transformation; finite element analysis

1. Introduction

Advanced high-strength steel (AHSS) usually refers to automotive steel with a strength of more
than 500 MPa and good plasticity [1], such as dual-phase steel, transformation induced plasticity
steel, martensitic steel, hot-formed steel, and twinning induced plasticity steel. ASHH has excellent
mechanical properties in normalized or normalized and tempered conditions. The application of AHSS
is an effective way to achieve lightweight and high safety of automobiles. It has been widely used
in the automotive industry, mainly for automotive structural parts, safety parts, and reinforcements,
such as A/B/C columns, front and rear bumpers, door anti-collision beams, beams, stringers, seat
slides, etc. [2]. The tensile strength of USIBOR® 1500 high-strength steel after rolling annealing is
approximately 400–600 MPa. The uniform austenite structure is obtained by heating in a furnace to
about 900 ◦C and holding for several minutes. Then, the sheet is formed in a mold. After forming
and quenching in the mold, the complete martensite structure can be obtained, and the strength
of such martensitic microstructure steel can exceed 1500 MPa at room temperature [3,4]. The hot
stamping process of high-strength steel sheets is a thermal-force-phase transformation coupling process.
The change of temperature affects the mechanical properties of the material, and the deformation
and temperature affect the phase change simultaneously, thereby ultimately determining the quality
of the formed parts. Quenching at different cooling rates can induce different forms of phase
transformation, such as ferrite, retained austenite, bainite, and martensitic transformation. Therefore,
the mechanism of the phase transformation of martensite during hot stamping must be studied for
achieving ultra-high-strength materials.

Finite element analysis is a common method of studying the phase change process and
mechanism [5]. Wang et al. [6] studied the effect of austenite’s holding time on phase transformation by
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finite element analysis. Simulation results showed that the final martensite volume fraction changed
with an increase of the holding time in the austenite temperature range of 800–900 ◦C. On the basis of
phase change martensite theory, Zhu et al. [7] established a three-dimensional model for the study of
hot stamping simulation. The simulation results showed that the temperature distribution between
the mold gap and the mold considerably influenced the microstructure of the high-strength steel at the
end of the process. Tamas et al. [8] predicted microstructure transformation and mechanical properties
by establishing a dynamic model of the quenching process of low-alloy steels considering the effect of
austenite grain growth rate. Bok et al. [9] used finite element software to simulate the microstructure
transformation in hot stamping according to three phase transformation models and then predicted
sheet hardness under the different models.

For diffusion phase transformation, the Johnson-Mehl-Avrami-Kolmogorov (JMAK) equation
accurately expresses the relationship between the amount of microstructure transformation and time
and temperature, but it does not describe well the degree and law of the influence of various influencing
factors on microstructure transformation. The Kirkaldy-Venugopalan model is a good descriptor
of the effects of major factors on microstructure transformation, but the accuracy is worse than the
JMAK equation. In order to study the phase transformation of USIBOR® 1500 high strength steel,
the Kirkaldy-Venugopalan model [10,11] is selected and modified to establish a theoretical model for
the phase transformation of USIBOR® 1500 high-strength steel, which is closer to the actual phase
transformation kinetic curve.

On the basis of establishing a theoretical model of the phase change of USIBOR® 1500 high-strength
steel, this work regards the thermal stamping process of an automobile collision-proof beam as an
example. Through the simulation of the phase change process in pressure retaining and quenching,
the phase change law in the hot stamping process of USIBOR® 1500 high-strength steel is studied.

2. Material and Methods

USIBOR® 1500 high-strength steel has ferrite and pearlite microstructures during rolling and
annealing, and the tensile strength is approximately 550 MPa. The austenite structure is obtained by
heating of the sheet in a furnace to about 900 ◦C and holding for several minutes, and the sheet is
quickly formed in the mold. After forming, holding pressure and quenching are maintained in the
mold for eventually obtaining the martensite structure. The tensile strength of such martensitic steel at
room temperature can reach or exceed 1500 MPa. Table 1 shows the material composition of USIBOR®

1500 high-strength steel, and Figure 1 shows the microstructure of USIBOR® 1500 high-strength steel
after rolling and annealing. In the figure, α is ferrite, P is pearlite, the matrix is mainly ferrite, and the
volume ratio is about 70%. The fine pearlite is uniformly distributed in the grain boundary and the
crystal, and the grain size of the ferrite is less than 20 μm. The pearlite grain size is less than 2 μm.

Table 1. Material composition of USIBOR® 1500 high-strength steel.

Elements Percentage (wt %)

C 0.2220
Mn 1.2120
P 0.0200
S 0.0032
Si 0.2590
Al 0.0362
Ti 0.0386
B 0.0038
Cr 0.1912
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Figure 1. SEM microstructure of USIBOR® 1500 high-strength steel after rolling and annealing.

3. Results and Discussion

3.1. Phase Transformation Theory of USIBOR® 1500 High-Strength Steel

Phase transformation requires the driving force of phase change, and the resistance of phase
transformation and the driving force of phase change affect the general trend of phase transformation.
Through a study of the driving force of phase change, the phase equilibrium temperatures of different
materials can be determined, thus judging the trend of phase transformation under various temperature
conditions. When the driving force of phase transformation is zero, the corresponding temperature is
the equilibrium temperature of the phase transformation. The simplified formula of the equilibrium
temperature of the phase transformation is 1, 2, 3, and 4 [12]. The content of each element in the
formula is the mass percentage.

Ae3 = 1040− 453C + 33Si− 27Mn− 11Cr (1)

Ae1 = 730 + 9Si− 11Mn + 6Cr, (2)

Bs = 637− 58C− 34Mn− 34Cr, (3)

Ms = 539− 423C− 7.5Si− 30Mn− 12.1Cr, (4)

where Ae3 is the pre-eutectoid ferrite transformation equilibrium temperature (◦C), Ae1 is the pearlite
phase transformation equilibrium temperature (◦C), Bs is the bainite phase transformation equilibrium
temperature (◦C), and Ms is the martensitic phase change equilibrium temperature (◦C).

The percentage of each component in Table 1 is substituted into the calculation model of the
phase equilibrium transformation temperature, and the initial phase transformation temperature of
USIBOR® 1500 high-strength steel is obtained, as shown in Table 2.

Table 2. Initial phase transformation temperature of USIBOR® 1500 high-strength steel.

Phase Ae3 Ae1 Bs Ms

Phase change initial temperature (◦C) 824 722 575 412

Through the study of martensite transformation, the transformation amount of the martensitic
microstructure is only influenced by temperature but not by other factors. Therefore, the dynamic
expression of the martensitic transformation is as follows [13]:

X = 1− exp[−α(Ms − T)], (5)
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where X is change quantity, T is temperature (◦C), Ms is martensitic transformation temperature (◦C),
and α is a constant that reflects the rate of martensitic transformation. The α value is 0.02 because of
different organizational components.

Table 2 shows that the Ms value of USIBOR® 1500 high-strength steel is 412 ◦C. In order to study
the microstructure transformation of USIBOR® 1500 high-strength steel, the Kirkaldy-Venugopalan
model was chosen to be modified to make the model results closer to the dynamic curve of the actual
microstructure transformation. The mathematical expressions of the phase transformation model are
as follows [14]:

.
X = f (G) f (T) f (C) f (X), (6)

where f (G) is the influence factor of austenite grain size, f (T) is the influence factor of temperature,
and f (X) is the influence factor of the production transformation.

f (G) = 2AG, (7)

where G is austenite grain size, which can assume the value 8, and A is constant.
The austenite grain diameter D is proportional to 2G/2 and share corresponding relationships

with different nucleation sites; meanwhile, the influence of austenite grains on the transformation is a
mixed effect of these nucleation mechanisms in the process of continuous cold-phase transformation.
Therefore, different phase transformations may have varied values. The expression of the influence of
temperature is as follows:

f (T) = (TCR − T)n exp(−Q/RT), (8)

where TCR is equilibrium temperature of phase change (K), R is mole constant of gas (J/k ·mol), T is
real-time temperature (K), Q is diffusion activation energy (J/k ·mol), and n is constant. When the
boundary diffuses, the value is 3. When the volume diffuses, the value is 2.

Mn and Cr in materials affect the diffusion rate of carbon atoms, and the addition of B will prolong
the incubation time of ferrite transformation and reduce the ferrite transformation rate [12]. Moreover,
the chemical composition of the material has different effects on different phase transformations.

Ferrite transformation:

f (C) = (59Mn + 67.7Cr + 1.9× 105B)
−1

, (9)

Transition to pearlite:

f (C) = (1.79 + 5.42Cr + 3.1× 103B)
−1

, (10)

Bainite transformation:

f (C) = ((2.34 + 10.1C + 3.8Cr) × 10−4)
−1

, (11)

According to the empirical formula, the influence of the transformation quantity is expressed
as follows:

f (X) = X0.40(1−X)(1−X)0.40X, (12)

According to Zener-Hillert’s model [15], the transformation time and the quantity of transformation
are as follows:

τ(X, T) =
1

f (G) f (T) f (C)

∫ X

0

dX
f (X)

, (13)

According to the transition temperature range of ferrite, pearlite and bainite, different temperature
conditions are selected. Then the parameters are brought into the kinetic model, formula (13), to
find the corresponding relationship of the time–transformation quantity under different temperature
conditions. The kinetic curves of ferrite, pearlite, and bainite transformation are plotted using MATLAB
(version R2016b, MathWorks, Natick, MA, USA).
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The above parameters are substituted into the kinetic model, and the kinetic curves of ferrite,
pearlite, and bainite transformation are plotted by MATLAB, as shown in Figure 2. The kinetic
transformation curves show that the transformation rates of ferrite, pearlite, and bainite are the fastest
at 580 ◦C, 565 ◦C, and 520 ◦C, respectively.

Figure 2. Dynamic curves of USIBOR® 1500 high-strength steel; (a) ferrite, (b) pearlite, (c) bainite.

Figure 3 depicts the time-temperature transformation (TTT) curve of USIBOR® 1500 high-strength
steel; the curve is created via linear interpolation of the starting point of the dynamic curve phase
transformation and the end point of the phase transformation. This curve can be used for predicting
the phase transformation law of the quenching process.

Figure 3. The time-temperature transformation (TTT) curve of USIBOR® 1500 high-strength steel.

Combined with the CCT curve drawn by Xing [16], in order to ensure the maximum
martensite content of the final part, the cooling rate must be kept over 27 ◦C/s during the
pressure-hardening quenching.

3.2. Finite Element Analysis

3.2.1. Finite Element Model and Process Scheme

Figure 4 shows the hot stamping geometry model of a vehicle anti-collision beam. The sheet
used is USIBOR® 1500 high-strength steel with a thickness of 1.5 mm. Each component is meshed by
DYNAFORM finite element software. The divided grids are mainly quadrilateral and account for 70%
of all the grids, and triangle grids account for 30% of the total proportion. The hot stamping process
scheme of USIBOR® 1500 high-strength steel is shown in Table 3.
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Figure 4. 3D model of hot stamping of the vehicle anti-collision beam; 1—female dye, 2—sheet,
3—punch, 4—blank holder.

Table 3. Hot stamping process scheme.

Sheet Temperature (◦C) Mould Preheating Temperature (◦C) Process Sequence

750 100 Process 1
800 100 Process 2
850 100 Process 3

3.2.2. Parameter Design

Table 4 details the specific heat capacity parameter and heat conductivity of USIBOR® 1500
high-strength steel at 20–900 ◦C [17]. The two parameters mentioned in the Table 4 are the most
commonly used parameters in describing the thermodynamic properties of high-strength steel. The
parameters of the hot stamping process of high-strength steel vary with temperature; hence, simulation
must be conducted according to correct data for ensuring accuracy of the simulation results.

Table 4. Specific heat capacity and heat conductivity of USIBOR® 1500 at 20–900 ◦C.

Temperature (◦C) 20 100 200 300 400 500 700 900

Heat conductivity W/(m · K) 29.5 30.8 27.8 21.6 - 23.4 25.3 -
Specific heat capacity J/(kg · K) 4.3 4.9 5.1 5.5 5.6 5.7 5.8 5.85

In the simulation analysis of hot stamping forming using DYNAFORM (version 5.9, LSTC/ETA,
USA), in order to optimize the simulation effect, the appropriate material model should be selected to
characterize the material. Therefore, select *MAT_ELASTIC_VISCOPLASTIC_THREMAL (#106) as
the parameter setting model for the simulated material. Each parameter of the material is a variable
related to temperature. Table 5 details the different parameters of USIBOR® 1500 high-strength steel
with temperature at 20–900 ◦C [18].

Table 5. Material properties of USIBOR® 1500 high-strength steel at 20–900 ◦C.

Temperature (◦C) 20 100 200 300 400 500 600 700 800 900

E/GPa 211 208 195 192 164 155 151 141 135 125
Poisson’s ratio 0.27 0.27 0.27 0.28 0.28 0.31 0.32 0.32 0.33 0.33

Viscous parameters C 4.27 4.22 4.11 3.88 3.84 3.71 3.62 3.45 3.32 3.12
Viscous parameters P 6.2 × 109 8.4 × 105 1.4 × 104 1.3 × 103 257 80.2 41.5 30.3 21.3 31.1

According to the working conditions of hot stamping, high temperature and oxidation resistant
materials must be selected. Therefore, 5CrMnMo steel is chosen as the die material. Table 6 shows the
thermomechanical properties of the dye material. Table 7 depicts the specific heat capacity and heat
conductivity of the dye material under 20–900 ◦C [19].
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Table 6. Thermomechanical properties of the dye materials.

Material Density kg/m3 E/GPa Poisson’s Ratio Specific Heat Capacity J/(kg·K)

5CrMnMo 7800 210 0.286 382

Table 7. Specific heat capacity and heat conductivity of dye material under 20–900 ◦C.

Temperature (◦C) 20 100 200 300 400 500 600 700 800 900

Specific heat capacity
J/(kg · K)

380 388 417 448.6 481.8 528.6 540.2 542.2 540 540

Heat conductivity
W/(m · K)

62.6 83.3 84.2 74 67.13 - 57.68 - 48.21 -

In the parameter design of hot stamping simulation, the initial heating temperature of the sheet
and the preheating temperature of the dye should be set when the boundary condition parameters of
thermal analysis are defined. The preheating temperature of dye is 100 ◦C, and the initial temperatures
of the sheet are 750 ◦C, 800 ◦C, and 850 ◦C, respectively.

The friction coefficient between the sheet and the mold during the hot stamping is set to 0.15.
When the dye moves down, touches the sheet, and finally reaches the bottom dead center of the mold,
contact and heat transfer must occur between the mold and the sheet. When the initial temperature of
the sheet is different, the thermal contact parameters between the sheet and the mold must vary, and the
contact parameters at different temperatures can be determined according to known thermodynamic
conditions. Table 8 shows the thermal contact parameters at various temperatures.

Table 8. Thermal contact parameters at different temperatures.

Temperatures (◦C) 400 600 700 800 900

Thermal emissivity SBC 0.092 0.098 0.101 0.102 0.113
Heat conductivity W/(m · K) 72.32 70.23 71.45 71.70 72.21

3.2.3. Temperature Field Distribution

Figure 5a–c show that when the forming is completed, the areas with higher temperature are
mainly distributed at both ends of the part and that with lower temperature are distributed on the
sidewall. Meanwhile, the highest temperature is not substantially varied, and the difference in the
lowest temperature is apparent. The lowest temperatures of the formed parts at the end of processes 1,
2, and 3 are 385.3 ◦C, 444.1 ◦C, and 456.9 ◦C, respectively.

 
Figure 5. Temperature field distribution of formed parts at the end of hot stamping; (a) process 1,
(b) process 2, and (c) process 3.
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3.2.4. Thickness Distribution

As shown in Figure 6a–c, the smallest thickness of the formed anti-collision beam is at the two
sides of the end, whereas the other parts have a more uniform thickness distribution. However, the
high temperature causes the material to be softened and the formability weakened. The maximum
thinning rates of the sheet at the end of processes 1, 2, and 3 are 18.7%, 26.7%, and 27.3%, respectively.
These findings show that the initial temperature of the sheet has a great influence on the thickness of
the final formed parts. The higher the initial temperature of the sheet, the greater the effect on the
material during the forming process, thus making the thinning of the sheet increasingly evident.

 
Figure 6. Thickness distribution of formed parts at end of hot stamping, (a) process 1, (b) process 2 and
(c) process 3.

3.2.5. Martensitic Transformation Process in Quenching Process

Figure 7a–c indicates the following. No martensitic structure is found in the larger areas of the
formed parts at the end of process 1; no martensitic structure is found in only smaller areas of the
formed parts at the end of process 2; the position with less martensite content also reaches 87% after
the quenching of process 3. These results indicate that with the increase of the initial temperature of
the sheet, the martensite content of the final quenching will increase. When the initial temperature of
the sheet reaches 850 ◦C, the martensite content exceeds 87%, and the sheet meets the requirement of
1500 MPa strength. Thus, the initial selection of the sheet temperature is 850 ◦C.

 
Figure 7. Martensite content of the formed part at the end of the holding pressure and quenching;
(a) process 1, (b) process 2, and (c) process 3.

4. Conclusions

(1) A theoretical model for the phase transformation of USIBOR® 1500 high-strength steel was
established. The initial phase transformation temperature of the high-strength steel phase was
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calculated, and the ferrite, pearlite, and bainite transformation kinetic curves and TTT curves
were plotted. An analysis of the curves showed that to ensure the martensite content of the final
part, the cooling rate of quenching must be kept over 27 ◦C/s.

(2) The law of phase transformation of USIBOR® 1500 high-strength steel during hot stamping was
studied by a simulation of the phase transformation process of the formed parts. For ensuring
enhanced martensite content at the end of the final quenching, the best choice for the initial
temperature of the sheet should be 850 ◦C.
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