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1. Introduction

Our environment is facing several serious challenges from energy utilization, such
as fossil fuel exhaustion, air pollution, deteriorated atmospheric greenhouse effect, global
warming, climate change, etc. To solve these problems derived from nonrenewable fuel
consumption, a variety of countermeasures, such as the establishment of the RE100 cam-
paign and the target of net zero emissions by 2050, have been launched. To achieve these
targets, the development of green energy technology plays a pivotal role. Green Energy
Technology (GET) covers technologies, products, equipment, and devices as well as energy
services based on software and data protected by patents and/or trademarks. Recent
trends underline the principles of a circular economy such as sustainable product design,
extending the product lifecycle, reusability, and recycling. Climate change, environmental
impact, and limited natural resources require scientific research and novel technical solu-
tions. This Special Issue on Green Energy Technology in Energies serves as a publishing
platform for scientific and technological approaches to “green”—i.e., environmentally
friendly and sustainable—technologies. While a focus lies on energy and bioenergy, it
also covers “green” solutions in all aspects of industrial engineering. This Special Issue
publishes a comprehensive overview and in-depth technical research paper addressing
recent progress in Green Energy Technology. Studies of advanced techniques and meth-
ods involving experimental and numerical studies, recent developments, and the current
state-of-the-art and emerging technologies in Green Energy Technology are also covered.

This Special Issue of Energies on the subject of “Green Energy Technology” contains
the successful invited submissions [1–17]. A total of 17 technical papers that cover diversi-
fied green energy technology-related research have shown critical results and contributed
significant findings in biofuel production [1], energy-saving in buildings [2], wind en-
ergy [3], energy policy [4], electricity supply [5], a thermal–hydraulic system [6], fluidized
bed reactor [7], green-supply chains [8], SI engine [9], renewable energy grid [10], kinetic
energy harvest [11], green hydrogen utilization [12], water conservation [13], hydraulic
power [14], Illumination Performance in buildings [15], community renewable energy [16],
and heat transfer [17].

The response to our call had the following statistics:

• Submissions (26);
• Publications (17);

Energies 2021, 14, 6842. https://doi.org/10.3390/en14206842 https://www.mdpi.com/journal/energies
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• Rejections (9);
• Article types: research articles (17); review articles (0).

Published submissions are related to the most important techniques and analyses
applied to green energy technology. In summary, the edition and selections of papers
for this Special Issue are very inspiring and rewarding. We thank the editorial staff and
reviewers for their efforts and help during the process.

2. Brief Overview of the Contributions to This Special Issue

Most of the published papers focus on providing green energy technology solutions
toward environmental sustainability. The following discussion highlights the research
findings in accordance with the corresponding research field or work in this Special Issue.

Biofuel is one of the solutions for energy shortage and environmental threats. Nguyen
et al. [1] developed microwave-assisted noncatalytic oleic acid esterification for biodiesel
production. The highest reaction conversion (97.62%) was achieved by the microwave-
assisted esterification process. The study also established a second-order reaction model
for the reaction and proven that microwave power greatly influenced the reaction due to
nonthermal effects. Moreover, the implementation of poly-ethylene terephthalate (PET)-based
waste plastic oil (WPO) at varying engine speed conditions is conducted by Khairil et al. [9].
The properties of WPO were also found to be within the limits mandated in ASTM standard,
and the engine performance for different WPO–gasoline blends were close to that of pure
gasoline. Pellegrini et al. [12] analyzed the potential of green hydrogen blending in the Italian
natural gas network. This work shows how to inject 8100 tons/year of green hydrogen
blending in the existing natural gas network with a proper location and sizing of renewable
power-to-hydrogen plants. This green hydrogen potential corresponds to an installed capacity
of about 78 MW of electrolyzers and about EUR 488 million of investment.

Building energy consumption has risen and will continuously increase with the rise in
population, the growth of modern society, and quality of life improvements. The utilization
of natural lighting can significantly reduce thermal accumulation in buildings. Thongtha
and Boontham [2] designed the application of natural light integrated by using the novel
glass units, which provided adequate and efficient daylight illuminance into its interior and
decreased heat transmission through the building frames. This led to the conservation of
energy consumption from the cooling load of air conditioners and lighting systems. Hence,
a significant decline in yearly peak cooling and lighting energy consumption. Jintanawan
et al. [11] designed an energy harvesting floor that could convert mechanical energy from
people’s footsteps to electrical energy. Their outcome showed that the lead-screw model
with 45◦ lead angles coupled with a Genpath prototype-II with a 12-V-DC generator can
generate up to 702 mJ which more average energy than others. The efficiency of the EM-
generator system is 26% based on the power generation from the heel strike of a human’s
walk of 2 W per step. The power management and storage circuit were developed to
harvested energy into the batteries and to supply other parts to specific loads such as a
wireless sensor and Internet of Thing applications. Another building energy analyzed the
illumination performance of hollow light pipe which is made from commercial aluminum
alloy sheets and commercial zinc alloy sheets [15] aims to reduce electricity consumption for
the lighting system. The average illuminance performance of both material types increased
with an increase in the incidence angle. The commercial aluminum alloy tube promotes
greater light transmission and daylight factor when compared with the commercial zinc
alloy tube in each condition. This illuminance measurement demonstrates that the light
tube could be included in the lighting systems of some deeper or windowless areas of
buildings to decrease the demand for energy consumption in the lighting of buildings.

Many developing countries suffer from high energy-import dependency and inade-
quate electrification of rural areas. Thus, community renewable energy (CRE) is one of the
effective policy tools to provide sustainable energy in a community. Tani and Morone [4]
investigated the transition to clean energy technologies in the Boston area, and the outcome
showed that the clean energy niche is generally perceived as strong and dynamic in the
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Boston area. However, the public de-legitimizing narrative identified gaps such as limited
engagement of the local and federal government in breaking through well-established
practices and regulatory frameworks, funding, and infrastructure at the policy level. These
gaps are likely to delay the market uptake of clean energies in that area. The Philippines’
and Singapore’s experience in liberalizing their electricity supply industry is presented
by Aris et al. [5]. Moreover, Al-Ghussain et al. [10] proposed 100% renewable energy elec-
tricity for remote areas in Jordan (Al-Tafilah). The optimal system in Al-Tafilah comprises
a 28 MW wind system, 75.4 MW PV, and 1 MW hydropower, with a 259 MWh energy
storage system, which is able to provide 99% of energy consumption and reduce up to
47,160 MtCO2 annually. This model can be easily utilized in other rural cities in Jordan.
Luangchosiri et al. [16] analyzed the characteristics of community renewable energy in
Thailand to identify the key factors affecting its implementation. They revealed that the
primary motivation for implementing CRE is a sustainable development of a community.
The internal success factors are intention and vision, human resources, management skills,
and community participation, while the external success factors are renewable energy
potential, mature technology, financial support, appropriate consultation, and support
from the national and local government. It is strongly suggested that external factors, such
as financial policy and network support, should be promoted to further facilitate CRE
implementation.

Thermal energy also gains much attention recently. Lee and Kim [6] studied the influ-
ence of two-phase crossflow for void prediction in bundles using thermal–hydraulic system
codes. The outcome of the investigation shown an improvement should be employed a
turbulent mixing model based on the Equal Volume and Void Drift to simulate the direct
net mass and energy interchanges between channels under two-phase flow conditions.
Chang et al. [17] designed the novel printed circuit heat exchanger (PCHE) to enhance the
waste heat recovery technology and improve energy efficiency. The PCHE’s effectiveness
is up to 97.9% for an inlet flow temperature of 95 ◦C which is better than the others that
have fewer layers of PCHE fins.

Other types of green technology such as passive vortex generators, wave energy,
floating photovoltaics, liquid-solid circulating fluidized bed, etc. are also presented for
this Special Issue. Zhu et al. [3] investigated the effect of passive vortex generators (VGs)
on the deep dynamic stall of a wind turbine airfoil. They found that both single-row
and double-row VGs effectively suppress the flow separation and reduce the fluctuations
in aerodynamic forces. The maximum lift coefficient is therefore increased beyond 40%
and suggests that deep dynamic-stall behaviors can be properly controlled by VGs. This
study provides the understanding of deep dynamic stall controlled by single-row and
double-row VGs. Sureshkumar et al. [7] developed the activated-carbon-coated glass bead
adsorbents and applied them for phenol removal from synthetic wastewater which can
absorb up to 80% of phenol. Thus, this is an innovative method for effective treatment for
toxic phenol contaminant elimination from aqueous solutions. Jusoh et al. [14] applied two
major kinds of optimization algorithms (Quadratic Lagrangian (NLPQL) and evolutionary
Genetic Algorithm (GA)) on the hydraulic power take-off (HPTO) model for the wave
energy converters (WECs). The optimal simulation results showed that the performance of
HPTO units has significantly improved up to 96% and 97%, respectively, in regular wave
conditions. Both optimal HPTO units were capable of generating electricity up to 62% and
77%, respectively, of their rated capacity in irregular wave circumstances.

Heyibo et al. [13] investigated a new approach of floating photovoltaics or floato-
voltaics (FPV) using a flexible crystalline silicon-based photovoltaic module, which is less
expensive than conventional pontoon-based FPV. The results show that the foam-backed
FPV had a lower operating temperature with a 3.5% higher energy output per unit power.
At 50% coverage of Lake Mead, the foam-backed FPV would provide up to127 TWh of
clean solar electricity and 633.22 million m3 of water savings, which would provide enough
electricity to retire 11% of the polluting coal-fired plants in the U.S. and provide water
for over five million people yearly. The high cost and low profit of green investment are
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concerns for the government and enterprises deterred from their implementation of green
investment. Shi et al. [8] suggested that value co-creation has become a key measure to
solve this problem. The green supply chain strategy can promote a high level of firms’
value co-creation with their supply chain partners, and different value co-creation modes
have different effects on firm performance. Thus, by integrating green supply chain strate-
gies and value co-creation strategies, providing confidence to the firms and their supply
chain partners in value co-creation, thus helping them to better implement a green supply
chain strategy.

Funding: It received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Nguyen, H.C.; Wang, F.-M.; Dinh, K.K.; Pham, T.T.; Juan, H.-Y.; Nguyen, N.P.; Ong, H.C.; Su, C.-H. Microwave-Assisted
Noncatalytic Esterification of Fatty Acid for Biodiesel Production: A Kinetic Study. Energies 2020, 13, 2167. [CrossRef]

2. Thongtha, A.; Boontham, P. Experimental Investigation of Natural Lighting Systems Using Cylindrical Glass for Energy Saving
in Buildings. Energies 2020, 13, 2528. [CrossRef]

3. Zhu, C.; Wang, T.; Chen, J.; Zhong, W. Effect of Single-Row and Double-Row Passive Vortex Generators on the Deep Dynamic
Stall of a Wind Turbine Airfoil. Energies 2020, 13, 2535. [CrossRef]

4. Tani, A.; Morone, P. Policy Implications for the Clean Energy Transition: The Case of the Boston Area. Energies 2020, 13, 2615.
[CrossRef]

5. Aris, H.; Mohd Zawawi, I.S.; Jørgensen, B.N. The Philippines’ and Singapore’s Journeys towards Liberalised Electricity Supply
Industries—Takeaways for Malaysia. Energies 2020, 13, 3514. [CrossRef]

6. Lee, Y.; Kim, T. Influence of Two-Phase Crossflow for Void Prediction in Bundles Using Thermal-Hydraulic System Codes.
Energies 2020, 13, 3686. [CrossRef]

7. Sureshkumar, N.; Bhat, S.; Srinivasan, S.; Gnanasundaram, N.; Thanapalan, M.; Krishnamoorthy, R.; Abuhimd, H.; Ahmed, F.;
Show, P.L. Continuous Phenol Removal Using a Liquid–Solid Circulating Fluidized Bed. Energies 2020, 13, 3839. [CrossRef]

8. Shi, X.; Li, G.; Dong, C.; Yang, Y. Value Co-Creation Behavior in Green Supply Chains: An Empirical Study. Energies 2020, 13, 3902.
[CrossRef]

9. Riayatsyah, T.M.I.; Bahri, S.; Sofyan, S.E.; Jalaluddin, J.; Kusumo, F.; Silitonga, A.S.; Padli, Y.; Jihad, M.; Shamsuddin, A.H. Experimental
Study on the Performance of an SI Engine Fueled by Waste Plastic Pyrolysis Oil–Gasoline Blends. Energies 2020, 13, 4196. [CrossRef]

10. Al-Ghussain, L.; Abujubbeh, M.; Darwish Ahmad, A.; Abubaker, A.M.; Taylan, O.; Fahrioglu, M.; Akafuah, N.K. 100% Renewable
Energy Grid for Rural Electrification of Remote Areas: A Case Study in Jordan. Energies 2020, 13, 4908. [CrossRef]

11. Jintanawan, T.; Phanomchoeng, G.; Suwankawin, S.; Kreepoke, P.; Chetchatree, P.; U-viengchai, C. Design of Kinetic-Energy
Harvesting Floors. Energies 2020, 13, 5419. [CrossRef]

12. Pellegrini, M.; Guzzini, A.; Saccani, C. A Preliminary Assessment of the Potential of Low Percentage Green Hydrogen Blending
in the Italian Natural Gas Network. Energies 2020, 13, 5570. [CrossRef]

13. Hayibo, K.S.; Mayville, P.; Kailey, R.K.; Pearce, J.M. Water Conservation Potential of Self-Funded Foam-Based Flexible Surface-
Mounted Floatovoltaics. Energies 2020, 13, 6285. [CrossRef]

14. Jusoh, M.A.; Ibrahim, M.Z.; Daud, M.Z.; Yusop, Z.M.; Albani, A. An Estimation of Hydraulic Power Take-off Unit Parameters
for Wave Energy Converter Device Using Non-Evolutionary NLPQL and Evolutionary GA Approaches. Energies 2021, 14, 79.
[CrossRef]

15. Mahawan, J.; Thongtha, A. Experimental Investigation of Illumination Performance of Hollow Light Pipe for Energy Consumption
Reduction in Buildings. Energies 2021, 14, 260. [CrossRef]

16. Luangchosiri, N.; Ogawa, T.; Okumura, H.; Ishihara, K.N. Success Factors for the Implementation of Community Renewable
Energy in Thailand. Energies 2021, 14, 4203. [CrossRef]

17. Chang, C.-Y.; Chen, W.-H.; Saw, L.H.; Arpia, A.A.; Carrera Uribe, M. Performance Analysis of a Printed Circuit Heat Exchanger
with a Novel Mirror-Symmetric Channel Design. Energies 2021, 14, 4252. [CrossRef]

4



energies

Article

Microwave-Assisted Noncatalytic Esterification of
Fatty Acid for Biodiesel Production: A Kinetic Study

Hoang Chinh Nguyen 1, Fu-Ming Wang 2, Kim Khue Dinh 1, Thanh Truc Pham 3, Horng-Yi Juan 3,

Nguyen Phuong Nguyen 1, Hwai Chyuan Ong 4,* and Chia-Hung Su 3,*

1 Faculty of Applied Sciences, Ton Duc Thang University, Ho Chi Minh City 700000, Vietnam;
nguyenhoangchinh@tdtu.edu.vn (H.C.N.); dinhkhue96@gmail.com (K.K.D.);
nguyenphuongcass97@gmail.com (N.P.N.)

2 Graduate Institute of Applied Science and Technology, National Taiwan University of Science
and Technology, Taipei 10607, Taiwan; mccabe@mail.ntust.edu.tw

3 Graduate School of Biochemical Engineering, Ming Chi University of Technology, New Taipei City 24301,
Taiwan; ptttruc1996@gmail.com (T.T.P.); hyjuan@mail.mcut.edu.tw (H.-Y.J.)

4 School of Information, Systems and Modelling, Faculty of Engineering and Information Technology,
University of Technology Sydney, Ultimo, NSW 2007, Australia

* Correspondence: ong1983@yahoo.com (H.C.O.); chsu@mail.mcut.edu.tw (C.-H.S.);
Tel.: +88-622-908-9899 (ext. 4665) (C.-H.S.)

Received: 22 March 2020; Accepted: 26 April 2020; Published: 1 May 2020

Abstract: This study developed a microwave-mediated noncatalytic esterification of oleic acid for
producing ethyl biodiesel. The microwave irradiation process outperformed conventional heating
methods for the reaction. A highest reaction conversion, 97.62%, was achieved by performing
esterification with microwave irradiation at a microwave power of 150 W, 2:1 ethanol:oleic acid
molar ratio, reaction time of 6 h, and temperature of 473 K. A second-order reaction model (R2 of
up to 0.997) was established to describe esterification. The reaction rate constants were promoted
with increasing microwave power and temperature. A strong linear relation of microwave power to
pre-exponential factors was also established, and microwave power greatly influenced the reaction
due to nonthermal effects. This study suggested that microwave-assisted noncatalytic esterification is
an efficient approach for biodiesel synthesis.

Keywords: esterification; biodiesel; noncatalytic reaction; kinetic; microwave irradiation; bioenergy

1. Introduction

The energy shortage and environmental threats caused by greenhouse gas emissions have
promoted the demand for renewable energy. One of the most promising alternatives is biodiesel,
which is known as a biomass-derived fuel produced from the transesterification of triglycerides [1,2].
Biodiesel is a biodegradable, renewable, and green fuel and has superior combustion efficiency [3,4].
Biodiesel use can result in lower hydrocarbon, CO, CO2, and particulate matter emissions compared
with petroleum use [5,6]. Therefore, biodiesel has increasingly been used as a petroleum substitute.

Biodiesel is mainly derived from food oils [7,8], but the biodiesel produced is expensive due
to the high cost of these feedstocks. To address this problem, waste and nonedible materials
have been proposed as alternatives for producing biodiesel [9–11]. These oils can reduce biodiesel
production cost, and they have no competition with the food supply [12,13]. Nevertheless, waste
and nonedible oils contain high levels of free fatty acid, which must be reduced via esterification
prior to transesterification [14,15]. Commonly, fatty acid is esterified using a liquid acid-catalyzed
process [12,16]. Although this method effectively converts fatty acid into biodiesel, the downstream
process for catalyst removal is difficult [17]. Notably, liquid acid catalysts cause environmental pollution
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and corrosive damage to equipment, raising concerns about their use [7]. To overcome the obstacles of
liquid acid catalyst use, different solid acid catalysts have been proposed for the esterification such as
Propyl-SO3H-SBA-15 [18], Amberlyst-36 [18], WO3-USY zeolite [19], HZSM-5 [20], Amberlyst-15 [21],
biocatalysts [21], and ZrO2-TiO2 nanorods [22]; however, these solid catalysts exhibit low stability and
catalytic activity, thus requiring high catalyst quantities and long reaction times, and they result in a
low conversion yield [19,20]. In addition, these catalyst residues can cause a negative impact on the
environment. Consequently, the applications of those solid catalysts in the esterification reaction are
still limited.

With the growing awareness regarding environmentalism, the efforts have been undertaken to
develop green methods for chemical production. For several decades, the enzymatic process has
been developed as a substitute for chemically catalyzed esterification for biodiesel synthesis [23,24].
Enzyme-catalyzed esterification is superior to conventional processes in terms of the mild reaction
conditions, reduced environmental impact, and selectivity of enzymes toward the substrate [24,25].
However, the high price of enzymes restricts its applications [24,26]. On the other hand, the noncatalytic
esterification is considered another eco-friendly process for biodiesel synthesis. This process induced
the esterification of fatty acids under thermal conditions without a catalyst [27], eliminating the
problems associated with both chemical and enzymatic processes. The supercritical alcohol method has
been applied in noncatalytic fatty acid esterification to prepare biodiesel [28,29]. Although this process
produces a high yield of esters (up to 97%) within a short reaction time (10–30 min), it proceeds at a
high temperature (280–320 ◦C) and high pressure (10–25 MPa) and consequently requires expensive
reactors and extensive safety measures [28,29]. To overcome this, Cho et al. [30] proposed another form
of noncatalytic esterification for less-than-supercritical conditions to produce biodiesel. Although their
process proceeded at moderate pressure (0.85–1.2 MPa), it still required a high temperature (290 ◦C) for
the reaction [30]. Therefore, another efficient esterification method is required for biodiesel production.

Microwave irradiation has been successfully applied in chemical reactions to enhance the
reaction rate [31,32]. This method employs microwaves, which are electromagnetic waves, to
transfer energy to the reactants [33]. Through relaxation or resonance generated by microwaves,
reactant molecules are induced to vibrate at extremely high frequencies, resulting in fast molecular
mobility of reaction species [34,35]. Consequently, microwave irradiation increases reaction rate
and conversion yield whilst decreasing energy consumption and reaction time [33,36]. Furthermore,
microwave-mediated processes are effective for large-scale operations [37]. Such advantages mean that
the microwave approach has been extensively applied in catalytic transesterification and esterification
for producing biodiesel [38–40]. Recently, our previous studies have demonstrated the potential use of
microwave-mediated noncatalytic/autocatalytic synthesis of fatty acid [41], phytosterol esters [42], and
ethyl levulinate [43]. However, its use in noncatalytic esterification to produce biodiesel remains limited.

This study proposed noncatalytic esterification of fatty acid with ethanol using microwave
irradiation as an environmentally friendly and energy-efficient method to produce ethyl biodiesel. The
esterification was performed under selected microwave powers to enhance the reaction conversion.
Ethanol (95%) was used as an acyl acceptor instead of methanol for biodiesel synthesis because ethyl
biodiesel is superior to methyl biodiesel due to its oxidation stability, calorific value, cetane number,
and cold flow properties [44,45]. Oleic acid was chosen as a model molecule for the esterification,
because it is a predominant fatty acid presented in animal fats and vegetable oils [46]. The reaction
parameter effect on the reaction conversion was investigated. Furthermore, a mathematical model was
proposed for representing the kinetics of noncatalytic esterification reactions.

2. Materials and Methods

2.1. Chemicals

Ethanol (95%), oleic acid (98%), and other reagents were obtained from Tokyo Chemical Industry
(Tokyo, Japan).
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2.2. Effects of Different Heating Processes

The effect of two heating approaches (conventional heating and microwave irradiation) on
the noncatalytic esterification of oleic acid with ethanol was examined. For microwave-assisted
esterification, 10-mL glass reactor containing the reaction solution (5 mL, 2:1 molar ratio of ethanol
to oleic acid) was sealed and placed in a CEM 908005 microwave oven (Matthews, NC, USA). The
microwave was equipped with a gas cooling system to maintain the temperature at a desired level.
The reaction was then carried out at a microwave power of 150 W, 433 K, and different reaction times
(60–360 min) with stirring. The reaction using conventional heating was undertaken in a 10 mL-sealed
stainless-steel reactor placed in an oil bath under the same reaction conditions: 2:1 molar ratio of
ethanol to oleic acid, 433 K, and different reaction times (60–360 min). After the reaction was completed,
the sample was withdrawn to determine the oleic acid conversion. Each experiment was independently
performed in triplicate for each reaction time.

2.3. Analysis

The amount of ethyl oleate synthesized was quantified using a Gas Chromatograph system
(GC-2014, Shimadzu, Japan) equipped with a flame ionization detector and Stabilwax column (60 m ×
0.25 mm id, 0.25 μm film thickness; Restek, Bellefonte, PA, USA) [1]. Nitrogen was used as the carrier
gas and set at 1.0 mL/min. The temperatures of detector and injector were maintained at 250 and
220 ◦C, respectively. The column temperature was held at 140 ◦C for 5 min, increased to 240 ◦C with a
ramp rate of 4 ◦C/min, and maintained for 15 min. Ethyl oleate standard (Sigma-Aldrich, Louis, MO,
USA) was used to identify and determine the amount the produced ethyl oleate. One mol of oleic acid
could stoichiometrically produce 1 mol of ethyl oleate; the oleic acid conversion (X) was consequently
calculated as follows:

Oleic acid conversion, X = Ethyl oleate conversion
=

Amount o f oleic acid reacted
Initial amount o f oleic acid

=
282.47×amount o f ethyl oleate produced

310.51×initial amount o f oleic acid

(1)

2.4. Kinetics of Noncatalytic Esterification Using Microwave Irradiation

Noncatalytic esterification of oleic acid (A) with ethanol (B) to produce ethyl oleate (C) and water
(D) is demonstrated as follows:

aA + bB
k1

�
k2

cC + dD

The model established for depicting esterification is considered elementary and reversible. The
rate law is therefore as follows:

− dCA
dt

= k1Ca
ACb

B − k2Cc
CCd

D (2)

where k1 and k2 denote forward and reverse reaction rate constants (L mol−1 min−1), respectively; CA,
CB, CC, and CD are concentrations of oleic acid, ethanol, ethyl oleate, and water, respectively; a, b, c,
and d are the reaction orders of involved species. The reaction is assumed to follow the second-order
kinetics (c = d = a = b = 1), the rate law is shown in terms of oleic acid conversion (X) as follows
Equation (3):

dX
dt = 1

CA0
(k1CACB −k2CCCD)

= 1
CAo

[
k1CA0(1−X)CA0(θB −X) − k1

Ke
CA0XCA0(θD + X)

]
= k1CA0

[
(1−X)(θB −X) − X(θD+X)

Ke

] (3)
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where CA0 is the initial oleic acid concentration; θB and θD are the initial ethanol:oleic acid molar ratio
and the initial molar ratio of water to oleic acid, respectively; and Ke is the equilibrium rate constant.
The reaction rate (dX/dt) will be zero at equilibrium, and Ke is then calculated as follows:

Ke =
k1

k2
=

Xe(θD + Xe)

(1−Xe)(θB −Xe)
(4)

where Xe is the equilibrium conversion of oleic acid. After determination of Ke, Equation (3) can be
integrated into Equation (5) using the derivation described by Su [47]. Equation (5) can subsequently be

used for determining the rate constant k1 by linearly plotting ln

⎡⎢⎢⎢⎢⎢⎣
(
−1−θB− θD

Ke +α2

)
X+2θB(

−1−θB− θD
Ke −α2

)
X+2θB

⎤⎥⎥⎥⎥⎥⎦ versus α2CA0t.

ln

⎡⎢⎢⎢⎢⎢⎢⎣
(
−1− θB − θD

Ke
+ α2

)
X + 2θB(

−1− θB − θD
Ke
− α2
)
X + 2θB

⎤⎥⎥⎥⎥⎥⎥⎦ = α2CA0k1t (5)

where α2 =

[(
1 + θB +

θD

Ke

)2
− 4α1θB

] 1
2

(6)

and α1 = 1− 1
Ke

(7)

The relationship between temperature and the rate constants are represented by the
Arrhenius equation:

k1 = A1 exp
(
− Ea

RT

)
(8)

Ke = Ae exp
(
−Δh

RT

)
(9)

where Ae and A1 (L mol−1 min−1), respectively, denote pre-exponential factors for the equilibrium and
forward rate constants; Δh (J mol−1) and Ea (J mol−1), respectively, represent the molar reaction heat
and activation energy of forward reaction; T (K) and R (J mol−1 K−1) are the reaction temperature and
the ideal gas constant, respectively. These parameters (A1, Ae, Ea, and Δh) can be obtained from the
Arrhenius–Van’t Hoff plot [Equations (10) and (11)]:

ln k1 = ln A1 − Ea

RT
(10)

ln Ke = ln Ae − Δh
RT

(11)

3. Results and Discussion

3.1. Effect of Various Heating Processes

This study compared noncatalytic esterification using microwave irradiation and conventional
heating. As demonstrated in Figure 1, conventional heating resulted in low oleic acid conversions
(27.13%–67.13%). This finding is consistent with other works in that conventional heating needed
long reaction time to achieve a satisfactory reaction conversion [48]. Conventional heating is an
inefficient form of heat transfer, because heat is delivered to the reaction solution by convection,
radiation, and conduction from the surface of the reactor, causing heat loss [38,39]. To increase the
heat transfer and reaction efficiency, microwave approach was employed as a replacement for the
reaction. Results indicated that the oleic acid conversion significantly increased and reached high
levels (60.61%–90.18%) with microwave irradiation. Remarkably, at a given reaction time, microwave
irradiation exhibited significantly higher oleic acid conversion than conventional heating, signifying
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that microwave irradiation is preferable to conventional heating for performing the esterification. This
result corresponds to the study of Aguilar–Reynosa et al. [49]. Microwave irradiation minimizes loss of
heat and additionally provides a nonthermal activation influence on the esterification [50]. Microwaves
strongly induce movement, collision, and oscillation of reactant molecules, promoting the reaction
efficiency [49,51]. As a result, microwave irradiation is superior than traditional heating regarding to
reaction time [43,52]. Therefore, microwave approach was selected for more extensive study.

Figure 1. Comparison of esterification using conventional heating and microwave irradiation. Reaction
conditions occurred with an ethanol:oleic acid molar ratio of 2:1, temperature of 433 K, and microwave
power of 150 W (for microwave irradiation). Vertical bars illustrate the standard deviation of
three replicates.

3.2. Influence of Reactant Molar Ratio

This work investigated the impact of reactant molar ratio on the reaction by undertaking the
reaction at 433 K, at a microwave power of 150 W, and at various ethanol:oleic acid molar ratios
(1:1–8:1). As demonstrated in Figure 2, the oleic acid conversion was promoted when molar ratios of
the reactants were increased from 1:1 to 2:1. Nevertheless, additional increase in ethanol:oleic acid
molar ratio resulted in decreased oleic acid conversion. This may be because large quantities of ethanol
used to dilute oleic acid, which plays a role as a catalyst for the esterification reaction, may lower the
reaction rate [53,54]. This result corresponds to that of the biodiesel production study by Minami and
Saka [54].

3.3. Temperature Effect on Esterification

The impact of temperature on reaction was evaluated by conducting the reaction at a microwave
power of 150 W, an ethanol:oleic acid molar ratio of 2:1, and various temperatures (413–473 K). Figure 3
presents the progress over time of the oleic acid esterification at different temperatures. Results showed
that higher temperature provided a greater conversion of oleic acid, with the highest conversion
of 97.62% obtained at 473 K and 6 h. This is because high temperature enhances reaction rate [12],
increasing the reaction conversion. This finding is similar to those of other works [12,14,55].

9
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Figure 2. Influence of molar ratio of ethanol to oleic acid on esterification reaction. Reactions occurred
at a temperature of 433 K and with microwave power of 150 W.

Figure 3. Influence of temperature on esterification reaction. Reactions occurred at a molar ratio of
ethanol to oleic acid of 2:1 and microwave power of 150 W.

3.4. Effect of Microwave Power on Reaction

To determine the impact of microwave power on the reaction, the esterification was carried out
at different microwave power levels (120–210 W) while maintaining other factors at a constant level.
As illustrated in Figure 4, increasing microwave power led to an increase in the oleic acid conversion.
This might have been because higher energy generated by higher microwave power resulted in higher
activation effects (nonthermal effects), causing faster molecular mobility; therefore, the reaction rate
was promoted [50,51]. This result corresponds with that reported for biodiesel production [56] and for
pyrolysis of biomass [51].
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Figure 4. Influence of microwave power on esterification reaction. Reactions occurred at a molar ratio
of ethanol to oleic acid of 2:1 and at a temperature of 433 K.

3.5. Kinetic Model Development

3.5.1. Determination of Reaction Rate Constant

Figures S1–S3 (in the Supplementary Material), respectively, provide a linear plot of

ln

⎡⎢⎢⎢⎢⎢⎣
(
−1−θE− θD

Ke +α2

)
X+2θE(

−1−θE− θD
Ke −α2

)
X+2θE

⎤⎥⎥⎥⎥⎥⎦ versus α2CA0t at different microwave powers, temperatures, and ethanol:oleic

acid molar ratios. As illustrated in Table 1, correlation coefficients (R2) of the regression lines were in the
range of 0.972–0.997, indicating the reliability and correction of the second-order reaction model. Table 1
(runs 1–5) shows that rate constants Ke and k1 both decreased when the molar ratio of ethanol to oleic
acid increased, indicating the negative influence of high ethanol:oleic acid molar ratio on the reaction
conversion [53,54]. Nevertheless, the rate constants Ke and k1 accelerated with increasing temperature
(Table 1, runs 6–9), signifying that the reaction is endothermic [47]. Furthermore, increasing microwave
power enhanced the rate constants Ke and k1 (Table 1, runs 10–13), which was similar to the results of
other studies [51,56]. This result indicated a positive effect from microwave power on the reaction.
Notably, at any ethanol:oleic acid molar ratio and temperature, microwave-based reaction had much
higher Ke and k1 values than the conventional heating-based reaction (see the Ke and k1 values for the
conventional heating-based reaction in the Table S1 in the Supplementary Material). These results
indicated that microwave irradiation enhanced the equilibrium rate constant and forward reaction rate
constant. Therefore, microwave irradiation is more efficient than conventional heating for conducting
the ethyl oleate synthesis.

3.5.2. Determination of Pre-Exponential Factor and Activation Energy

The influence of temperature on reaction rate constants (Ke and k1) is represented using the
Arrhenius equation [Equations (8) and (9)]. The activation energy, pre-exponential factor, and molar
reaction heat of the reaction were calculated using the Arrhenius–van’t Hoff plots. As illustrated in
Figure 5 and in Table 2, high R2 of the regression lines (0.997 for k1 and 0.985 for Ke) were achieved;
therefore, the model parameters can be determined from the straight line. Results showed that
the activation energy of the forward reaction was 23.59 kJ mol−1, and the molar reaction heat was
65.98 kJ mol−1. The pre-exponential factors were calculated to be 2.27 L mol−1 min−1 and 9.07 × 108 for
forward and equilibrium reactions, respectively.
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Table 1. Forward reaction rate constant k1 and equilibrium rate constant Ke for esterification under
different reaction conditions.

Run
Molar Ratio of

Ethanol to
Oleic Acid

Temperature
(K)

Microwave
Power (W)

Equilibrium
Constant, Ke

Forward
Reaction Rate
Constant, k1

(L mol−1 min−1)

R2

1 1:1 433 150 21.5253 6.50 × 10−3 0.972
2 2:1 433 150 10.3897 3.18 × 10−3 0.986
3 4:1 433 150 4.1905 1.59 × 10−3 0.993
4 6:1 433 150 2.7692 1.06 × 10−3 0.990
5 8:1 433 150 1.9294 0.92 × 10−3 0.978
6 2:1 413 150 4.2537 2.41 × 10−3 0.989
7 2:1 433 150 10.3897 3.18 × 10−3 0.986
8 2:1 453 150 18.7094 4.23 × 10−3 0.994
9 2:1 473 150 52.7582 5.75 × 10−3 0.992
10 2:1 433 120 9.8958 3.02 × 10−3 0.984
11 2:1 433 150 10.3897 3.18 × 10−3 0.986
12 2:1 433 180 12.0860 3.39 × 10−3 0.983
13 2:1 433 210 13.8671 3.59 × 10−3 0.997

Figure 5. Arrhenius–Van’t Hoff plot for equilibrium rate constant and forward reaction rate constant of
esterification reaction.

Table 2. Activation energy, molar reaction heat, and pre-exponential factor for oleic acid esterification
with ethanol using microwave approach.

Forward Reaction Equilibrium Reaction

Activation
Energy

(kJ mol−1)

Pre-Exponential
Factor

(L mol−1 min−1)
R2

Molar
Reaction Heat

(kJ mol−1)

Pre-Exponential
Factor

R2

23.59 2.27 0.997 65.98 9.07 × 108 0.985
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3.5.3. Relation of Microwave Power to Pre-Exponential Factor

The modified Arrhenius equation reported by Su et al. [57] was used to determine the influence of
microwave heating on the kinetic model:

Ke = Ae exp
(
−Δh

RT

)

k1 = A1 exp
(
− Ea

RT

)

Ae = Ae
0 + Ae

W ·W (12)

A1 = A1
0 + A1

W ·W (13)

where W is the microwave power; Ae
W and A1

W , respectively, denote the coefficient for representing the
effect of power on the equilibrium and forward reaction; Ae

0 and A1
0, respectively, denote the constant for

representing the effect of power on the equilibrium and forward reaction. The pre-exponential factors
(Ae and A1) were assumed to obey linear functions with the microwave power. Both the constants
(A1

0 and Ae
0) and the coefficients (A1

W and Ae
W) can therefore be determined by linearly plotting Ke

e−Δh/RT

versus microwave power W [Equation (14)] or k1
e−Ea/RT versus microwave power W [Equation (15)]:

Ke

e−Δh/RT
= Ae

0 + Ae
W ·W (14)

k1

e−Ea/RT
= A1

0 + A1
W ·W (15)

Figure 6a,b, respectively, represents a linear relationship between Ke
e−Δh/RT and W and k1

e−Ea/RT

and W for the equilibrium reaction and forward reaction. The high R2 value of the regression line
(0.951–0.997) signified that the developed model is reliable, and the assumption is correct. The
coefficients (Ae

W and A0
W) and constants (Ae

0 and A1
0) could therefore be determined from the slope

and intercept of each regression line. The value of Ae
W and Ae

0 for the equilibrium reaction was 4.11 ×
106 W−1 and 3.69 × 108, respectively (Table 3). For the forward reaction, the values of A1

W and A1
0 were

respectively determined to be 4.4 × 10−3 L mol–1 min–1 W–1 and 1.5282 L mol–1 min–1.

Figure 6. Linear regression of the experimental data for determining microwave power constants and
coefficients for forward reaction (a) and equilibrium reaction (b).
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Table 3. Constants and power coefficients for describing the relationship between microwave power
and pre-exponential factors.

Forward Reaction Equilibrium Reaction

A1
0

(L mol−1 min−1)
A1

W
(L mol−1 min−1 W−1)

R2 Ae
0

Ae
W

(W−1)
R2

1.5282 4.40 × 10−3 0.997 3.69 × 108 4.11 × 106 0.951

Linear relationship of pre-exponential factors to microwave power: A1 = A1
0 + A1

W ·W; Ae = Ae
0 + Ae

W ·W.

3.6. Comparison with Other Works

Table 4 illustrates the comparison of reaction conditions for oleic acid esterification using
various processes. The esterification was mainly conducted using a liquid acid catalyst (e.g.,
H2SO4) [16]. This process provides a high conversion yield (99.9%), but it severely corrodes
equipment, requires a complicated process for catalyst removal from the reaction solution, and
pollutes the environment [16,17]. To avoid the complications associated with homogeneous catalysts,
Vieira et al. [20] used HZSM-5 as a solid catalyst for the reaction. Nevertheless, the heterogeneous
catalyst demonstrated low catalytic activity, thus requiring large quantities of catalyst (20%) and a long
reaction time (7 h), and lowering reaction conversion (80%) [20]. Enzymatic esterification is proposed
as a substitute for chemically catalyzed esterification to facilitate environmentally friendly biodiesel
production. Nguyen et al. [24] successfully esterified oleic acid with methanol using Eversa Transform
lipase for producing biodiesel. Although this process showed high reaction conversion (96.73%), the
high cost of enzymes limits its industrial application. Tsai et al. [29] developed another green process
called the noncatalytic process using supercritical methanol for oleic acid esterification to eliminate the
problems associated with both enzyme- and chemical-catalyzed methods. This efficiently converted
oleic acid to esters (97%) within a short reaction time (15 min), but the reaction proceeded at a high
temperature (593 K) and high pressure (25 MPa) [29]; it thus required expensive reactors and extensive
safety precautions. Melo–Júnior et al. [58] proposed a noncatalytic esterification of fatty acid using
microwave irradiation. However, the reaction conversion obtained in their study was low (only 35%),
because microwave power was not maintained in their study, leading to lack of microwave-induced
nonthermal effect for promotion of the reaction rate [59]. Therefore, the microwave irradiation used
in their study is similar to conventional heating. In this study, we proposed another noncatalytic
method using microwave irradiation for the oleic acid esterification with ethanol under constant
microwave powers to enhance the reaction conversion. The result was a high reaction conversion
of 97.62%. The use of microwave irradiation for esterification was more efficient and rapid than
conventional heating-based esterification, reducing energy consumption and reaction time. In the
reaction mixture, oleic acid and ethanol exist under molecular cage with hydrogen bonding [60]. With
the application of microwaves, oleic acid and ethanol absorb the energy from the electromagnetic
field, which consequently induces the oscillation of reaction molecule and hydrogen bond variation
between ethanol and oleic acid [59]. Resonance is subsequently generated and causes the hydrogen
bonds breakage and formation of free small molecules due to reactant molecules escaping from the
molecular cage. Consequently, the number of activation molecules is promoted, enhancing the reaction
rate [60]. This work signifies that microwave-assisted noncatalytic esterification can be an ecofriendly
and efficient process to produce biodiesel.
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Table 4. Oleic acid esterification using different methods for producing biodiesel.

Catalyst Catalyst Loading (%, w/w) Conversion (%) References

H2SO4 1 99.9 [16]
HZSM-5 20 80 [20]

Eversa Transform lipase 11.98 96.73 [24]
Catalyst free (supercritical methanol) - 97.0 [29]
Catalyst free (microwave irradiation) - 35 [58]

Catalyst free (traditional heating) - 67.13 This study
Catalyst free (microwave irradiation) - 97.62 This study

The potential applications of microwave approach in the large-scale biodiesel production have
been widely discussed in literatures [61,62]. Although microwave is superior to conventional heating in
the terms of energy consumption and reaction time, the use of microwave for industrial application has
several limitations regarding to the control of temperature and safety of the pressurized vessel [61,62].
To address these concerns, the design of microwave reactor is crucial. Studies have showed that the
design of microwave reactor for enhancing the temperature and pressure monitoring, safety features,
and cooling features is possible [61]. In addition, microwave-based process has been successfully
implemented in many industries such as polymers processing, minerals processing, and powder
processing [61]. Therefore, the microwave process has a potential application for industrial biodiesel
production. However, microwave process has not been used commercially for biodiesel production
yet. Further studies are consequently required to evaluate the application of microwave in large-scale
biodiesel production.

4. Conclusions

This study developed the noncatalytic oleic acid esterification with ethanol using microwave
irradiation for biodiesel production. The microwave-mediated esterification was more efficient than
conventional-heating-based esterification. The oleic acid conversion decreased with increasing molar
ratio of ethanol to oleic acid but increased by enhancing the temperature, reaction time, and microwave
power levels. The high R2 values of the second-order kinetic model were established in describing
the esterification. In addition, a linear relation of microwave power to pre-exponential factors was
observed, in which microwave power positively influenced the reaction. This work suggested that
microwave-assisted noncatalytic esterification is an ecofriendly and energy-efficient approach for
biodiesel synthesis.
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Forward reaction rate constant k1 and equilibrium rate constant Ke for esterification using conventional heating.
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Abstract: Pyrolyzed waste plastic-based green fuel has been reported to be used as an alternate
fuel for diesel engines. Some of the main challenges for implementing this in current automotive
technology include evaluating engine performance, emission, noise vibration harshness (NVH),
and knock characteristics of this fuel. This study focuses on the engine performance of poly-ethylene
terephthalate (PET)-based waste plastic oil (WPO) at varying engine speed conditions. The pyrolysis
of mixed-waste plastic was carried out at 300 ◦C in a fixed-bed reactor. Physicochemical properties
such as viscosity, density, calorific value, sulfur, and research octane number (RON) of the plastic
fuel and its blends with gasoline were analyzed using ASTM standard test methods. The WPO was
blended with two different types of gasoline (RON88 and RON90) at 10, 20, and 30%, and was tested
in a spark-ignition (SI) engine. The experimental results showed that different WPO–gasoline blends
can be used in an SI engine without any engine modifications, and the performance indicators for
different blends were found to be close to that of pure gasoline. The brake power and brake specific
fuel consumption (BSFC) were found to be 4.1 kW and 0.309 kg/kW h, respectively. The 10% WPO
and 90% RON90 blend produced optimal engine performance at 3500 rpm.

Keywords: waste plastic oil (WPO); engine performance; renewable gasoline; pyrolysis

1. Introduction

Presently, increasing world energy demand is causing an increase in the consumption of fossil
fuels, which also causes a negative impact on global warming and the overall environment. Moreover,
fossil fuel resources continue to deplete every year due to their non-renewable nature [1,2]. This has
prompted researchers to investigate alternative fuels both from waste materials and renewable feedstock
to reduce dependence on fossil fuel and ensuing air pollution. Some of the renewable energy sources
that have been widely explored include biofuel [3], wind [4], solar [5], geothermal [4], and nuclear
energy. Each type of energy sources possesses some advantages and drawbacks. For example, solar
and wind energy suffer difficulties in energy storage since they are unstable and available only at
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certain times [6]. This can be addressed by appropriate energy storage material that can save a large
amount of energy, such as phase-change materials that can replace current batteries [7]. On the other
hand, energy coming from agricultural waste, or tropical biodiversity of non-edible origin, is still one
of the best choices in developing countries, such as Indonesia and Malaysia, as they directly address
the issue of energy sustainability [8,9].

Plastic has been widely produced and used since the early 20th century. The use of plastic has
risen rapidly and it is presently used in almost every economic sector for packaging products, as it
is an easy material to procure as well as to form into an end product. At present, the use of plastic
materials in western European countries has reached 60 kg/person/year and 80 kg/person/year in
the USA, while in India it is only 2 kg/person/year [10]. High plastic waste is related to population
and waste management. Around 80% of plastic waste comes from the mainland. In 2019, waste in
Indonesia reached 68 million tons, with 14% of this being plastic waste, at 9.52 million tons. With an
estimated 0.7 kg/day of garbage produced by each person, the average daily amount of rubbish dumped
in metropolitan cities is approximately 1300 tons/day (the population is more than 1 million) [11].
Furthermore, Indonesia is second highest dumper of plastic waste into world’s oceans, after China,
depositing approximately 1.29 million tons per year, compared to China’s 3.53 million tons per
year [11,12]. Managing plastic waste has always been a big problem. Besides being non-biodegradable
and difficult to manage, plastic waste can also pollute soil. Standard plastic bags generally made from
poly-ethylene are not biodegradable. However, photodegradation can occur in plastics. When exposed
to ultraviolet rays from sunlight, the structure becomes fragile and breaks into pieces, which takes a
long time. Experts estimate that at least 500 to 1000 years are needed for this decomposition to take
place [11]. The negative effects of trash in the ocean has resulted in many marine biota experiencing
metabolic disorders, irritation of the digestive system, and death resulting from plastic consumption.
According to the Australian Coral Reef Research Center (ACRRC), reefs exposed to plastic waste have
about an 89% chance of being affected by diseases, compared to just 4% for reefs not affected by plastic
waste. Coral reefs most exposed to plastic wastes appear in Indonesia, which is approximately 26 parts
per 100 square meters [13]. Waste management with the theme “3R” (Rescue, Reduce, Recycle) has
been considered ineffective.

Several types of plastics commonly used as raw materials are poly-ethylene terephthalate (PET),
High-Density Poly-Ethylene (HDPE), Polyvinyl Chloride (PVC), Low-Density Poly-Ethylene (LDPE),
Poly Propylene (PP), etc. Among these, PET with the chemical formula (C10H8O4)n, is widely available
at landfills as it is used as a raw material for mineral-water bottles. It is also very difficult to decompose.
One of the advantages of PET plastic waste is that it can be recycled into various types of goods that
have economic value such as clothing, bags, furniture, and carpet. Another use of PET plastic is to
convert it to fuel oil via pyrolysis [14]. It has been reported in the literature that PET has moderate
to high conversion compared to other plastic wastes such as LDPE and HDPE [14,15]. PET plastic
possesses a high calorific value, which makes the conversion process using pyrolysis very effective [16].

Based on the literature, it is necessary to find a technique that reduces the amount of plastic waste,
by converting plastic waste into an alternative fuel. Many researchers have investigated techniques
that would reduce plastic waste in a short time, which is to convert plastic waste into fuel oil via
pyrolysis [17], specifically by heating the polymer material without or using only a little oxygen [18,19].
Pyrolysis is the process of thermo-chemical decomposition of organic compounds through the heating
process without or in the presence of only a small amount of oxygen and other chemical reagents [20].
Pyrolysis thermally decomposes long-chain polymer molecules into less complex molecules [21].
Pyrolysis has been chosen by many researchers due to its ability to produce a high oil yield of up
to 80 wt.% at a temperature of about 500 ◦C. In many industrial applications, pyrolysis is carried
out at atmospheric pressure and operating temperatures above 430 ◦C. Figure 1 shows the chemical
reaction of the pyrolysis process. Pyrolysis is divided into three types: hydrocracking, thermal cracking,
and catalytic cracking. According to Cleetus et al. [22], PET undergoes pyrolysis that produces different
gases i.e., CO2 and CO, and other miscellaneous hydrocarbons. Furthermore, condensation occurring
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in the heat-exchange process produces plastic oil with the chemical formula C13.8H23.56 [23]. There are
three major products produced during pyrolysis. These are oil, gas, and char, which is valuable for
industries, especially production and refineries [24–26].

Figure 1. The chemical formula of the pyrolysis process.

Previous research on the pyrolysis of waste plastic oil as has been reported by Ramadhan and
Ali [27]. They produced pyrolysis oil from waste LDPE and HDPE at temperatures of 250 ◦C to 420 ◦C
and found that oil characteristics are similar to that of diesel fuel. Sarker et al. [28] studied the thermal
cracking of waste LDPE under temperatures of 150 ◦C to 420 ◦C without a catalyst and found that the
produced oil properties are similar to those of kerosene.

In Indonesia, the fuel vendorship is distributed by state-owned enterprises (Pertamina) throughout
the country. Indonesia has several grades for both diesel and gasoline. Gasoline and diesel fuel
standards were updated in 2013. Government regulations stipulate that gasoline fuel should maintain
the Euro 2 sulfur limit for RON 88, eliminating lead in the fuel. For diesel fuel, the minimum limit for a
cetane number of 48 is mandated in government regulations. There are four types of gasoline grades
sold in Indonesia, namely Premium (RON88), Pertalite (RON90), Pertamax (RON91), and Pertamax
Plus (RON95) [29]. The Ministry of Energy has since 2008 mandated a minimum limit of biofuel
volume to be blended into gasoline and diesel fuels [3,30]. This regulation has undergone several
updates. The most recent one, released in 2015, set the bioethanol blend in gasoline to be 5% in 2016
and 10% in 2020. In addition, the biodiesel percentage in diesel for the transportation sector was set to
be 20% in 2016 and 30% in 2020.

Previous studies have investigated the use of plastic oil as fuel in gasoline engines. One of them was
done by Khan et al. Related to the characteristics of WPO–diesel blends, the study obtained a maximum
yield of 77.03% within 2 h. Cleetus et al. [22] studied engine performance using WPO–gasoline blends.
However, the type of engine used had a low engine speed of about 1500 rpm. It is important to mention
that the effect of WPO–gasoline blends on SI engine performance parameters such as engine power,
specific fuel consumption (SFC), and thermal efficiency have not been elucidated properly in previous
studies. Thus, the objective of this study is to examine the engine performance of two low-RON
gasoline (RON 88 and RON90) blended with WPO at varying engine speeds. In doing so, this study
also examines the suitability of gasoline–WPO blend fuel for an SI engine as a potential renewable fuel
source for future energy supply.

2. Materials and Methods

2.1. Materials

Plastic waste was collected from the final disposal site on the coast of Banda Aceh, Indonesia.
Then, plastic waste was washed several times and dried under sunlight. After that, the waste was cut
into small pieces. The experiments were carried out in the Laboratory of Fuel Engines and Propulsion
Systems, Department of Mechanical Engineering, Faculty of Engineering, Syiah Kuala University.

2.2. Production of WPO via Pyrolysis

Before the beginning of pyrolysis process, it was ensured that the raw materials were washed
thoroughly, cut into pieces, and dried under sunlight. The PET pieces were then weighed up to
1 kg. Figure 2 shows a schematic diagram of the pyrolysis process for plastic waste. The main
component consists of a reactor chamber and condenser. The condenser was connected to a reactor
chamber by an iron pipe exchanger submerged in cold water so that the condensation process ran
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smoothly. Digital thermocouples Type K, Length 30cm and diameter 5 mm was directly connected to
the reactor chamber to monitor the temperature of the plastic waste gas from the pyrolysis process.
The preparation was finalized by installing an iron pipe with heat insulation cladding between the
reactor and condenser. The pyrolysis process used Liquefied Petroleum Gas (LPG) as a provider of
thermal energy. The produced gas flowed into the reservoir through the heat exchanger pipe using a
condensation process as a liquid oil. The pyrolysis process began by turning on a reactor that was set at
300 ◦C in a vacuum condition. At the same time, the condenser cooler was supplied. The temperature
of the reactor was maintained at 300 ◦C [31] for 2 h 30 min. As the product gases flowed into the
condenser, some compounds were condensed. The parts that did not condense remained in the gas
phase. The pyrolyzed oil was collected and weighed for analysis. The oil from the plastic waste can be
seen in Figure 3. The oil yield from waste plastic through the pyrolysis process at a temperature of
300 ◦C produced a 53.8% (w/w) yield of WPO. Sample testing was carried out to determine the chemical
content of WPO. The yield, i.e., conversion of plastic to oil, was determined using the following
equation [32]:

WPO yield (wt, %) =
Mass of oil

Mass of PET
×100% (1)

 

Figure 2. Schematic diagram for converting plastic waste to oil via pyrolysis.
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Figure 3. Pictorial view of produced WPO.

2.3. Fuel Preparation

The fuel compositions of WPO–gasoline blends (RON 88 and RON 90) for the three mixture
ratios used in the experiment are shown in Table 1. Three mixtures of WPO and gasoline (RON 88),
and three mixtures of WPO and gasoline (RON 90), with different percentages of WPO, specifically
10%, 20%, and 30%, were used in the experiment. WPO–gasoline mixtures (RON 88 and RON 90)
were placed in a 1 L beaker, then blending was carried out using a magnetic stirrer for 10 min at a
speed of 300 rpm at room temperature. The resultant blends were stored in different bottles, separately.
To obtain the physicochemical properties of the oil mixture of WPO–gasoline blends, such as viscosity,
density, and calorific value, the equation of mixture-oil properties was used as follows:

CVblend = X1×CVWPO + X2×CVRON (2)

where:
CVblend = Calorific value of fuel blends; X1 = Percentages volume of WPO; X2 = Percentages

volume of pure gasoline; CVWPO = Calorific value of WPO; CVRON = Calorific value of pure gasoline.

Table 1. Preparations of fuel samples of waste oil plastic blend with gasoline (RON88 and RON90).

Fuel Type
WPO

(%)

Gasoline Type
Volume

RON88 (%) RON90 (%)

WPO-RON88-10 10 90 - 1 L
WPO-RON88-20 20 80 - 1 L
WPO-RON88-30 30 70 - 1 L

RON88-100 0 100 1 L
WPO-RON90-10 10 - 90 1 L
WPO-RON90-20 20 - 80 1 L
WPO-RON90-30 30 - 70 1 L

RON90-100 0 100 1 L

2.4. Engine Performance Test Procedure

A four-stroke 163 cc overhead valve OHV single-cylinder, horizontal-shaft, water-cooled SI engine
was used to perform the tests. The specifications of the engine are shown in Table 2. The engine is
mated to a generator with maximum load 3 kW and operated at 220 V–50 Hz and connected to 6 (six)
lamps (500 watts each) that used a load bank to control the load of the engine during the performance
test. The function of the generator is to supply the voltage and electric current to power the 3000-watt
six-lamp configuration when the engine consumes the fuel at varying speeds. A schematic diagram
of the engine experimental setup is given in Figure 3. The engine test was conducted under speed
variation from 1500 to 3000 rpm with 500 rpm intervals for each type of fuel. A tachometer, voltmeter,
and clamp meter was used to determine the engine rotation, the voltage input, and the electrical
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current of engine load, respectively. The experiment was repeated three times, and the mean value
was calculated for each sample. Figure 4 shows a schematic diagram of the engine experimental setup.

Table 2. The specification of the engine.

Brand Specification (Honda)

Model GP160H-SD1
Power 5.5 HP

Engine type Air-Cooled 4 Stroke OHV Single Cylinder, Horizontal Shaft
Cylinder Volume 163 cc

Bore × Stroke 68 × 45 mm
Compression Ratio 8.5:1
Maximum Torque 10.3 Nm at 2500 rpm
Maximum Output 5.5 HP at 3600 rpm

Output Net 3.6 HP at 3600 rpm

Figure 4. Schematic diagram of engine experimental setup.

2.5. Engine Performance

The gasoline engine performance test included measurement and/or calculation of engine power (P),
calculation of SFC, and thermal efficiency (ηth).

2.5.1. Engine Power

The power generated by an engine connected to a single-phase alternating current (AC) generator
can be calculated by the equation [33],

Nb =
E. I. p f
746 eg

(3)

where:
Nb = Engine Power (HP); E = Voltmeter Reader (Volt); I = Ampere meter Reader (Ampere);

pf = Power factor for one single phase = 1; eg = Efficiency of electric generators for engines under
50 kVA = 87–89%, for generators using V belts, the power generated is divided by ηb = 0.96.
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2.5.2. Specific Fuel Consumption

The SFC is defined as the amount of fuel consumed by the engine to produce power denoted in
kW/h. This SFC of an engine is usually measured by the mass of fuel consumed for the power output.
The SFC can be calculated by the following equation [34]:

s f c =
m f
Nb

(4)

where:
sfc = Specific fuel consumption (kg/kWh); mf = Total fuel consumption (kg/hour); Nb = Engine

power (HP).

2.5.3. Thermal Efficiency

Thermal efficiency is defined as the heat-use efficiency of fuel to be converted into mechanical
work. The thermal efficiency (ηth) can be calculated using the equation [34]:

ηth =
Nb × 632.5
mf× LHV

(5)

where:
ηth = Thermal efficiency (%); Nb = Engine Power (HP); mf = Fuel Consumption (kg/hour);

LHV = Fuel Calorific Value (kcal/kg).

3. Results and Discussion

3.1. The Characteristics of Physicochemical Properties of WPO

The characteristic properties of WPO were analyzed and shown in Table 3. The results show
that the characteristics of WPO are close to the standards of gasoline fuels that have been set by the
Indonesian government. Some of the properties stated in the national standard include viscosity,
density, sulfur content, and calorific value. Table 3 shows the measured kinematic viscosity of WPO was
3.5 mm2/s, which is slightly higher than the reported kinematic viscosity of Ananthakumar et al. [35].
They obtained kinematic viscosity of WPO 2.52 mm2/s. The density of WPO was 750 Kg/m3, which is
slightly lower than that of gasoline. The sulfur content of WPO was obtained at 0.68% mm. The calorific
value of WPO was found to be 45.0196 MJ/kg, which is higher than the calorific value of waste plastic
oil of 42.8075 MJ/kg reported by Kumar et al. [36]. Zainuri [37] also reported the calorific value of WPO
to be 46.848 MJ/kg.

Table 3. The physicochemical properties of WPO.

Properties Unit
ASTM
D6751

Standard

RON 88
[11]

RON 90
[11,38]

WPO a WPO b

[36]
Method

Kinematic Viscosity (mm2/s) 1.9–6.0 2.0–5.0 2.0–5.0 3.5 2.64 ASTM D4052

Density at 15 ◦C (Kg/m3) 880 max 715–770 715–770 750 830 ASTMD4052
or D1298

Sulfur Content % mm Max. 0.05 0.05 0.05 0.68 - ASTM D664
Calorific Value MJ/kg - 47.049 48.20 45.0196 42.8075 ASTM D240

RON RON (min) - 88 90 78.8 - ASTMD2699
a Value measured, b Vijaya Kumar.
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3.2. Engine Performance Fueled by Waste Plastic Oil–Gasoline (RON 88) Blends

Research has been conducted to examine the effect of engine power, SFC, and thermal efficiency
on gasoline engines with high-speed motors using waste plastic oil–gasoline (RON 88) blends with
different mixture variations.

3.2.1. The Effect of WPO Blends on Brake Power

The engine powers produced using pure gasoline and WPO–gasoline blends are shown in
Figure 5. The pure gasoline produced the highest engine power of 1.339 HP. In comparison,
the WPO–gasoline blends produced 1.287 HP, 1.244 HP, and 1.229 HP for WPO-RON88-10,
WPO-RON88-20, and WPO-RON88-30, respectively. With the increase in engine speed, the brake
increased. At 1500 rpm, the pure gasoline fuel gives the highest engine power, which is 1.339 HP,
while the WPO–gasoline blends produced 1.287 HP, 1.244 HP, and 1.229 HP for WPO-RON88-10,
WPO-RON88-20, and WPO-RON88-30, respectively. At medium speeds of 2000 rpm and 2500 rpm,
the engine powers obtained were 1.72 HP and 2.002 HP, respectively, using pure gasoline. On the other
hand, when WPO-RON88-30 was used, the engine powers were reduced to 1.392 HP and 1.721 HP,
respectively. The RON88 fuel produced the highest engine power of 2.219 HP at 3000 rpm engine
speed, while the WPO–gasoline blends obtained 2.19 HP (WPO-RON88-10), 2.05 HP (WPO-RON88-20),
and 1.99 HP (WPO-RON88-30). The WPO-RON88-30 blends gave the lowest engine power output.
From the figure, it can be seen that the addition of 10% WPO with RON88 does not change the engine
power output significantly compared to the pure RON88 result. This can be attributed to a small
percentage of low RON and the low calorific value of the WPO in the blend. This is different from the
results obtained by Ravinanath et al. [39], which showed an increased power output with increased
ethanol content of the blend.

 

Figure 5. Effect of WPO-RON88 blends on engine power compared to RON88.

3.2.2. The Effect of WPO Blends on SFC

The SFCs of WPO–gasoline blends and pure gasoline are shown in Figure 6. Based on Figure 6,
the SFC of WPO-RON88-30 was the highest compared to WPO-10, WPO-20, and RON88. The SFC
of WPO-RON88-30 at 1500 rpm was 0.351 kg/kWh compared to 0.3496 kg/kWh, 0.3295 kg/kWh,
and 0.3254 kg/kWh for WPO-RON88-10, WPO-RON88-20, and RON88, respectively. Furthermore,
the BSFC for WPO-RON88-10 showed identical results to that of RON88 at 1500 rpm and 2500 rpm,
which was 0.3295 kg/kWh and 0.404 kg/kWh, respectively. In general, the values of SFC from
gasoline–WPO blends were close to gasoline blends, and can be used as a reference fuel for further
development with other variations in future research. With the increase in engine speed, the SFC is in
line with the existing literature [40]. In addition, with the increase in concentration (%) of WPO in
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the mixture of RON88-WPO, SFC is increased. This could be due to the lower calorific value of WPO
compared to RON88. Cleetus et al. [22] obtained similar results from gasoline–WPO blend when tested
in a SI engine.

 

Figure 6. Effect of WPO-RON88 blend on SFC compared to RON88.

3.2.3. The Effect of WPO Blends on Thermal Efficiency

Thermal efficiency is the ratio of work output to energy supplied through fuel injection.
The variation of thermal efficiencies using WPO–gasoline blends and pure gasoline is shown in
Figure 7. It can be seen that the brake thermal efficiency (BTE) for WPO-RON88-10, WPO-RON88-20,
and WPO-RON88-30 were 16.09%, 17.08%, and 17.3%, whereas for RON88, the BTE was about 16.02%
at engine speed 1500 rpm. Based on the results of the experiments conducted, the higher the engine
speed, the lower the BTE, which can be attributed to increased BSFC at higher engine speeds. It can be
seen that the thermal efficiency of content of WPO in WPO–gasoline mixtures was higher than that of
pure gasoline, which can be attributed to less frictional power loss than that of lower WPO blends and
pure gasoline. Similar results were obtained by Cleetus et al. [22], showing a higher percentage of
WPO in WPO–gasoline blends resulting in higher thermal efficiency compared to that of lower WPO
containing blends in a CI engine. In addition, higher oxygen content in high WPO blends can result in
the presence of more oxygen in the combustion process, therefore achieving better combustion and
hence greater thermal efficiency [39].
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Figure 7. Effect of WPO-RON88 blend on thermal efficiency (%), compared to RON88.

3.3. Engine Performance Fueled by WPO–Gasoline (RON 90) Blends

Research has been conducted to examine the effect of engine power, SFC, and thermal efficiency
on gasoline engines with high-speed motor using WPO–gasoline (RON 90) blends with different
mixture variations.

3.3.1. The Effect of WPO–Gasoline RON 90 Blends on Engine Power

From Figure 8, it can be seen that engine power increased with increase in engine speed. The rate
of increase in power above 3000 rpm was slower compared to other engine speeds, which can be
attributed to faster valve operation, reducing the mean effective pressure of the piston in the engine.
It is shown in Figure 8 that the power generated from pure RON 90 fuel at 1500 rpm is 1.626 HP, while
the WPO-RON90-10, WPO-RON90-20, and WPO-RON90-30 produced powers of 1.573 HP, 1.410 HP,
and 1.205 HP, respectively. On the other hand, the engine speeds at 2000 rpm, 2500 rpm, and 3000 rpm
for RON 90 produced powers of 2.260 HP, 2.697 HP, and 3.049 HP, respectively. The powers produced
by WPO-RON90-10 is close to that of RON 90, which were 2105 HP, 2587 HP, and 2841 HP at 2000 rpm,
2500 rpm, and 3000 rpm, respectively. Furthermore, at 3500 rpm RON90 produced the highest
engine power of 3.169 HP. Moreover, the WPO-RON90-30 produced close to the highest powers of
pure RON 90, which were 3.078 HP at an engine speed of 3500 rpm, followed by WPO-RON90-10
and WPO-RON90-20, respectively. Ravinanath et al. [39] also reported similar results for higher
concentrations (%) of WPO in the blend. As such, blends with higher concentration of WPO was able
to approach the engine power output produced by RON90. The WPO-RON90-30 fuel blend produced
the highest engine power compared to other blends due to the presence of more fuel-borne oxygen for
combustion, therefore producing better combustion.
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Figure 8. Effect of WPO-RON90 blends on engine power compared to RON90.

3.3.2. The Effect of WPO–Gasoline RON 90 Blends on SFC

The SFC for WPO–gasoline blends as well as pure RON 90 fuels are shown in Figure 9. The SFC
increased with an increase in the percentage of WPO in WPO–gasoline blends at the same engine
speed. It can be seen in Figure 9 that at an engine speed of 2000 rpm, the SFC of WPO-RON90-10,
WPO-RON90-20, WPO-RON90-30, and RON90 were 0.2304 kg/kWh, 0.2665 kg/kWh, 0.2976 kg/kWh,
and 0.1388 kg/kWh, respectively. With the increase in engine speed from 2000 rpm to 3500 rpm,
an increase in SFC was observed due to higher frictional loss at higher engine speed, as discussed
previously. In a previous work, Murni [41] reported that the use of fuels with low kinematic viscosity
can increase the amount of fuel being consumed during engine operation. Interestingly, at engine
speeds between 1500 rpm to 2000 rpm, the SFC of every fuel is decreased, which is different from the
results reported by Cleetus et al. [23]. This can be attributed to the high calorific value and octane
number of RON90 fuel.

 

Figure 9. The effect of WPO-RON90 blend on SFC compared to RON90.
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3.3.3. The Effect of WPO–Gasoline RON 90 Blends on Thermal Efficiency

Based on experimental results presented in Figure 10, there was a relationship between engine
speed and brake thermal efficiency with the use of the different WPO–gasoline blends. Pure RON90
showed higher thermal efficiency compared to WPO blends. The thermal efficiency for WPO-RON90-10,
WPO-RON90-20, and WPO-RON90-30 were obtained as 38.65%, 37.5%, and 38.41%, respectively, at an
engine speed of 2000 rpm. For the same engine speed, the thermal efficiency of pure RON90 reached
43.05%. The highest brake thermal efficiency for each type of blend was 38.75%, 37.56%, and 38.41%
for WPO-RON90-10, for WPO-RON90-20, and WPO-RON90-30, respectively, at 2000 rpm. Overall,
the thermal efficiency for all fuels increased at 2000 rpm compared to that of 1500 rpm. However, as the
engine speed increased from 2500 rpm to 3500 rpm, the thermal efficiency decreased. The decreased
thermal efficiency can be attributed to the lower heating value of WPO. Secondly, after the efficiency
increase of the first stage at 1500–2000 rpm engine speed, thermal efficiency continues to decrease for
all types of fuel to 3500 rpm engine speed. This is probably due to the high research octane number on
the RON90, meaning that fuel can be compressed because of the ability of high-octane fuels to resist
auto-ignition. Usually, more power is generated due to increased efficiency and to higher compression.

 

Figure 10. Effect of WPO-RON90 blends on thermal efficiency compared to RON90.

4. Conclusions

Pyrolysis of waste plastic was performed in a batch reactor equipped with temperature-controlled
reflux to produce WPO. It was found that the properties of WPO are close to that of gasoline fuel.
The properties of WPO were also found to be within the limits mandated in ASTM standard. From the
results of this study, the following conclusions can be drawn:

1. The blend ratio of WPO with gasoline (RON88 and RON 90) was varied from 10% to 30% with
gasoline. It was found that the engine power outputs of WPO-RON88 and WPO-RON90 blends
were close to that of pure RON88 and RON90 fuels.

2. The increasing concentration on the blending of WPO with gasoline (RON88 and RON 90) can
reduce engine output power slightly. By contrast, the WPO-RON90-30 obtained satisfactory
results at the maximum engine speed of 3500 rpm, which gave results very close to the engine
power fueled by pure RON90 fuel.

3. The engine power, SFC, and thermal efficiency improvement due to WPO blending showed more
pronounced effects for WPO-RON90 blends than for WPO-RON88 blends.
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Abstract: A liquid-solid circulating fluidized bed (LSCFB) helps to overcome the shortcomings of
conventional fluidized beds by using a particle separation and return system as an integral part of
the overall reactor configuration. Batch adsorption experiments were carried out for the removal
of phenol from a synthetically prepared solution using fresh activated-carbon-coated glass beads.
The morphological features and surface chemistry of the adsorbent were analyzed via SEM and FTIR
techniques. The adsorbent dosage, contact time and temperature were varied along with solution
pH to assess their effects on the adsorbent performance for phenol removal. Isotherm modeling
showed that the phenol removal using the activated-carbon glass beads followed the Langmuir
model. Effectively, it was observed at an adsorbent loading of 2.5 g/150 mL of feed volume and a
contact time of 3 h produced an 80% efficiency in the batch study. Furthermore, on scaling it up to the
column, the desired 98% phenol-removal efficiency was obtained with an adsorbent dosage of 250 g
and contact time of 25 min. Adsorbent regeneration using 5% (v/v) ethanol showed a 64% desorption
of phenol from the sorbent within 20 min in the LSCFB.

Keywords: circulating fluidized bed; adsorption; activated carbon; phenol; glass beads

1. Introduction

Chemical process industries generate tremendous quantities of wastewater that significantly
contribute to aquatic environmental pollution. This has demanded the development of sustainable and
effective treatment methodologies for industrial effluents [1]. Design and development of innovative
process technology to efficiently handle large volumes of polluted water streams in a relatively shorter
time are highly desirable and promising for industrial applications. Phenol is the most commonly
present contaminant in the industrial effluent stream. It is known to be highly toxic and causes
harmful chronic effects on humans and animals alike [2]. This raises concern over the traces of
phenolic content present in drinking water and the negative externalities caused by their discharge
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from the effluent treatment plants on the environment [3]. Many technologies have been developed
for the decontamination of phenol-polluted wastewater streams, including membrane separation,
advanced oxidation, activated sludge, ion exchange and adsorption [4–6]. Out of the various specified
technologies, adsorption proves to be the most viable option due to its economic feasibility, ease of
scalability and strategic removal of the target compound(s) [7,8]. It offers a wide variety of highly
selective adsorbents with a good regeneration potential [9,10]. Since it does not yield any formation
of sludge [11], adsorption does not pose any threat to the environment and achieves a high product
quality [12,13]. Batch-mode and column-mode are the two major categories of the adsorption operation.

Column adsorption types consist of four main types: a fixed-bed type; continuous moving-bed type;
fluidized-bed type and pulsed-bed type. Of these, the fluidized-bed type is widely adopted in industries
due to its ability to handle large feed volumes and its easier process control [9]. The fluidized-bed
technology offers the salient advantages of improved heat/mass transfer rates, enhanced interfacial
contact area and isothermal operation [10]. Within the fluidized-bed column adsorption, the circulating
fluidized-bed (CFB) offers effective liquid-solid contact, uniform temperature, high throughputs
and better solid holdup control as compared to the conventional fluidized-bed type [11]. Although
gas-solid-type CFBs have been vastly investigated from the 1960s, research studies on a liquid-solid
CFB (LSCFB) are very scant. The concept of a LSCFB gained momentum around the 1990s and
has been explored widely in the last ten years [10]. The LSCFB technique is very promising for
various industries, such as pharmaceuticals, biotechnology catalytic refining, wastewater treatment,
etc. [9]. In this work, we primarily focused on phenol adsorption studies via a liquid-solid circulating
fluidized bed (LSCFB). The usage of LSCFB for phenol adsorption provides significant advantages
over the conventional fluidized beds. These advantages include an enhanced adsorption efficiency,
high operational simplicity, better yields, high liquid residence times, low chemical consumption,
applicability to non-clarified streams and an increase in the interfacial area between the solid and
liquid phases [9,12].

With the use of the appropriate solid particles, the LSCFB system would help overcome the
limitations of a conventional fluidized bed. To aid the process of fluidization in the column,
the adsorbent used in this study is glass beads [13] coated with commercial activated carbon,
primarily because of its high density. Epoxy resin was used for coating these beads with activated
carbon due to its strong adhesive properties. Before the column studies, batch investigations were
conducted to identify the optimized operating conditions for the LSCFB.

2. Materials and Methods

2.1. Materials

Bituminous coal-based commercial activated carbon (Chemviron CPG-LF) was procured from
Calgon Carbon, Brazil, for the preparation of the adsorbent beads. The activated carbon has a surface
that is non-polar, which results in an affinity for non-polar adsorbates such as organics. The adsorbent
particle sizes were in the range of 1.2–1.4 mm with an iodine number of 950 mg/g. The carbon possessed
a specific surface area of 650 m2/g (based on the Brunauer–Emmett–Teller method) with a mean pore
radius of 450 nm and total pore volume of 0.18 cm3/g. Epoxy resin (Araldite 506), methyl nadic
anhydride (MNA hardener) and phenol were obtained from Sigma Aldrich, India. Ethanol (99% pure)
was obtained from Fisher scientific, India. Glass beads (1.76 mm diameter) were provided in gift packs
from local industry in Vellore SIPCOT, India. All the chemicals and reagents used in the study were of
analytic grade and were used directly for experiments. Double-distilled water (Merck Millipore) was
utilized for the solution preparation, dilution and wash applications.

2.2. Adsorbent Preparation and Characterizations

Activated carbon was used to coat the glass beads with a dimension 1.76 mm in diameter.
This coating was achieved by using epoxy resin. The resin and MNA hardener were mixed in the
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weight ratio of 1:1. The slurry of the glass beads and epoxy resin was made and mixed, such that
the resin was distributed evenly on the glass bead surface to ensure uniform binding of the activated
carbon. Following this, a known measure of activated carbon was sprinkled into the slurry, and then
rolled and sieved to give the resultant activated-carbon glass bead adsorbent.

The morphology and surface chemistry of the synthesized adsorbent beads were analyzed through
scanning electron microscopy (SEM) and Fourier transform infrared spectroscopy (FTIR) studies.
SEM micrographs (Evo-18, Carl Zeiss, Dublin, CA, USA) were used to understand the pore structure
of the activated carbon glass bead samples. An IR spectrophotometer (IR Affinity-1, Shimazdu, Kyoto,
Japan) was used to conduct the FTIR analysis of the adsorbent through the KBr pellet method. The
spectral scan was acquired in the range from 4000 to 400 cm−1. SEM and FTIR studies were performed
for the fresh, phenol-loaded and regenerated activated-carbon glass bead samples.

2.3. Batch Adsorption Studies

The stock solution prepared was a system of phenol and water. It had an initial concentration of
1000 ppm. The as-prepared phenol water system was stable and non-azeotropic. Batch adsorption
studies were conducted for analyzing the effect of four operational parameters, namely adsorbent
dosage, contact time, pH and temperature, on the adsorbent performance [14]. Four adsorbent dosage
values of 1, 1.5, 2 and 2.5 g were examined using 150 mL of the stock solution. The conical flasks were
kept in the orbital shaker at standard conditions of 75 rpm and 30 ◦C. Samples of 10 mL after a specific
time duration was pulled out from the conical flasks to measure their pH and phenol concentration.
The solution pH was measured using a digital pH system (HQ411, Hach, Berlin, Germany). The phenol
concentration in the test samples were determined using a UV–Vis spectrophotometer (2200, Systronics,
Chennai, India) at 270 nm using the calibration graph method. A standard calibration graph was
obtained initially using known concentrations of phenol in the water standard samples (x-axis) and
the respective absorbance for each of the standard sample (y-axis). The phenol concentration for the
test samples were obtained by measuring their absorbance value and using this value to acquire the
corresponding concentration from the calibration graph [15].

For each adsorbent dosage, the contact time was varied from 0 to 3 h. Test samples were obtained
at 0.25, 0.5, 0.75, 1, 2 and 3 h of contact time. For analyzing the effect of temperature, the given adsorbent
dosage was subjected to four different temperatures (20, 30, 40, 50 and 60 ◦C) for 1 h operational time
and subjected to spectrophotometry to calculate the final phenol concentrations. To investigate the
regeneration capacity of the adsorbent, 5% (v/v) ethanol was used to desorb phenol from the adsorbent
while varying the contact time from 0 to 3 h. Test samples were acquired at 0.25, 0.5, 0.75, 1, 2 and 3 h
of the regeneration step. The phenol removal percentage was calculated by Equation (1) [16]:

%R =
Ci − Ce

Ci
× 100 (1)

where Ci and Ce are the phenol concentrations (ppm) of the initial and equilibrium states of adsorption.
The adsorption capacity of the activated-carbon glass beads after time t of adsorption for the

adsorbent (qt) was calculated using Equation (2) [17]:

qt =
(Ci − Ct) ×Va

Wa
(2)

where Ct (ppm), Va (L) and Wa (g) are the phenol concentrations after time t, the volume of feed
solution taken and the weight of the adsorbent used, respectively. The equilibrium adsorption capacity
(qe) for the adsorbent was calculated from Equation (2) using Ce instead of Ct.
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2.4. LSCFB Study

The LSCFB system consisted of three main components—A riser, downcomer and liquid-solid
separator, as shown in Figure 1. The proportionate design of the LSCFB system was based on
our previous reported work [18]. The riser was of dimensions 1.5 m height and 4 cm diameter.
The downcomer measured a height of 1.8 m and a width of 8 cm in diameter. The riser was fitted
with two inlet feed lines—A primary feed line and a secondary feed line. The primary feed line was
regulated using a rotameter with a flow rate of 3000 L/h and another flow meter of 2400 L/h regulated
the secondary pipe inlet. The capacity of the inlet feed tank to the riser for adsorption was 100 L.
The riser was provided with two distributors—A primary distributor and a secondary distributor at its
bottom. The primary distributor occupied 20% of the total bed area while the secondary distributor
was 5% open of the total bed area. The riser had two pressure tapings, one near the lower end of the
column above the distributors and the other one at the upper end just before the elbow bend into
the liquid-solid separator. These two pressure tapings were connected to a manometer filled by the
manometric fluid to record the pressure drop in the column. The top end of the riser was connected
to the liquid-solid separator just after the elbow bend. The liquid that overflowed was circulated
back to the feed tank while the rest of the contents paved their way to the downcomer through the
top dynamic seal. The capacity of the inlet feed tank to the downcomer for desorption was 100 L.
A rotameter of 2400 L/h was used to regulate the inlet feed line to the downcomer. The downcomer had
a diffuser that uniformly provides an inlet for the desorption liquid. There was a valve provided at the
bottom dynamic seal to regulate the solid holdup between the riser and the downcomer. There were
provisions for wash water provided at the bottom of the liquid-solid separator and the downcomer.
This was operated after every adsorption and desorption cycle.

 

Figure 1. Schematic diagram of the experimental setup used. (1) Feed Tank; (2) Pump; (3) Rotameter;
(4) Primary Distributor; (5) Secondary Distributor; (6) Primary Feed Line; (7) Secondary Feed Line;
(8) Pressure Tapings; (9) Riser; (10) Liquid-Solid Separator Outlet; (11) Liquid-Solid Separator; (12) Wash
Water; (13) Top Dynamic Seal; (14) Downcomer; (15) Downcomer Outlet; (16) Bottom Dynamic Seal;
(17) Wash Water Storage Tank; (18) Desorption Liquid Storage Tank; (19) Desorption Liquid Inlet;
(20) Check Valve.
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2.4.1. Adsorption Cycle

The column was washed with water before operating it at the required conditions. The adsorbent
was fed into the column to fill 35% of the riser height. The feed tank was filled with 1000 ppm stock
solution. Primary liquid was pumped into the LSCFB through calibrated flow meters at a rate of
1100 L/h. The secondary feed was pumped at 750 L/h. The combined velocity offered by the primary
and secondary feed streams was higher, which enabled the particles to move up at a velocity higher
than the terminal velocity and less than the critical velocity. At this flow condition, the adsorbents got
entrained by the liquid flowing vertically up in the riser and was passed to the liquid-solid separator.
A solid hold up developed in the liquid-solid separator allowing for more interactions between the
adsorbent and the adsorbate. Subsequently, the bulk and solid phases entered into the downcomer
section of the LSCFB. The downcomer facilitated further adsorption due to a higher residence time
offered by its larger diameter. The bulk phase flowed back into the riser through the bottom dynamic
seal that was regulated using a valve. The column was run for 50 min and 10 mL solutions were
withdrawn from the feed tank after proper mixing at 5 min intervals up to 50 min. The solution
samples were then analyzed using a UV-V is spectrophotometer for its absorbance. The feed was then
drained from the column to begin the desorption cycle after the water wash.

2.4.2. Desorption Cycle

The column was water-washed again, before its next run. The desorption liquid feed tank was
supplied with a 5% (v/v) ethanol-water solution. It was pumped into the downcomer at a liquid
flow rate of 1200 L/h. The direction of flow was reversed and the contents flowed backward into the
liquid-solid separator and into the riser. The column ran for 50 min and samples of 10 mL volume
were withdrawn from the desorption feed tank after proper mixing at 5 min intervals. The obtained
samples were examined using a UV-Vis spectrophotometer for its absorbance. The bulk phase was
then removed from the column and the adsorbent was analyzed through SEM.

3. Results

3.1. Batch Study

3.1.1. Effect of Adsorbent Dosage

The performance of the activated-carbon glass beads as a phenol removal adsorbent was mainly
assessed by two factors: (i) the phenol-removal efficiency and (ii) the adsorption capacity [19]. The effect
of the adsorbent dosage on these performance factors of the adsorbent was analyzed through batch
adsorption experiments. For all the adsorbent dosages considered, the Langmuir isotherm produced a
better correlation coefficient (R2 = 0.9431) as compared to the Freundlich isotherm (R2 = 0.9073) and,
hence, the qm value was analyzed for the factor of adsorption capacity for the various adsorbent dosages.

The phenol-removal efficiency is linked to the availability of active sites for the phenol molecules
to get adsorbed [20,21]. On the other hand, the adsorption capacity is associated with the saturation of
the binding spots on the adsorbent for the adsorbate to get adsorbed [22]. On analyzing the graph as
shown in Figure 2a, it was seen that 1 g of the adsorbent produced the same percentage of adsorption
for the various contact times and hence it was considered to be an ineffective dosage. For the case
of 1.5 g of adsorbent dosage, better results were produced than 1 g in terms of the phenol-removal
efficiency for a relatively lower value of adsorption capacity, but reached saturation at 65% itself,
which was undesirable. Additionally, 2 and 2.5 g of adsorbent dosage produced approximately the
same but much better results compared to 1 g and 1.5 g, resulting in a 78% and 80% phenol-removal
efficiency, respectively, thus making it redundant to continue our experimentation of the batch studies
with higher adsorbent loadings. Hence, it was concluded that 2.5 g of activated carbon yielded a
desirable and effective phenol removal of 80% from the feed solution. This showed that despite
having the least adsorption capacity among the various dosage runs, the adsorbent still possessed
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considerable amount of vacant active sites for phenol adsorption and this would lead to better results
(>80% phenol-removal efficiency) in the continuous LSCFB system.

 

Figure 2. Effect of (a) adsorbent dosage; (b) contact time; (c) temperature and (d) operational pH on
% phenol removal. Solution pH studies for (e) the adsorption system (phenol-activated carbon) and
(f) control system (distilled-water-activated carbon).

3.1.2. Effect of Contact Time

As shown in Figure 2b, with an increase in adsorbent loading, it took more time for the bulk of
the activated-carbon-coated glass beads to come into contact with the phenol solution, thus promoting
increased interactions between the adsorbate and adsorbent [23]. This can be explained from the
results portrayed in the figure. For instance, 1 g being the lowest adsorbent loading, it took less time
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for the bulk of the beads to come in contact with the phenolic solution and hence all contact times had
approximately the same phenol-removal efficiency. Moreover, as the adsorbent loading increased, it
was evident that the larger adsorbent loadings took a longer time to reach an effective phenol-removal
efficiency. For example, a 2.5 g loading showed variation in the adsorption percentage from a minimum
of 35% adsorption in the first 0.25 h to a maximum of 80% adsorption within the next 3 h. Additionally,
another reason for the trend observed is linked to the excessive contact time to which the system was
subjected to. As the contact time increased, the system reached a point wherein the binding sites on the
adsorbent become saturated and no more adsorption was practically possible. On closely observing the
3 h timeline for the four adsorbent loadings, it was evident that the phenol-removal efficiency increased
with incremental levels of adsorbent dosage. This shows that the beads with an adsorbent loading of
2.5 g would produce the best results of >80% phenol removal for an optimal time of 3 h. With respect
to the LSCFB, running the column at an appropriate adsorbent loading for a lesser amount of time was
the viable option to maintain the surface morphology of the activated-carbon-coated glass beads.

3.1.3. Effect of Temperature

Generally, the behavior of the phenol–water system for temperature variations is very similar to
that of a normal aqueous system till the attainment of the critical temperature of the binary system [4].
In this case, with the initial phenol solution taken being very dilute (1000 ppm) and the critical
temperature of the system being ~70 ◦C, it was safe to increase the temperature of the solution till
60 ◦C. It is a very well-known and understood fact that on increasing the temperature of the solution,
the kinetic energy of the molecules increases, which in turn increases the interaction between the
adsorbate and the adsorbent, leading to more binding of the phenol on the adsorbent and hence an
increased percentage adsorption [19].

From the graph as depicted in Figure 2c, it was observable that, at higher temperatures, all the
four adsorbent dosages followed the same trend as explained earlier and displayed better percentages
of adsorption for increased temperatures. For 1 g of adsorbent dosage, it was observed that the
phenol-removal percentage was very less, at 35% for all the temperatures. However, higher dosage
values of 1.5, 2 and 2.5 g showed better percentages of adsorption with an increase in operational
temperature. For the optimal loading of 2.5 g, the phenol-removal efficiency was increased from 51%
at 20 ◦C to 58.5% at 60 ◦C. Additionally, no significant increase in the phenol adsorption percentage
for the temperature increment from 20 to 60 ◦C was observed. This in turn indicated that a relatively
low operational temperature is more preferable for the phenol removal studies in the LSCFB. For the
continuous column study, an operational temperature of 30 ◦C was selected as this was very close to
the average room temperature of the current research work environment.

3.1.4. pH Variation Studies

The operational pH of the adsorption system is an important parameter that impacts the
phenol-removal efficiency from the feed wastewater. In this study, the pH dependency examinations
were performed by varying the operational pH in the range of 5 (acidic condition) to 9 (basic condition).
Other parameters, such as dosage, contact time and temperature for the experimental tests, were fixed
at conditions of 2.5 g, 3 h and 30 ◦C, respectively. Results for the influence of pH on the % phenol
removal is presented in Figure 2d. A maximum phenol-removal efficiency of 80% was observed at a
neutral pH of 7. Both the acidic (pH < 7) and basic (pH > 7) operational pH values resulted in a lower
phenol-removal performance. Furthermore, the % phenol removal was comparatively lower in the
basic environment than in the acidic environment. This was mainly due to the interference of the basic
OH ions that hindered the diffusional effects of the phenol molecules into the pores of the activated
carbon [4].

Further, in the batch experiments, continuous removal of phenol by the activated-carbon glass
beads altered the pH value of the bulk solution [24]. The change in the pH value of the bulk phase
would alter the instantaneous adsorption phenomenon for a given adsorbent dosage value. Figure 2e
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presents the variation of the solution pH for the four adsorbent dosages at different contact times.
It was seen that for lower adsorbent dosages and for smaller intervals of time, the pH values were
closer to 6.5. While, on the contrary, for higher adsorbent loadings kept for a longer time, say until
3 h, the pH values reached a neutral value of 7. In order to ensure the attainment of a neutral pH
by the bulk phase for higher adsorbent dosage and contact time, control runs were performed using
distilled-water-activated carbon beads to understand the variation of solution pH. Results for the
control run are presented in Figure 2f, which show a slight increment in the solution pH with increased
time and adsorbent dosage. The trivial increase in the solution pH could be ascribed to the basic
functional groups present on the surface of the activated carbon. This confirmed that the attainment of
a neutral pH for the investigated phenol-activated carbon glass beads system was predominately due
to the adsorptive removal of phenol from the bulk phase by the activated-carbon glass beads.

In general, the pH of a dilute phenolic solution having a concentration of 1000 ppm (0.01 M or
1 N) or less possessed a weak acidic character with its pH ranging from 6 to 7. The pH of the initial
solution of 1000 ppm concentration before subjecting to adsorption study was 6.2, as calculated using a
pH meter. The ability of phenol to exhibit a weak acidic character despite the presence of an −OH
group is attributed to the stability of the benzene ring. Phenol loses an H+ ion-producing phenoxide
ion that stabilizes itself by delocalizing the negative ion with the pie bonds throughout the ring [25,26].

3.1.5. Desorption Study

As shown in Figure 3, the regeneration of the phenol-adsorbed activated-carbon glass beads using
a 5% (v/v) ethanol solution was performed by assessing the desorption potential of the phenol from the
activated-carbon-coated glass beads in presence of an ethanol medium [27]. From the obtained results,
it was clear that using a 5% (v/v) ethanol solution resulted in a 56% phenol desorption efficiency for
the activated-carbon-coated glass beads for a regeneration period of 2 h. Hence, the viable option
while working with the downcomer of the LSCFB would be increasing the concentration of the ethanol
solution that can bring about a satisfactory desorption or removal of phenol from the beads within a
lesser amount of time.

 

Figure 3. The % desorption of phenol over time with the use of 5% (v/v) ethanol.

3.1.6. Adsorption Isotherms

The Langmuir and Freundlich isotherm models were examined to predict the interactive nature
between the phenol and activated-carbon glass beads. The Langmuir isotherm postulates the theory of
energetically equivalent active sites of the sorbent. Accordingly, the adsorption would result in a single
layer formation of adsorbate on the adsorbent. The isotherm advocates a characteristic theoretical
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maximum of adsorption capacity (qmax). According to Langmuir, the relation between Ce and qe in a
linearized form is shown in Equation (3) [28]:

Ce

qe
=

1
qmKL

+
Ce

qm
(3)

where qm (mg/g) and KL (L/mg) are the monolayer maximum adsorption capacity and the adsorption
constant for Langmuir isotherm, respectively. The separation factor (RL) explicates the favor of
adsorption if 0 < RL < 1 and is given by Equation (4) [29]:

RL =
1

1 + KLCi
(4)

The Freundlich isotherm supports the heterogeneous and rough surface nature of the solid phase.
The isotherm highlights the existence of interactions between the surface-bonded and free molecules
of the liquid phase, which results in multilayer formation of the sorbate molecules. The Freundlich
isotherm relates Ce and qe linearly, as presented in Equation (5) [30]:

ln(qe) = ln
(
K f
)
+

1
n

ln(Ce) (5)

where Kf (mg1 − 1/n L1/n g−1) and n are the adsorption constant for the Freundlich isotherm and the
adsorption intensity, respectively.

Results of the equilibrium modeling with experimental data are shown in Figure 4. The values of
the Langmuir (KL) and Freundlich (Kf) constants were evaluated as 0.0062 L/mg and 1.9051 mg1–1/n

L1/n/g, respectively. Various other isotherm parameters are tabulated in Table 1. The higher R2 value of
the Langmuir isotherm showed that the phenol adsorption on the activated carbon glass beads was
homogenous with monolayer formation. The separation factor (RL) was calculated from the Langmuir
constant (KL) and the initial concentration of the solution (C0). The ideal range for RL is theoretically
estimated to be between 0 and 1. When the RL value is in the range of 0 to 1, the resultant adsorption
process is said to be a favorable process. On the contrary, any value of RL > 1 indicates that the
adsorption process is reversible. The separation factor for the reported adsorption batch study using a
2.5 g adsorbent dosage was estimated to be 0.1398, which substantiated the fact that the adsorption of
phenol on activated-carbon-coated glass beads was physisorption [31].

 
Figure 4. Adsorption isotherms: (a) The Langmuir isotherm for an adsorbent dosage of 2.5 g; and (b) the
Freundlich isotherm for an adsorbent dosage of 2.5 g.
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Table 1. Equilibrium isotherm parameters.

Isotherm Parameters Values

Langmuir

R2 0.9571
qm (mg/g) 17.12
KL (L/mg) 0.0062

RL 0.1398

Freundlich
R2 0.9375
n 1.4643

Kf (mg1 − 1/n L1/n/g) 1.9051

3.2. Column Study

3.2.1. Operational Parameters

The LSCFB was designed and fabricated to run for two cycles, namely, the adsorption and
desorption cycle, operated for a total duration of 50 min per cycle and maintaining a primary flow rate
of 1100 L/h and a secondary flow rate of 750 L/h. The operating feed volume was maintained at 35% of
the total volume of the riser, whose dimensions were 1.5 m in height and 0.04 m in diameter. All the
experiments were carried out at a room temperature of 30 ◦C. The solid holdup was estimated by the
pressure gradient in the riser. On eliminating any kind of effects due to wall friction, the average solid
holdup (εs) was determined using Equations (6) and (7).

− ΔP
ΔL

= (εsρs + εlρl)g (6)

εs + εl = 1 (7)

where ΔP
ΔL , εs εl, ρs, ρl and g are the pressure drop gradient (N/m3), solid holdup, liquid holdup, density

of the solid (kg/m3), density of the liquid (kg/m3) and acceleration due to gravity (m/s2), respectively.
The value of the terminal velocity (utr) of the particle is theorized to be estimated from Equation (8).

This value tends to be greater than the minimum fluidization velocity of the particle for the liquid.

utr =

⎡⎢⎢⎢⎢⎣4(ρs − ρl)
2g2

225ρlμ

⎤⎥⎥⎥⎥⎦
1
3

dp (8)

where dp and μ are the solid diameter (m) and the liquid viscosity (kg/m s).
The cumulative flow rate of the primary and the secondary inlet pipes provided the total net

liquid flow rate. The critical velocity being greater than the terminal velocity of the particle is given by
Equation (9) [32,33]:

ucr = 1.2 ∗ utr (9)

The column was operated above the terminal velocity and below the critical transition velocity.
The operational conditions of the LSCFB are enlisted in Table 2 [18].

3.2.2. Adsorption Cycle

From the experimental data achieved, it was evident that the LSCFB facilitated a better
adsorbate-adsorbent interaction. This was corroborated from the results presented in Figure 5a
that showed that the phenol-removal efficiency in the LSCFB was 98%, which was 18% more
than the phenol-removal efficiency achieved by 2.5 g of adsorbent dosage in the batch study;
also, this enhancement in the phenol-removal efficiency was achieved in a very short operation
time of 25 min, as compared with the 3 h contact time of the batch mode.
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Table 2. Operational parameters for the liquid-solid circulating fluidized bed (LSCFB) column.

Primary Liquid Flow Rate (L/h) 1100
Secondary Liquid Flow Rate (L/h) 750
Desorption Liquid Flow Rate (L/h) 1200

Archimedes Number 56,108
Terminal Velocity of Adsorbent (m/s) 0.2783
Minimum Fluidization Velocity (m/s) 0.0180

Critical Velocity (m/s) 0.3340
Pressure Drop (N/m2) 701.19

Solid Holdup 0.5193
Liquid Holdup 0.4087

 

Figure 5. (a) The % phenol removal vs. time in an LSCFB; and (b) % phenol desorption vs. time in
an LSCFB.

3.2.3. Desorption Cycle

An adsorbent dosage of 2.5 g in the batch study produced a maximum of 56% desorption.
Under the same conditions, the continuous column study using the LSCFB resulted in a 64% desorption
in a lesser time of 20 min, as shown in Figure 5b. Hence, it was primarily evident that a continuous
flow system enriched the desorption level of the adsorbent compared to the batch mode. Additionally,
it was also interpreted that on increasing the ethanol concentration, better desorption rates can be
achieved in a lesser period.

3.2.4. Column Adsorption Models

On plotting the breakthrough curve for the column [34], a skewed S-shaped curve was obtained,
as shown in Figure 6a, which signified the different packing densities in the bed provided by the solid
and liquid voidage, thus maintaining the heterogeneity of the bed.

Further modeling was carried out using the Yoon-Nelson, Adam-Bohart and modified-dose
response models. The results for the analysis of various column models are presented in Figure 6b–d.
The Yoon-Nelson model for column adsorption is described by Equations (10,11) [35]:

ln
[

Ct

C0 − Ct

]
= kYNt − kYNτ (10)

qYN =
C0 Qτ
1000 w

(11)
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where, kYN, τ, Q, w and qYN are the rate constant (1/min), time required for 50% adsorbate breakthrough
(min), flow rate (L/min), weight of the adsorbent (g) and Yoon-Nelson adsorptive capacity of the
bed (mg/g).

The Adam-Bohart model is based on the theory that the concentration of the feed solution is
weak with the speed of adsorption limited by external mass transfer [36]. The model is explained by
Equation (12), which relates the value of C0/Ct with time (t) in an open system. It has been formulated
as follows:

ln
[C0

Ct
− 1
]
=

(
kABN0Z

u

)
− kABC0t (12)

where, kAB, Z, N0 and u are the kinetic constant (L/g/min), bed depth in the column (m), Adam-Bohart
adsorptive capacity of the bed (mg/g) and outlet velocity of the bed (m/min).

The modified dose-response (MDR) model is a topical fit variant for the column adsorption studies.
It is a non-linear logistic fit mostly used to describe the column adsorption behavior of heavy metals.
The model is described by the non-linear correlation as specified in Equations (13) and (14) [37].

Ct

C0
= 1 − 1(

ut
b + 1

)a (13)

qMDR =
C0 b
wa

(14)

where a and b (mL) are the characteristic factors of the MDR model.

 
Figure 6. (a) Phenol-activated carbon breakthrough curve analysis; (b) Yoon-Nelson fit model;
(c) Adam–Bohart fit model; and (d) modified-dose response model.
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Table 3 presents the characteristic column adsorption capacity obtained for the experimental studies
as well as using various theoretical models examined for the column adsorption. The higher correlation
coefficient of R2 = 0.8987 indicated that the column adsorption studies obeyed the Adam-Bohart
model. The adsorbent capacity predicted by this model was also very close to that of the experimental
values. This showed that the column adsorption of phenol onto the activated-carbon-coated glass
beads involved a quasi-chemical interactions along with the absence of the internal diffusion effects of
the bulk phase on the solid phase [36].

Table 3. Column study—Adsorption modeling.

Model Characteristic Parameter Parameter Value R2

Breakthrough curve Bead Capacity (BC) 250 mg/g -
Yoon-Nelson Adsorbent Capacity (q0YN) 163 mg/g 0.7472
Adam-Bohart Adsorbent Capacity (N0) 279 mg/g 0.8987

Modified-dose response Adsorbent Capacity (qMDR) 291 mg/g 0.8492

3.3. SEM Analysis

The morphology of the fresh, spent and regenerated activated-carbon glass beads was studied
by the SEM technique. The micrographs obtained for the adsorbent beads are presented in Figure 7.
As shown in Figure 7a, the activated carbon possessed a cellular and honeycomb-like structure, despite
the process undergone in the preparation of the adsorbent using the glass beads, epoxy resin and
activated carbon. The thin porous sheet-like structure of the adsorbent was homogenously distributed,
which elevated the pore density of the activated carbon beads. These numerous pores hosted the
necessary active sites for phenol adsorption [38].

 

Figure 7. SEM micrographs of the activated-carbon-coated glass beads: (a) before adsorption; (b) after
adsorption; and (c) after desorption.

The SEM image for the spent adsorbent (Figure 7b) showed the successful adsorption of the phenol
molecules on the activated-carbon-coated glass beads. The densified nature of the adsorbent with
complete coverage of the porous honeycomb structure confirmed the phenol binding to the adsorbent
surface. The micrograph also showed a uniform coverage of the active sites by the phenol molecules,
which indicated the energetically homogenous nature of the activated-carbon glass beads [39].

Figure 7c depicts the regenerated surface of the activated-carbon-coated glass beads. The quasi-porous
nature of the regenerated adsorbent clearly showed that the ethanol medium efficiently desorbed the
phenol molecules from the pores of the adsorbent, allowing the reuse of the adsorbent in the LSCFB.

3.4. FTIR Analysis

The surface chemistry of the activated-carbon glass beads at different stages of the experiment was
analyzed using the FTIR technique. Figure 8 and Table 4 contain the results for the pristine adsorbent.
The characteristic stretch observed at 3626.17 cm−1 was due to the –OH band of the adsorbed water
whereas the peaks at 3095.75 cm−1 and 3066.82 cm−1 were due to the –OH vibrations of the carboxylic
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acids group present in the activated carbon. The spectra showed the presence of peaks in the fingerprint
region, which corresponded to the presence of SiO2 and C–C bonds, thus confirming the presence of
glass beads and activated carbon, respectively. The epoxy resin (C21H25ClO) showed a strong C–Cl
presence in the infrared region between 800 and 600 cm−1. The large number of teeth-like structures
was attributed to the occurrence of vibrations of the C–C bonds when subjected to infra-red radiation.
The absence of other peaks throughout the entire wavelength region confirmed that the adsorbent
contained only the aforementioned compounds [40].

 

Figure 8. FTIR analysis of the adsorbent: (a) before adsorption; (b) after adsorption; and (c) after desorption.

Table 4. FTIR functional group analysis for the activated-carbon beads.

Wavelength Region (cm−1) Functional Group Compound

Fresh activated-carbon beads
600–400 - SiO2 (Glass Beads)

Teeth-like structures between 1500 and 600 - C–C (Activated Carbon)
800–600 C–Cl Epoxy Resin

Spent activated-carbon beads
1410–1310 –OH Phenol

Teeth-like structures between 2500 and 2000 Aromatic (Benzene) C = C (Strong)
900–700 Aromatic (Benzene) C = C (sp2 C–C)

Regenerated activated-carbon beads
1600–1400 Aromatic (Benzene) C = C (Weak)

Teeth-like structures between 2500 and 2000 Aromatic (Benzene) C = C
800–590 –OH Ethanol (Weak)

FTIR spectra for the phenol-adsorbed activated-carbon glass beads are presented in Figure 8 and
Table 4. The results indicated the presence of phenol at a stretch between 1410 and 1310 cm−1 and at
an appropriate value of 1388.75 cm−1. Secondly, the prevalence of teeth-like structures between 2500
and 2000 cm−1 showed strong C = C functionality due to the presence of an aromatic ring. Moreover,
the existence of a benzene ring in phenol adsorbed by the adsorbent can be confirmed by the peak at
821.68 cm−1. Given the fact that the solutions taken were dilute, peaks were not obtained between
3200 and 3100 cm−1, which would have indicated an alcohol-water solution in the system. The red
shift in the –OH band from 3095.75 cm−1 (pertaining to fresh adsorbent) to 3093.82 cm−1 indicated the
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interactions of the carboxylic groups present in the adsorbent for phenol adsorption. Additionally,
the peaks obtained in the fingerprint region adhere to those previously obtained, thus proving that no
other compounds were formed during adsorption [41].

The results for surface functionality of the ethanol-washed adsorbent beads are presented in
Figure 8 and Table 4. The presence of a peak at 794.67 cm−1 indicated the weak presence of an
alcohol group, which was possibly ethanol. Secondly, the broad stretch between 1600 and 1400−1

with a peak at 1537.27 cm−1 showed a weak aromatic character, which indicated the reduced aromatic
tendencies as compared to Figure 8b. This confirmed the successful desorption of phenol in the
regenerated adsorbent beads; also, the restoration of the characteristic bands at positions 3098.87 cm−1

and 3074.81 cm−1 confirmed the successful regeneration of the adsorbent beads. The presence of no
other peaks highlighted that no other side compounds were formed that led to any changes in the
system and both adsorption and desorption occurred successfully. Additionally, the fingerprint region
remained the same as before.

4. Conclusions

In this study, activated-carbon-coated glass bead adsorbents were developed and applied for
phenol removal from synthetic wastewater. Batch adsorption studies indicated a maximum phenol
removal of 80% for the optimal operational conditions of an adsorbent dosage 2.5 g, contact time 3 h
and temperature 30 ◦C. Reusability studies of the adsorbent beads using a 5% (v/v) ethanol solution
showed a good regeneration percentage of 56%, which were associated with the activated-carbon beads
for phenol removal studies. To further enhance the performance of the phenol-removal process using
the as-developed activated-carbon beads, a column study was performed in an LSCFB. A very high
phenol-removal efficiency of 98% was achieved in the LSCFB with an enhanced regeneration efficiency
of 64% for the adsorbent beads, within a shorter duration of 20 min (as compared to batch adsorption
results). The results analyzed from the batch and column study indicated that the Langmuir and
Adam-Bohart models provided the best fit, respectively. This elucidated the monolayer deposition of
the phenol on the adsorbent beads through a quasi-chemical reaction phenomenon. Furthermore, the
morphological analysis of the adsorbent beads at various stages of adsorption and regeneration studies
exhibited their intact structural stability. Furthermore, surface chemistry studies of the adsorbent using
the FTIR technique showed that the chemical functionality of the adsorbent was well maintained,
and that successful phenol adsorption/desorption occurred on the surface of the activated-carbon
glass beads. The results highlighted that the continuous mode of phenol removal and adsorbent
regeneration using the LSCFB was more advantageous and significant than the batch mode. Thus,
phenol removal using activated-carbon-coated glass beads in an LSCFB is reported as a novel approach
for effective treatment of phenol-polluted wastewater streams. The promising results of the study
indicate the possible industrial potential of the presented technique, especially towards toxic phenol
contaminant elimination from aqueous solutions.
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Abstract: This research focuses on the use of natural lighting integrated into buildings. Cylindrical
glass was fitted into the top of our test model, which was 1 m × 1 m × 1 m, which enhanced the
light inside it. The glass fitted comprised a single layer (G), two layers (2G), or two layers of glass
filled with distilled water (2GW). Each combination of glass increased the number of glass cylinders
from two to six. The nine formats were tested indoors using a light intensity of 1000 W/m2 and the
temperature was controlled at 25 ◦C. The lowest temperature averaged 34.4 ◦C, which was recorded
using only two glass cylinders that had two layers of glass filled with distilled water. The average
internal illumination was 549 lux, which agreed with the CIE standard. Then, the two layers of glass
filled with water were examined under natural conditions. It was found that the highest average
inside temperature was 40.4 ◦C at 1:30 p.m. The average illuminant values for three days were in
the range of 300–500–750 lux, which concurred with the CIE standard. Additionally, the use of the
2S-2GW resulted in the conservation of electrical energy consumed by the cooling load and the
illumination of the building between 9:00 a.m. and 3:00 p.m.

Keywords: energy saving; daylight; heat flux reduction; illumination; CIE standard

1. Introduction

Building energy consumption figures have risen from 26% in 1980 to 54% in 2010 and are predicted
to rise to 84% in 2050. They will continuously increase day by day because of the rise in population,
the growth of modern society, and quality of life improvements [1,2]. Lighting in offices contributes to
approximately 30% of the total energy consumption in buildings [3–6]. In recent years, buildings have
been appropriately developed, constructed, and maintained so as to supply their inhabitants with a
better environment quality and electrical energy conservation through optimal design and functional
practices [6,7].

Natural daylight is a very important source of illumination in buildings because it is free and
helps reduce energy consumption [8–10]. Sufficient and effective daylight utilization results in energy
saving. The use of natural daylight in buildings will also be significant for the visual and physical
comfort and health of the people working within them [6,11–14]. The advance of daylight investigation
contributes to energy conservation, improves human welfare, enhances physiological capacities,
and avoids disease. One of the consequences of the adjustment of the human eyes to light over time
is visual ability, and subsequently, the significant function of the psychophysical levels of daylight
for numerous activities is affected. Undoubtedly, daylight conditions can impact the inhabitants of
buildings both mentally and physically. Many studies have proven that the hormone melatonin is
suppressed by daylighting, which enables us to improve regular light–dark rhythms that can help
individuals gain satisfactory rest [15–18]. Daylighting will be used for various applications and it
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has outstanding solutions to reduce energy consumption for internal building areas. The regular
daylight system comprises a top skylight and a window. Windows allow natural light to illuminate
the interior of a building while also allowing for the transfer of heat. Some areas of a building cannot
be reached by natural light, so they do not heat up as much as the external parts of the structure [19].
The effects of inadequate daylight deeper in a building necessitate extra use of electricity from lighting,
which contributes to approximately 30% of total energy consumption [20].

The conservation of artificial lighting during the daytime allows for great energy saving [21,22].
Architectural structures can be designed to provide adequate and efficient daylight for the internal
areas of a building, which will result in energy conservation [19,23–26]. Daylight illuminates the inside
of a building and transfers infrared radiation, which can be significantly absorbed by water vapor in
the air, which is an important cause of thermal gain in buildings [27,28]. As a result of excessive heat
gain in the building, ventilating fans and air conditioners are essential for providing a cool, controlled
environment, removing the hot air from the building, or cooling the interior air. This is necessary for
providing a comfortable environment for the inhabitants. This requires significant power consumption.
To significantly reduce thermal accumulation in buildings and appropriately utilize natural lighting,
the top of the test box was designed and constructed using wood and glass cylinders filled with
distilled water. Our experiment concentrated on testing both thermal performance and the amount of
natural light inside the box by using various glass cylinders that were constructed to meet the required
heat transfer reduction and energy conservation levels within buildings.

2. Materials and Methods

2.1. Testing Model Design, Temperature, and Illuminant Measurements under Controlled Conditions

The thermal and illuminant performance of our model, which was constructed from wood on five
sides and insulated using polyethylene sheets with different configurations of glass inserted into the
top of the box, were investigated using nine different cylindrical glass designs. The dimensions of our
model had an area of 1 m2, and a volume of 1 m3, as shown in Figure 1. The top of the testing unit was
interchanged using two glass cylinders (2S), four glass cylinders (4S), and six glass cylinders (6S) to
allow light to enter the box, creating illumination within it. Each glass design was constructed as either
a single layer of glass (G), two layers of glass (2G) or two layers of glass filled with distilled water
(2GW), as shown in Figure 2. Insolation was provided by nine 500 W halogen lamps placed 0.25 m
away from the top of the unit. The nine lamps were calibrated to deliver a light intensity of 1000 W/m2,
which was regulated using a basic voltage control device. K-type thermocouples with an accuracy of
±0.5 ◦C were employed to measure the temperature changes, and were attached to both the exterior
and interior surfaces of the glass and the top of the unit using thermal paste to ensure good thermal
contact, and were insulated using aluminum foil tape. The ambient temperature in the laboratory was
set at approximately 25 ◦C using an air conditioner. The temperature inside the box was measured by
suspending a thermocouple in the center of it. All data were recorded at 2 min intervals continuously
for 3 h using a data logger, and the illuminance was measured using a lux meter (DIGICON LX-70).

56



Energies 2020, 13, 2528

 

 

(a) (b) 

Figure 1. (a) View of the test unit in controlled conditions. (b) Fixed locations of the thermocouples for
temperature testing.

Figure 2. Views of the glass units.

2.2. Testing the Boxes’ Thermal Behaviors and Illuminant Measurements under Natural Light and
Weather Conditions

The following experiment was conducted under natural light and weather conditions.
The surrounding solar radiation intensity swung from 0 to 0.840 kW/m2 throughout the day between
6:00 a.m. to 6:00 p.m. The surrounding temperature fluctuated between ~24 ◦C in the morning and the
maximum value of approximately 35.8 ◦C at around 1:00 p.m. Wind speed surrounding the testing
area was between 0.10 and 3.50 m/s. The thermal and illuminant performance of the optimum model
was further studied using two experimental boxes, as shown in Figure 3. Both test boxes were built
to the same specifications using identical materials. The ambient temperature, internal temperature,
and exterior and interior surface temperatures of the top of the units were measured and recorded
at 5 min intervals continuously for 12 h in actual ambient conditions. A pyranometer was set in an
outdoor area to measure the solar radiation intensity, and the wind speed was recorded using an
anemometer. The illuminance measurement was recorded using a lux meter (DIGICON LX-70).

Figure 3. View of the testing boxes in actual weather conditions.
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3. Results and Discussion

3.1. Surface Temperatures on the Top and Internal Temperatures of Each Model under Controlled Conditions

The exterior (Tgo) and interior (Tgi) glass surface temperatures on the top of the box, the exterior
(Two) and interior (Twi) surface temperatures of the wooden top, and the internal temperature (Tr) and
ambient temperature (Ta) of the testing model, using two glass units constructed from two layers of
glass sealed with air inside (2S-2G), are shown in Figure 4. While controlling the artificial light intensity
at 1000 W/m2, the temperature variations in each position were observed for 180 min. When the
testing time exceeded 40 min, the temperature in each location remained stable. The temperature
values for longer than 40 min were calculated to determine the average temperatures in each position,
as exhibited in Figures 5 and 6. For the 2S-2G, the average temperatures of Tgo, Tgi, Two, Twi, Tr, and Ta

were approximately 58.7 ◦C, 63.5 ◦C, 66.8 ◦C, 77.7 ◦C, 37.2 ◦C, and 24.9 ◦C, respectively, as shown
in Figures 4–6. The average temperatures of the other glass units were similar to those of the 2S-2G,
as exhibited in Figures 5 and 6.

Figure 4. Temperature variations at different locations of the 2S-2G glass units.

Figure 5. Comparison of the internal and external temperatures of the top surface of the box and the
nine glass units.
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Figure 6. Comparison of internal unit temperatures of each configuration of the glass units.

The internal temperatures of the 2S-G, 2S-2G, 2S-2GW, 4S-G, 4S-2G, 4S-2GW, 6S-G, 6S-2G,
and 6S-2GW, increased until they reached a steady value at a testing time of longer than 40 min,
as shown in Figure 4. The average internal unit temperatures of the models were approximately
35.6 ◦C, 37.2 ◦C, 34.4 ◦C, 38.0 ◦C, 38.8 ◦C, 37.8 ◦C, 38.0 ◦C, 38.4 ◦C, and 36.3 ◦C, respectively, as shown
in Figure 6. It was observed that the internal temperature of the 2S-2GW was lower than those of
the 2S-G, 2S-2G, 4S-G, 4S-2G, 4S-2GW, 6S-G, 6S-2G, and 6S-2GW units, which were 1.2 ◦C, 2.8 ◦C,
3.6 ◦C, 4.4 ◦C, 3.4 ◦C, 3.6 ◦C, 4.0 ◦C and 1.9 ◦C, respectively. The two glass units constructed from two
layers of glass sealed with distilled water inside (2S-2GW) reduced the inside unit temperature by
more than 3% when compared with the other glass units. This demonstrated that a decrease in heat
propagation from the exterior surface to the interior was achieved in the test unit. This clearly indicates
that the optimum glass units, which were filled with distilled water, demonstrated optimal insulating
properties, which led to a reduction in the heat transmission load. The lower interior temperature
of the box created by the 2S-2GW unit could lead to energy savings in buildings and a significant
reduction in the yearly peak cooling requirement [29–31].

3.2. Indoor Illuminance under Controlled Conditions

The average illuminances of the nine different glass designs (2S-G, 2S-2G, 2S-2GW, 4S-G, 4S-2G,
4S-2GW, 6S-G, 6S-2G, and 6S-2GW) are shown in Figure 7. When using the 2S-G, 2S-2G, and 2S-2GW
in a two-unit configuration, the average interior illuminances decreased from 710 lux to 549 lux,
respectively. The average illuminances of the 4S and 6S were similar to those of the 2S, as displayed in
Figure 7. Although the average interior illuminances decreased when the model of the two layers of
glass filled with distilled water was used instead of the single glass unit, the illuminance level of this
configuration was in the range of 300–500–750 lux, which is also based on the International Commission
on Illumination standard. Additionally, this unit reduced the room temperature by more than 3%
when compared with the single glass unit. When using the single layer of glass in a configuration of
two, four, or six units, the average illuminance values increased from 710 lux to 748 lux, respectively,
as shown in Figure 7. For the cases of the two-layer glass (2G) and the one filled with distilled water
(2GW), the average illuminances were similar to that of a single layer of glass (G), as shown in Figure 7.
This demonstrated that an increase in the number of glass units directly increased the illumination.
The average interior illuminance of each of the nine configurations was in the range of 300–500–750 lux,
which achieved the International Commission on Illumination standard (CIE standard).
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Figure 7. Comparison of illuminance of each of the configurations of the glass units.

3.3. Comparison of Thermal Behavior and Inside Illuminance under Natural Weather Conditions

The difference between the thermal behaviors and interior illuminance of two of the models was
investigated using two glass units, with two layers of glass filled with distilled water (2S-2GW) in only
one of the models under natural weather conditions, which were concurrently tested from 6:00 a.m. to
6:00 p.m. daily for three days, giving a 12 h test cycle (29 October, 31 October, and 4 November 2019).
The fluctuations in the solar radiation, ambient temperature, interior surface temperature, exterior
surface temperature, and room temperature of the two models were examined and compared,
as illustrated in Figures 8–11 and Tables 1 and 2.

 
(a) (b) 

 
(c) 

Figure 8. Reference testing of the exterior and interior surface temperatures of the box under natural
weather conditions: (a) 29 October 2019, (b) 31 October 2019, and (c) 4 November 2019.
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(a) (b) 

 
(c) 

Figure 9. Testing the exterior and interior surface temperatures of the 2S-2G glass unit under natural
weather conditions: (a) 29 October 2019, (b) 31 October 2019, and (c) 4 November 2019.

 
(a) (b) 

(c) 

Figure 10. Comparison of the temperature gradients of both boxes under natural weather conditions:
(a) 29 October 2019, (b) 31 October 2019, and (c) 4 November 2019.
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(a) (b) 

 
(c) 

Figure 11. Inside temperatures of the two testing units under natural weather conditions: (a) 29 October
2019, (b) 31 October 2019, and (c) 4 November 2019.

Table 1. Average highest temperatures at different locations of the reference and 2S-2GW glass models
under natural weather conditions for three days.

Day

Type of Model

Reference 2S-2GW

Two

(◦C)
Twi

(◦C)
Tr

(◦C)
Ta

(◦C)
Two

(◦C)
Twi

(◦C)
Tgo

(◦C)
Tgi

(◦C)
Tr

(◦C)
Ta

(◦C)

1st 52.4 53.3 43.0 37.8 46.4 53.6 43.4 49.8 42.3 37.8
2nd 47.0 49.3 39.9 34.4 45.4 49.3 37.8 47.8 39.5 34.4
3rd 43.4 49.6 41.3 35.3 39.7 47.4 37.3 46.7 39.4 35.3

Avg. 47.6 50.7 41.4 35.8 43.8 50.1 39.5 48.1 40.4 35.8

Table 2. Average temperatures at various positions of the reference and 2S-2GW glass units under
natural weather conditions.

Day

Type of Model

Reference 2S-2GW

Two

(◦C)
Twi

(◦C)
Tr

(◦C)
Ta

(◦C)
Two

(◦C)
Twi

(◦C)
Tgo

(◦C)
Tgi

(◦C)
Tr

(◦C)
Ta

(◦C)

1st 39.4 40.6 37.1 33.2 35.7 41.0 35.7 40.5 36.7 33.2
2nd 34.9 36.1 33.1 29.8 34.1 36.4 31.1 36.8 32.7 29.8
3rd 34.7 37.7 34.3 30.6 34.3 37.3 32.3 37.7 33.6 30.6

Avg. 36.3 38.1 34.8 31.2 34.7 38.2 33.0 38.3 34.3 31.2
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3.3.1. Surface Temperature Fluctuation

Periodically, clouds altered the intensity of solar radiation throughout the day from 6:00 a.m. to
6:00 p.m. with a maximum intensity of approximately 0.840 kW/m2 at around midday, as shown in
Figures 8, 9 and 11. The surrounding temperature was affected by both the weather conditions and the
wind speed which was recorded at 0.10 to 3.50 m/s. The surrounding temperature fluctuated between
~24 ◦C in the morning, around 6:00 a.m., and approximately 35.8 ◦C at around 1:00 p.m.

The surface temperature fluctuation of the reference model is shown in Figure 8 and Table 1.
The average maximum exterior and interior temperatures of the wooden top, and the ambient
temperatures for three days reached as high as 47.6 ◦C, 50.7 ◦C, and 35.8 ◦C, at around 12:00, 12:30,
and 1:00 p.m., respectively, and then decreased in value. The average exterior and interior surface
temperatures of the wooden top, and the ambient temperatures for three days, were approximately
36.3 ◦C, 38.1 ◦C and 31.2 ◦C, as listed in Table 2, which were observed consecutively from 6:00 a.m. to
6:00 p.m. each day.

The surface temperature variation of the 2S-2GW model is exhibited in Figure 9 and Table 1.
The average highest exterior and interior temperatures of the wooden top, and the glass top, including
the ambient temperatures for three days, reached as high as 43.8 ◦C, 50.1 ◦C, 39.5 ◦C, 48.1 ◦C, and 35.8 ◦C,
at around 12:00 p.m., 1:00 p.m., 12:00 p.m., 1:00 p.m., and 1:00 p.m., respectively, and then decreased in
value, while the overall averages were approximately 34.7 ◦C, 38.2 ◦C, 33.0 ◦C, 38.3 ◦C, and 31.2 ◦C,
respectively, as shown in Table 2, which were observed consecutively from 6:00 a.m. to 6:00 p.m.
each day.

3.3.2. Temperature Gradient

The temperature gradients on both the interior and exterior surfaces of the top of the two test
units were investigated for three days, as shown in Figure 10. The temperature gradients on the
top surface of the units were positive when the outer surface temperatures were higher than those
inside, while the temperature gradients on the top surfaces were negative when the outer surface
temperatures were less than those of the interior. The temperature gradients of the 2S-2GW and
reference models had a positive gradient of temperature for three days, with the highest average values
being approximately 23 ◦C/m and 26 ◦C/m around midday, which then decreased in value during
the afternoon. The temperature gradients of the top of the 2S-2GW glass units after 9:00 a.m. were
negative when the temperature on the outer surface was lower than that of the inside of the model.
The average maximum negative value on the top of the 2S-2GW glass unit surfaces was approximately
15 ◦C/m. This shows that the heat from the surrounding weather can obviously transfer to the inside
of the box during the daytime, while part of the heat can flow through the glass and back into the
ambient weather at the same time. This relates to a decrease in heat accumulation within the box when
using the 2S-2GW glass unit, and implies a conservation of energy consumption from cooling loads in
buildings, which is clearly a significant result.

3.3.3. Indoor Space Temperature and Illuminance

Figure 11 presents the variations of the inside space temperatures of the 2S-2GW and reference
models. The natural fluctuation in solar radiation, surrounding temperature, and exterior and interior
surface temperatures on the top of the boxes affected the inside space temperatures, which varied
throughout the day, and were recorded from 6:00 a.m. to 6:00 p.m. for three days. It was observed
that the inside temperatures of the two test units were approximately equal between 6:00 a.m. and
10:00 a.m., and then after 10:30 a.m. their temperatures started to diverge, which was due to different
peak temperatures being reached at various times. The interior temperatures of the 2S-2GW and
reference units rose more rapidly, and achieved the highest peak value of 40.4 ◦C and 41.4 ◦C, as shown
in Table 1, which averaged at 12:30 p.m. and 12:00 p.m., respectively. The average inside temperatures
of the 2S-2GW and reference test unit were 34.3 ◦C and 34.8 ◦C, respectively, over a period of three
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days, as shown in Table 2. It was observed that the peak and average temperatures inside the 2S-2GW
were lower than the reference model by around 1.0 ◦C and 0.5 ◦C, which demonstrates a decrease in
heat propagation from the exterior surface to the interior. Using the 2S-2GW glass units to reduce the
temperature in a room allows for energy saving in buildings and a significant decline in the yearly
peak cooling requirement [29–31].

The average indoor illuminance of the 2S-2GW is shown in Figure 12. The average indoor
illuminance increased and reached its highest at around midday, and then dropped in value, which was
recorded between 300 and 750 lux from 9:00 a.m. to 3:00 p.m. The interior illuminance of the 2S-2GW
glass unit was in the range 300–500–750 lux, which adhered to the International Commission on
Illumination standard (CIE standard). If this glass unit was to be adopted into buildings according to
geographical locations in the tropics, the energy consumption reduction in both the cooling load of air
conditioners and artificial lighting would be achieved, creating a significant decline in the yearly peak
energy consumption requirement. Although a life cycle assessment of the 2S-2GW roof window costs
has not been investigated in this specific context, we may analyze a more widespread context in the
next work. In view of long-term benefits, the design using the two glass units that had two layers
of glass filled with distilled water can reduce the internal space temperature at the highest peak and
provide adequate and efficient daylight illuminance, which leads to this new form of knowledge.

  
(a) (b) 

 
(c) 

Figure 12. Variability of the average indoor illuminance under natural weather conditions: (a) 29 October
2019, (b) 31 October 2019, and (c) 4 November 2019.

4. Conclusions

This paper contained sufficient contributions which were based on sound scientific knowledge.
The application of natural light integrated into the test box was successfully investigated by using the
novel glass units, which provided adequate and efficient daylight illuminance into its interior and
decreased heat transmission through the building frames. The average highest room temperature
of the two glass units that had two layers of glass filled with distilled water decreased the value at
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the highest peak of the day by 1.0 ◦C when compared with that of the reference testing model under
natural weather conditions. The average internal illuminant values for three days were in the range
of 300 to 750 lux from 9:00 a.m. to 3:00 p.m., which agreed with the standard of the International
Commission on Illumination. Lower room temperatures were achieved by utilizing the integration of
natural light into buildings which led to the conservation of energy consumption from the cooling load
of air conditioners and lighting systems. This demonstrates a significant decline in yearly peak cooling
and lighting energy consumption.
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Abstract: This work investigates the light illumination intensity, light transmission performance,
light distribution on the floor, and daylight factor of vertical light hollow tubes at various incident
elevation angles of a light source. The light tubes were made from commercial aluminum alloy sheets
and commercial zinc alloy sheets to investigate internal illuminance for buildings and reducing the
demand of electrical energy from artificial lighting. The vertical light tubes with a constant length of
0.5 m and diameters of 0.20, 0.25, and 0.30 m were designed in a testing room model, with dimensions
of 1 m × 1 m × 1 m. A 20-W light-emitting diode (LED) lamp was used as the light source for the
lighting simulations, which was placed away from the top of the light tube. The incident elevation
angle of the light source was changed between 0◦ and 80◦ with 5◦ increments. It was found that the
elevation angle of the incidence light had an influence on the light intensity distribution on both
ends of light tube. The average illuminance performance of both material types increased with an
increase of the incidence angle from 0◦ to 80◦ and an increase of the tube diameter from 0.20 m to
0.30 m. The commercial aluminum alloy tube promotes greater light transmission and daylight
factor when compared with the commercial zinc alloy tube in each condition. This illuminance
measurement demonstrates that the light tube could be included in the lighting systems of some
deeper or windowless areas of buildings to decrease the demand of energy consumption in the
lighting of buildings.

Keywords: daylight; light pipe; light transmission; daylight factor; illumination

1. Introduction

A high level of solar radiation is experienced throughout most of Thailand throughout
the year. The average daily value of solar radiation is around 18.2 MJ/m2-day with the
highest levels of solar radiation experienced in the months of April and May, between
20 and 24 MJ/m2-day [1–3]. These conditions cause significant thermal accumulation in
buildings. Therefore, energy consumption in buildings is due mainly to the air conditioning
system and lighting, which has been increasing due to the energy demands of modern
society to improve the comfort of the occupants. Approximately 30% of total energy
consumption in residential and commercial buildings is demand for artificial lighting.
Nowadays, buildings are designed and constructed to provide their occupants with a
better-quality environment and to improve energy conservation with optimal designs and
functional practices [4,5].

Daylight is one solution to save energy consumption in buildings because it is free
and a valuable light source for internal building areas throughout the day [6–8]. Effective
daylight utilization can result in energy savings. The use of natural daylight in buildings
also significantly improves the visual and physical comfort of the building. Individuals
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spend most of their time inside [9–13]. Windows permit daylight to illuminate interior
building spaces, but parts of the deeper internal building areas do not obtain daylight,
and heat transfers through windows as well [14]. Effects of insufficient daylight within
deeper building areas and thermal accumulation in buildings due to daylight illumination
mean that the artificial lighting system can be an option for illumination and contributes to
reducing approximately 30% of total building energy consumption [15].

Reducing the artificial lighting energy consumption during the daytime is an issue for
energy savings [13,16,17]. The design of architectural structures that can carry adequate
daylight into the internal building areas results in energy conservation for both illumination
and the air conditioning system [14,15,18–23]. Light pipes are an alternative way to provide
daylight into indoor spaces of buildings, which is useful for spaces with or without glazing
opening [24,25]. Light pipe systems may be straight or have bends. Commercial light pipes
can be defined as a hollow tube to allow the illumination into deeper parts of buildings
that do not receive sufficient daylight. Light pipes can be responsible for reducing the
electricity consumption of artificial lighting systems [5].

Many studies have investigated various components of light pipe systems to improve
the performance, such as integrating other functions such as ventilation. The integration
of a light pipe system into a natural stack ventilation and solar heating was investigated
by Shao and Riffat [26]. A horizontal light pipe with a trapezoidal shape was designed by
Canziani et al. who used an active reflector to track the solar rays and further improved
illumination into deeper areas by increasing the uniformity [27]. Light tubes with apertures
attached have also been used to transmit daylight [28]. Uniform lighting levels on different
levels of buildings can be provided by vertical light pipes, lighting multiple areas [29].
An illuminance proportion of 14% under cloudy sky and 7% for sunny conditions in
winter and cloudy conditions was investigated using the light pipes [30]. Mohelnikova
evaluated the efficiency of light pipes to be between 0.2 and 0.5, when different diameters
of light pipes were studied [31]. Apart from these, the term “daylight penetration factor”
(DPF) of light pipes was used to determine the performance of a daylight system, which
describes the relation of the internal illuminance due to a light pipe against the total
external illuminance [32–34]. A good lighting system requires 1–2% daylight factor (DF)
for activity in residence and 2–4% DF for activities in office buildings under International
Commission on Illumination (CIE) standard for overcast conditions [35]. The relationship
of the average inside illuminance and different diameters of light pipes was investigated by
Vasilakopoulou et al. [36]. The performance of light pipes was experimentally investigated
under subtropical climates in Instanbul [25], Hong-Kong [37], Korea [38], Beijing [39], and
Jordan [40] which demonstrated that good results and a uniform light distribution can be
provided to buildings using light pipes.

In Thailand, aluminum and zinc alloy sheet metal were generally used as roofing and
siding material of buildings because of its lightweight, superior corrosion resistance and
higher chemical durability than steel sheets [41–43]. Our previous presented work [44]
designed and constructed the light tubes with a fixed length of 0.5 m and the different
diameters of 0.20, 0.25, and 0.30 m, which were made from commercial aluminum and zinc
alloy sheets. That work demonstrated only the reflection performance of hollow light tubes
at each condition. To appropriately consider and utilize the illumination of the vertical light
hollow tubes for transmitting light into buildings, this current investigation was focused
on examining the improved illumination distribution at the top and bottom ends, light
transmission performance, the internal illuminance distribution on the floor plane, and the
daylight factor at various incident angles of the light source. Furthermore, the correlation to
these obtained experimental values of the vertical light hollow tubes in each material type
at different diameters and incident elevation angle was also investigated and compared.

2. Materials and Methods

The light tubes were produced with either a commercial aluminum alloy sheet or a
zinc alloy sheet. Both were designed as tubes with a length of 0.5 m and different diameters
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of 0.20 m, 0.25 m, and 0.30 m. Each light tube was installed on the top of a testing room
to allow light to transmit into the interior space. The six sides of the testing room were
built using wood. The model room’s walls each had an area of 1 m2 and a volume of
1 m3, as shown in Figure 1a. A 20-W artificial LED lamp was used as the light source. The
illumination changes, as the elevation angle was varied between 0◦ and 80◦ with a step size
of 5◦, are exhibited in Figure 1. The illumination at nine positions—at the top and bottom
ends—of each light tube was measured by using an illuminance lux meter (DIGICON
LX-70) which is also based on the International Commission on Illumination standard (CIE
standard) as shown in Figure 2. All values at the top and bottom side ends were calculated
to determine the average illuminance of vertical aluminum and zinc alloy tubes with the
diameters of 0.20 m, 0.25 m, and 0.30 m. The average luminous intensity at the top and
bottom side ends was evaluated to identify the improved light transmission efficiency. The
illuminance distribution in the model area was also tested and measured at 25 locations
using an illuminance lux meter according to the CIE standard, as exhibited in Figure 3. The
daylight factor was defined as the proportion of average internal illumination on the floor
plane and the related luminance at ambient areas on horizontal and unshaded areas.

 

 

(a) (b) 

Figure 1. (a) View of the testing room. (b) Incident angle.

 

Figure 2. Fixed location of the nine illuminance measurements at the top and bottom end positions
of light tube.
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Figure 3. Fixed positions of the 25 illumination measurements on the floor plane.

3. Results and Discussion

Figure 4 presents the internal illumination contours of the top positions of the alu-
minum alloy light tube, with a diameter of 0.25 m, at various incident light angles. A color
map on the two-dimensional horizontal plane demonstrates the illuminance distribution at
the top position of the hollow light pipe. The illumination of the top position was between
248 lux and 282 lux at the incident light angle of 0◦, which was uniformly distributed.
While increasing the incident light angle from 0◦ to 30◦, the illuminance distribution at the
top position was nearly uniform in value. When the incident light angle increased from
30◦ to 80◦, the internal illuminance distribution became nonuniform in some positions, as
exhibited in Figure 4d–f. As the incident light angle increased from 0◦ to 80◦, the internal il-
lumination distribution at the top end changed in each condition. The illuminance value at
each position on the top increased in value when the incident angle increased, as displayed
in Figure 4.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 4. Internal illumination contours of the aluminum alloy tube on the top end for the incident light angles of (a) 0◦,
(b) 15◦, (c) 30◦, (d) 45◦, (e) 60◦, and (f) 75◦.

Figure 5 illustrates illumination distribution of the top end of the zinc alloy hollow light
pipe with a diameter of 0.25 m with various angles of incidents. At the incident angle of 0◦,
the illumination of the end was between 165 lux and 199 lux, which uniformly illuminated
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the area, as shown in the color map. Increasing the incident angle from 0◦ to 30◦ led to
nearly uniform illuminance for all angles. When the incident light angle increased from
30◦ to 80◦, the illumination became nonuniformly distributed, as exhibited in Figure 5d–f.
When increasing the incident angle from 0◦ to 80◦, the illumination distinctly increased.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 5. Illumination contours from zinc alloy light tube on the top end at the incident angles of (a) 0◦, (b) 15◦, (c) 30◦,
(d) 45◦, (e) 60◦, and (f) 75◦.

Figure 6 demonstrates the illumination levels on the bottom of both aluminum alloy
and zinc alloy hollow light pipes, with the same diameter of 0.25 m and tube length of
0.5 m at different incident angles. When using the aluminum alloy hollow light pipe, the
illumination was between 12 lux and 52 lux at the incident light angle of 0◦, which was
uniformly distributed. The zinc alloy tube had illumination values between 2 lux and 34 lux
with a nonuniform illuminance distribution at the incident angle of 0◦. When the incident
angle was increased from 0◦ to 30◦, the illuminance distribution at the bottom of both types
was nearly uniform. When the incident light angle increased from 30◦ to 80◦, the illuminance
distribution became nonuniformly distributed, as exhibited in Figure 6d–f. The illumination
distribution for both aluminum alloy and zinc alloy tubes at the bottom varied when the
incident light angle was changed from 0◦ to 80◦. The illuminance at the bottom increased
with the increase of the incident angle from 0◦ to 80◦, as illustrated in Figure 6.

The nine measurements of illumination at the top and bottom were used to calculate the
average illuminance for both aluminum alloy and zinc alloy hollow light pipes with a length
of 0.5 m and different diameters of 0.20 m, 0.25 m, and 0.30 m. When using the aluminum
alloy hollow light pipe with diameters of 0.20 m, 0.25 m, and 0.30 m, the average illuminance
at different incident angles is shown in Figure 7. When the incident angle was varied, a
change of luminous intensity at the top and bottom of the tube was achieved. At the top
position of the tube with the diameter of 0.20 m, the average luminous intensity increased
from 243 lux to 3022 lux; at the bottom end of the tube with a diameter of 0.20 m, the average
luminous intensity increased from 22 lux to 1702 lux, when the incident light angle to the
tube increased from 0◦ and 80◦, as displayed in Figure 7a. For the diameters of 0.25 m and
0.30 m, the trend of the average illuminance at the top and bottom positions was similar
to that of the tube with a 0.20 m diameter, as exhibited in Figure 7b,c. For the tube with a
diameter of 0.25 m, the average luminous intensity increased from 261 lux to 3142 lux at the
top end and from 31 lux to 2304 lux at the bottom end position of the tube with an increase in
the incident light angle to the light tube between 0◦ and 80◦, as illustrated in Figure 7b. For
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the diameter of 0.30 m, the average luminous intensity increased from 220 lux to 3549 lux at
the top end and from 40 lux to 2591 lux at the bottom end when there was an increase of the
incident angle to the light tube from 0◦ to 80◦, as illustrated in Figure 7c.

Figure 6. Illumination contours of aluminum alloy and zinc alloy hollow light pipe on the bottom end positions at the
incident light angles of (a) 0◦, (b) 15◦, (c) 30◦, (d) 45◦, (e) 60◦, and (f) 75◦.

  
(a) (b) 

Figure 7. Cont.
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(c) 

Figure 7. Average illuminance at the top and bottom end positions of aluminum alloy tube with a diameter of (a) 0.20 m, (b) 0.25 m,
and (c) 0.30 m.

The illuminance of zinc alloy tubes with different diameters of 0.20 m, 0.25 m, and
0.30 m, and height of 0.5 m, at various incident angles are shown in Figure 8. A variation
in the incident light angle to the tube led to the changes in luminous intensity at the top
and bottom of the zinc alloy tube. The trend of the illuminance of zinc alloy tubes with the
diameters of 0.20 m, 0.25 m, and 0.30 m the at the top and bottom was similar to that of the
aluminum alloy tube, as illustrated in Figure 8. At the top end of zinc alloy light tubes, the
illuminance intensity increased from 200 lux to 2889 lux for 0.20 m, from 180 lux to 3052 lux
for 0.25 m, and from 190 lux to 3469 lux for the 0.30 m diameter pipes, respectively, with
an increase in the incident light angle to the light tube between 0◦ and 80◦. At the bottom
of the zinc alloy light tubes, the illuminance intensity increased from 12 lux to 1502 lux
for 0.20 m, from 16 lux to 2133 lux for 0.25 m, and from 17 lux to 2448 lux for 0.30 m,
respectively, when there was an increase of the incident light angle to the light tube from 0◦
to 80◦. It was observed that the luminous intensity increased at the top and bottom of both
aluminum alloy and zinc alloy vertical light tube with an increase of the incident angle to
the light source. When considering the low incident angles into the light tube, a major part
of the light beam was reflected and little was directly transmitted through the vertical tube,
which could lead to the lower illuminance intensity at the top and bottom end positions at
the low incident angles of the light source. While the higher incident angles of light source
into the light tube was examined, an increase of the illuminance intensity at the top and
bottom of the light tubes was achieved, which was a result of more direct light penetration
and less incidental light reflection.

  
(a) (b) 

Figure 8. Cont.
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(c) 

Figure 8. Average illuminance at the top and bottom tube position of zinc alloy tube with diameters of (a) 0.20 m, (b) 0.25 m,
and (c) 0.30 m.

When considering the different types of tube materials, it was observed that the
average luminous intensity at the bottom end of the aluminum alloy tubes having a
diameter 0.20 m was higher than that of the zinc alloy tube for each incident light angle, as
demonstrated in Figure 9a. For the diameters of 0.25 m and 0.30 m, the average illuminance
of the aluminum alloy tube and zinc alloy tube was similar to that of the light tube with a
diameter of 0.20 m, as shown in Figure 9b,c. This indicates that the internal surface of the
aluminum alloy tube light showed better reflection, leading to an improvement in the light
transmission performance within the tube.

 
(a) (b) 

 
(c) 

Figure 9. Average illuminance at the bottom end positions of aluminum alloy tube and zinc alloy tube with the diameters
of (a) 0.20 m, (b) 0.25 m, and (c) 0.30 m.
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All of the luminous intensity values at the top and bottom ends of both aluminum
alloy and zinc alloy tubes were considered to calculate the light transmission performance
of the tubes, as exhibited in Figure 10. Light transmission of the vertical aluminum alloy
tube with a diameter of 0.20 m increased from 9.1% to 56.3% when the incident light
angle to the tube increased from 0◦ to 80◦, as shown in Figure 10a. When considering the
diameters of 0.25 m and 0.30 m, the light transmission performance was similar to those of
the 0.20 m diameter tube, as illustrated in Figure 10a. Light transmission performance of
the aluminum alloy tubes with a diameter of 0.25 m increased between 11.8% and 73.3%,
and that of the 0.30 m tube increased from 18.3% to 73.1% when the incident light angle
increased from 0◦ to 80◦.

 
(a) 

 
(b) 

Figure 10. Light transmission performance of (a) aluminum alloy tube and (b) zinc alloy tube.

When using the zinc alloy tube with a diameter 0.20 m and a height of 0.50 m, light
transmission increased from 4.7% to 52.5% when the incident light angle increased from 0◦
to 80◦. For the diameters of 0.25 m and 0.30 m, the light transmission performance was
similar to those of the 0.20 m diameter tube, as illustrated in Figure 10b. Light transmission
performance of the zinc alloy tube with a diameter of 0.25 m increased between 8.7%
and 69.9%, and that of 0.30 m tube increased between 9.1% and 70.6% with an increase
of the incident light angle from 0◦ to 80◦. This increase of light transmission perfor-
mance is achieved from an increase of the incident light angle, demonstrating the reduced
number of reflections within the light tube surfaces, which leads to minimal losses of
luminous intensity.
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Additionally, when using the aluminum alloy tube with a height of 0.5 m and diam-
eters of 0.20 m, 0.25 m, and 0.30 m, the light transmission increased from 9.1% to 18.3%
with an increase of the tube diameter from 0.20 m to 0.30 m at the incident light angle of 0◦.
The light transmission performance at the incident light angles of 5◦, 10◦, 15◦, 20◦, 25◦, 30◦,
35◦, 40◦, 45◦, 50◦, 55◦, 60◦, 65◦, 70◦, and 80◦ were similar to those of the incident angle of
0◦, as illustrated in Figure 10a. For the case of the zinc alloy tube, the light transmission
performance also increased from 4.7% to 9.1% when the tube diameter increased from 0.20
m to 0.30 m at the incident angle of 0◦. At the incident light angles of 5◦, 10◦, 15◦, 20◦,
25◦, 30◦, 35◦, 40◦, 45◦, 50◦, 55◦, 60◦, 65◦, 70◦, and 80◦, the light transmission performance
also increased from 7.3% to 14.2%, 6.7% to 16.8%, 7.1% to 17.7%, 8.8% to 23.1%, 18.0% to
21.5%, 18.2% to 24.7%, 20.0% to 29.2%, 21.7% to 31.8%, 24.2% to 37.4%, 31.5% to 40.6%,
36.5% to 45.6%, 36.8% to 50.7%, 44.2% to 57.2%, 48.3% to 65.1%, 51.1% to 69.9%, and 52.5%
to 70.6%, respectively, as exhibited in Figure 10b. This demonstrates that higher diameters
of aluminum alloy and zinc alloy light tubes lead to an increase in light transmission
performance, relating to less losses of luminous intensity that occur from the decrease in
the number of reflections in the inner tube surfaces.

With comparing the aluminum alloy tube and zinc alloy tube of the same diameter,
average light transmission performance of the aluminum alloy tube was higher than
that of zinc alloy tube in each incident light angle and diameter of light tube, as shown in
Figure 11. It was observed that the average light transmission performance of the aluminum
alloy tube can transmit the luminous intensity more than 4% when compared with that
of zinc alloy tube in all conditions. This demonstrates that the aluminum alloy tube
shows more reflectivity than zinc alloy tubes. This indicates that this technology could be
considered as an alternative daylight system in deeper rooms or could substitute artificial
lighting in windowless spaces, leading to greater energy conservation in buildings.

  
(a) (b) 

 
(c) 

Figure 11. Light transmission performance of light tubes with different materials with diameters of (a) 0.20 m, (b) 0.25 m,
and (c) 0.30 m.
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The illumination distribution on the floor of the model room from the aluminum
alloy and zinc alloy light tubes, with a diameter of 0.25 m and a tube height of 0.5 m,
are presented in a 2-D color map as exhibited in Figures 12 and 13. The illuminance
distribution from the aluminum alloy was between 12 lux and 31 lux, and the zinc al-
loy light tube was between 12 lux and 19 lux, at the incident light angle of 0◦. When
the incident angle increased from 0◦ to 45◦, the illuminance distribution on the floor
from both types was uniformly distributed at the same value throughout. When the in-
cident light angle increased from 45◦ to 80◦, the internal illuminance distribution was
nonuniformly distributed, as shown in Figures 12d–f and 13d–f. When the incident angle
increased from 0◦ to 80◦, a higher illuminance in each position was achieved, as shown in
Figures 12 and 13.

The 25 positions of illumination measurements on the floor were averaged for both
aluminum and zinc alloy light tube with a length of 0.5 m and different diameters (0.20 m,
0.25 m, and 0.30 m) as exhibited in Figures 14 and 15. When considering the aluminum
alloy tube, with a diameter of 0.20 m, the average illuminance on the floor increased from
11 lux to 236 lux when the incident angle increased from 0◦ to 80◦. For the cases of the
diameters of 0.25 m and 0.30 m, the average illuminance values on the floor were similar to
those of the 0.20 m diameter tube, as illustrated in Figure 14a. The average illuminance on
the floor with the aluminum alloy tube with a diameter of 0.25 m increased between 16 lux
and 311 lux, and that of 0.30 m increased between 9 lux and 418 lux when there was an
increase in the incident light angle from 0◦ to 80◦.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 12. Illuminance distribution on the floor from the aluminum alloy light tube at the incident angles of (a) 0◦, (b) 15◦,
(c) 30◦, (d) 45◦, (e) 60◦, and (f) 75◦.
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 13. Illuminance distribution on the floor from the zinc alloy light tube at the incident angles of (a) 0◦, (b) 15◦, (c) 30◦,
(d) 45◦, (e) 60◦, and (f) 75◦.

  
(a) (b) 

Figure 14. Average internal illuminance contours on the floor for the (a) aluminum alloy and (b) zinc alloy light tubes.
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(a) (b) 

(c) 

Figure 15. Average internal illuminance of light tube with different materials and diameters (a) 0.20 m, (b) 0.25 m, and
(c) 0.30 m.

When considering the zinc alloy tube with a diameter of 0.20 m, the average illumi-
nance on the floor increased from 9 lux to 20 lux when the incident light angle increased
from 0◦ to 80◦. For the cases of the diameters of 0.25 m and 0.30 m, the average illuminance
values on the floor were similar to those of the 0.20 m diameter tube, as illustrated in
Figure 14b. The average illuminance on the floor with the zinc alloy tube with a diameter of
0.25 m increased between 16 lux and 302 lux, and that of the 0.30 m diameter tube increased
between 6 lux and 400 lux when there was an increase in the incident angle from 0◦ to 80◦.

Comparing the diameter of both aluminum alloy tubes and zinc alloy tubes, the
average illuminance on the floor was between 9 lux to 28 lux when the tube diameter
increased from 0.20 m to 0.30 m at the incident light angles of 0◦, 5◦, 10◦, 15◦, 20◦, 25◦,
and 30◦. For the incident light angles of 35◦, 40◦, 45◦, 50◦, 55◦, 60◦, 65◦, 70◦, and 80◦, the
average illuminance on the floor of both aluminum alloy tube and zinc alloy tube increased
with an increase in diameter from 0.20 m to 0.30 m, as illustrated in Figure 14.

Comparing the aluminum and zinc alloy tubes at the same diameter of 0.20 m, the
average illuminance on the floor from the aluminum alloy tube was higher than that of
zinc alloy tube at all incident light angles, as shown in Figure 15a. The aluminum alloy
tube was more than 7% brighter when compared with zinc alloy tubes at incident light
angles between 0◦ and 80◦. For the diameters of 0.25 m and 0.30 m, an increase of the
average illuminance on the floor from the aluminum alloy tube was more than 3% when
compared with that of zinc alloy tube at all incident light angles, as shown in Figure 15b,c.
This indicates that the aluminum alloy tube has more illuminance efficiency than zinc alloy
tubes at each diameter size and incident light angle.

The daylight factor is defined as the average internal illumination on the floor plane
and illuminance on the external testing model in an unshaded area. The exterior illumi-
nance was measured to be between 890 lux and 1140 lux and obtained an average luminous
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intensity of 950 lux. The daylight factor for both aluminum alloy and zinc alloy light tubes
in all patterns is demonstrated in Figure 16. When considering the aluminum alloy tube
with a diameter of 0.20 m, the average daylight factor increased from 1.2% to 22.7% when
the incident light angle increased from 0◦ to 80◦. For the cases of the diameters of 0.25 m
and 0.30 m, the average daylight factor was similar to those of the diameter of 0.20 m
as displayed in Figure 16a. The average daylight factor from the aluminum alloy tube
with a diameter of 0.25 m increased between 1.6% and 32.7%, and that of 0.30 m increased
between 0.9% and 43.9% when there was an increase of incident light angle from 0◦ to 80◦.

 
(a) (b) 

Figure 16. Daylight factor of the vertical light tube using (a) aluminum alloy and (b) zinc alloy.

Considering the case of the zinc alloy tube with a diameter 0.20 m, the average daylight
factor increased from 0.9% to 23.2% with an increase in the incident light angle from 0◦ to
80◦. For the cases of the diameters of 0.25 m and 0.30 m, the trend of average daylight factor
was similar to those of the diameter of 0.20 m, as exhibited in Figure 16b. The average
daylight factor from zinc alloy tube with a diameter of 0.25 m increased between 1.7% and
34.5%, and that of 0.30 m increased between 0.7% and 42.2% when there was an increase of
incident light angle from 0◦ to 80◦. When comparing the incident light angle to the tube
of both aluminum alloy tube and zinc alloy tube, the average maximum daylight factor
was found at the incident light angle of 80◦ from both aluminum alloy tubes and zinc
alloy tubes.

Comparing the diameter variation of both aluminum alloy tubes and zinc alloy tubes,
the daylight factor was similar and between 0.7% and 2.9% when the tube diameter
increased from 0.20 m to 0.30 m at the incident light angles of 0◦, 5◦, 10◦, 15◦, 20◦, 25◦, and
30◦. For the incident light angles to the tube of 35◦, 40◦, 45◦, 50◦, 55◦, 60◦, 65◦, 70◦, and
80◦, the daylight factor of both aluminum alloy tube and zinc alloy tube increased with an
increase in diameter from 0.20 m to 0.30 m, as illustrated in Figure 16. This observation
demonstrated that the aluminum alloy tubes can provide a better daylight factor compared
with zinc alloy tubes for each condition.

This daylight factor obtained from the aluminum alloy tubes and zinc alloy tubes
in this work corresponded to those of previous works [29,31], which demonstrated the
daylight contribution in areas with 1–2% of daylight factor for activities in residence and
2–4% of daylight factor for activities in office buildings [29,31]. For the case of window, the
occupants visualize the outdoor environment and use natural ventilation, while the shading
from adjacent obstacles and barriers appeared in many cases and insufficient daylight
within deeper building areas was achieved. Skylights can provide high light intensity,
natural ventilation, and uniform daylighting, but immoderate solar gains and overheating
in the internal spaces of rooms was obtained. The distant areas in buildings achieved
insufficient light transmission. Hollow light tubes in this work can transport daylight into
some deeper or windowless areas of buildings and uniformly distribute light. Importantly,
the investment price of this system was cheap for inventing the aluminum alloy tubes and
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zinc alloy tubes. Although an investigation of thermal behavior and inside illuminance
of the models under natural weather conditions, and an analysis of the reduction of
energy consumption using systems on a full scale could be led to more sound scientific
knowledge for integrating the vertical light tubes into buildings; a more widespread context
will be studied and analyzed under natural weather conditions in the future work. In
view of the benefits, the invented light tubes can use commercial aluminum alloy sheets
and commercial zinc alloy sheets to provide illumination for activities in residences and
offices for some incident light angles for each diameter of light tube, which leads to
an alternative inexpensive material for producing a lighting system. This investigation
could be considered as an alternative daylight system in deeper parts of buildings or the
windowless spaces to conserve the energy consumption for lighting buildings.

4. Conclusions

This investigation evaluated the light transmission performance of aluminum alloy
and zinc alloy hollow light tubes as a function of both incident angle and the diameter
of the light tubes. The luminous intensity at the bottom of the aluminum alloy and zinc
alloy light tubes with a diameter of 0.25 m increased from 31 lux to 2304 lux and 16 lux to
2133 lux, respectively, when the incident angle of light was increased from 0◦ to 80◦. This
is a result of the proportion of reflected light and direct light being transmitted through the
vertical tube. The light transmission performance of both light tube types increased when
the incident light angle increased from 0◦ to 80◦ in each diameter and the diameter of tube
increased from 0.20 m to 0.30 m for each incident angle. The type of light tube material
has an effect on the reflective performance of the light tube. The aluminum alloy pipe can
improve the light transmission performance by approximately 4% and achieved a better
daylight factor when compared with the zinc alloy tube for each condition. This work
could be the initial investigation to contribute to enhancing daylight in some deeper areas
of buildings or replacing artificial lighting in windowless areas. Light tubes can conserve
energy consumption for lighting in buildings.
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Abstract: Alternative energy generated from people’s footsteps in a crowded area is sufficient to
power smart electronic devices with low consumption. This paper aims to present the development
of an energy harvesting floor—called Genpath—using a rotational electromagnetic (EM) technique to
generate electricity from human footsteps. The dynamic models of the electro-mechanical systems
were developed using MATLAB®/Simulink to predict the energy performances of Genpath and help
fine-tune the design parameters. The system in Genpath comprises two main parts: the EM generator
and the Power Management and Storage (PMS) circuit. For the EM generator, the conversion
mechanism for linear translation to rotation was designed by using the rack-pinion and lead-screw
mechanism. Based on the simulation analysis, the averaged energy of the lead-screw model is
greater than that of the rack-pinion model. Thus, prototype-II of Genpath with 12-V-DC generator,
lead-screw mechanism was recently built. It shows better performance when compared to the previous
prototype-I of Genpath with 24-V-DC-generator, rack-pinion mechanism. Both prototypes have an
allowable displacement of 15 mm. The Genpath prototype-II produces an average energy of up to
702 mJ (or average power of 520 mW) per footstep. The energy provided by Genpath prototype-II is
increased by approximately 184% when compared to that of the prototype-I. The efficiency of the
EM-generator system is ~26% based on the 2-W power generation from the heel strike of a human’s
walk in one step. Then, the PMS circuit was developed to harvest energy into the batteries and to
supply the other part to specific loads. The experiment showed that the designed PMS circuit has the
overall efficiency of 74.72%. The benefit of the design system is for a lot of applications, such as a
wireless sensor and Internet of Thing applications.

Keywords: energy harvesting; electromagnetic generator; energy floor tile; power management
system; footstep energy harvesting; piezoelectric; energy harvesting paver

1. Introduction

The smart internet of things (IoT) has been brought to the world’s attention lately. The smart
IoT-devices, e.g., Radio-frequency identification (RFID) sensor, Global Positioning System (GPS)
tracking, etc., are widely used in the crowded areas such as airports and public stations, commercial
buildings, and department stores [1,2]. Seeking an alternative energy for such devices, it was
noticeable that a large population can generate power from their footsteps, grabbing the authors’
attention. Therefore, the ultimate goal was to develop an affordable Vibration Energy Harvesting
(VEH) system—called Genpath—the smart floor capable of conversing kinetic energy from thousands
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of footsteps into electrical energy. Genpath can be installed in places with a crowded population for
harvesting energy.

Energy harvesting from human motions is an interesting and applicable issue, thanks to the
ultra-low power consumption of electronic devices lately [3]. Focused on walking, the energy produced
by the heel strike of a person’s walk is 1–5 J or 2–20 W per step [4]. There are various commercial
products which harvest energy from people’s walks, such as energy storage shoes [5] and the energy
floor [6–11]. Pavegen and Energy Floors have produced a commercial system that generates power
from footsteps [6,7]. The Pavegen system, using electromagnetic generators, can produce 2 to 4 joules,
or around 5 watts of power of off-grid electrical energy per step. The Energy Floors focuses on
harvesting energy from humans dancing and playing games. Dutch Railways built a novel phone
charger for Utrecht Central Station using a swing set called Play for Power [8]. The system turns kinetic
energy from the swings into power dispensed through charging cables. However, few technical details
of those products are published thus far.

Kinetic energy, among practical energy-harvesting sources, comes in various forms, e.g., seismic
noise, vibration of rotating machinery, motions of vehicles and humans, etc. Vibrational energy
harvesting (VEH) is the concept of converting kinetic energies present in the environment into
electrical energy. There are two main techniques of kinetic-to-electrical energy conversion applicable
to the design of the VEH floor: i.e., piezoelectric generators and electromagnetic generators [12].
The piezoelectric generator produces an electrical charge and energy when deformed under mechanical
stress. Piezoelectric generators can provide high voltage levels up to several volts. With its compact
size, the piezoelectric generator gives high-power density per unit of volume [13]. The electromagnetic
(EM) generator generates an electromotive force (EMF) and thus energy when the permanent magnet
relatively moves through the coil. Both techniques of VEH discussed are suitable for generating energy
for low-power electronic instruments. However, the piezoelectric generator effectively gives out
maximum energy at around its natural frequencies, i.e., higher than 200 Hz, whereas the bandwidth
of human motion is between 1–10 Hz. In contrast, the electromagnetic generator is effective in the
frequency range of 2–20 Hz. Hence, it is more suitable for harvesting energy from human movements.
In addition, the electromagnetic generators also yield higher power density and their costs are much
lower than the piezoelectric generators [14]. For the piezoelectric generator, it needs a structural design
not only to optimize the power density but also to protect the piezo element itself due to its fragility,
while the structural design of the EM generator is much simpler for the application of a VEH floor.

There are also two types of the EM generator in terms of energy-conversion mechanisms: linear
oscillation to electrical energy and rotation to electrical energy [15]. The mechanism of linear oscillation
conversion is simpler, but it requires the larger amplitude of excitation to produce electricity, whereas
human pedals are random in vibration with low amplitude. Consequently, the rotational EM generator
was chosen for the VEH floor to convert kinetic energy from people’s footsteps into electrical energy.

The objective of the paper is to design a simple but efficient VEH floor embedded with the
rotational electromagnetic (EM) generator. To achieve this purpose, the dynamic models of the
electro-mechanical systems were developed using MATLAB®/Simulink for predicting the energy
performances of the VEH floors and fine-tuning the design parameters. The entire system consists of
two main parts of (1) the EM generator, including the translation-to-rotation conversion mechanism,
and (2) the Power Management and Storage (PMS) circuit. For simplicity, a direct-current (DC)
generator was used in the design to produce electricity. The rack-pinion and lead-screw mechanisms
were adopted to converse a linear motion from a human’s pedal to a rotation of the generator’s rotor.
The PMS circuit with extra low energy consumption was designed to simultaneously convert and
store electrical energy. The paper is organized into the following sections. In Section 2, the design of
each sub-system is described in detail. Then, the installation and demonstration of application are
presented in Section 3. Finally, the conclusion is stated in Section 4.
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2. Design of Subsystems

The development of the VEH floor—called Genpath—capable of harvesting kinetic energy from
people’s footsteps and converting it to electrical energy is presented. In the process of energy generation,
the rotational EM generator is deployed as it is independent from the resonant frequency and achieves
higher energy density when compared to the linear EM generators [15]. Figure 1 shows the diagram of
the complete system in Genpath. In Figure 1, when the force from a footstep is applied on the floor-tile,
the mechanism for a movement-converter changes the translation of the floor-tile to the rotation of the
EM generator to induce voltage. With the connected PMS circuit, the electrical voltage and power
generated by the EM generator is processed. The harvested power is then stored in the rechargeable
batteries so it can be supplied to the smart IoT-devices with low energy consumption. Two main parts,
i.e., (1) the system of EM generator, including the movement-converter and (2) the system of PMS
circuit, are presented in detail in the following subsections.

 
Figure 1. Genpath Concept Diagram.

2.1. The System of EM Generator

2.1.1. Conceptual Design

Figure 2 shows the two proposed designs of the generator system in Genpath, with the only
difference in the mechanisms for the movement converter. A set of Genpath comprises a floor-tile
block embedded with the translation-to-rotation conversion mechanism which is connected to the DC
generator and the PMS circuit board. The entire dimension is 40 × 40 × 10 cm3 with the maximum
allowable displacement of 15–20 mm. Two types of mechanisms, rack pinion and lead screw, are
used to convert the translation from a footstep to the rotation of the generator. For the rack-pinion
mechanism in Figure 2a, the pinion connected to the floor-tile drives the DC-generator shaft through
the additional pinion gears which help transform low-speed power to high-speed power. For the
lead-screw mechanism in Figure 2b, the nut fixed to the floor-tile’s center moves up and down and
drives the lead screw to rotate about its axis. The set of bevel gears transmits the rotation from the
lead screw to the DC generator and changes the direction of rotation by 90◦. The rotation of the DC
generator in both designs then induces the voltage. The springs with the maximum displacement
of 15–20 mm connected to the four corners of the block help restore the top floor-tile back to the
equilibrium position. Considering the limits of the dimension and the displacement, thus, the small
size of 12/24-V-DC motor was decided for the DC generator.
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(a) Rack-Pinion Design (b) Lead-Screw Design 

Figure 2. (a) Rack-Pinion Design; (b) Lead-Screw Design.

2.1.2. Analysis

To predict the energy performances of the EM-generator designs, the dynamic models of the
two electro-mechanical systems, shown in Figure 2, were developed using MATLAB®/Simulink.
Figure 3a,b show the physical models corresponding to the two systems in Figure 2a,b, respectively.
In Figure 3a, the system consists of the elements of rack, pinion and gear on the mechanical side, and
the DC generator (with its own resistance, RG, and inductance, L) connected to the load RL on the
electrical side. Contrastively, the elements of rack, pinion and gear are replaced by the nut, lead screw,
and bevel gears for the system in Figure 3b. The footstep force F(t) is modeled as the arbitrary function
reported in [9] and presented in Figure 4. The spring with a maximum compression of 15–20 mm
provides the restoring force Fs to restore the floor-tile back to the equilibrium position. The dynamic
equations governing the electro-mechanical models of both designs are formulated as follows.

(a) Rack and Pinion Model (b) Lead-Screw Model 

Figure 3. Physical models: (a) Rack and Pinion Model; (b) Lead-Screw Model.

Figure 4. Input Footstep Force.
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For the electrical side in Figure 3, Kirchhoff’s voltage law yields

VL + VRG + VRL −VG = 0, (1)

where VG is the back emf of the generator; i.e., VG = KtωG where Kt is the back emf (torque) constant.
In addition, VL, VRG and VRL are the voltages across the generator’s inductor, generator’s resistor and
load’s resistor, respectively. With the voltage-current relations, (1) becomes

.
i +
(RG + RL

L

)
i−
(Kt

L

)
ωG = 0, (2)

where i is the current, Kt is the back emf (torque) constant, ωG is the generator rotational speed, L is the
inductance of the generator, RG is the resistance of the generator and RL is the resistance of the load.
Equation (2) is the differential equation governing the armature winding of the generator.

From the free body diagram (FBD) of the mechanical system with the rack and pinion in Figure 5,
Newton’s second law and the law of angular momentum describe the translation of the rack, and the
rotations of the pinion and the generator rotor, respectively, as

m
..
x = F(t) − Fr − Fs, (3)

Jp
.
ωp = Jp

..
x
r2

= (Fr − fr)r2, (4)

JG
.
ωG = JG

..
x
r1

= ( fr − τG)r1, (5)

where m is the mass of the plate and rack, and Jp and JG are the moments of inertia of the pinion and
the gear. x is the displacement of the rack, ωp is the angular velocity of the pinion, ωG is the angular
velocity of the gear. In (3)–(5), F(t) is the input force, Fs is the restoring spring and damper force, Fr

is the friction force between the rack and pinion, fr is the friction force between the pinion and gear.
In addition, τG is the electromagnetic torque of the DC generator, where τG = Kti, and r1 and r2 are the
radius of the gear and pinion, respectively.

 
Figure 5. Rack and Pinion Free Body Diagram.

Eliminating Fr and fr from (3)–(5), the differential equation governing dynamics of the mechanical
system with the rack and pinion is obtained as

M
..
x +

Kt

r1
i + Fs = F(t), (6)
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where M =
(
m +

Jp

r2
2
+

JG
r2
1

)
. Then the governing equations of the electro-mechanical system from

combining (2) and (6) are

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
.
i
.
x
..
x

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−
(RG+RL

L

)
0 Kt

Lr1

0 0 1
− Kt

Mr1
0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

i
x
.
x

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0

F(t)−Fs
M

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, (7)

Similarly, from the FBD of the mechanical system with lead and screw as shown in Figure 6,
the equations govern the translation of the nut and the rotations of the lead screw and the generator
rotor, respectively, are

m
..
x = F(t) − Fa − Fs, (8)

J1
..
θ1 =

2πJ1

l
..
x = Γ − TB, (9)

JG
..
θ2 =

2πJG

l
..
x = TB − τG, (10)

where m is the mass of the floor-tile and the nut, J1 is the moment of inertia of the lead screw and JG is
the moment of inertia of the bevel gear. l is the pitch of the lead screw, x is the displacement of the
plate and nut, θ1 is the angular position of the lead screw and θ2 is the angular position of the bevel
gear. In addition, F(t) is the applied force from the footstep, Fs is the restoring spring and damper
forces, Fa is the friction force between nut and lead screw, TB is the friction torque of the bevel gear, τG
is the electromagnetic torque of the DC generator; where τG = Kti. Note that Γ in (9) is the transmitted
torque from the nut to the lead screw which is proportional to Fa as

Γ = ΔFa,

where Δ = l
2πηthreadηthrust

, with ηthread and ηthrust are the efficiencies of the thread and the thrust bearing,
respectively.

Figure 6. Lead-Screw Free Body Diagram.

By rearranging (8)–(10), the equations become

Jeq
..
θ1 +

Kt

Δ
i + Fs = F(t), (11)

2πJeq

l
..
x +

Kt

Δ
i + Fs = F(t), (12)

where Jeq = ml
2π +

(J1+JG)
Δ is the equivalent moment of inertia corresponding to the mass of the plate

and nut m, and the mass moments of inertia of the lead screw and bevel gear J1 and JG, respectively.
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By combining (2) and (11)–(12), the equations governing the electro-mechanical system with the lead
and screw design are obtained as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

.
i
.
θ1..
θ1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−
(RG+RL

L

)
0 Kt

L
0 0 1
− Kt

JeqΔ 0 0
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (14)

The MATLAB®/Simulink models corresponding to (7) and (14) were developed to predict the
voltages and currents for various load resistance RL that both the EM generator systems with rack
pinion and lead screw could generate. The Simulink model of the system with lead screw is presented
in Figure 7. With the selected parameters shown in Tables 1 and 2, the simulation results were compared
to the corresponding test results as illustrated in Figures 8 and 9 (The test procedure will be described
in Section 2.1.4.). Figures 8 and 9 show that the analytical models accurately predict the magnitudes of
the voltages and currents generated by the EM generator. The voltage and current signals in Figures 8
and 9 can be divided into two stages according to the movement, i.e., forward and return stages. In the
forward stage, ~0.2–0.8 s, the floor-tile moves downwards when the footstep-force applied, causing
the generator to rotate in one direction and hence induce negative voltage and current as shown in
Figures 8 and 9. During 0.2–0.8 s, the floor-tile might reach the lowest position, causing the generator
to stop the rotation and induce no voltage and current before the return stage begins. In the return
stage, ~0.8–1.4 s, the floor-tile moves upwards to the equilibrium position according to the restoring
spring forces and drives the generator to rotate backward and induce positive voltage and current as
seen in Figures 8 and 9. Note that in Figure 9, there exists the small humps of the predicted voltage
and current during 0.6–0.8 s. These signals correspond to the applied force at the same interval when
the floor-tile is moving downwards. The discrepancy of this analytical prediction and the test result
might be because of the difference between the actual force and the force function in Figure 4.

 
Figure 7. Simulink model for the electromagnetic (EM) generator with lead-screw design.
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Table 1. Rack-Pinion Parameters.

Parameters Value

Mass of Rack and Plate (m) 3.016 kg
Radius of Pinion (r1) 0.72 × 10−2 m
Radius of Gear (r2) 3 × 10−2 m

Moment of inertia of bevel gear (JG) 8.6756 × 10−7

Moment of Inertia of Pinion (Jp) 1 × 10−5 kg m
Spring Coefficient (k) 20,500 N/m

Damping Coefficient (d) 900 N·s/m
Resistance of Generator (RG) 42 Ohm

Inductance (L) 19.6 × 10−3 H
Generator constant (Kt) 0.5854 Vs/rad
Resistance of Load (RL) 30 Ohm

Table 2. Lead-Screw Parameters.

Parameters Value

Pitch of Lead Screw (l) 8 mm
Mass of Nut and Plate (m) 2.16 kg

Moment of inertia of bevel gear (JG) 8.6756 × 10−7

Moment of Inertia of lead screw (Jl) 2.5536 × 10−6 kg m2

Lead angle 45 degree
Spring Coefficient (k) 40,000 N/m

Damping Coefficient (d) 13,600 N·s/m
Resistance of Generator (RG) 37 Ohm

Inductance (L) 19.6 × 10−3 H
Generator constant (Kt) 0.392 Vs/rad
Resistance of Load (RL) 30 Ohm
Friction coefficient (μ) 0.21

Efficient of thrust bearing ηthrust 0.6529
Efficient of thread ηthread 0.8132

Figure 8. Voltage and Current of Rack-Pinion Model from Experiment and Simulation. (a) Voltage of
Rack-Pinion Model. (b) Current of Rack-Pinion Model.
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Figure 9. Voltage and Current of Lead-Screw Model from Experiment and Simulation. (a) Voltage of
Lead-Screw Model. (b) Current of Lead-Screw Model.

In summary, the induced voltages and currents for both EM-generator designs predicted by the
analytical models were compared in Figure 10. Then the performances of the two EM-generators were
predicted and summarized in Table 3. The results mainly show that the designed systems generate
an averaged 216–886 mJ of electrical energy per footstep, or the averaged power of 216–590 mW. It is
sufficient to power electronic devices with low power consumption in the vicinity, such as sensors
and communication instruments. This finding assures the possibility of building both of Genpath’s
prototypes. Moreover, the verified analytical models were used in the parametric design as presented
in Section 2.1.3.

Figure 10. Simulation of Rack-Pinion and Lead-Screw Model. (a) Voltage of Rack-Pinion and Lead-Screw
Model. (b) Current of Rack-Pinion and Lead-Screw Model.
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Table 3. Performances of the EM-generator designs.

Variables
Rack-Pinion Design Lead-Screw Design

Values per Footstep Values per Footstep

Maximum voltage 9.92 V 10.13 V
Average voltage 0.99 V 4.16 V

Maximum current 330.9 mA 337.9 mA
Average current 33.15 mA 138.8 mA

Maximum power 3.28 W 3.42 W
Average power 216.4 mW 590.3 mW
Wave duration 1.00 s 1.50 s
Average energy 216.4 mJ 885.8 mJ

2.1.3. Design of Elements

The critical elements of the EM generator systems in Figures 2 and 3 were decided with the use
of the analytical models to tune for the optimized parameters. Design of the elements such as the
rack pinion and lead screw, the springs, the transmitted gears and the DC generator is summarized
as follows.

The rack pinion and lead screw shown in Figures 2 and 3 are used to change the translation
to rotation. A mechanism of the rack-pinion was first adopted in the first prototype [16] because
of its availability and economy cost. The drawback of the rack-pinion mechanism arises from its
coarse tolerance, resulting in large friction loss. In addition, only the rough-pitch models were found.
Thus, for the rack’s allowable displacement of 15 mm, the angular displacement of the pinion is very
limited. Therefore, the EM generator system using the rack and pinion is inefficient for harvesting
energy from the footstep with limited displacement. To improve the design of the movement converter,
the rack-pinion mechanism is replaced by the lead screw in the second prototype. The lead screw
has more variety in dimensions for the selection. With finer pitch or smaller lead angles, the angular
displacement of the lead can be extended with the limited stroke of the nut. Two sets of the lead angles,
i.e., 45◦ and 60◦, were selected and installed to the 24-V-DC-generator system for the comparison.
Table 4 presents the energy produced by the generator, when connected to 49-Ω resistance load, for
three different designs of the movement converters: the rack pinion, the lead screw with 60◦ lead
angles and the lead screw with 45◦ lead angles. It was found that the EM generator system with the
45◦ lead screw produces the highest level of energy among the three designs. With the smaller value of
the lead angles, the lead proceeds to larger angular displacement within the same limited stroke of
15 mm, resulting in the greater period for the generator to spin. Therefore, the accumulative energy
the generator provides is higher.

Table 4. Comparison of Rach-Pinion, Lead-Screw (60◦ lead angles) and Lead-Screw (45◦ lead angles)
Average Energy.

Design Averaged Energy (mJ)

Rack pinion 319
60◦ lead angles Lead screw 353
45◦ lead angles Lead screw 488

The spring and transmitted gears are also the parts critical to harvest the energy. The softer spring
is preferable in the design. For the explanation, Figure 11 shows the predicted voltages and currents
for the two EM-generator systems varying in the stiffness coefficients. The softer spring, with less
value of stiffness coefficient, results in the higher levels of the voltage and current in the forward
stage, and hence yields the greater power in harvesting. The softer spring inserts less restoring forces
and causes the floor-tile to move down with higher speed that is converted to a higher rotational
speed of the generator. With more speed, the generator can produce more power. Although the softer
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springs are theoretically desirable, they should be sufficiently hard enough to restore the system back
to equilibrium due to the friction of the system. To satisfy such conditions, the optimized springs with
the wire diameter of 2.2 mm or the stiffness of 40 kN/m were selected.

Figure 11. Simulation of Lead-Screw Model with Soft and Hard Springs. (a) Voltage of Lead-Screw
Model with Soft and Hard Springs. (b) Current of Lead-Screw Model with Soft and Hard Springs.

Moreover, the sets of gear train and bevel gears in Figures 2 and 3, respectively, are used to
transmit the rotation from the movement converters to the generator’s rotor. The gear ratio larger than
1:1 can help increase the speed of the generator. However, the increase of the gear ratio is limited by
the amount of the resistance force in the system. The increase of the gear ratio leads to the greater
frictions and the greater resistance torque provided by the generator. If the resistance force exceeds
the applied force from the footstep, the floor-tile will not move. Consequently, the maximum gear
ratio of 4:1 is designed for the rack-pinion system and originated from a pinion’s 6 cm diameter and
transmitted to a gear’s 1.5 cm diameter as shown in Figure 2. In addition, the maximum gear ratio of
the bevel gears in Figure 3 for the lead-screw system is set to 1:1.

The DC generator was used in the design for simplicity. In order to generate at least 3.3 V for
operating the micro-controller, the typical 12-V or 24-V-DC-motor generator was selected to ensure such
criteria. To choose a proper DC generator’s speed, the kinematic relation of the transmission system
was analyzed. With the maximum value of 20 mm displacement for safely walking, the maximum value
of the angular velocity is obtained at 210 rpm. Hence, the model of a motor generator with a 300 rpm
rated speed was selected. Two types of the DC generators, 12 V and 24 V with the properties shown
in Table 5, were installed in the second prototype of Genpath for comparison of their performance.
The induced voltage and current for both types of the DC generators are compared in Figure 12.
The energy per footstep produced by the DC generators for various rated load resistances are shown in
Table 6. The 12-V motor provides the energy as much as 2.5 times that of the 24-V motor because of the
resistance during the transience.

Table 5. Comparison of 12- and 24-V-DC-Generator Parameters.

Voltage
(V)

Resistance RG
(Ω)

Inductance L
(mH)

Kt
(Vs/rad)

12 37 3.6 0.2903
24 42 19.6 0.5854
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Figure 12. Comparison Voltage and Current of Lead-Screw Model with 12– and 24–V-DC Generator.
(a) Voltage of Lead-Screw Model. (b) Current of Lead-Screw Model.

Table 6. Energy per footstep produced by the DC generators for various rated load resistances.

Load
(Ω)

Average Energy (mJ)

12 V 24 V

30 798.2 321.5
39 750.0 313.2
49 745.5 488.2

In conclusion, the analytical models developed in the previous section were utilized to obtain the
best-fit design. First, the simulation results show that both the rack-pinion and lead-screw models
yield about the same maximum power, according to the same levels of both voltage and current
magnitudes as seen in Figure 10. However, the simulation results in Figure 10 also indicate that the
lead screw provides the longer time in movement and yields the larger angular displacement of the
rotor within the limited stroke. This results in more time for the generator in the lead-screw design
to generate power. It was also found that the lead-screw design with the finer pitch or, i.e., 45◦ lead
angles, provides the highest energy per step. Second, although the simulation results show that the
softer spring could provide higher power in the forward stage, the harder spring with the optimum
stiffness value of 40 kN/m was selected to enable to restore the system back to equilibrium. Finally, the
12-V-DC generator, compared to the 24-V-DC generator, gives a better performance probably because
of the lower resistance during the transient, as the properties show in Table 5.

2.1.4. Development of the Prototypes

Figures 13 and 14 show the two prototypes of Genpath built with the key components as listed
in Table 7. Prototype-I [16] was installed with the 24-V-DC generator and uses the rack pinion for
the movement converter. Prototype II is the improved prototype built with the lead screw for the
movement converter and the 12-V-DC generator. The experiment was then performed to test the
prototypes’ performances as shown in Figure 15. First, each prototype was connected to the rated
resistor RL to provide the maximum power output. Then the voltage across RL, the current i and the
corresponding electrical power when a normal footstep is applied were measured using an oscilloscope
and a current probe. The test results are shown in Figure 16 and summarized in Table 8. Genpath
prototype-II with 12-V-DC generator and lead-screw mechanism was significantly improved when
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compared to the prototype-I [16]. It stated in Table 8 that the latest Genpath prototype produces an
average energy of 702 mJ (or average power of 520 mW), the maximum voltage of 9.5 V and the
maximum current of 285 mA per footstep in the duration of 1.35 s. The energy provided by the
EM-generator in Genpath’s prototype-II was increased by approximately 184% when compared to
that of the prototype-I [16]. The efficiency of the EM-generator system is 26% based on the power
generation from the heel strike of a human’s walk of 2 W per step. This amount of energy could
sufficiently power typical low-power electrical devices, as previously described.

Figure 13. Photograph of Rack and Pinion Prototype.

Figure 14. Photograph of Lead-Screw Prototype.

Table 7. Components of rack and pinion and lead-screw prototypes.

Prototype I (Rack and Pinion) Prototype II (Lead Screw)

Item Dimensions # Item Dimensions #

Acrylic plate 400 × 400 × 10 mm 2 Wood plate 400 × 400 × 5 mm 2

Linear guide Dia 12
Length 90 mm 4 Linear guide Dia 12

Length 90 mm 4

Linear bearing Inner dia 12 mm 4 Linear bearing Inner dia 12 mm 4

Shaft coupling Inner dia 12 mm 4 Shaft coupling Inner dia 12 mm 4

Coil spring Length 60 mm
Dia 1.6 mm 4 Coil spring Length 60 mm

Dia 2.2 mm 4

Shaft to generator Dia 8 mm
Length 60 mm 1 Shaft to generator Dia 8 mm

Length 60 mm 1

Rack and pinion Pinion radius 3 cm 1 Nut and lead screw Dia 8 mm
Pitch 2 mm 1

Flexible coupling 8 mm 1 Flexible coupling 8 mm 1

Gear Radius 0.75 cm 1 Bevel gear Inner dia 8 mm 2

Ball bearing Inner dia 8 mm 3 Ball bearing Inner dia 8 mm 3

Generator ZGA37RG 24V 300 rpm 1 Generator ZGA37RG 12V 300 rpm 1
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Figure 15. Test Set up Diagram for the Prototypes.

Figure 16. Comparison Voltage and Current of Prototype I and Prototype II. (a) Voltage of Prototype I
and Prototype II. (b) Current of Prototype I and Prototype II.

Table 8. Performances of Genpath prototypes I and II.

Variables
Prototype I (Rack-Pinion) Prototype II (Lead-Screw)

Values per Footstep Values per Footstep

Maximum voltage 7.5 V 9.5 V
Average voltage 1.26 V 2.88 V

Maximum current 246 mA 285 mA
Average current 42.5 mA 88 mA

Maximum power 1.85 W 2.71 W
Average power 216 mW 520 mW
Wave duration 1.14 s 1.35 s
Average energy 247 mJ 702 mJ

2.2. The system of Power Management and Storage Circuit

The power management and storage (PMS) circuit was designed to convert and store electrical
energy at the same time. Figure 17 shows the circuit diagram and the real-world circuit is depicted
in Figure 18. From the performance test of Genpath as shown in Figure 16, it is clearly seen that the
generated voltage and current waveform are AC signals. Negative portions occur when a footstep is
applied, causing the generator to rotate in one direction. Positive portions occur during the restoration
period, resulting in the opposite direction of the generator’s rotation.
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Figure 17. Circuit Diagram of Power Management and Storage System.
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Figure 18. Real-World Circuit of Power Management and Storage System.

The energy from the generator is stored to a 6-V, 4.5-Ah battery through a two-stage power
converter. First, the active bridge rectifier converts the AC voltage to the DC voltage. Since the
metal–oxide–semiconductor field-effect transistors (MOSFETs) used in the rectifier have extremely low
turn-on resistances and junction voltage drops, this kind of rectifier can perform with high efficiency.
Second, the buck-boost converter helps convert the variable DC voltage from the rectifier to the battery.
This buck-boost converter is operated in accordance with a matching-impedance control scheme which
paves the way for the maximum power transfer. In this scheme, the reactance term by inductance
is assumed to be small and is neglected from the calculated impedance. This assumption is valid
by investigating the value of inductance in Table 5 and the low-frequency AC voltage exhibited in
Figure 19b. (Figure 19a shows the output voltage and current without power management and
a storage circuit.) The reactance is, therefore, insignificant in comparison with the resistance and
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it is neglected in the impedance-matching control scheme for the sake of simplicity. This control
scheme is implemented with the microcontroller PIC16F1776 which includes the extreme low-power
consumption feature. (Note: the input force to the prototype II in this section is different from the
previous section due to the environment setup.)

        Pure R (8.7 Ω) Power Management Circuit

     

(a) Output Voltage and Current without Power 

Management and Storage Circuit 

(b) Output Voltage and Current with Power 

Management and Storage Circuit 

Figure 19. Experimental result showing the operation of power management and storage circuit; vt

and it are outputs of generator; vi and ii are outputs of the rectifier circuit; vo and io are outputs of the
buck-boost circuit.

The experiment is conducted to evaluate the performance of the two-stage converter. The AC
voltage is efficiently rectified; the efficiency of active bridge rectifier is about 95.78%. Figures 19b
and 20b show the operation of the buck-boost converter along with the impedance matching control
scheme. The converter helps charge the power into the battery and the control scheme can match the
impedance to achieve the maximum power transfer. The power management system is capable of
gaining the averaged power of 280 mW from each footstep and storing the accumulative energy of
302 mJ into the battery at the output stage. The efficiency of the buck-boost converter is about 78.00%,
thus the overall efficiency of the power management system is 74.72%. Table 9 gives the detailed
performances of power management and storage system for each footstep. If comparing the Genpath
prototype II with the commercial product such as the Pavegen’s system, the Pavegen’s system which
has three generators per tile can generate the energy approximately 2 J per step and the Genpath
prototype II which has one generator per tile can generate the energy approximately 0.3 J per step.
The Genpath prototype II generates the energy approximately 6 times less than that of the Pavegen’s
system. Even though it cannot generate as much energy as the commercial one, the Genpath prototype
II is developed based on open hardware which is easy to access and build. The mathematical model of
the system exists. Thus, it is possible to develop Genpath’s system in any community to generate more
energy in the future.
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        Pure R (8.7 Ω) Power Management Circuit

     
(a) Power and Energy without Power and Storage 

Management Circuit. 

(b) Power and Energy with Power Management and 

Storage Circuit 

Figure 20. Experimental result showing the operation of the power management system regarding
the process of power conversion and energy storage; Pt and Et are power and energy outputs of the
generator; Pi is power output of the rectifier circuit; Po and Eo are power and energy outputs of the
buck-boost circuit.

Table 9. Performances of power management and storage circuit with Genpath prototypes II and
12-V-DC generator.

Variables
Values per Footstep

Pure R
(8.7 Ω)

Power Management and Storage Circuit

Maximum voltage; max (vt) 4.22 V 3.97 V
Maximum current; max (it) 548 mA 635 mA
Maximum power; max (pt) 2.29 W 2.48 W

Average power; pt 351 mW 374 mW
Average power; pi - 359 mW
Average power; po - 280 mW

Wave duration 1.18 s 1.08 s
Stored energy at 1.4 s; Eo (t = 1.4 s) 415 mJ 302 mJ

Efficiency of Active Rectifier - 95.78%
Efficiency of Buck-Boost Converter - 78.00%

Overall Efficiency - 74.72%

3. Installation and Demonstration

To demonstrate the application of the developed system, the system was assembled as a floor tile
with the dimension of 40 × 40 × 15 cm and installed by three sets of the floor tiles side-by-side without
wiring at an exhibition hall of a 100-year-old engineering building at Chulalongkorn University,
on the mechanical engineering project exhibition day. Figure 21 shows the photo of the system.
Then the exhibitors were invited to walk on the floor tiles. Once they stepped on the floor tiles, the
system generated power to store in the battery and lit up the array of LEDs, as seen in Figure 21.
This demonstration made exhibitors relive the importance of green energy and energy harvesting
in their daily lives. The benefit of the designed system can apply for a lot of applications, such as a
wireless sensor and Internet of Thing applications.
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Figure 21. Installation and demonstration.

4. Conclusions

The paper presented a design of an energy harvesting floor capable of converting mechanical
energy from people’s footsteps to electrical energy. The system, comprising the translation-to-rotation
conversion mechanism, the EM generator, and the power management circuit system, generates
electricity from people’s footsteps. For the EM generator, the conversion mechanism for linear
translation to rotation was designed by using the rack-pinion and lead-screw mechanism. Based on
simulation analysis, the averaged energy of the lead-screw model is more than that of the rack-pinion
model. Moreover, the design of lead-screw model elements was studied. The results show that
the lead-screw model with 45◦ lead angles can generate more averaged energy than others, and the
12-V-DC generator can provide more energy than the 24-generator due to the resistance during the
transience, and the softer spring can convert translation motion to higher rotational speed of the
generator which can produce more power. Although the softer springs are theoretically desirable, they
should be sufficiently hard enough to restore the system back to equilibrium due to the friction of the
system. Then, Genpath prototype-II with 12-V-DC generator, lead-screw mechanism, and allowable
displacement of 15 mm was built. It was significantly improved when compared to the prototype-I [16].
This Genpath prototype produces an average energy of up to 702 mJ (or average power of 520 mW).
The energy provided by Genpath prototype-II is increased by approximately 184% when compared
to that of the prototype-I [16]. The efficiency of the EM-generator system is 26% based on the power
generation from the heel strike of a human’s walk of 2 W per step. Next, the power management
and storage circuit were developed to harvested energy into the batteries and to supply other parts to
specific loads. The experiment showed that the circuit has the overall efficiency of 74.72%. The benefit
of the designed system can apply for a lot of applications, such as a wireless sensor and Internet of
Thing applications.
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Abstract: Passive vortex generators (VGs) have been widely applied on wind turbines to boost the
aerodynamic performance. Although VGs can delay the onset of static stall, the effect of VGs on
dynamic stall is still incompletely understood. Therefore, this paper aims at investigating the deep
dynamic stall of NREL S809 airfoil controlled by single-row and double-row VGs. The URANS method
with VGs fully resolved is used to simulate the unsteady airfoil flow. Firstly, both single-row and
double-row VGs effectively suppress the flow separation and reduce the fluctuations in aerodynamic
forces when the airfoil pitches up. The maximum lift coefficient is therefore increased beyond 40%,
and the onset of deep dynamic stall is also delayed. This suggests that deep dynamic-stall behaviors
can be properly controlled by VGs. Secondly, there is a great difference in aerodynamic performance
between single-row and double-row VGs when the airfoil pitches down. Single-row VGs severely
reduce the aerodynamic pitch damping by 64%, thereby undermining the torsional aeroelastic stability
of airfoil. Double-row VGs quickly restore the decreased aerodynamic efficiency near the maximum
angle of attack, and also significantly accelerate the flow reattachment. The second-row VGs can help
the near-wall flow to withstand the adverse pressure gradient and then suppress the trailing-edge
flow separation, particularly during the downstroke process. Generally, double-row VGs are better
than single-row VGs concerning controlling deep dynamic stall. This work also gives a performance
assessment of VGs in controlling the highly unsteady aerodynamic forces of a wind turbine airfoil.

Keywords: deep dynamic stall; passive vortex generators; wind turbine airfoil; URANS simulations

1. Introduction

Although passive vortex generators (VGs) are very simple, they have been proven to suppress
the flow separation effectively and then boost the aerodynamic performance of horizontal axis wind
turbines (HAWTs) [1]. Conventional VGs are composed of some pairs of vanes sticking out from the
surface, angled to the incoming flow [2]. The height of VGs is close to the boundary-layer thickness.
The fundamental principle of VGs is to produce streamwise vortices. These vortices can reenergize the
boundary layer to resist the adverse pressure gradient.

The effectiveness of VG designs is primarily determined by the evolution of streamwise vortices.
This vortex evolution is further impacted by various VG parameters. Godard and Stanislas [3] measured
the boundary layer flow of a two-dimensional bump with VGs, using stereo particle image velocimetry
(PIV) and hot-film probes. They found the triangular VGs better than rectangular VGs in decreasing the
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drag penalty at low angles of attack (AOAs). The counter-rotating configuration was also found better
than the co-rotating one in generating upwash and downwash wake regions. Mueller-Vahl et al. [4]
carried out wind-tunnel measurements of the NACA 63(3)-618 airfoil equipped with triangular VGs.
Their research implied that decreasing the spanwise spacing of VGs could not only delay the onset
of static stall, but also cause a high drag penalty. Baldacchino et al. [5] systematically studied the
effect of VG parameters on the aerodynamic performance of DU97-W-300 airfoil using wind-tunnel
experiments. They found that the vane height and chordwise location of VGs are the main factors in the
airfoil performance. The chordwise location plays a significant role in the post-stall behavior of airfoil.
Positioning VGs too downstream can result in an early abrupt stall, because VGs become very prone to
be submerged in the separation zones [4,5]. Wang et al. [6] studied the effect of rectangular VGs on the
performance of NREL S809 airfoil by URANS simulations. Compared to single-row VGs, they found
double-row VGs to further suppress the flow separation and then further delay the static stall.

RANS-based simulations of airfoil flow with VGs are by far the most common, although some
researches were performed by highly expensive DNS/LES-type simulations [7,8]. Nevertheless, RANS
methods also need a large quantity of computational cost, because the boundary layer with VGs
requires adequately fine resolution. To reduce the cost of fully resolved RANS method, the VG
modelling is often simplified [9]. The idea is to add a flow-dependent forcing term to the momentum
equations based on the thin airfoil theory. This method can successfully predict the aerodynamic
performances of both the airfoil and blade with VGs [10,11]. However, this simplified modelling has to
calibrate the key coefficient first.

VGs have succeeded in aerospace engineering and have been practically applied in wind turbine
engineering (Figure 1). However, the HAWT blade flow controlled by VGs remains unclear. Most studies
have focused on the two-dimensional steady airfoil flow controlled by VGs. In contrast, the blade
flow is three-dimensional, rotational, and often becomes unsteady. The unsteady operating conditions
are attributed to complicated environmental effects such as wind gust, turbulent inflow, and yaw
misalignment [12,13]. The blade sections therefore undergo a time-varying AOA. If the AOA variation
is dramatic enough, dynamic stall of the rotating blade will occur [14].

  

Figure 1. Applications of passive vortex generators (VGs) on the aircraft wings and wind turbine
blades [15,16].

Dynamic stall is characterized by the shedding and passage of a strong vortical disturbance over
the suction surface, thereby causing a highly nonlinear fluctuating pressure field [17]. Dynamic stall
often means the unsteady blade loads and there is noticeable aerodynamic hysteresis. These unsteady
aerodynamic forces are directly linked to the structure failures, reduced turbine life, and increased
operating maintenance.

Therefore, some methods were proposed to control dynamic stall, including aerodynamic
blowing [18], trailing-edge flap [19], co-flow jet [20], and plasma actuator [21]. These existing ways can
be classified as active control techniques, which will introduce auxiliary power equipment. This leads
to a more complicated design of blades. Consequently, active control techniques are often limited to
wind turbine blades [22]. In contrast, passive control techniques can also improve the wind turbine
performance without external energy expenditure, among which VGs are very cost-effective.
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Nevertheless, the effect of VGs on dynamic stall has been rarely investigated and hence is still
poorly understood. Our previous works [23,24] demonstrated that VGs could effectively suppress the
flow separation of oscillating wind turbine airfoil, thereby attenuating the aerodynamic hysteresis.
In this regard, double-row VGs are more effective than single-row VGs. Our previous works only
focused on the light dynamic stall controlled by VGs. However, the deep dynamic stall is often
accompanied by stronger vortex motions and severer flow separation.

This work aims to investigate the effect of single-row and double-row VGs on the deep dynamic
stall. The URANS method is used to identify the unsteady airfoil flow characteristics with and without
VGs. The aerodynamic hysteresis loops, flow structures, and boundary-layer velocity profiles are
analyzed in detail to reveal the effect of VGs on deep dynamic stall.

2. Numerical Modelling

2.1. Geometry and Mesh Generation

Figure 2 illustrates the geometry of VGs used on the NREL S809 airfoil. The main VG parameters
are h = 5 mm, d/h = 3.5, D/h = 7, L/h = 3, and β = 18◦, based on the VG design methodology [4,5].
Two chordwise locations are considered: xVG/c = 15% (single-row); xVG/c = 15% and 40% (double-row).
xVG is measured between the leading edges of airfoil and VGs, and c is the airfoil chord length.

 

d

D

β

Figure 2. Schematic of the rectangular vane-type vortex generators in a counter-rotating configuration.
(a) Isometric view; (b) planar view.

The present numerical modelling is essentially the same as that in our previous works [23,25].
Table 1 gives the main features of the mesh. The computational mesh includes only one pair of
VGs (Figure 3), and the translational periodic boundary condition is used on spanwise boundaries.
The mesh dependency study has been done by the General Richardson Extrapolation method [23].
The selected mesh with single-row VGs has about 1000 cells on each VG vane. There are 200 × 190 × 80
points in the wrap-around, normal, and spanwise directions, respectively. The Reynolds number is
1 × 106 (i.e., c = 0.457 m and U0 = 33.68 m/s), where U0 is the freestream velocity.

Table 1. Main features of the computational mesh.

Mesh Configuration Structured O-Type

y+ Always < 1
Normal growth ratio 1.08

Far-field Distance 20 c
Mesh size (million) 2.9 (single-row VGs) 3.5 (double-row VGs)
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Figure 3. Boundary-layer and surface mesh of the airfoil with single-row VGs.

2.2. URANS Settings

Dynamic stall of the airfoil is obtained by sinusoidal pitch oscillation about the quarter-chord axis.
The sliding mesh method [26] is used to simulate the dynamic motion of airfoil. The instantaneous
AOA follows the sinusoidal variation:

α = αm + Asin(2πft) (1)

The reduced frequency is defined as k = πfc/U0. In this work, the deep dynamic stall condition of
αm = 18.75◦, A = 10.3◦, and k = 0.078 is simulated following the wind-tunnel experiments [27].

In the mesh motion simulated by sliding mesh method, nodes rigidly move in a given dynamic
zone, but the cells defined by these nodes will not deform. A sliding interface is also introduced to
connect multiple cell zones. The sliding interface is updated and synchronized with the mesh motion
to reflect the new positions. Therefore, the computational domain is divided into two subdomains.
The inner is a rotating region, and the outer a stationary region. The interaction between these two
regions is made through a cylindrical sliding interface at radius of 4.4c in this work.

The commercial software ANSYS/FLUENT 16.0 [26] is used to numerically solve the URANS
equations. Table 2 provides the main URANS settings. Ekaterinaris and Platzer [28] found that the
proper consideration of transitional flow effect can improve the predictive accuracy of aerodynamic
hysteresis. Therefore, the turbulence is simulated by the SST k-ω eddy viscosity model [29] incorporated
with the γ-Reθ transition model [30]. This turbulence modelling has been proven to be reliable in
simulating the dynamic stall of wind turbine airfoils [31]. The time step is set to assure 540 steps
over each cycle and 20 inner iterations per time step, based on our previous works [13]. Iterative
convergence criterion is met by assuring the cycle-to-cycle force variations negligible.

Table 2. Main settings of the URANS simulations.

Spatial Discretization Third-order MUSCL convection scheme
Temporal Discretization Bounded second-order implicit scheme

Pressure-Velocity
Coupling

Coupled algorithm

Time Steps Per Cycle 540
Inner Iterations 20

Turbulence Model SST k-ωmodel
Transition Model γ-Reθ model

2.3. Validation of Numerical Modelling

Due to the lack of experimental data of dynamic stall with VGs (unsteady-controlled),
present numerical modelling has been validated against two sets of available experimental data:
steady-controlled and unsteady-uncontrolled.

For steady-controlled data, the numerical modelling can reliably predict the pressure distributions
of the DU97-W-300 airfoil with and without triangular VGs (Figure 4). Figure 4 also demonstrates that
VGs are effective in suppressing the trailing-edge separated flow at α = 15◦, thereby leading to a high
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leading-edge suction and greatly increasing the lift coefficient Cl. VGs, however, have a marginal effect
on the pressure distribution when the flow is fully attached at α = 10◦.

  

Figure 4. Calculated and measured pressure distributions of the DU97-W-300 airfoil with and without
VGs. (a) Without VGs; (b) with VGs (xVG/c = 20%).

For unsteady-uncontrolled data, the obtained results also show a good agreement with the
experimental data of the NREL S809 airfoil in light dynamic stall [23]. Moreover, Figure 5 suggests
that the calculated aerodynamic hysteresis loops generally agree with the experimental data [27]
and Johansen’s CFD results [31] in deep dynamic stall. The hysteresis loops also show noticeable
fluctuations at the high AOAs. This is due to the severe vortex shedding and passage over the suction
surface. The unsteady aerodynamic forces are accurately predicted during the flow separation and
flow reattachment processes. Consequently, present numerical modelling of the deep dynamic stall of
the NREL S809 airfoil with VGs should be adequately correct.

  

Figure 5. Cl-α and Cd-α hysteresis loops of the NREL S809 airfoil undergoing deep dynamic stall
(αm = 18.75◦, A = 10.3◦, and k = 0.078). (a) Cl; (b) Cd.

3. Results and Discussion

3.1. Aerodynamic Hysteresis Loops

Figure 6 shows the calculated aerodynamic hysteresis loops with and without VGs. During the
upstroke process, the aerodynamic coefficients of the airfoil with single-row and double-row VGs
were relatively close. VGs significantly delayed the onset of dynamic stall. The Cl of clean airfoil
began to diverge from the linear regime at α = 16◦, implying the start of flow separation (Figure 6a).
However, the Cl with VGs well followed the linear theory until α = 22◦. At the high AOAs, the strong

109



Energies 2020, 13, 2535

dynamic stall vortex motion caused large fluctuations in the aerodynamic coefficients of the clean
airfoil. Figure 6 also indicates that the degree of these fluctuations can be decreased by VGs.

 

 

 

Figure 6. Aerodynamic hysteresis loops of the NREL S809 airfoil with and without VGs. Solid lines
denote increasing angles of attack (AOA), and dashed lines indicate decreasing AOA. (a) Cl; (b) Cd;
(c) Cm.

During the downstroke process, the aerodynamic coefficients showed a clear difference between
single-row and double-row VGs. The downstroke process from αmax to αmin can be further divided
into three parts:

• From αmax to α = 25◦, double-row VGs quickly restored the decreases in Cl and Cd in comparison
with single-row VGs. This suggests that the second-row VGs impacted greatly on the massive
flow separation when the airfoil began to pitch down.
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• From α = 25◦ to α = 13◦, the Cl with single-row VGs kept high but was accompanied by high
hysteresis intensities of the Cd and Cm. In contrast, the Cl with double-row VGs decreased
gradually at first and then increased slowly.

• From α = 13◦ to αmin, single-row VGs produced considerable increases in hysteresis intensities.
The second-row VGs significantly helped the Cl readjust to the linear regime, so that double-row
VGs led to low hysteresis intensities.

Table 3 provides the dynamic-stall parameters extracted from the hysteresis loops in Figure 6. The
definition of aerodynamic pitch damping ζCm is given by:

ζCm = −
∮

Cmdα/
(
4A2
)

(2)

A high ζCm also implies a high torsional aeroelastic stability. If the ζCm decreases to a negative value,
the amplitude of airfoil pitch will increase rapidly, and then the flutter occurs unless restrained [17].

Table 3. Dynamic-stall parameters of the airfoil with and without VGs.

Case Name Cl,max αClmax (◦) Cl,dec Cm,inc Cm,dec Cm,min ζCm

clean 1.78 28.62 0.67 −0.34 −0.120 −0.605 0.153
singe-row VGs 2.49 23.37 1.26 −0.23 −0.280 −1.086 0.055

double-row VGs 2.65 26.24 1.95 −0.60 −0.399 −1.028 0.124

Single-row and double-row VGs increased the Cl,max of NREL S809 airfoil by 40% and 49%,
respectively. This is because double-row VGs could further delay the onset of dynamic stall. Both
single-row and double-row VGs dramatically reduced the Cm,min by almost 70%. The reason is that
VGs hindered the forward motion of the center of pressure with the trailing-edge flow separation
effectively suppressed.

Table 3 also indicates a large decrease of 64% in the ζCm of the airfoil with single-row VGs.
Therefore, single-row VGs can reduce the torsional aeroelastic stability, thereby likely causing the
airfoil flutter. In this regard, double-row VGs are better to only reduce the ζCm from 0.153 to 0.124.

3.2. Flow Field Developments

Figure 7 illustrates the flow field developments around the airfoil with and without VGs. Three
AOAs of 9.83◦, 18.75◦, and 27.67◦ were chosen to represent the three typical degrees of flow separation:
fully attached flow, trailing-edge (TE) separated flow, and massively separated flow, respectively.
The clean airfoil flow also showed wider separation zones during the downstroke process than during
the upstroke process. This manifests that the aerodynamic hysteresis was attributed to the retarded
flow reattachment when the airfoil pitched down.

During the upstroke process, both single-row and double-row VGs eliminated the TE separation
vortex at α = 18.75◦. The Cl of airfoil with VGs was therefore dramatically increased (Figure 6a).
At α = 27.67◦ (↑), there were three separation vortices on the upper surface of the clean airfoil. Two
small separation vortices were located on the first half chord, and one large separation vortex was near
the trailing edge. Furthermore, single-row and double-row VGs produced a fourth small TE separation
vortex. This small vortex crowded out the large separation vortex, thereby leading to a high TE suction
peak (Figure 8a). Surprisingly, the second-row VGs seemed to bring about an undesirable effect to
reduce the TE suction peak.

During the downstroke process, the leading-edge (LE) and TE separation vortices shed into the
wake alternately. At α = 27.67◦ (↓), the airfoil flow field with single-row VGs was highly distorted,
because the LE separation vortex was hardly attached to the surface. Consequently, the suction value
with single-row VGs was greatly decreased, even lower than that of the clean airfoil (Figure 8b).
Double-row VGs, however, suppressed the LE flow separation effectively, and hence kept a high suction
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on the first half chord. Additionally, both single-row and double-row VGs avoided the secondary
separation vortex near the trailing edge.

 

Figure 7. Streamlines and pressure fields around the airfoil with and without VGs.

 

Figure 8. Cont.
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Figure 8. Pressure distributions of the airfoil with and without VGs. (a) α = 27.67◦ (↑); (b) α = 27.67◦
(↓); (c) α = 18.75◦ (↓).

At α = 18.75◦ (↓), a large LE separation vortex appeared in the clean airfoil flow. The decreased
height of separation vortex and the downstream movement of the vortex core suggest that the clean
airfoil flow began to reattach gradually. However, both single-row and double-row VGs caused a
tertiary vortex. This separation vortex was even detached from the upper surface due to double-row
VGs, so that the suction on the upper surface and the Cl of airfoil with double-row VGs were vastly
reduced (Figure 8c). Interestingly, although double-row VGs were positioned on the upper side,
they significantly affected the Cp distribution on the lower side. This could decrease the pressure
difference between the upper and lower sides. At α= 9.83◦ (↓), Figure 7 also implies that the second-row
VGs further accelerated the flow reattachment and hence resulted in a high LE suction peak.

3.3. Boundary-Layer Velocity Profiles

Figures 9 and 10 show the non-dimensionalized streamwise velocity profiles when the AOA
reached 27.67◦ during the upstroke and downstroke processes, respectively. Note that α = 27.67◦
means the airfoil flow fell into the deep dynamic-stall process. Boundary-layer velocity profiles at
x/c = 10% and x/c = 75% can represent the LE and TE separation vortices, respectively.

Figure 9. Streamwise velocity profiles at α = 27.67◦ (↑). Sn denotes the normal distance away from the
wall surface, and u the streamwise velocity. (a) x/c = 10%; (b) x/c = 75%.

During the upstroke process, the streamwise velocity profiles with single-row and double-row
VGs were quite close (Figure 9). This is attributed to the similar flow fields around the airfoil with
single-row and double-row VGs at α = 27.67◦ (↑) (Figure 7). Figure 9 also indicates that VGs increased
the height of LE separation vortex and the severity of TE reverse flow. Nevertheless, the external flow
was effectively accelerated by VGs, thereby producing a high suction value (Figure 8a).
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Figure 10. Streamwise velocity profiles at α = 27.67◦ (↓). (a) x/c = 10%; (b) x/c = 75%.

During the downstroke process, the streamwise velocity profiles also showed a clear difference
between single-row and double-row VGs (Figure 10). At x/c = 10%, although the boundary-layer
thicknesses with double-row VGs and without VGs were close, the external flow was effectively
accelerated due to double-row VGs (Figure 10a). This suggests that double-row VGs made the LE flow
withstand a higher adverse pressure gradient. However, the boundary-layer thickness with single-row
VGs was decreased, because the LE separation vortex seemed to be detached from the wall surface
(Figure 7). At x/c = 75%, the boundary-layer thicknesses from high to low was in the sequence of
single-row VGs, clean, and double-row VGs. This sequence also determined the severity of TE flow
separation. Interestingly, double-row VGs could effectively counteract the adverse pressure gradient
and then suppress the TE flow separation, but single-row VGs could not (Figure 8b). This finding
highlights the great impact of the second-row VGs during the downstroke process.

4. Conclusions

This paper gives a flow analysis of deep dynamic stall of the NREL S809 airfoil controlled by
single-row and double-row VGs. VGs were fully resolved, and URANS simulations were conducted
with the transitional SST k-ω eddy viscosity model. Based on this study, several conclusions were
reached as follows.

• Present numerical modelling can accurately predict the aerodynamic loads of both an airfoil with
VGs and an airfoil undergoing deep dynamic stall.

• Both single-row and double-row VGs postpone the flow separation from α = 16◦ to α = 22◦, when
the airfoil pitches up. Then, the Cl,max of airfoil with VGs is considerably increased beyond 40%.

• Although single-row and double-row VGs produce an additional TE separation vortex, they can
reduce the fluctuations in aerodynamic coefficients near the αmax.

• Single-row VGs bring about a vast decrease in the Cl from 2.2 to 0.3 near the αmax when the airfoil
begins to pitch down, implying severe dynamic-stall behaviors. Single-row VGs also seriously
retard the flow reattachment near the αmin. Therefore, single-row VGs considerably reduce the
ζCm by 67% and hence undermine the torsional aeroelastic stability of airfoil.

• Double-row VGs can quickly restore the decrease in Cl and Cd near the αmax in comparison with
single-row VGs. Double-row VGs also significantly help the Cl readjust to the linear regime with
the flow reattachment effectively accelerated.

• Double-row VGs can effectively counteract the adverse pressure gradient and hence suppress the
TE flow separation during the downstroke process, but single-row VGs cannot. This explains the
clear difference in aerodynamic responses between single-row and double-row VGs.
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This paper also provides a performance assessment of VGs in controlling highly unsteady
aerodynamic loads of a wind turbine airfoil. This study may contribute to understanding the deep
dynamic stall controlled by single-row and double-row VGs. Future work should concentrate on the
effect of passive VGs on a rotating blade undergoing dynamic stall.
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Nomenclature

↑ upstroke process
↓ downstroke process
α angle of attack (AOA)
αClmax AOA of Cl,max

αm mean AOA
αmax maximum AOA
αmin minimum AOA
β geometric vane inflow angle
ζCm aerodynamic pitch damping
A AOA amplitude
c chord length
Cd drag coefficient
Cl lift coefficient
Cl,dec Cl at αClmax (↓)
Cl,max maximum Cl
Cm pitching moment coefficient
Cm,dec Cm at αClmax (↓)
Cm,inc Cm at αClmax (↑)
Cm,min minimum (maximum nose-down) Cm

Cp pressure coefficient
D inter-vane spacing
d intra-vane spacing
f frequency of oscillation
h vane height
k reduced frequency
L vane length
Sn normal distance away from the wall surface
u streamwise velocity
U0 freestream velocity
x chordwise location
xVG chordwise location measured between the airfoil and VG leading edges
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Abstract: Malaysia is in the process of liberalising its electricity supply industry (ESI) further, with the
second reform series announced in September 2018. If everything goes as planned, Malaysia would be
the third country in the Association of Southeast Asia Nations (ASEAN) to have a fully liberalised ESI
after the Philippines and Singapore. A number of initiatives have been in the pipeline to be executed
and a lot more will be planned. At this juncture, it is important for Malaysia to look for the best
practices and lessons that can be learnt from the experience of other countries that have successfully
liberalised their ESIs. Being in the same region, it is believed that there is a lot that Malaysia can
learn from the Philippines and Singapore. This paper therefore presents and deliberates on the
chronological development of the countries’ progressive journeys in liberalising their ESIs. The aim is
to discern the good practices, the challenges as well as the lessons learnt from these transformations.
Analysis is being made and discussed from the following four perspectives; legislative framework,
implementation phases, market components and impact on renewable energy penetration. Findings
from this study would provide useful insight for Malaysia in determining the course of actions to be
taken to reform its ESI. Beyond Malaysia, the findings can also serve as the reference for the other
ASEAN countries in moving towards liberalising their ESIs.

Keywords: regional electricity market; energy security; energy efficiency; energy sustainability;
ASEAN; electricity liberalisation; electricity unbundling

1. Introduction

Like most other countries, the electricity supply industry (ESI) in Malaysia started rather
spontaneously, driven by the need of individual enterprises to electrify their businesses.
Natural monopoly began in 1982 after the private and state owned electricity supply companies
are consolidated under the National Electricity Board (NEB). Subsequently, NEB became the sole
state-owned body that ‘monopolised’ the supply of electricity to the whole of peninsular Malaysia,
having the transmission lines that stretched over 6300 km and close to two million customers at the
time [1]. In a monopolised or vertically integrated ESI, the operations of generation, transmission
and distribution of electricity are owned and managed by one giant utility company as an entity or
together with a number of other companies related to it. Thus, competition is almost non-existent.
On the contrary, a liberalised or ‘open’ ESI provides opportunities for other players in the industry to
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participate in the business. It therefore promotes competition, which often translates into efficiency
that results from improved operation, management, customer services et cetera. A liberalised ESI also
facilitates the creation of regional electricity market where electricity is traded between a number of
nearby countries. Such regional electricity market does not exist yet in the Association of Southeast
Asia Nations (ASEAN) region, although the intention is there and is not new. The ASEAN Power
Grid (APG) initiative was mandated in December 1997 with the aim to enhance regional energy
sustainability, security and reliability [2]. According to the plan, the construction of the APG would
begin with a regional power interconnection on cross-border bilateral terms, which then expands to
sub-regional basis towards a totally integrated South East Asia power grid system. More than twenty
years after the mandate, the envisioned APG is still very much a work-in-progress [2]. While the
physical interconnection of the grids is mostly ready, the electricity trading between the countries
is not [3]. The latter is currently done through bilateral power purchase agreements between the
bordering countries. In comparison, the Nord Pool, which started the similar initiative at about
the same time, has been thriving successfully and even regarded as the most robust, efficient and
harmonised regional electricity market [4,5]. The success is largely attributed to, and made possible by,
the region’s move to liberalise their ESIs. With ESI liberalisation, efficiency is attained through means
such as increased competition in the market that leads to improved operations [6], which can result
in the elimination of unnecessary overhead supply (reserve margin) in the monopolised markets [7].
This allows for the capital resources to be utilised more effectively. Liberalised ESIs also promote the
creation of pooled energy sources that allows for more efficient use of electricity through increased
consumers’ response to prices [8]. Greater interconnections have also allowed for increased energy
security [9]. In terms of governance, liberalisation has significantly improved the governance of
monopoly utilities, the prospects for competition and innovation, and the quality of policy instruments
for environmental emissions control [10].

Thus far, there are only two ASEAN countries that have liberalised their ESIs fully and have their
own electricity markets; the Philippines and Singapore. Bearing differences in terms of geographical
condition, economic development status, total population et cetera, both countries have undergone
different experience in liberalising the ESIs. While it has been a ‘bumpy ride’ for the Philippines,
Singapore experiences a smoother transition. Malaysia is expected to be the next ASEAN country to
go for full ESI liberalisation. In September 2018 [11], the Malaysia electricity supply industry (MESI)
started the second series of its reform, MESI 2.0, where opening the electricity market further is put
forth as one of the main agenda. To address the stated MESI 2.0 objectives, recommendations have
been made for Malaysia to consider unbundling of its ESI, using the achievements of the countries
in the Nordic as comparison [12]. However, emulating the Nordic countries might not be the best
option due to the vast differences between the two regions in many aspects. The two countries in the
Southeast Asia region that have already attained full ESI liberalisation would be more relevant for
Malaysia to look at. This article therefore presents the chronological review of the Philippines’ and
Singapore’s ESIs transformation towards liberalisation with the aim to identify the good practices,
the challenges as well as the lessons learnt from their experience. In particular, the review focuses on
the following perspectives.

1. The regulatory framework and institutional bodies to institute reform.
2. The phases of reform implementation.
3. The components that constitute the wholesale electricity market.
4. The impact of ESI liberalisation on the renewable energy (RE) penetration.
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The first three are essential to be considered right from the beginning of a reform move while
the RE penetration is included in the scope because Malaysia has clearly set its RE targets. Thus, it is
relevant to identify the extent to which ESI liberalisation is able to help achieve the targets. The required
information is obtained from the published research work, technical reports, newspaper clips and
online communication with the relevant authorities. Analysis results conclude on the significant
role played by the enacted legislative framework that is subsequently followed by the formation
of the institutional bodies and agencies with sufficient authorities to instate the ESI reform. It is
also found that gradual yet clearly defined phases of reform with explicit activities and targets are
important to ensure its smooth implementation. Despite the differences in market operations, common
components that constitute an electricity market can be identified. However, no significant impact is
seen on the amount of RE penetration into the grids as a result of the liberalisation. Beyond Malaysia,
the recommendations can potentially be considered for use by the other ASEAN countries too. This is
especially necessary when a review of the reform experiences of the countries found a significant
disparity between the expected and actual outcomes [13].

The rest of this article is organised into the following sections. Section 2 and Section 3 elaborate
on the Philippines’ and Singapore’s ESI reform journeys respectively. Analysis, lessons learnt and
policy implications are presented in Section 4. Section 5 concludes the article and points to potential
future work and outlook.

2. ESI Liberalisation in the Philippines

Liberalisation of the Philippines’ ESI began in 2001. Prior to the liberalisation, the state-owned
monopoly National Power Corporation (NPC) was the vertically integrated power utility engaged in
the production, transmission and distribution of electricity and used to be the largest provider and
generator of electricity in the Philippines. The efforts towards energy restructuring in the Philippines
started to materialise with the change in government in 1986. The Energy Regulatory Board (ERB)
constituted in 1987 assumed the responsibility to regulate the energy sector, overseeing the power
rates and services of the private electric utilities in the country. The year 1988 saw the beginning
of independent power producers (IPPs) in response to an executive order from the then President,
driven by the need to address the looming electricity shortages in the island [14]. By 1994, more than
40 IPP contracts were accumulated, a number that is more than any other developing countries [15].
Table 1 shows the current generation market share in the Philippines. The Asian financial crisis in 1997
led to the Philippines having the second highest electricity prices in the world that was putting more
pressure for reform. Thus, a more serious move towards deregulation of the industry began in 2001,
when the Republic Act 9136, known as the Electric Power Industry Reform Act (EPIRA) was enacted
after almost eight years on the table. It was regarded as the most comprehensive piece of legislation of
its kind in Asia by the Asian Development Bank. Being comprehensive, it is also the most complicated
with the involvement of many parties [16]. The EPIRA called for the following [17].

• Creation of the National Transmission Company (TransCo) to assume the transmission function
of the NPC.

• Privatisation of NPC assets, including the newly created TransCo.
• Creation of an independent, quasi-judicial entity called the Energy Regulatory Commission (ERC)

to ensure a transparent, competitive, and reliable electricity market.

121



Energies 2020, 13, 3514

Table 1. Key generation players’ share in the Philippines [18].

Player Market Share (%)

San Miguel Energy Corp 20
Aboitiz Power Corp. 17
First Gas/First Gen. 17
PSALM 18
AES Transpower 4
SEM Calaca 4
NPC 6
Global Business Power Corp. 4
Salcon Phils./Atlas 2
K-Water 2
Others 6

TransCo was created immediately in the same year and started operating and managing the
power transmission system that links power plants to the electricity distribution utilities nationwide in
2003. The ERC, an independent, quasi-judicial regulatory body that promotes competition, encourages
market development, ensures customer choice and penalises abuse of market power, replaced the
ERB. The EPIRA also resulted in the creation of the Power Sector Assets and Liabilities Management
(PSALM) Corporation in 2001, a wholly-owned and -controlled government entity to take over
the ownership of all existing generation assets of the NPC, IPP contracts, real estate, and all other
disposable assets including the transmission assets of the TransCo. By the same token, PSALM
assumed all outstanding obligations of NPC arising from loans, issuance of bonds, securities, and other
instruments of indebtedness. The principal purpose of PSALM is to manage the orderly sale and
privatisation of these assets with the objective of optimally liquidating all of the NPC’s financial
obligations. The Small Power Utilities Group (SPUG), which provides electricity to the off-grid
customers and has been in existence since 1996, was put under the NPC and will absorb the remaining
unsold assets of the NPC. Under this new structure, the Philippines’ ESI is constituted of the following
key players [19].

• DOE: Government agency in charge of planning and policy making for the electricity sector.
EPIRA mandated DOE to organise and establish the appropriate market design and governance
structure of the Wholesale Electricity Spot Market (WESM) and supervise the restructuring of the
electricity industry.

• ERC: Regulates natural monopolies (distribution and transmission wires business), issues generation
and supply licenses, oversees competition in the power market and enforces the implementing
rules and regulations of the EPIRA.

• PSALM: Government-owned and controlled corporation that manages the orderly sale,
disposition, and privatisation of NPC generation and other disposable assets, and its IPP contracts;
as well as optimally liquidate all the NPC’s financial obligations and stranded contract costs.

• PEMC: Non-stock, nonprofit and non-independent corporation established by the DOE to perform
the market operator (MO) functions in the WESM.

• NPC: State-owned and responsible for the missionary electrification function for the government
in areas that are not connected to the main grids through the SPUG, manage watershed areas
supporting power plants, manage dams nationwide and coordinate with all stakeholders to
ensure safety of its communities and environs, and manage undisposed power generating assets.

• TransCo: Provides and maintains the physical infrastructure (transmission network and associated
facilities) necessary to transport electricity.

• National Grid Corporation of the Philippines (NGCP): Private sector concessionaire that is
operating the national transmission system.
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• National Electrification Administration (NEA): Government agency mandated to develop
and implement programs to prepare and strengthen electric cooperatives for the deregulated
electricity market.

The EPIRA also mandated the WESM to be established within one year of the Act. As a result,
rules and regulation with regards to the conduct of the WESM were announced in 2002. In November
2003, the Philippine Electricity Market Corporation (PEMC) was incorporated as a non-stock, non-profit
corporation tasked to establish and govern an efficient, competitive, transparent, and reliable market for
the wholesale purchase of electricity and ancillary services. In August the following year, PEMC was
designated as the MO to undertake the preparations for and the initial operations of the WESM until
an independent market operator (IMO) is established and ready to take it over. The system operator
(SO), TransCo, is responsible for operating the power system in accordance with the WESM Rules,
Grid Code or any instruction from the MO or the ERC to ensure security and reliability of the power
system. On 28 February 2008, NGCP was granted the right to take over and operate the whole of
TransCo’s regulated transmission business while the ownership of all transmission assets and related
real properties remained with TransCo. A congressional franchise to operate the transmission network
was granted to NGCP on 8 December 2008.

Figure 1 shows the governance of the Philippines’ WESM. From the figure, it can be seen
that there are four trading participants in WESM; generators (GenCo), distribution utilities (DU),
retail electricity suppliers (RES) and directly connected customers (DCC) [20]. GenCos are at the supply
side, comprising the privatised GenCos and the IPPs. As at April 2018, there were 113 generation
companies in the Luzon-Visayas grid alone and all of them are WESM participants [21]. At the demand
side, there are DUs, RESs and DCCs. DUs are responsible to provide open and non-discriminatory
access to its system and provide wheeling services to the end users (captive customers (Monthly usage
of less than 750 kW)) within its franchise area. Suppliers/aggregators engage in the supply of electricity
to the contestable customers (Monthly usage of at least 750 kW) after securing an RES license from
the ERC. They are allowed to supply electricity to the contestable customers within a contiguous area.
The DCCs are industrial or bulk electricity customers who are connected to the transmission grid and
directly supplied with electricity by a GenCo, PSALM or NPC [22]. The respective functions of the
MO, SO and WESM participants are summarised in Table 2.

Figure 1. Wholesale Electricity Spot Market (WESM) governance.
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Table 2. Key players in WESM.

Player Role in WESM

MO Administers the operation of the WESM
Determines the dispatch schedule for each hour of all facilities and submits it to the SO
Monitor daily the trading activities in the market
Clear all settlements after every billing period

SO In charge of the central dispatch to all generating facilities and loads in accordance with
the dispatch schedule submitted by the MO
Ensures the reliability and security of the power system at all times

GenCo Submit offers to sell energy by offering it for sale at a certain price on an hourly basis.
Price offers will be ranked from the highest to lowest.

DUs Purchase electricity directly in bulk from the generating entities or from the spot market
Distributors must also procure energy from the Wholesale Electricity Spot Market and
secure bilateral contracts to serve the remainder of the customers in their franchise area

Suppliers/
aggregators

Purchase electricity directly in bulk from the generating entities or from the spot market

End-users Purchase electricity directly from the spot market
(Customers) Can opt for demand bidding in the pool or a rather passive participation

Can voluntarily engage in bilateral contracting

After several months of trial operations, the WESM commenced commercial operations in the
Luzon grid on 26 June 2006. Four years into the commercial operations in Luzon, the Visayas grid
was integrated into the WESM and commenced commercial operations on 26 December 2010. In June
2017, WESM in Mindanao was officially launched but until now, it is yet to begin its commercial
operation. It was expected to be commercially operational in January 2020, after a number of revisions.
However, in a more recent news, further delay is expected [23]. Beginning 26 September 2018,
the Independent Electricity Market Operator of the Philippines, Inc. (IEMOP) becomes the operator
of the electricity market to manage the registration of market participants, receive generation offers,
come out with market prices and dispatch schedules of the generation plants, and handle billing,
settlement, and collections, among other functions [24]. This is an important milestone towards more
independent and transparent operation of the WESM.

At the retail market level, the EPIRA also provides for the implementation of the retail competition
and open access (RCOA) upon the fulfilment of the five pre-conditions, which were achieved in
2011 [25]. Thus, the RCOA was launched in June 2013 for contestable customers. The threshold for
customer contestability began with 1 MW, which means that consumers whose power usage reach
a monthly average of at least 1 MW are required to choose and buy their electricity from the retail
electricity suppliers (RES). The threshold for contestability is gradually decreased. In May 2016,
customers with an average monthly peak demand of at least 750 kW are mandated to enter into a retail
electricity contract with a RES by June 2017. If it is not due to the temporary restraining order (TRO)
by the Supreme Court resulting from the petition submitted by a few contestable customers [26,27],
the contestability level would have been lowered further to include customers with an average peak
demand between 500 kW and 749 kW [28]. At the time of writing, the high court has yet to lift its
order. The number of customers enrolled in the open access scheme of the electricity retail market,
as reported by the PEMC, reached 940 in November 2017 [26], nearly four times the number of
contestable customers when it was launched in 2013. From the 940 customers, 862 are contestable
customers with an average monthly peak demand of 1 MW and 78 with an average monthly peak
demand of between 750 kW and 999 kW. This represents 23% of the energy share in the market,
while DUs and bulk users have the remaining 77%. As at December 2019, there is a total of 1408
contestable customers from Luzon (1264) and Visayas (144) regions [29]. There are also 33 licensed
RES, 25 local RES and 44 Supplier of Last Resort (SOLR) in the RCOA system. Table 3 shows the retail
electricity market concentration of the Philippines. SOLR is an entity that provides last resort supply
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to contestable customers who suddenly find themselves without a RES. In spite of the TRO, more
and more contestable customers who were earlier issued certificates of contestability by the ERC are
opting to voluntarily migrate. The remaining customers, know as the captive customers, continue to
be served by the DUs in respective areas.

Table 3. Retailers’ market share in the Philippines based on the number of contestable customers [29].

Player Market Share (%)

MERALCO Group 35.0
Aboitiz Group 24.2
Ayala Group 17.0
San Miguel Group 12.3
Others 11.5

Concerning RE, the Philippines has set to triple the RE capacity than that achieved in 2017 to
15,304 MW by the end of 2030 [30]. In the Philippines, RE is traded separately in WESM. The Renewable
Energy Act (R. A. 9513) or the RE Act provides for the establishment of the RE Market (REM). Pursuant
to Section 8 of the RE Act, the DOE shall establish the REM and shall direct the PEMC to incorporate
changes to the WESM to accommodate RE trading. The Philippines Renewable Energy Market System
(PREMS), a platform to facilitate market competitiveness, efficiency, and transparency in the trading of
RE certificates (REC) based on the REM Rules should have been in operation by now [31]. DUs have
also been mandated to source a minimum portion of energy from renewable sources to guarantee a
market for RE generators. Beginning with 1% in 2020, this portion will be increased on a yearly basis
and this will be monitored via PREMS.

3. ESI Liberalisation in Singapore

Beginning 1995, the Singapore’s ESI has been progressively liberalised and restructured.
A regulatory framework is established, the generation and retail markets are opened up to the
commercial players, and a wholesale electricity market is introduced. The aim was to gradually
introduce competition in electricity generation and retail such that Singapore would have an electricity
market that allows the investment, production and pricing decisions to be driven by market forces
rather than central planning. The phases of liberalisation can be divided into four; corporatisation
from 1995 to 1998, regulatory infrastructure from 1998 to 2001, privatisation and divestment from
2001 to 2009 and full market contestability from 2009 until now [32]. The first (reform) move began
in 1995 when the government decided to corporatise the Public Utilities Board (PUB), who were in
charge of the supply of water, electricity and piped gas. Under this first move, the electricity and
gas undertakings of the PUB were put under the government’s investment arm, Temasek Holdings
(TH). Under TH, Singapore Power (SP), which at the time was a vertically integrated monopoly
wholly owned by the government, was created as the holding company for several new companies
including PowerSenoko (now known as Senoko Energy), PowerSeraya, PowerGrid (now known as SP
PowerAssets) and Power Supply (now known as SP Services). SP then took over the electricity and
piped gas functions from the PUB, and the electricity generation, transmission, distribution, wholesale
and retail became the responsibility of the SP. To undertake the responsibility, the companies under SP
above were put in charge of the different segments of the ESI. Generation was put under PowerSenoko,
PowerSeraya and Tuas Power (now known as Tuas Power Generation, a generation company that was
set up as an independent company directly under TH). Power Grid was in charge of the transmission
and distribution, and Power Supply, the electricity supply and utilities support services company,
became the sole retailer. PUB was reconstituted to continue to supply water and undertake the new
role of regulating the electricity and piped gas industries as a result.
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Moving on, the Singapore Electricity Pool (SEP) was launched in 1998. It was a day-ahead market
with PowerGrid as the system operator and pool administrator. Singapore thus became the first
ASEAN country to have the wholesale electricity trading market. At the time, Power Supply was the
only buyer in the SEP where the three power generation companies above and a government-owned
waste incineration plant competed to sell electricity in the market. Electricity tariffs were unbundled
at the same time, making Singapore’s ESI to be the most liberalised in ASEAN by the late 1990s.
Comprehensive review done by the government in 1999 resulted in the decision to liberalise the
electricity market further being made in March 2000. The Electricity Act (Chap. 89A) was enacted in
2001, with the aim to create a competitive market framework for the electricity industry and provide
safety, technical and economic regulation of the generation, transmission, supply and use of electricity.
With it, the Energy Market Authority (EMA) of the Singapore Act (Chap. 92B) was also enacted to
establish and incorporate the EMA of Singapore, to provide for its functions and powers. Consequently,
the Energy Market Authority (EMA) was set up in 2001 as statutory board under the Ministry of
Trade and Industry to regulate the energy market including electricity and gas industries. EMA’s
main goals are to ensure a reliable and secure energy supply, promote effective competition in the
energy market and develop a dynamic energy sector in Singapore [33]. With the EMA now regulating
the ESI, PUB is further restructured to become the sole water authority under the Ministry of the
Environment effective 1 April 2001. A division under the EMA undertakes the responsibility as the
power system operator (PSO) to ensure secure operation of the power system. PowerGrid therefore
only operates and maintains the transmission and distribution grid. A new company, the Energy
Market Company Pte Ltd (EMC), a joint venture between EMA and M-co Pte Ltd from New Zealand,
was established to undertake the responsibility for the operation and administration of the wholesale
electricity market. The SEP lasted until December 2002. Beginning 1 January 2003, the New Electricity
Market of Singapore (NEMS) took over its role. It represents a progression from the pool to fully
competitive wholesale and retail electricity markets. Similar to the WESM in the Philippines, there is a
total of eight key players in NEMS [33] as shown in Figure 2; EMA, EMC, PSO, transmission licensee
(SP Power Assets), market support services licensee (MSSL) (SP Services), generators, retailers and
consumers (contestable and non-contestable). Their respective descriptions are shown in Table 4.

Figure 2. New Electricity Market of Singapore (NEMS) governance [33].
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Table 4. Key players in NEMS.

Agency Role

EMA The government agency that oversees Singapore’s electricity and gas sectors
The regulator of the electricity sector and has the ultimate responsibility of ensuring
that the NEMS meets the needs of Singapore

EMC The company that operates and administers the wholesale electricity market

Transmission
licensee *

SP PowerAssets, who owns and is responsible for the operation and maintenance of the
transmission system comprising high voltage and low voltage networks

PSO A division of the EMA responsible for ensuring the reliable supply of electricity to
consumers and the secure operation of the power system
Controls the dispatch of facilities in the wholesale market, coordinates outage
and emergency planning and directs the operation of the Singapore high-voltage
transmission network under the terms of an “operating agreement” with SP
PowerAssets, the transmission licensee

MSSL Provides market support services such as meter reading, settlement of bills, meter data
management, as well as customer transfer services for contestable consumers
Facilitates access to the wholesale market for contestable consumers and retailers
Responsible for supplying electricity to all non-contestable consumers

Generators * Dispatchable generators of 10MW or above licensed by the EMA
Compete to generate and sell electricity in the wholesale electricity market every
half-hour

Retailers * Can be a market participant retailer (MPR) or non-MPR (NMPR) who compete to sell
electricity to consumers
MPRs buy electricity in bulk from the wholesale electricity market and NMPRs obtain
supply through the MSSL

Consumers * Contestable consumers may purchase electricity from a retailer, directly from the
wholesale market (and become direct market participants) or from the wholesale market
indirectly through a MSSL
Non-contestable consumers are supplied with electricity by a MSSL

* All market participants need to be licensed by the EMA and registered with the EMC.

Starting July 2001, EMA has gradually opened the retail electricity market to competition to
provide business consumers with more options to manage their electricity cost, beginning with
those with maximum power requirement of 2 MW. They become known as ‘contestable consumers’
and at this stage of partial liberalisation, contestable consumers were able to purchase power from
either retailers at a price plan that best meet their needs, or from the wholesale electricity market
at the half-hourly wholesale electricity prices, or from the MSSL. In June 2003 and December 2003,
the thresholds were lowered to customers having average monthly consumption of 20,000 kWh and
10,000 kWh respectively [34], down to 8000 kWh in 2004, to 4000 kWh in 2014 and 2000 kWh in
2015 [35,36]. The non-contestable consumers, mainly households and small businesses, buy electricity
at the regulated tariff from the SP Services, the designated public electricity supplier that sells electricity
to the non-contestable customers. Since 1 April 2018, EMA commenced the soft launch of open
electricity market, where households and businesses in Jurong can choose to buy electricity from a
retailer at a price plan that best meets their needs. From 1 November 2018, the open electricity market
is extended to all consumers across Singapore by zones. This initiative provides about 1.4 million
households and business accounts with more choice and flexibility when buying electricity, while being
provided with the same electricity supply through the national power grid. Consumers who wish to
remain with the SP Services and buy electricity at the regulated tariff can choose to do so. The switching
is not compulsory and there is no deadline for switching. Transmission and distribution of the
electricity is still owned and operated by the PowerGrid, and the prices remain regulated. Table 5 and
Table 6 shows the concentration in Singapore’s generation and retail markets respectively Information
obtained from https://www.ema.gov.sg/Statistics.aspx).
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Table 5. Key generation players’ share in Singapore.

Player Market Share (%)

Tuas Power Generation 20.6
Senoko Energy 17.3
YTL PowerSeraya 15.6
Keppel Merlimau Cogen 11.7
SembCorp Cogen 10.2
PacificLight Power 9.2
Tuaspring 4.0
Others 11.4

Table 6. Retailers’ market share in the Singapore.

Player Market Share (%)

SP Services Ltd. 24.6
Keppel Electric Pte Ltd. 14.4
Tuas Power Supply Pte Ltd. 13.7
SembCorp Power Pte Ltd. 11.9
Seraya Energy Pte Ltd. 11.9
Senoko Energy Supply Pte Ltd. 11.8
PacificLight Energy Pte Ltd. 6.5
Red Dot Power Pte Ltd. 1.5
Others 3.7

With regards to RE, Singapore aims to achieve up to 350 MW by 2020 and 2 GWp by 2030 of
installed solar capacity, the latter amount is sufficient to power 350,000 homes in Singapore [37].
However, RE prospect is limited in Singapore due to the limited land area. Nevertheless, efforts are
made to source the RE from the neighbouring countries including Laos using blockchain-enabled
market place for RE [38]. Both the Philippines and Singapore are relying largely on fossil fuel to
generate electricity namely coal, natural gas and petroleum-based. Singapore has only about 3%
of RE share due to the limited renewable energy options other than solar. Hydro resource is not
available, wind speeds and mean tidal range are low, and geothermal energy is not economically
viable. Figure 3 summarises the transitions towards liberalisation that the Philippines and Singapore
have gone through.

Figure 3. Timeline for the electricity market reform in the Philippines and Singapore.

4. Analysis and Discussion

Taking into consideration the stark contrast between the two countries in many aspects, including
geography and demography, the success of the Philippines and Singapore in liberalising their ESIs is
worthy of study. Table 1 shows some of the differences. In terms of the country size, vast difference can
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be seen between the two countries, even though both are islands. The Philippines is an archipelago
of more than 7000 islands clustered into three major island groups, Luzon, Visayas and Mindanao.
On the other hand, Singapore is a tiny island and the smallest country in ASEAN with a total size
of 716 square kilometres (km2). The country size is in itself posing different kinds of challenge to
both countries in reforming their ESIs. It translates into the difference in terms of the population size,
with the Philippines having 165 times more than Singapore. However, looking into the population
density, Singapore is way more populous with 8358 people per square kilometre compared to just 363
overall in the Philippines. This serves as an indication of the economic growth of the countries, where
Singapore is more advanced in terms of the economy in spite of the lower population and smaller size.
As can be seen from Table 7, Singapore has the highest GDP growth of 7.1% in 2018 and has the highest
GDP of USD 364 billion. Singapore has also been enjoying 100% electrification rate since at least
1990, while the Philippines is continuously working to improve access to electricity, which currently
stands at 93% and brownouts are still common. Consequent to these, the electricity consumption in
Singapore is more than half of the Philippines’, so does its installed capacity. Additionally, in Table 7,
information about Malaysia is also included. As can be seen from the table, Malaysia sits between
the two countries in most of the attributes included for comparison, which provides a good starting
point for the discussion on the prospect of ESI liberalisation in Malaysia. Representing the two extreme
conditions, the Philippines’ and Singapore’s success in attaining full liberalisation of their ESIs can
serve as the motivation for Malaysia and other ASEAN countries to follow suit. In the following
subsections, analysis and discussion with respect to the four perspectives mentioned in Section 1
are presented.

Table 7. Selected demographic information of the Philippines and Singapore.

Attribute The Philippines * Singapore * Malaysia *

Land size (km2) 300,000 716 329,847
Population 100,981,437 5,612,000 31,620,000
Population density (people/km2) 363 8,358 95
Access to electricity (%) 93 100 100
Installed capacity (MW) 20,055 13,649.4 33,023
Electricity consumption (GWh) 99,765 49,643 145
Gross domestic product (GDP) (USD billion) 330.91 (6.2%) 364.14 (7.1%) 358.58 (4.7%)

* All data are captured as at 2018.

4.1. Regulatory Framework and Institutional Bodies

Apparent from the experience of both countries is the defining role of the legislative framework
that subsequently entails the setting up of the regulatory and institutional bodies to enforce reform.
The legislation must be enacted, and the established regulatory and institutional bodies must be given
the authority they need to execute the transformation. The Philippines began to see the progress
towards ESI liberalisation after the enactment of the EPIRA. Actions can be seen taken involving the
revision and redefinition of the existing agencies’ scope of work and the establishment of the new
ones to undertake the various tasks to reform. Similarly, Singapore’s more serious move towards
liberalisation started with the enactment of the Electricity Act (Chapter 89A) that was followed by
the EMA Act (Chapter 92B) to define the scope of work to be done and by whom. Furthermore,
the authority given to the regulatory and institutional bodies has to cover the entire value chain of the
ESI. For instance, the ERB of the Philippines only plays an active role in distribution rate regulation
while transmission and generation (wholesale) rates are largely developed by the NPC with only
minimal oversight by the ERB [39], which has led to issues in performance accountability, incentive for
efficiency and financial burden on the government [39]. The legislation and institutional environment
also needs to be designed in such a way that it survives the changes in the government because ESI
liberalisation is not a one-off event [40,41]. Continuous development is foreseen and there probably
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will be no end to it [42]. Thus, it requires strong and sustained political commitment, extensive and
detailed preparation, and continuous development to foster long-term investment.

In Malaysia, there is already a handful of laws and acts to govern the ESI, as listed below. Each
comes with their respective regulations, orders, rules and other sub-legislation, where applicable [43].

• Electricity Supply Act (ESA) 1990
• Renewable Energy Act 2011
• Gas Supply Act 1993
• Renewable Energy Act 2011
• Environmental Quality Act 1974
• Occupational Safety and Health Act 1994
• Factories and Machinery Act 1967
• Petroleum Development Act 1974
• Petroleum (Safety Measures) Act 1984
• Petroleum and Electricity Control of Supplies Act 1974

For both MESI 1.0 and MESI 2.0 reforms, Malaysia Programme Office for Power Electricity Reform
(MyPOWER) has been entrusted to spearhead the initiatives. The agency has been actively engaging
the stakeholders through various workshops and discourses in order to gain inputs from them with
regards to the subsequent reform plan (MESI 2.0). This is certainly an important move to ensure that
the latter’s concerns are taken into account in instituting the reform and their support can hence be
obtained. The next move to realise MESI 2.0 would be to define or revise the necessary legislation.
Based on the timeline presented by the minister during the 10th International Greentech & Eco
Products Exhibition & Conference Malaysia (IGEM 2019) in October 2019, a number of work on this
has started since the fourth quarter of 2019 and is still on-going with varying expected completion
dates. This includes detailing of rules, incentive mechanisms, reviewing and drafting amendment and
regulatory controls, detailing of energy and capacity market design and rules, and detailing of retail
regulatory framework including SOLR’s responsibilities and remuneration [44]. The new Act to cater
for the whole reform initiatives is planned to be tabled in the second half of 2022. In formulating the
required regulations, there is a number of lessons that can be learnt from the Philippines and Singapore.
EPIRA has especially received unfavourable remarks from the critics, stating that it is not achieving its
objectives and calling for its amendment [45]. In particular, the electricity price has been and keeps on
increasing post EPIRA, which is claimed to be due to the ineffectiveness and inefficiency of its structure
and the institutional bodies that constitute the ESI [17,46,47]. Therefore, Malaysia has to carefully
identify the agencies and institutional bodies needed to implement the reform. It is also important to
clearly delineate the boundary of each, especially in areas where their functions can potentially overlap.
In this respect, Reference [48] pointed out the importance of a well designed reform structure as one of
the lessons learned from the electricity reform moves around the world. Another reason that causes
the benefits of the WESM not be realised is because only a very small amount of about 8.2% (As of
2015) electricity is being traded in the market, while the rest is sold through bilateral contracts [49],
which defies the purpose of having the market. On the contrary, Singapore has made it compulsory for
the generators with capacity of at least 1MW to register with NEMS [50]. The issue in Singapore on the
other hand is concerning the competition at the retail market level. Since the opening of the Singapore’s
retail electricity market in 2001, the market has been dominated by the “Gentailers”, which is the
term used for retailers who share parent organisations with generation companies, as opposed to
the “independent” retailers, who do not have any connection with the generators. There is also a
plan to allow gentailers to operate in the MESI’s wholesale market [44]. Therefore, careful analysis
and implementation mechanisms are needed to prevent oligopoly and to avoid the independent
retailers from shying away when they are not able to develop successful business cases. Finally,
it is also recommended for the government of Malaysia to consider not privatising the electricity
industry fully and entirely. The government should be allowed to own and operate some assets, either
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on its own or through the government-linked company like Tenaga Nasional Berhad (TNB). This
is especially important during critical and trying times when private companies, which are profit
oriented, may decide to stop operation or shut down when business is not good [51]. This is also
one of the problems faced in the Philippines because the EPIRA at the moment does not allow the
government to own and operate assets.

4.2. Clearly Defined Implementation Phases and Targets

Apart from flawed design, flawed implementation of a reasonable reform design can be the
cause of problematic ESI reform [52]. Liberalising the ESI is a long-term endeavour, involving
many parties and possibly transcending governments. Singapore did it in about 24 years from
corporatisation of the PUB to the full opening of the retail electricity market, which was attained
in 2019 [53]. The Philippines, which started five years later than Singapore is in the last few steps
of the staggered opening of the retail electricity market, which is now put on hold due to the TRO
explained earlier. For such a long-term transformation process, meticulous planning with clearly
defined stages and milestones is important. The importance of implementing the reform in ‘proper’
sequence is also emphasised in Reference [48]. The logical sequence ideally begins with raising the
prices to cost-recovering levels, followed by creating regulatory institutions and restructuring the sector,
and then privatisation [48]. Such sequence can lead to significant improvements in several dimensions
of operating performance and in a variety of country settings. Furthermore, the transformation can be
made more systematic and smoother with clearly defined and communicated activities and targets.
Singapore for example can clearly divide their electricity industry reform into four distinct phases;
corporatisation, regulatory infrastructure, privatisation and divestment, and full market contestability,
as explained earlier in Section 3. Although the stages of the ESI liberalisation in the Philippines are not
found specifically mentioned in any source, similar approach to Singapore is seen as shown in Figure 3.
In general, it can be seen that the first step would be the detachment of the monopolistic agency that
governs the ESIs through privatisation or corporatisation. It ends with the staggered opening of the
retail markets by gradually lowering the contestability thresholds of the consumers. With respect to
privatisation, findings from Reference [54] show that privatisation improves efficiency if accompanied
by independent regulation, privatisation and independent regulation have no significant effect on
prices and private investment is stimulated by independent regulation. As for Malaysia, privatisation of
the NEB, the government agency in charge of the electricity supply industry was already accomplished
in 1990, which subsequently known as TNB. However, the private, government-linked company that
took over was still a monopoly. The presence of the first generation IPPs has reduced the monopoly at
the generation sector a little bit. Until now, the IPPs account up to about 50% of the total electricity
generation in the country. In this respect, Malaysia bears similarity with the Philippines where at
the onset of the liberalisation is the involvement of IPPs, albeit the number is not as many as the
Philippines’. The first reform series that started in 2011 (MESI 1.0) had envisaged the managed market
model that will eventually lead to the presence of the franchisers at the retail market with contestable
and non-contestable consumers to be achieved by 2020 [55]. However, the progress has been slower
than expected. It only started to take a more serious turn recently after the new government took over
with the launching of the next wave of reform, MESI 2.0 [12], which indicates strong political influence
in determining its course. A MESI reform roadmap comprising four stages as shown in Figure 4 has
been presented to the Panel Perundingan Tenaga (energy consultative panel) in March 2018. The first
stage focuses on the long run efficiency while the second stage focuses on the short run efficiency.
The first three foci of the third stage are to optimise regional resources, to open the market for fuel
supplies and to create independent single buyer (SB) and grid system operator (GSO). The first two
are already in implementation and the focus of discussion during the meeting was the third focus as
the next move forward. In stage 4, choice of qualified distribution customers will be made and the
independent SB is expected to become the electricity market operator. However, the timeline is not
clearly stated in the roadmap except that beyond 2030, managed competition with customers having
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the choice of retailers would be the focus. In the revised roadmap [44] presented in October 2019,
aggregated timeline has been included with more details. Among others, it is planned that the hybrid
wholesale market to be ready by 2029. The hybrid market comprises the capacity market on top of the
existing energy market, while still honouring the last batch of the PPAs that will end in 2045 [56]. While
capacity market ensures reliability by paying generators to commit generation for delivery in years to
come, the energy market pays generators only when they provide power day-to-day [57]. The need for
capacity market in a liberalised ESI is also in line with the recommendation made in Reference [58]
concerning the risks of energy-only market in supporting intermittent RE. The full price-based retail is
also expected to be ready by 2029, with the pilot opening of the retail market expected to happen in the
second quarter of 2021 [44]. Thus, it can be seen that the plan forward has been clearly laid out with
the activities and respective targets made explicit known. The next step would be the execution of the
activities, monitoring and revising them in the course of doing so, taking into account the challenges
and delays in the first reform series, as well as lessons from other countries. It is also important to
ensure timeliness of the execution, allowing the affected parties to adapt to the changes.

Figure 4. Malaysia electricity supply industry (MESI) roadmap—https://www.singlebuyer.com.my/
MESI.php.

4.3. Composition of the Market Components

Next, our analysis looks into the components that constitute the electricity markets. The essence
that differentiate between a liberalised ESI and a monopolised one is the presence of the electricity
market, both at the wholesale and retail levels. At the wholesale market, generators (the supply
side) bid to offer the lowest price to the potential buyers (the demand side). At the retail market,
the buyers will subsequently supply electricity to their respective customers, who are the consumers of
electricity or the end-users. Despite the different progress achieved, approaches taken and challenges
faced by the Philippines and Singapore in liberalising the ESIs and setting up their open electricity
markets, similarity is seen in terms of the components that constitute the markets as shown in Table 8.
These components can therefore be regarded as the main components of an open ESI. The agencies
and/or companies that correspond to the components in the respective markets are also shown in
the table.
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Table 8. Components in an electricity market.

Component The Philippines Singapore Malaysia (Proposed)

Regulatory oversight ERC EMA EC (rebranded)
Market operator PEMC EMA (Independent SB)
System operator NGCP EMA arm (Independent GSO)
Participant (Wholesale) Generators, DUs,

suppliers, bulk
customers and
transmission
provider

Generators, MSSL,
MPR, bulk customers
and transmission
licensee

Large power
consumers, industrial
and commercial
consumers, TNB Grid

Participant (Retail) Contestable
customers

Contestable
customers

TNB Retail and other
retailers (yet to have)

Backup supplier (SOLR) DUs MSSL TNB Retail
Central repository CRB MSSL TNB Retail

The current structure of MESI is still largely monopolistic. Competition only exists at the
generation sector where the generators sell electricity to the Single Buyer (SB) as shown in Figure 5.
Wholesale market in the sense discussed above does not exist and electricity trading is done according
to the bilateral agreements (PPA/SLA/NEDA) signed between the generators and the SB. TNB, being
the main electricity provider in Malaysia, is still a main player in the generation sector, having more that
50% generation capacity in the peninsular Malaysia alone [59]. It is still monopolising the transmission
and distribution sectors, and in almost full control of the retail sector. The Energy Commission (EC)
has been regulating the MESI since 2001. It is expected that the EC will continue to assume the role as
the regulator once the open electricity market is operationalised, with the necessary redefinition of the
scope and possibly renaming or rebranding too. Rebranding and redefining the scope of the regulator
are needed to emphasise the independence from the government, to change public perception and to
clarify the refreshed scope of the EC. In the Philippines too, the ERB had its name changed to ERC
after liberalisation and in Singapore, EMA was established to replace the PUB.

A market operator (MO) also needs to be created to manage and coordinate the activities in the
wholesale electricity market. Ideally, an independent MO (IMO) is expected. However, transition period
is foreseen where government agency, a division of the regulator or a government-owned company
will operate during the initial phase of the market. For example, the WESM is run by the government
through the PEMC [60] since the market went into operation in 2006 until 2018 [24], although the
initial intention was to have the IMO in within the first year of the market launch. The other important
component of an electricity market is the System Operator (SO), who is responsible for the dispatch
of the electricity traded in the wholesale market. Thus, the SO is not involved in the trading process.
TransCo was the first SO in WESM, which was later given to NGCP, while in NEMS, a division of
EMA (the regulator) is the SO. Looking at the current MESI structure shown in Figure 5, SB and the
Grid System Operator (GSO) would most likely be the MO and SO respectively to undertake the initial
operation of the open electricity market to be established, based on the experience they have. At the
moment, both are ring-fenced entities under TNB [61]. As mentioned earlier, the plan to free them from
TNB is already on the MESI roadmap even prior to the start of MESI 2.0 as can be seen from Figure 4.
Commercial operation date for the enhanced SB and GSO is expected to be in the first quarter of
2021 [44]. Transformation of the independent SB into IMO is also on the roadmap. The transmission on
the other hand should remain a regulated monopoly as per practiced in the Philippines and Singapore.
The same arrangement is also seen in the Nordic countries.

133



Energies 2020, 13, 3514

Generators

Generators 
with PPA/SLA

Distribution (TNB 
Distribution)

Transmission (TNB Grid)

Grid system 
operator (GSO)

TNB Retail Franchised Retailers

Single Buyer 
(SB)

NEDA 
Participants

MESTECC

Energy Commission (EC)

Oversight Panel
(Chaired by

EC Chairman)

Figure 5. The current MESI structure.

Currently, there are three types of generators in MESI; generators under the TNB who have
service level agreements (SLAs) with the SB, IPPs who trade electricity with the SB according to
the power purchase agreements (PPAs) and other generators who sell electricity to the SB following
the new enhanced dispatch agreements (NEDA) [62]. These generators would be the candidates for
the wholesale sellers in MESI wholesale electricity market. Ideally, all electricity trading should be
done through the wholesale market. Bilateral contracts between the sellers and buyers may still be
allowed on a very small number of specific cases, but with limited percentage. In both WESM and
NEMS, three categories of wholesale buyers are identified; suppliers, distribution utilities and directly
connected end-users. Depending on the categories, buyers at the wholesale market either consume the
electricity themselves or become the sellers at the retail market. Suppliers serve contestable customers,
that is, customers whose electricity usage exceed certain imposed limit and as a result, are allowed
to choose suppliers whom they deem can offer them the best values. Distribution utilities (MSSL
in NEMS) are the default retailers that supply electricity to the rest of the consumers, known as
non-contestable or captive customers, at the regulated price. They are not able to choose suppliers
until they are eligible to become contestable customers. The last category of the wholesale buyers is
the directly connected customers. These are the large power consumers who buy electricity in bulk
directly from the wholesale market for their own use. Electricity consumers in Malaysia are categorised
into residential, industrial and commercial [63]. Almost all of them are served by TNB retail at the
moment. Retail electricity market is currently non-existent in MESI. Thus, in essence, there is no
competition at the retail level. Franchised retailers do exist, but with the scope limited to managing the
supply of electricity to the tenants of shopping malls or office complexes. The industrial customers are
either directly connected to the grid (via switching stations) or to the substations depending on the
amount of the maximum demand levels [64]. They are therefore foreseen to be the potential directly
connected customers who will buy electricity directly from the wholesale market for their own use.
TNB Retail, as the incumbent retailer is expected to play the role as the SOLR, due to the experience
and extensive infrastructure that they already have. Thus, it can be seen that current MESI structure
is able to prepare itself well into liberalisation. Nevertheless, it is worth noting that the electricity
markets have evolved or are also evolving into hybrid forms, liberalised but not fully due to the lack
of some of the institutional and other preconditions for the full and effective implementation of the
standard reform model, which is beginning to be acceptable new norms of liberalisation [48].
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4.4. Influence on the RE Penetration

Finally, the extent to which the electricity market liberalisation has influenced the RE penetration
into the grid, if any, is also analysed in this study. This is a topic of interest because Malaysia has set
the aim to achieve 20% RE penetration by the year 2030 [65] and 50% by the year 2050 [66], excluding
those from large (>100 MW) hydro power stations [59]. Thus, it is important to ascertain in what ways
MESI liberalisation can help to achieve the target. Promoting energy efficiency and the use of RE
resources are amongst the objectives of ESI liberalisation [67]. One of the means is by having more
RE actors into the industry as a result of liberalisation [68]. Findings from Reference [69] suggest that
reduction in the monopolistic power of state-owned utilities due to liberalisation has had positive
effect on RE policies when various types of actors are ensured access to the grid instead of it being
provided to only a few large private firms. It also found that liberalisation increases public support for
renewable energy. As explained earlier in the respective sections above, the Philippines and Singapore
have also put their own targets with regards to RE. Figure 6 shows the current state with respect to
the electricity generation mix in the Philippines, Singapore and Malaysia. At a glance, no significant
relationship can be seen between the RE penetration and electricity market liberalisation. It can be seen
from the figure that Malaysia is already doing good with respect to the RE penetration, with about
20% RE in its generation mix, a small percentage away behind the Philippines. Looking over a period
of time from 2005 to 2018, Malaysia is also showing a good progress with respect to the increased RE
penetration as shown in Figure 7. Based on this raw information, for the moment, there is no clear
evidence on the influence of the liberalised electricity market per se on the increased RE penetration.
In addition, from the experience of Japan, its government does not rely on electricity liberalisation
alone to give further impetus to RE development [68]. It is being supported by other initiatives
too. Government intervention is also found needed to achieve the objectives of liberalised ESI [58].
For example, as pointed out by Reference [70], generators should have a wide market for the products
they are creating, to ensure that they receive the fairest price and the government can help to institute
the necessary policies to facilitate this. In this regards, it can be seen that the government of Malaysia
has already been introducing a number of schemes to promote RE, including the large scale solar
(LSS) (A solar PV plant producing between 1 MWac and 50 MWac connected to either distribution
or transmission network [71]), the feed-in tariff (FiT) and the net energy metering (NEM) [72]. Based
on the current setting, once the wholesale electricity market is available in MESI, the LSS generators
can become the market participants and compete to sell electricity to the wholesale buyers. This is
plausible especially with the solar generation cost that is becoming lower and lower than the generation
costs from the conventional resources [73]. At the moment, the LSS generators are already selling
electricity to the SB together with the other generators through PPAs as shown earlier in Figure 5.
For the lower scale solar and other distributed RE generators, FiT and NEM schemes are available.
However, as of June 2018, only 10 MW of the allocated 500 MW quota for NEM are taken [72]. Thus,
the Malaysian government should continue its effort to promote and support RE penetration through
various initiatives, along with the ESI reform initiatives.
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Figure 6. Energy mix in the Philippines, Singapore and Malaysia.
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Figure 7. Percentage of renewable energy (RE) the generation mix in the Philippines, Singapore
and Malaysia.

5. Conclusions and Outlook

In this paper, the chronological review of the Philippines’ and Singapore’s experience in
liberalising their ESIs is presented. While the Philippines went through an eventful transformation,
it was a smoother sailing for Singapore. Nevertheless, both have respective lessons and best practices
that Malaysia can learn in the process of liberalising its ESI. The purpose of focusing on the Philippines
and Singapore in the review, as mentioned earlier, is because of their current state of ESI liberalisation,
which is considered to be in the more advanced stage compared to the other ASEAN countries.
The importance of legislative framework and phased implementation are amongst the lessons that
Malaysia can learn from their experience. Similarities in terms of components that constitute the
electricity markets would serve as the starting point for Malaysia in determining its future electricity
market components. Analysis on the impact of the liberalised electricity markets on the RE penetration
into the grids provides useful insight for Malaysia in retaining the existing initiatives towards meeting
its RE targets. A foreseen challenge for Malaysia in liberalising MESI is in terms of the public acceptance,
particularly the households or the residential consumers. Energy liberalisation in general has led to
positive and globally widespread but modest efficiency gains across all energy sectors but a lack of
clearly visible direct benefits to the households in many countries [10]. Pricing in particular is expected
to be one of the main issues. Electricity prices can rise for some or all customer groups (reducing their
welfare) while the overall social welfare goes up [10]. This is expected to be the case for Malaysia
where the government has been subsidising the electricity tariff for so long. Therefore, there is an
urgent need to identify electricity pricing schemes that strike a more satisfactory balance between
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economic efficiency and social equity as proposed in Reference [48], which will be a subject for a future
study. Beyond Malaysia, liberalisation of the ESIs in all ASEAN countries can also be considered in
realising the APG. Experience from the other regions, such as the Nordic, shows that liberalised ESI
aligns very well in accommodating renewables and attaining efficiency. With the depleting fossil fuel
and the energy demand that is predicted to exceed the production of indigenous energy resources of
the region based on the recent Southeast Asia energy outlook, increased penetration of renewables
into the grid, and more efficient use of energy would be the silver bullets in alleviating the impact of
depleting natural indigenous energy resources for the benefits of the generations to come. Thus, it is a
potential that future direction of the ASEAN countries with regards to the energy and electricity is
towards the liberalisation of the ESIs. Furthermore, extending the ESI liberalisation to the whole of
ASEAN in realising the APG requires a more authoritative form of coalition, similar to the European
Union where each member state is, by law, obliged to comply to the directions. Having said that,
integrated and fully connected APG does not have to wait until all ASEAN countries have liberalised
their ESIs in order to materialise. It would be sufficient to have the necessary regulations imposed for
the setting up of compatible ESIs that can harmoniously connect and communicate regionally. For this,
the ESI in each ASEAN country needs to be studied in detail to identify the extent to which they can
be harmonised. However, it is not within the ambit of this research to provide the detailed review
on the ESI of each ASEAN country. It can be a separate study on its own, and a future work that we
are considering.
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Abstract: The previous study, where the void fraction predictability of three different thermal-hydraulic
system codes was assessed against PSBT (PWR Subchannel and Bundle Test) benchmark data, indicated
a general overprediction tendency of all system codes, especially in bundles. Because all codes have been
utilized for best-estimate analyses, it is necessary to conduct further assessments in order to find the root
cause of the overprediction. A further assessment has been performed using two thermal-hydraulic
system codes, TRACE V5.0 patch 5 and MARS-KS 1.4, and the assessment has been carried out for both
one- and multi-dimensional components. The results indicate that there is no significant difference in
the predictability of the void fraction between one- and multi-dimensional components. In addition,
it is found that the turbulent mixing model implemented for the multi-dimensional component
of MARS-KS does not play an important role in the prediction of void distribution. Meanwhile,
TRACE reveals a significant overprediction due to much less crossflow calculation compared to
MARS-KS. By conducting an additional analysis with the modified one-dimensional models, it is
clearly confirmed that crossflow significantly affects the void distribution. Therefore, it is concluded
that the model for the thermal hydraulic mixing by crossflow in each system code should be improved
in order to predict the void distribution in bundles appropriately.

Keywords: TRACE; MARS-KS; PSBT; void fraction; crossflow

1. Introduction

Two-phase flow is a prevailing condition, which applies to a wide range of industrial
applications [1]. Especially in the nuclear field, the most relevant application is the boiling water
reactor, in which a phase change of flowing liquid directly occurs within the reactor core. In addition,
in a pressurized water reactor, the relevance exists to heat exchangers, such as steam generators [2].
However, it is well known that the characteristics of two-phase flow depend on the flow regime,
which differs depending on flow conditions and geometry [3–5]. Conventionally, the void fraction is
employed to distinguish the transition between the specified regimes. As depicted in Figure 1, it is
applied as one of the criteria for flow regime prediction, and this form of flow map is generally utilized
in the best-estimate system analysis codes in the nuclear field. Therefore, the precise prediction of the
void fraction has great importance in the best-estimate safety analysis methodology since additional
conservatism could be induced by the inaccurate prediction of the void fraction, which plays a negative
role from a coolability point of view.
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(a) 

(b) 
Figure 1. Schematic of flow regime map in MARS-KS [6]: (a) horizontal flow regime; (b) vertical
flow regime.

In the previous study [7], the void fraction predictability of three different best-estimate system
analysis codes was assessed against the experimental data from the NUPEC (Nuclear Power Engineering
Corporation) test facility used for the OECD/NRC PSBT benchmark [8]. The assessment was performed
by comparing the result from one-dimensional components in each system code. The results showed
that all codes generally predicted the void fraction greater than the experiment. Especially in the case
of TRACE V5.0 Patch 5 [9], a significant overprediction tendency in bundles was revealed, especially
compared to MARS-KS 1.4 [10] and RELAP5/MOD3.3 Patch 5 [11]. Both MARS-KS and RELAP5
showed almost identical predictions, but they also showed an overprediction tendency at low void
conditions. The general overprediction tendency of the system codes was also illustrated from the
benchmark results [12]. Because all codes were utilized for the best-estimate safety analysis for nuclear
reactor systems, it is necessary to figure out the root cause of the overprediction and to improve the
predictability of the void distribution.

Meanwhile, as the system codes were improved with the multi-dimensional capacity for more
realistic analyses of complex components, such as a reactor pressure vessel, it was decided that the
follow-up study should be expanded to include an assessment with multi-dimensional components in
the codes. Thus, it is of interest in this study to figure out the characteristics of one- and multi-dimensional
components in the prediction of void distribution and to find out the root cause of the systematic
overprediction in void fraction by the system codes.
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In this study, a series of assessments on void distribution predictability of the system codes
was performed using one- and multi-dimensional components in order to figure out the root cause
of the overprediction in void fractions by the system codes. Because RELAP5 does not have the
multi-dimensional component, MARS-KS and TRACE have been employed for the assessment.
The results from both codes are analyzed both physically and statistically.

2. Materials and Methods

2.1. Review of NUPEC Test Facility

Figure 2 depicts the NUPEC test facility, where the bundle void measurement tests were performed.
The test loop was a high-pressure and high-temperature recirculation loop, of which the design pressure
and temperature were 19.2 MPa and 635.15 K, respectively, which covered PWR (Pressurized Water
Reactor) operating conditions. Once the coolant flowed into the heated section of the bundle, which
had an active heated length of 3.658 m, the coolant was electrically heated from the heater rods, and the
phase change occurred. At three different locations in the heated section, which consisted of a lower
(2.216 m), middle (2.669 m), and upper point (3.177 m), respectively, the void fraction was measured
within four central subchannels of the bundle. The steady-state bundle test consisted of three different
test series, which were distinguished by test assembly ID, namely B5, B6, and B7, respectively. As listed
in Table 1, the test series B5 and B6 utilized an identical 5 × 5 assembly. However, in the case of B7,
the assembly contained a thimble rod, which described the guide tube at the center of the test section.
The uniform axial power shape was applied to B5, but B6 and B7 used a cosine axial power profile.
Each assembly was equipped with three different types of spacer grids, which consisted of a simple
spacer grid, a spacer grid with no mixing vane, and with mixing vane, respectively. A more detailed
description of the specification of the test facility is available in Reference [8].

 
(a) 

 
(b) 

Figure 2. NUPEC test facility [8]: (a) whole scheme of the test recirculation loop; (b) scheme of the test
section where bundle void measurement tests were performed.
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Table 1. Specification of the bundle test section [8].

Item B5 B6 B7

Cross-sectional scheme

  
Number of heater rods 25 25 24

Number of thimble rods − − 1

Radial power
distribution

   
Axial power
distribution Uniform Cosine Cosine

Number of
simple spacers 8 8 8

Number of spacers
w/o mixing vane 2 2 2

Number of spacers
w/mixing vane 7 7 7

2.2. Multi-Dimensional Modeling

2.2.1. Common Features for Consistent Modeling

The test section of interest was modeled by 36 subchannels as depicted in Figure 3. In total,
864 (6 × 6 × 24) hydraulic volumes were modeled for the heated section by using the multi-dimensional
component of each system code. As with the one-dimensional model, instead of modeling the
actual shape of the spacer grid, additional pressure loss was modeled for each specific location
by giving the pressure loss coefficient provided by the specification [8]. In addition, the power
condition in each subchannel was implemented by the heat structure components, which gave
an equivalent heat condition according to the equivalent power fraction within the subchannel.
With the connection to additional hydraulic volumes upstream and downstream, which were modeled
by the multi-dimensional component, the test section of interest was connected to the common
boundary conditions. Whole nodalization for each system code is depicted in Figure 4. The detailed
description of the model of each system code is given in the following sections.
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Figure 3. Cross-sectional view of nominal bundle test section.

 
(a) 

(b) 

Figure 4. Nodalization scheme of multi-dimensional model of each system code: (a) multi-dimensional
model of MARS-KS; (b) multi-dimensional model of TRACE.
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2.2.2. Multi-Dimensional Model of MARS-KS

For modeling the heated section, the multi-dimensional component, namely MULTID,
was employed. The connections to the heated sections upstream and downstream were modeled
by MULTIPLE JUNCTION components. The system pressure and inlet flow boundary conditions
were modeled by TIME DEPENDENT VOLUME and TIME DEPENDENT JUNCTION components,
respectively. The MULTID has the capability to model the turbulent stress and energy mixing between
channels, and these are proportional to the square of a user-defined Prandtl mixing length. The required
mixing length is given by Equation (1), which is recommended by the user guide [13] as the reference
correlation for the channel mixing length:

Mixing length = L
[
0.14− 0.08(1− y

L
)

2 − 0.06(1− y
L
)

4
]

(1)

where L is channel half-width, and y is given by the range from 0 to L. In this study, the maximum
value of mixing length was utilized in the reference model. In addition, a sensitivity study without the
mixing length term was conducted, and the results will be shown in the following section.

2.2.3. Multi-Dimensional Model of TRACE

In the case of TRACE, the VESSEL component was employed to model the heated section. As with
the multi-dimensional model of MARS-KS, the additional hydraulic volumes, which were modeled by
VESSEL component as well, were connected to each upstream and downstream segment of the heated
section, respectively. Inter-connections between the heated section and the additional volumes were
given by VESSEL JUNCTION components. The system pressure and inlet flow boundary conditions
were given by BREAK and FILL components, respectively. Since TRACE has no additional turbulent
model as MARS-KS, only diversion crossflows were implemented between channels.

3. Results

3.1. Model Comparison of Each System Code

In total, 219 steady-state bundle test cases were employed for the assessment. Figure 5 shows the
comparison of results from the one- and multi-dimensional models of each system code by plotting the
calculated void fraction with respect to the measured value. The results indicated that each system
code showed no significant difference in the void prediction from the one-and multi-dimensional
models. In fact, the multi-dimensional models generally showed a slightly higher void fraction than
the one-dimensional models, but the difference was negligible. Even though the multi-dimensional
model of MARS-KS simulated the additional turbulent mixing, no significant difference from the
one-dimensional model was captured. Therefore, further assessment was made to evaluate the
sensitivity of the mixing length. The results with the turbulent mixing length model were compared
with the additional calculations without the model. Figure 6, where the comparison is depicted,
revealed that no significant difference was observed in the void predictions from the two calculations.
Furthermore, this was clearly supported by the statistical results by one-sample t-test, as listed in
Table 2. For the statistical comparison, absolute error against the experimental data was calculated.
In total, 657 error samples for each model were applied to the statistical test in order to assess the
prediction quantitatively with respect to the allowed measurement error range, 2σ. In turn, the results
were compared with each other. A hypothesis test was performed and divided into two categories
based on a void fraction of 30%. This division was made due to the difference in the prediction tendency
with respect to the condition, beyond which the general prediction tendency of the code showed
underprediction, whereas an overprediction tendency was captured at low void regions less than 30%.
The results indicated that there was no significant difference in the prediction capability, which was
supported by the almost identical statistical values between the models. This means that the turbulent
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mixing model in MARS-KS does not play an important role in predicting the void fraction in bundles.
This is because the turbulent mixing model of MARS-KS applied the same equal mass method [14] used
for single-phase flow. Thus, the code cannot model direct mass and energy exchange between channels
under two-phase conditions. Therefore, the model is not appropriate to give effective influence to the
void prediction.

σ

σ

 
(a) 

σ

σ

(b) 

 
(c)  

(d) 

y x

R2 R2

y x

Figure 5. Model comparisons: (a) Calculation results of MARS-KS against experimental data;
(b) calculation results of TRACE against experimental data; (c) linear fit of the 3D model of MARS-KS
against the 1D model of itself; (d) linear fit of the 3D model of TRACE against the 1D model of itself.
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σ

σ

Figure 6. Model comparison of MARS-KS for sensitivity check to mixing length.

Table 2. Results of one-sample t-test for assessing model predictions of MARS-KS.

Void Fraction
(Number of Samples)

Value MARS-KS 3D (Default) MARS-KS 3D (No Mixing)

Void .LT. 30
(382 samples)

Mean 0.0773 0.0773
Standard deviation 0.0418 0.0418

Hypothesis test Is the test mean significantly greater than 2σ (=0.08)?

Results No No
t-Value −1.245 −1.255

Probability > t 0.893 0.895

Void .GT. 30
(275 samples)

Mean 0.0662 0.0661
Standard deviation 0.0433 0.0434

Hypothesis test Is the test mean significantly greater than 2σ (=0.08)?

Results No No
t-Value −5.281 −5.302

Probability > t 1.000 1.000

3.2. Code-to-Code Comparison

Figure 7 depicts the code-to-code comparison of one- and multi-dimensional results by both
codes, respectively. The results clearly showed that TRACE predicted high void fractions compared to
MARS-KS in both one- and multi-dimensional cases. As listed in Table 3, the results of the one-sample
t-test based on absolute error samples of each code against the measured data also supported the
significant difference in the void prediction between the codes. The negative t-values of MARS-KS for
all categories proved that its prediction did not exceed the allowed measurement error, 2σ, generally.
However, as TRACE showed positive t-values significantly, this supported that its prediction generally
exceeded the allowable range. In other words, this meant that TRACE showed poor prediction
capability compared to MARS-KS. It was found that such a significant overprediction tendency of
TRACE came from the difference in crossflow calculation. As depicted in Figure 8, it was clearly
confirmed that TRACE generally calculated much less vapor crossflow compared to MARS-KS for
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all test cases. Moreover, in the multi-dimensional cases, TRACE calculated the net vapor inflow
to the measuring sections, whereas MARS-KS generally calculated significant vapor outflow from
the measuring sections. As the accompanying liquid crossflow showed no significant difference,
the difference in the void fraction prediction was totally attributable to the vapor crossflow. From these,
it was clearly identified that TRACE had the tendency to keep more vapor in the central channel with
much less vapor crossflow. Thus, the higher void fraction in the measuring section was the result.

σ

σ

 
(a) 

σ

σ

 
(b) 

Figure 7. Code comparisons: (a) 1D void predictions; (b) 3D void predictions.

Table 3. Results of one-sample t-test for assessing code predictions.

Void
(Samples)

Value TRACE 1D TRACE 3D MARS-KS 1D MARS-KS 3D

All
(657)

Mean 0.1114 0.1158 0.0726 0.0727
Standard deviation 0.0762 0.0779 0.0415 0.0428

Hypothesis test Is the test mean significantly greater than 2σ (=0.08)?

Results Yes Yes No No
t Value 10.571 11.792 −4.589 −4.391

Probability > t 1.586 × 10−24 1.522 × 10−29 1.000 1.000

LT.30
(382)

Mean 0.1451 0.1525 0.0759 0.0773
Standard deviation 0.0743 0.0738 0.0397 0.0418

Hypothesis test Is the test mean significantly greater than 2σ (=0.08)?

Results Yes Yes No No
t Value 17.136 19.200 −2.018 −1.245

Probability > t 1.646 × 10−49 2.945 × 10−58 0.978 0.893

GT.30
(275)

Mean 0.0646 0.0648 0.0679 0.0662
Standard deviation 0.0493 0.0495 0.0436 0.0433

Hypothesis test Is the test mean significantly greater than 2σ (= 0.08)?

Results No No No No
t Value −5.188 −5.080 −4.590 −5.281

Probability > t 1.000 1.000 1.000 1.000
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(a) (b) 

  
(c) (d) 

Figure 8. Code comparisons: (a) 1D vapor crossflow; (b) 1D liquid crossflow; (c) 3D vapor crossflow;
(d) 3D liquid crossflow.

3.3. Influence of Crossflow-to-Code Predictions

As it was found that there was a significant difference in crossflow calculations between both
codes, and the difference made TRACE predict higher void fractions compared to MARS-KS, crossflow
was considered as the root cause of the overprediction tendency. Therefore, an additional evaluation of
the sensitivity against crossflow was conducted in order to clearly identify the influence of crossflow on
each code prediction. For this, a simple modification of the one-dimensional model of each code, which
was convenient to modify, was made as depicted in Figure 9. The modification was made by deleting
crossflow junction connections and giving averaged mass flow conditions to the central measuring
channel and peripheral channel, respectively. Except for test series B7, of which the averaged central
mass flow fraction was 13%, the nominal mass flow condition for the central channel was given
as 15% of total mass flow. The calculated result of each modified model was compared with the
previous one-dimensional results of each system code, as depicted in Figure 10. Especially in the case
of MARS-KS, the influence of crossflow was clearly captured, as the results showed that the modified
model predicted higher void fractions compared to the default model when the crossflow was disabled.
Moreover, the comparison of the modified model showed higher void fractions from MARS-KS
compared to TRACE. In addition, in the case of TRACE, there was no drastic change by the crossflow
because of negligible crossflow even with the default model. From these, it was clearly concluded that
crossflow was the root cause of the overpredictions. Thus, further improvement to the crossflow model
is necessary in order to reduce the significant overpredictions of TRACE and to improve the predictions
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of MARS-KS as well. For the improvement, additional constitutive models should be employed to
improve the prediction of two-phase crossflow. This could be done by employing a turbulent mixing
model based on the Equal Volume and Void Drift (EVVD) method, which is adopted by state-of-the-art
subchannel analysis codes, in order to enhance two-phase crossflow [15]. The EVVD method enables
direct mass and energy mixing between channels, by which void drift from a higher void channel to
a lower void channel is induced by not only inter-channel void difference but also net liquid flow
from low void to high void. Therefore, it is expected that this model will enable the enhancement of
two-phase crossflow for both codes by modeling additional net mass and energy exchanges directly in
the field equation of each code.

 
  

(a) (b) 

Figure 9. Modified one-dimensional model for crossflow influence test: (a) nodalization of MARS-KS;
(b) nodalization of TRACE.

σ

σ

(a) (b) 

Figure 10. Cont.
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σ

σ

(c) 

σ

σ

(d) 

Figure 10. Comparisons for checking influence of crossflow-to-code predictions: (a) code comparison
of modified models, in which the crossflows are disabled; (b) void difference between modified models
of MARS-KS and TRACE; (c) model comparison of TRACE; (d) model comparison of MARS-KS.

4. Conclusions

As a follow-up study, a further assessment of void fraction predictability of the system codes,
MARS-KS 1.4 and TRACE V5.0, was performed with one- and multi-dimensional models, mainly
to find the root cause of overprediction tendencies in bundle cases identified by the previous study.
In total, 219 steady-state bundle test cases from the OECD/NRC PSBT benchmark were utilized for the
assessment. From the model comparison of each system code, it was found that each code showed no
significant difference in void prediction between one- and multi-dimensional models. In the case of
MARS-KS, because the multi-dimensional model cannot implement direct mass and energy exchange
due to turbulence, no clear difference emerged when compared to the one-dimensional model of itself.
Therefore, it was concluded that the turbulent mixing model of MARS-KS is not appropriate to cover
two-phase mixing flow within the bundle. Meanwhile, as TRACE showed significant void predictions
due to fewer crossflow calculations compared to MARS-KS, crossflow was considered as the root cause
of the overprediction tendency. From the additional assessment with the modified one-dimensional
models, it was clearly confirmed that crossflow significantly affects the code predictions, and thus
crossflow is the root cause of the overpredictions in the bundle cases. From these, it was concluded
that further improvement of the crossflow model is necessary in order to predict the void fraction
more realistically. As state-of-the-art subchannel codes adopt the Equal Volume and Void Drift (EVVD)
method as the turbulent mixing model to improve the inter-channel crossflow, this study concludes
that an improvement should be made with the application of the EVVD method to model the direct
net mass and energy interchanges between channels under two-phase flow conditions. Therefore,
as a future work, modification of the crossflow model will be made by applying the EVVD method to
both one- and multi-dimensional solutions of each system code, respectively.
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Abstract: This study is concerned with the application of two major kinds of optimisation algo-
rithms on the hydraulic power take-off (HPTO) model for the wave energy converters (WECs).
In general, the HPTO unit’s performance depends on the configuration of its parameters such as
hydraulic cylinder size, hydraulic accumulator capacity and pre-charge pressure and hydraulic
motor displacement. Conventionally, the optimal parameters of the HPTO unit need to be manually
estimated by repeating setting the parameters’ values during the simulation process. However, such
an estimation method can easily be exposed to human error and would subsequently result in an
inaccurate selection of HPTO parameters for WECs. Therefore, an effective approach of using the
non-evolutionary Non-Linear Programming by Quadratic Lagrangian (NLPQL) and evolutionary
Genetic Algorithm (GA) algorithms for determining the optimal HPTO parameters was explored
in the present study. A simulation–optimisation of the HPTO model was performed in the MAT-
LAB/Simulink environment. A complete WECs model was built using Simscape Fluids toolbox in
MATLAB/Simulink. The actual specifications of hydraulic components from the manufacturer were
used during the simulation study. The simulation results showed that the performance of optimal
HPTO units optimised by NLPQL and GA approaches have significantly improved up to 96% and
97%, respectively, in regular wave conditions. The results also showed that both optimal HPTO units
were capable of generating electricity up to 62% and 77%, respectively, of their rated capacity in
irregular wave circumstances.

Keywords: wave energy converter; hydraulic power take-off unit; parameter estimation; genetic
algorithm; non-linear programming by quadratic Lagrangian

1. Introduction

Ocean waves are one of the renewable energy resources that potentially can be ex-
ploited to produce usable electricity due to their excellent features of predictability, high
energy density and high source availability [1,2]. Currently, numerous wave energy con-
verters (WECs) have been designed, developed, tested and patented through a variety of
harnessing techniques that are subjected to the characteristics of the target location such as
shoreline, nearshore and offshore, as reported in [3–6]. In general, WECs are a combination
of three main parts, such as a wave energy converter (WEC) device, power take-off (PTO)
unit and control system unit. Recently, various types of PTO units have been developed
for WEC devices based on different working principles, such as the air and water turbine-
based, direct-electrical drive-based, direct-mechanical drive-based and hydraulic-based,
as reported in [7,8]. A hydraulic PTO (HPTO) is considered to be the most effective PTO
for wave-activated-body (WAB) or point-absorber based WECs due to the outstanding
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features, including high-efficiency, high-controllability, well-adapted to the large power
density ocean waves and low-frequency [9]. It has been reported in the literature that this
type of PTO system’s efficiency could be achieved up to 90% [10]. Furthermore, the HPTO
unit is also easily constructed using standard hydraulic components, which are commonly
used in other applications. Due to such a promising characteristic, the HPTO system finds
its application in the majority of the WAB-WECs field.

Recently, many HPTO unit applications in various WECs have been published [11–17].
From the preliminary survey, most of the studies concentrated on the HPTO unit’s effi-
ciency without taking into account the optimal parameters of the HPTO model, such
as hydraulic cylinder size, hydraulic accumulator capacity and pre-charge pressure and
hydraulic motor displacement. The optimal configuration parameters of the HPTO unit
is a crucial issue as it can affect the system’s efficiency and the amount of output to be
produced [13]. Only a few reports, for example, in [13–15], have considered this critical
problem. However, the optimal parameters setting has been obtained by manually tuning
these configuration parameters [13]. This method is usually prone to human error and
easy to cause a non-optimal selection of the HPTO system’s parameters. In addition,
this approach also frequently involves a long-time process in order to obtain the optimal
configuration parameters.

Presently, the optimisation of design parameters using a mathematical algorithm is
an attractive method to estimate the accurate parameters during the design phase. It is
due to the advancement of fast computing technologies that can be reliably used. A vari-
ety of studies were performed using different types of mathematical algorithms, such as
non-linear programming by quadratic Lagrangian (NLPQL) and genetic algorithm (GA),
Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), Tabu Search (TS), et
cetera, in order to obtain the best parameters for the design model [18–23]. For example,
GA has been used to optimise the parameters of state-of-charge (SOC) controllers for
battery energy storage in photovoltaic device applications [21]. The authors emphasized
that the GA-based optimisation method has accelerated the optimisation process of the
considered design parameters and effectively improves the design model’s performance.
Similarly, in [22], different types of heuristic optimisation approaches were applied, includ-
ing Gravitational Search Algorithm (GSA) and PSO, to conduct model optimization-based
studies for improving the efficiency of developed power converter units. The authors
had concluded that GSA-based optimisation provides the highest convergence speed and
best fitness value compared to the other algorithms. Motivated by the studies presented
in [21,22], an optimized new design of WEC with an HPTO unit is presented in this study.

From the WECs point of view, a similar optimisation approach has been implemented
in optimising the performance of the WECs. From the preliminary survey, several studies
of the GA applications for WECs optimisation have been done [24–28]. For example, in [24],
GA has been used to obtain some WECs parameters, such as buoy radius, draft, generator
damping and the optimal spatial layout of a WECs park. In [25], GA has been adopted
to optimally design the shape and dimensions of a WEC and also the PTO and other
subsystems parameters. The techno-economic aspects of energy productivity and WECs
device cost have also been considered in the study. In [28], GA has been used to obtain the
optimal HPTO parameters of WECs, such as hydraulic cylinder size, hydraulic accumulator
capacity and pre-charge pressure, and hydraulic motor displacement without considering
the hydrodynamic effects of the floater. Since the hydrodynamic effects of the floater are
the vital factors in WECs design, the optimal HPTO obtained in the study is inapplicable
for real wave application. Therefore, the HPTO optimisation with the consideration of the
floater’s hydrodynamic effects using two different types of algorithm, such as NLPQL and
GA, were investigated in this present study. The optimisation approaches presented in
this study can be a useful reference to other researchers and engineers of WECs in order to
design an accurate and reliable HPTO unit for the future WECs application.

The paper is organised as follows. The technical descriptions of the considered
WEC with HPTO unit and its important configuration parameters are given in Section 2.
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The simulation studies of the HPTO unit, which includes the simulation set-up process,
optimisation process and evaluation of HPTO unit performance, are described in Section 3.
Results and discussion are provided in Section 4, and finally, the Conclusions are given in
Section 5.

2. Mathematical Modelling of WEC with HPTO Unit

The design of the WECs depends on the characteristics of the installed location. In the
present study, the rotation-based WEC attached to the fixed body concept was considered,
as illustrated in Figure 1. This WECs concept has been implemented in numerous studies
for various investigation goals, for example, in [29–32]. This concept is suitable to be
installed at shoreline, nearshore and offshore locations. In this concept, the WEC device
consists of a single or multiple floating buoy or floater attached to the rotatable arm and
connected to the fixed body directed towards the dominant wave direction, as depicted in
Figure 1. The multi-design of floater can be used, which is dependent on the direction of
the ocean wave, either single or multi-direction. Usually, the semisphere-shaped and boat-
shaped floater have been considered for the offshore and nearshore location, as investigated
in [29,30,33–35]. In this concept, the HPTO unit is utilised to convert the absorbed energy
by the WEC device from the ocean wave to become usable electricity. A hydraulic actuator
module of the HPTO unit is attached to the rotatable floater arm in order to absorb the
mechanical energy produced by the WEC device, as presented in Figure 1. Meanwhile,
the rest of the HPTO unit components are placed in the PTO house located on the top of
the fixed-structure. In the present study, the model of WECs with a capacity of 0.1 kW
was considered.

Figure 1. Conceptual design of future wave energy converter (WEC) with the hydraulic power
take-off (HPTO) unit.

2.1. Hydrodynamic Motion of the Floater

In general, the hydrodynamic motion of the WEC device in real waves can be formu-
lated in the time domain using the linear wave theory, as described in Equation (1). MA is
the D’Alembert moment of inertia, Mex is the moment due to the diffracted waves, Mrad is
the moment due to radiated waves, Mres is the hydrostatic restoring moment and MPTO is
the moment due to the HPTO unit.

MA = Mex − Mrad − Mres − MPTO (1)

The equation of the hydrodynamic motion in Equation (1) can be expended as given
in Equation (2). Here, JWEC is the inertia moment of the floater and arm. Whereas, Jadd, ∞

157



Energies 2021, 14, 79

is the added mass at the infinite frequency and
..
θarm is the angular acceleration of a WEC

device during the pitch motion. Then, krad(t) is the radiation impulse response function,
τ is the time delay and

.
θarm is the angular velocity of the floater’s arm. Other variables

such as kres is the hydrostatic restoring coefficient and θarm is the angular of the floater’s
arm during the pitch motion. Finally, hex(t − τ) is the impulse response function of the
excitation moment and ηW is the undisturbed wave elevation at the floater center point.

(JWEC + Jadd,∞)
..
θarm(t) +

t∫
0

krad(t − τ)
.
θarm(t) + kres θarm(t) + MPTO(t) =

∞∫
−∞

hex(t − τ)ηW(τ)dτ (2)

The impulse response function in Equation (2) can be obtained from the hydrodynamic
diffraction analysis using Computational Fluid Dynamics (CFD) software. In the present
study, the hydrodynamic diffraction analysis of the WEC model was performed using
ANSYS/AQWA software.

In addition, the moment due to the HPTO unit, MPTO can be defined using Equa-
tions (3)–(5), where FPTO is the feedback force from the HPTO unit applied to the WEC
device. The variables L1, L2, L3 and L4 are the lengths between point a, b, c and d, as illus-
trated in Figure 2 [30,36–38]. xp is the displacement of hydraulic cylinder piston and L3,0 is
the initial stroke of the hydraulic cylinder.

MPTO = FPTOL4 (3)

L4 =
L1L2sin(θarm,0 − θarm)

L3,0 + xc
(4)

xp = L3,0 −
√

L1
2 + L22 − 2L1L2cos(θarm,0 − θarm) (5)

Figure 2. (A) Illustration of WEC with HPTO unit and (B) Configuration of hydraulic cylinder motion.
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2.2. Hydraulic Power Take-off (HPTO) Mechanism

Figure 2A illustrates the considered HPTO unit, which includes a hydraulic actuator,
set of control check valves (CV), high-pressure and low-pressure accumulator (HPA and
LPA), hydraulic motor (HM) and electrical generator (G). In the HPTO unit, the large
chamber of the hydraulic cylinder (chamber A) is connected to the CV4 (outlet) and CV1
(inlet), while the small chamber of DAC (chamber B) is connected to the CV2 (outlet) and
CV3 (inlet), respectively. Meanwhile, HPA and LPA are placed at the inlet and outlet of the
hydraulic motor. During the operation, the wave force generated from the passing ocean
wave causes a floater to swing upward and downward repeatedly, as illustrated in Figure
2B. The mechanical force produced by the WEC device forces the rod and piston of the
hydraulic cylinder at the specified velocity (ẋp) relatively subjected to the PTO load force.
During the upward motion, the high-pressurised fluid in chamber A flows to the chamber
B through CV1, HPA, HM, LPA and CV2. On the other hand, the process is vice-versa
during downward motion, where high-pressure fluid in chamber B flows to chamber A
through CV3, HPA, HM, LPA and CV4. The high-pressure fluid flows through HM lead
to the HM, and G rotates simultaneously at the specified rotation speed (ωG) subjected to
the load torque of the G (τG). As a result, the usable electricity can be generated by the
continuous motion of this mechanism.

In general, the behaviour of the HPTO unit is strongly nonlinear. Equations (6)–(21)
theoretically explain the operation of the considered HPTO unit illustrated in Figure 2.
According to Equation (6), the FPTO from the HPTO unit applied to the WEC device
depends on the pressure in both hydraulic chambers (pA and pB) and the effective piston
area (AP). Further, the effects of piston friction (Ff ric) and initial force of rod, piston and oil
(Fin) are also considered. These effects can be expressed using Equations (7) and (8), where
η f ric is a friction coefficient,

..
xp is the piston acceleration, g is a gravitational acceleration,

Mp, Mr and Moil are the mass of the piston, rod, and oil, respectively [12,36].

FPTO = Ap(|pA − pB|) + Ff ric + Fin (6)

Ff ric =
∣∣Ap(pB − pA)

∣∣(1 − η f ric

)
(7)

Fin =
..
xp

(
Mp + Mr + Moil

)
+

(
Mp + Mr

)
g (8)

Since a double-acting-cylinder with a single rod piston is considered a hydraulic
actuator, the FPTO is unbalanced during the upward and downward motion of the WEC
device due to the unbalanced pressure in both chambers of the hydraulic cylinder. Based
on the configuration of the HPTO unit in Figure 2, the FPTO during the upward movement
is greater than the FPTO during the downward movement. The dynamics of pA and pB
can be described using a fluid continuity equation as in Equations (9) and (10) [12,37].
βe f f , qA and qB are the effective bulk modulus and the in/out volumetric flows in the
hydraulic cylinder actuator. xp,

.
xp and L are position, velocity and stroke length of the

piston. Ap,A and Ap,B are the effective piston area in the hydraulic chamber A and B, that
can be expressed by Equations (11) and (12), where the dp and dr are the diameter of the
piston and rod, respectively.

d
dt

pA =
βe f f

Ap,A
(

L − xp
) (qA − .

xp Ap,A
)

(9)

d
dt

pB =
βe f f

Ap,B
(

L − xp
) ( .

xp Ap,B − qB
)

(10)

Ap,A = πdp
2/4 (11)

Ap,B = π
(

dp
2 − dr

2
)

/4 (12)
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For the check valve, the spring-loaded non-return valves are used in this HPTO model.
The flow across the valve (qCV) can be described by the orifice equation, as expressed in
Equation (13), where Cd is the discharge coefficient, ACV is the check valve opening area
and ρoil is the fluid density. The pCVin and pCVout are the pressure at the inlet and outlet of
the check valve [12,38].

qCV =

{
Cd ACV

√
2
∣∣pCVin − pCVout

∣∣/ρoil , i f pCVin > pCVout

0, else
(13)

Besides that, the gas compression and expansion in the HPA and LPA, which are
based on the isentropic process, can be described according to Equations (14) and (15),
respectively. Where pHPA, pLPA, p0,HPA and p0,LPA are the pressure and pre-charge pressure
in the HPA and LPA. γ is the adiabatic index of the compressed gas in the HPA and LPA,
while, VHPA., VLPA, V0,HPA and V0,LPA are the initial and the instantaneous volume of gas
in the HPA and LPA, respectively. The instantaneous volume of gas can be expressed by
Equations (16) and (17), where qHPA and qLPA are the volumetric flow in the HPA and LPA.

pHPA·VHPA
γ = p0,HPA·V0,HPA

γ (14)

pLPA·VLPA
γ = p0,LPA·V0,LPA

γ (15)

VHPA(t) = V0,HPA −
∫ t

0
qHPAdt (16)

VLPA(t) = V0,LPA −
∫ t

0
qLPAdt (17)

Meanwhile, the fluid continuity in the HPTO model should satisfy the following equations:

qHPA = qCV1 + qCV2 − qHM (18)

qLPA = qCV3 + qCV4 − qHM (19)

where qHM is the volumetric flow through the hydraulic motor. Here, qHM is given by
Equation (20), where DHM, ωHM, and qHM,loss are displacement, speed and volumetric
flow losses of the hydraulic motor, respectively. The output torque of the hydraulic motor,
τHM can be expressed by Equation (21), where ΔpHM is the pressure difference in the
hydraulic motor.

qHM = DHMωHM − qHM,loss (20)

τHM = DHMΔpHM (21)

Based on the theoretical descriptions provided in Equations (6)–(21), the most im-
portant component parameters, which influence the operation of the HPTO model can
be defined as summarised in Table 1. The inaccuracy of the selected component param-
eters will reduce the HPTO unit’s capability in converting the absorbed wave energy to
electrical energy. Thus, the optimisation of these important component parameters using
mathematical algorithms is considered in this study.

Table 1. Important component parameters of the HPTO system.

No. Parameter Setting Unit

1 Diameter of piston, dp m
2 Diameter of rod, dr m
3 Volume capacity of HPA, Vcap,HPA L
4 Volume capacity of LPA, Vcap,LPA L
5 Pre-charge gas pressure of HPA, p0,HPA Bar
6 Pre-charge gas pressure of LPA, p0,LPA Bar
7 Displacement of HM, DHM. cc/rev
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3. Simulation Studies of WECs

3.1. Ocean Wave Input Data

A previous study reported that the ranges of the wave height (HW) and wave period
(TW) at several locations in Terengganu, Malaysia, were equal to the range of 0.2–1.2 m and
2–8 s, respectively [39]. In addition, a further forecast analysis found that the most annual
occurrences sea-state at the considered installed location were equal to 0.8 m and 2.5 s.
From these statistical results, the regular and irregular wave inputs data were generated
based on Airy’s wave theory and Joint North Sea Wave Observation Project (JONSWAP)
spectrum, as illustrated in Figure 3A,B, respectively. For the irregular wave data profile
generation, the peak enhancement factor (γ) of JONSWAP was set to 2. Regular wave input
profile data were used in determining the optimal parameters of the HPTO unit process.
While the irregular wave input profile data were used to evaluate the effectiveness of the
optimal HPTO unit in generating the electricity in inconsistent wave circumstances.

Figure 3. Ocean wave elevation inputs, (A) regular wave and (B) irregular wave.

3.2. Simulation Set-up of WEC with HPTO Unit Model

In the present study, the main specifications of the computer device that was used
for the simulation studies are given in Table 2. As can be seen from Equations (1) and (2),
the frequency domain analysis was required to determine the hydrodynamic parameters
of the WEC device. Thus, hydrodynamic simulation of the WEC model was preliminar-
ily performed using ANSYS/AQWA software. The hydrodynamic simulation method
presented in [40,41] was considered. The results from the preliminary hydrodynamic
simulation are presented in Figure 4. The parameters obtained from the hydrodynamic
simulation were used to build the complete simulation model of WEC with the HPTO
unit in MATLAB®®/Simulink software, as illustrated in Figure 5. A WEC model based
on the linear wave motion, as mentioned in Equations (1)–(5), was developed using the
function blocks.

Table 2. Main specifications of the computer device.

Item Details

Type Desktop
Windows Windows 10 Pro

Memory (RAM) 12 GB
CPU Intel (R) Core (TM) i7-9750H 2.60 GHz

MATLAB Version R2019b
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Figure 4. Hydrodynamic analysis parameters. (A) Excitation force coefficient, (B) added mass coefficient, (C) radiation
damping coefficient, and (D) impulse response function.

Figure 5. Illustration of simulation model set-up in MATLAB software.

Meanwhile, the HPTO model was developed using the hydraulic components in
the Simscape Fluid toolbox, such as double hydraulic chamber single rod jack, hydraulic
motor, hydraulic accumulator, hydraulic check valve with saturation, et cetera. The actual
parameters of the hydraulic components from manufacturers were used to configure the
HPTO model. Since the selection of the HPTO components was incredibly complex due to
the variety of hydraulic products from the manufacturers and suppliers, the specification
data of hydraulic components from a well-known manufacturer such as Parker Hannifin
was considered, as summarised in Appendix A. The data in Appendix A were used as
a guideline in determining the optimal configuration parameters of each element in the
HPTO model simulation.
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Furthermore, a simple dynamic sub-model of a rotary load was utilised to represent
the permanent magnet synchronous generator (PMSG) unit. The generated electrical power
output from the HPTO model was calculated based on the speed-power curve of PMSG,
which was obtained from the manufacturer. In addition, the PTO force, hydraulic motor
torque, hydraulic motor speed and electrical power were the acquired outputs from the
HPTO model. The detailed specifications of each component that were used in the HPTO
model are presented in Table 3.

Table 3. Technical specifications of the developed HPTO model.

Descriptions (Unit) Value

Generator
Rated power, Prated (kW) 0.1

Rated speed, ωG,rated (rpm) 200
Rated torque τG,rated (Nm) 6.0

Viscous friction coefficient, (Nm/rpm) 0.024
Moment of inertia, (kgm2) 0.0036

Hydraulic cylinder
Diameter of the piston, dp (m) 0.035 *

Diameter of the piston rod, dr (m) 0.025 *
Length of stroke, lstroke (m) 0.3

HP accumulator
Pre-charge gas pressure, p0,HPA (bar) 40 *

Volume capacity, Vcap,HPA (L) 8 *
Adiabatic index, γ 1.4

LP accumulator
Pre-charge gas pressure, p0,LPA (bar) 5 *

Volume capacity, Vcap,HPA (L) 2 *
Adiabatic index, γ 1.4
Hydraulic motor

Displacement, DHM (cc/rev) 8 *
Oil properties

Viscosity, Visoil (cSt) 50
Density, Doil (kg/m3) 850

* Initial value by manual estimation.

Simulation results of the WEC with non-optimal HPTO unit using the regular waves
input profile data are shown in Figure 6. Figure 6A shows that the displacement of WEC
was relatively lower than the wave displacement due to the PTO force applied to the WEC
device. The PTO force profile applied to the WEC device is shown in Figure 6B. The figure
shows that the PTO forces applied to the WEC device during the upward and downward
motion were equal to 1.5 kN and 0.7 kN, respectively. Meanwhile, Figure 6C shows the
electrical power generated from the non-optimal HPTO unit only can be reached up to an
average of 71 W, which was 71% of its rated capacity.
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Figure 6. Preliminary simulation results of WEC with non-optimal power take-off (PTO) unit
(HW = 0.8, TW = 2.5 s). (A) Wave, WEC and piston displacements, (B) PTO force, and (C) PTO power.

3.3. Optimisation of Configuration Parameter

As the sea state was relatively unstable throughout the year, a suitable HPTO unit
was compulsory for a WEC device to ensure that the ocean wave energy can be maximally
absorbed and converted to electrical energy. Conventionally, the optimal parameters
of the HPTO unit were obtained by iteratively simulating the HPTO model using any
sophisticated analysis software. In this process, the designer was required to manually
specify a set of configuration parameters value, evaluate the HPTO unit model and analyse
the PTO model output. Normally, this process may be repeated many times due to
unsatisfactory results from the HPTO performance. Consequently, the designer again
proposed a new set of HPTO parameters value based on experience and intuition, which
probably will result in a better output of the HPTO model. This optimisation process will
end when the time runs out. Unfortunately, sophisticated analysis software and high-
speed computer technology were unable to help the designer in determining the optimal
parameters of the HPTO unit using this technique.

Alternatively, the optimisation technique HPTO unit parameters using a computer
algorithm was presented in this study. By using this technique, the designer was taken
out from the trial-and-error loop process. The sophisticated computer was now utilised
to conduct a complete determination process of the optimal configuration parameters.
Through this technique, the designer workload can be reduced, in which the designer only
focused on the interpretation of the optimisation results. Moreover, the determination of
the optimal configuration parameters can be found in a shorter and more accurate time
compared to the case using a conventional technique. In the algorithm-based optimisation
technique, many kinds of algorithms can be applied to solve the optimisation problem.

In the present study, the simulation–optimisation using two major types of optimi-
sation algorithms was explored in this present study. A specific objective function (OF)
was designed to maximise the electrical energy generation of the HPTO unit, as described
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in Equation (22). Here, PPTO,ref and PPTO represented the desired and the actual electrical
power output of the HPTO unit. The optimisation problem in Equation (22) was solved
by two kinds of optimisation algorithms, i.e., NLPQL and GA. In order to provide a fair-
ground for comparison between two optimisation algorithms, the same constraints, design
parameters, and objective function were considered for both cases under study. The details
of the considered algorithms are described in the following subsections.

OF(x) =min

⎡
⎣
∫ T

0

(∣∣∣PPTO(t)− Pre f (t)
∣∣∣) dt∫ T

0 PPTO,re f (t) dt

⎤
⎦ (22)

3.3.1. Non-Evolutionary NLPQL-Based Optimisation

The NLPQL algorithm was a local optimiser and has the advantages of fast con-
vergence and high-stability [42]. In several studies, the NLPQL-based optimisation was
applied to solve and optimise various non-linear problems during the design stage [42–45].
Figure 7A shows the flowchart of the NLPQL-based optimisation technique. Initially,
the NLPQL-based optimisation process was started by randomly generating the guest
point of each study parameter (dp, dr, p0,HPA, Vcap,HPA, p0,LPA, Vcap,LPA, DHM). Then, in the
first iteration, the generated random guest point was chosen for each study parameter,
and the HPTO model was then evaluated based on the objective function in Equation (22).
The linear search calculation method was then implemented in order to determine the
convergence satisfaction of the objective function. As presented in Figure 7A, the new
iteration will be started if the objective function does not meet the convergence criterion.
A new iteration was initially started to determine the new search direction and step size
using the sequential quadratic programming (SQP) method. Then, the variables for each
study parameters were determined based on the new search direction and step size. Finally,
the Hessian approximation was updated by the modified BFGS-formula, as described
in [42]. The parameters setting of the NLPQL-based optimisation is listed in Table 4.
This process was repeated until the NLPQL algorithm met the termination accuracy.

Table 4. Parameters setting of NLPQL.

Setting Value

Maximum number of function evaluations 7
Maximum number of iterations 100

Step size for finite difference step 0.001
Final accuracy 0.0001

3.3.2. Evolutionary GA-Based Optimisation

In contrast to the NLPQL, GA was an evolutionary algorithm that was inspired by
the natural evolution process. GA has been effectively applied to a wide range of real-
world problems. In this algorithm, the variables of the optimisation problem were coded
in chromosomes. Figure 7B presents the flowchart of the GA pseudo-code. The GA-
based optimisation process was initially started by randomly generating a population of
chromosomes (study parameters: dp, dr, p0,HPA, Vcap,HPA, p0,LPA, Vcap,LPA, DHM), as presented
in Figure 7B. Thereafter, for the first iteration, the random values from the generated
population were chosen for each study parameter. The HPTO model was then evaluated
based on the objective function in Equation (22). The chromosomes of the population were
then sorted according to the least cost or highest fitness. Some percentages of the best
chromosomes were transferred directly to the next generation based on their merit. Then,
three GA operators named as selection, crossover and mutation were implemented to
manipulate the rest of the chromosomes for the next generation. During the selection rule,
the parent’s chromosome that contributed to the current population was selected for the
next generation process. Then, pairs of selected parents were recombined by a crossover
operator to produce new chromosomes. A mutation rule was then applied to the new
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chromosomes to avoid the GA converging to the local optimum. Finally, this process was
iterated until the satisfactory fitness level was reached. The parameters setting of GA was
gathered in Table 5.

Table 5. Parameters setting of GA.

Setting Value

Population size 50
Reproduction ratio (%) 80

Maximum number of generations 100
Mutation probability (%) 10

Mutation amplitude 0.1
Seed 1

Final accuracy 0.0001

Figure 7. Optimisation procedures using (A) Non-Linear Programming by Quadratic Lagrangian
(NLPQL) and (B) Genetic Algorithm (GA).

4. Results and Discussion

4.1. Comparisons between NLPQL and GA Optimisation of HPTO Unit

In order to evaluate the best optimisation approaches for the HPTO unit, a critical
comparison analysis was performed. The comparison in terms of the final objective
function, the best-estimated parameter values and the HPTO unit’s performance were
considered.

4.1.1. Chronological Variation of the Objective Function and Parameters Variables

Figures 8 and 9 depicted the chronological variation of the objective function and
parameters variables with respect to the number of generations of the optimisation pro-
cesses done by NLPQL and GA operators. The red vertical line in both figures indicated
the optimisation process’s termination at the lowest objective function value. The lowest
objective function value was of interest for optimisation purposes in a feasible solution
framework. Both of the optimisation processes were terminated after the algorithms
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met the optimum point, which was determined based on the termination criterion (final
accuracy), as previously mentioned in Tables 4 and 5.

Figure 8. Chronological variation of (A) objective function, (B) diameter of piston and rod, (C) pre-charge gas pressure and
capacity of HPA, (D) pre-charge gas pressure and capacity of LPA, and (E) displacement of HM for NLPQL algorithm.
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Figure 9. Chronological variation of (A) objective function, (B) diameter of piston and rod, (C) pre-charge gas pressure and
capacity of HPA, (D) pre-charge gas pressure and capacity of LPA, and (E) displacement of HM for GA algorithm.

Figure 8A showed that the estimation process of the best configuration parameters
was completed after the 22 number of iterations since the NLPQL operator had satisfied
its accuracy requirement. The overall simulation–optimisation process using the NLPQL
algorithm was carried out for 3237 s (approximately 53 m 57 s). As shown in the figure,
the lowest objective function value at 22 iterations was obtained at 0.0492. Meanwhile, 56
numbers of iterations were needed to find the optimum case by the GA operator, as exhib-
ited in Figure 9A. A complete simulation–optimisation process by the GA operator was
performed for 7 h and 32 min. The lowest objective function was obtained equal to 0.0375,
as illustrated in Figure 9A. Besides that, Figure 8B–E showed the chronological variation of
the HPTO parameters throughout the optimisation process by the NLPQL algorithm. From
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these figures, the HPTO parameters seemed to approach the optimum conditions starting
from 14 number of iterations. On the other hand, for the GA optimisation, Figure 9B–E
showed that some of the HPTO parameters reached the best condition after 5 iterations.

In summary, the comparison of the chronological results of both optimisation ap-
proaches in Figure 8, and Figure 9 found that the optimisation using the NLPQL algorithm
was much faster than the GA optimisation case. The reason was that since the NLPQL
was the local optimisation approach, this algorithm depended on the initial point of each
HPTO parameter. As reported in [42], the numerical test showed that different initial points
required different time consumed and would give different optimal results. In contrast to
the NLPQL algorithm, since the GA is a global algorithm, it takes more time in its explo-
ration and exploitation processes that consider more points in search space in order to find
the optimum condition. Thus, it returns more accurate and reliable results as depicted in
Figure 9. In order to improve the performance of the NLPQL algorithm, the hybridisation
of the NLPQL algorithm with the other global optimisation operators can be considered,
as presented in [46]. In [46], the optimal starting points of the NLPQL algorithm were set
by GA, and better optimum results have turned up.

4.1.2. Best Estimated Parameters

Table 6 presents the best configuration parameters sets of the HPTO unit that were
successfully estimated using NLPQL and GA optimisation approaches. As shown in the
table, the dp and dr parameters of the hydraulic cylinder were estimated at 3% and 12.8%
smaller than their initial values for the NLPQL case, which equaled to 34.9 mm and 21.8
mm, respectively. For the GA case, the dp and dr were estimated closely to their minimum
constraints, which equal to 37.6 mm and 10 mm. Apart from that, the data in Table 6
reported that the best-estimated values of the p0,HPA, and Vcap,HPA from the NLPQL, and
GA optimisation were significantly different from their initial condition. The optimal
value of p0,HPA was estimated larger than its initial value for both cases. While, for the
Vcap,HPA, Table 6 clearly shows that the best values of Vcap,HPA were estimated 65% lower
and 275% larger than its initial value for the NLPQL and GA cases. For the p0,LPA and
Vcap,LPA, the best-estimated values were not too significantly different from their initial
values for both cases. Furthermore, it can be found in Table 6 that the best values of DHM
were significantly different between both optimisation cases. The result from the table
shows that the GA operator successfully estimated a smaller value of DHM compared to
the NLPQL case.

In summary, based on the comparison of best configuration parameters estimated
from both optimisation approaches, a few preliminary conclusions in terms of physical
size, cost of the HPTO unit and others can be drawn. Practically, the physical size, weight
and cost of the HPTO unit depend on its configuration parameters. Based on the results in
Table 6, it can be preliminarily concluded that the physical size and weight of the HPTO
unit for the NLPQL approach were much smaller than the GA approach case. This was
due to the larger capacity of HPA as estimated by the GA approach. The physical size and
weight of the HPTO unit were vital to being reduced since they can influence the complete
design of the WECs, as reported in [13]. Moreover, the configuration parameters also
influenced the total cost of the HPTO unit. As reported in [10], the hydraulic accumulator
and the hydraulic motor were the most expensive HPTO unit components. Thus, from
Table 6, it can be concluded that the overall cost of the WECs from the NLPQL optimisation
approach was much lower than the GA case.
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Table 6. Best configuration parameters from NLPQL and GA parameter estimation approaches.

Parameter (Unit) Non-Optimal Case
Optimal Case by

NLPQL GA

Hydraulic cylinder
Diameter of piston, dp (mm) 36 34.9 31.6

Diameter of piston rod, dr (mm) 25 21.8 20.0
HP accumulator

Pre-charge gas pressure, p0,HPA (bar) 40 46.9 68.9
Volume capacity, Vcap,HPA (L) 8 2.8 30.0

LP accumulator
Pre-charge gas pressure, p0,LPA (bar) 5 3.2 2.2

Volume capacity, Vcap,LPA (L) 2 4.0 5.8
Hydraulic motor

Displacement, DHM (cc/rev) 8 8.4 5.5

4.1.3. Operational Behaviour of the HPTO Unit

Table 7 compares the operational behaviour of the HPTO unit for the non-optimal,
NLPQL-optimal, and GA-optimal cases. By comparing the data in Table 7 and Appendix A,
the HPTO unit’s operations were satisfied with its operational constraints for all cases.
As reported in Table 7, the overall operating pressure of the HPTO unit increased for both
optimal cases. For example, the operating pressures of the hydraulic cylinder chambers for
the NLPQL-optimal case increased by 8.6% (side A) and 8.8% (side B). While, for the GA-
optimal case, the operating pressures of the hydraulic cylinder increased by 56.6% (side A)
and 56.8% (side B) from the non-optimal case, respectively. Besides that, the pressures in
the HPA for both cases also increased up to 10.1% and 60.8%, respectively. The hydraulic
motor pressure also significantly increased by 9.4% and 60% for both cases, up to 47.5 bar
and 69.8 bar.

Table 7. Comparison of the operational behaviour of the HPTO unit for non-optimal, NLPQL-optimal,
and GA-optimal cases.

Descriptions (Unit) Non-Optimal Case
Optimal Case by

NLPQL GA

Hydraulic cylinder
Max. operating pressure, (bar) Side A 46.48 50.5 72.8

Side B 46.40 50.5 72.8
Max. operating flow rate, (L/min) Side A (In) 2.75 3.49 2.71

Side A (Out) 4.73 4.29 4.05
Side B (In) 2.10 2.08 2.33

Side B (Out) 2.07 2.23 2.25
HP accumulator

Max. operating pressure, (bar) 43.4 47.8 69.8
Max. operating flow rate, (L/min) In 3.78 3.23 3.06

Out 1.36 1.66 1.10
LP accumulator

Max. operating pressure, (bar) 5.05 3.25 2.61
Max. operating flow rate, (L/min) In 1.28 1.66 1.09

Out 1.30 1.82 0
Hydraulic motor

Max. operating pressure, (bar) Inlet 43.4 47.5 69.8
Outlet 5.03 3.25 2.63

Max. operating flow rate, (L/min) 5.03 1.67 1.10
Max. operating speed, (rpm) 174 202 204
Max. operating torque, (Nm) 5.24 6.04 6.05
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The increasing pressure in the HPTO unit significantly increased the speed and torque
of the hydraulic motor. As depicted in Table 7, the hydraulic motor speed and torque
increased to its rated (200 rpm, 6 Nm) for both cases. In short, the results in Table 7
clearly show that the operational speed and torque of the hydraulic were influenced by
the pressure of the other components in the HPTO unit. Thus, the presented results in
Table 7 proved that the optimisation process by NLPQL and GA were highly effective in
estimating the best component parameters of the HPTO unit.

4.1.4. Performance of the WECs

Technically, the force of the HPTO unit was directly proportional to its operational
pressure [15,37]. Since the HPTO unit’s pressure significantly increased, the HPTO force
applied to the WEC device also increased, as depicted in Figure 10. Comparing Figure 10
with Figure 6B showed that the HPTO force applied to the WEC obviously increased
for both cases. As depicted in Figure 10A, the HPTO forces applied to the WEC for the
NLPQL case can be reached up to 1.65 kN (upward) and 0.78 kN (downward). While, for
the GA-optimal case, the HPTO forces applied to the WEC can be reached up to 2.3 kN
(upward) and 1.2 kN (downward), respectively. The results clearly showed that the overall
HPTO force applied to the WEC device for the GA-optimal case was significantly larger
than the HPTO force in the NLPQL case. This significant difference was attributed due to
the larger pre-charge gas pressure and volume capacity of the HPA in the HPTO unit for
the GA-optimal case, as depicted in Table 6. A larger pre-charge gas pressure required a
more massive flow of high-pressure fluid [10]. In addition, from both figures, it can be seen
that the HPTO forces applied to the WEC device during the upward movement were larger
compared to the downward movement for both cases. This was due to the unsymmetrical
double-acting hydraulic cylinder used in the HPTO unit. Since the hydraulic cylinder
chambers were unsymmetrical, the fluid pressure in the chamber, which comprises a large
effective piston area, was higher than the fluid pressure in the small effective area chamber,
as clearly described in [10].

Figure 10. HPTO force applied to the WEC device (HW = 0.8, TW = 2.5 s), (A) NLPQL and (B) GA cases.

Furthermore, the HPTO force’s effect on the displacement of the WEC device and hy-
draulic cylinder piston can be seen in Figure 11. Figure 11A,B illustrated the displacement
of the wave, WEC, and hydraulic cylinder piston during the HPTO unit operation for both
optimal cases. In Figure 11A, it was depicted that the average displacements of the WEC
device and hydraulic cylinder piston for the NLPQL-optimal were 77.5% and 19.3% of the
average wave elevation. Meanwhile, for the GA-optimal case, the average displacement of
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the WEC device and hydraulic cylinder piston was 65% and 16% of average wave elevation.
The comparison of the results in Figures 6A and 11 showed that the displacement of the
WEC device and hydraulic cylinder piston was slightly reduced for the NLPQL-optimal
and GA-optimal cases. The reduction was due to the larger HPTO force applied to the
WEC device in both cases. In addition, the comparison of Figure 11A,B showed that the
average displacement of the WEC device and hydraulic cylinder piston for GA-optimal
was less than the NLPQL-optimal case.

Figure 11. Displacement of the wave, WEC, and piston for three different cases (HW = 0.8, TW = 2.5 s),
(A) NLPQL and (B) GA cases.

Apart from that, Figure 12 illustrated the comparison of the electrical power generation
profiles of WECs for both optimal cases. Comparing the results in Figure 12 with Figure 6C,
the overall electrical power generated from the HPTO unit optimised by NLPQL and GA
approaches was successfully enhanced. For the non-optimal case, the electrical power
profile in Figure 6C clearly indicated that the electrical power generated from the HPTO
unit was lower than its rated capacity. Figure 6C showed the electrical power generated
from the non-optimal HPTO was up to 71% (71 W) of its rated capacity. In contrast to both
optimal cases. From Figure 12, the result showed the electrical generated output of HPTO
was close to its rated capacity. The average electrical power generated from the HPTO unit
for the NLPQL-optimal and GA-optimal cases was calculated up to 96% (96 W) and 97%
(97 W) rated capacity, respectively. The comparison results in Figure 12 also showed that
the electrical power generated from the HPTO unit of the GA-optimal case fluctuated less
compared to the NLPQL-optimal case. This was due to the larger HPA used in the HPTO
unit of the GA-optimal case. In addition, both of the optimal HPTO units reached their
steady-state condition around 80 s.
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Figure 12. Comparison of electrical power generated from the best HPTO unit estimated by NLPQL
and GA optimisations (HW = 0.8, TW = 2.5 s).

4.2. Evaluations of Optimal WECs Using Irregular Wave Data

The optimal HPTO units obtained from the optimisation processes were evaluated
using irregular wave elevation input in order to evaluate their performance in generating
the electricity in irregular wave circumstances. The results in Figure 13 provided the
hydraulic cylinder piston responses for both cases. The figure showed that the displacement
of the hydraulic cylinder piston for GA-optimal was smaller than the NLPQL-optimal case.
This was due to the different pressures in the hydraulic cylinder chambers, as shown in
Figure 14. Figure 14A showed that the reciprocating motions of the piston for the NLQPL
case produced high-pressure liquid in both hydraulic cylinder chambers that reached up
to 54 Bar. At the same time, the pressure of the hydraulic cylinder chamber for the GA case
reached up to 75 Bar. The pressure difference for both cases was due to the difference in
the HPTO unit’s parameter design.

The high-pressure liquid produced in the hydraulic cylinder chamber then flowed
to HPA and hydraulic motor. The HPA was used as liquid energy storage to smooth out
pressure fluctuation in the HPTO unit. Thus, the liquid’s pressure, which exceeded the
HPA pre-charge pressure setting, was accumulated in the HPA ballast. In contrast, the HPA
released the high-pressure liquid stored in its ballast when the HPTO system’s pressure
was lower than its pre-charge pressure setting. Figure 15 showed the pressure of the HPA
for both optimal cases. For both cases, the pre-charge pressures of HPA were set to 46.9
Bar and 68.9 Bar, as previously given in Table 6. In Figure 15A, the pressure of the HPA
reached up to 49 Bar, which was 4.5% higher than its pre-charge pressure setting several
times. For the GA case, the highest pressure of the HPA can be reached up to 69.01 Bar,
which was 0.16% higher than its pre-charge pressure setting, as depicted in Figure 15B.
The difference in the pressure variation rate of HPA in both cases was due to the different
HPA volume capacity. As given in Table 6, the volume capacity of HPA for the GA-optimal
case was larger than the NLPQL-optimal case. In addition, the comparison of results in
Figure 15A,B showed that the high-pressure liquid accumulation was more often for the
GA-optimal case. This was due to a larger volume capacity of HPA used in the HPTO unit.

The smoothing effects of the HPA unit on the pressure in the HPTO unit for both
optimal cases can be clearly seen in Figure 16. Figure 16A,B showed the smoothed pressure
of the hydraulic motor for both cases. The comparison results in Figure 16A,B showed
that the smoothing effect of the hydraulic motor pressure for the GA-optimal case was
higher than the NLPQL-optimal case. It can be seen from the figures, the pressure of
the hydraulic motor fluctuated less for the GA-optimal case compared to the NLPQL-
optimal case. However, at the initial state of both cases, the hydraulic motor’s pressure
was more fluctuating due to insufficient energy stored in the HPA, as depicted in Figure 15.
In addition, Figure 17 illustrated the comparison of the hydraulic motor speed for both
cases. From the figure, the average speed of the hydraulic motor for the GA-optimal case
was higher than the NLQPL-optimal case, which was 163 rpm instead of 137 rpm.
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Figure 13. Displacement of hydraulic cylinder piston of HPTO unit (HW = 0.8, TW = 2.5 s).

Figure 14. The pressure of the hydraulic cylinder chamber of HPTO unit (HW = 0.8, TW = 2.5 s),
(A) NLPQL and (B) GA cases.

Figure 15. Pressure of high-pressure accumulator of HPTO unit (HW = 0.8, TW = 2.5 s), (A) NLPQL
and (B) GA cases.
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Figure 16. The pressure of hydraulic motor of HPTO unit (HW = 0.8, TW = 2.5 s), (A) NLPQL and
(B) GA cases.

Figure 17. Speed of hydraulic motor of HPTO unit (HW = 0.8, TW = 2.5 s), (A) NLPQL and (B) GA cases.

Figure 18A–C presented the electrical power profiles of the HPTO unit for the non-
optimal, NLPQL-optimal and GA-optimal cases. For the non-optimal case, the average
electrical power generated from the PMSG generator in the HPTO unit was equal to 55 W,
which was only 55% of its rated capacity, as shown in Figure 18A. For this case, the highest
electrical power that was generated only reached up to 71 W. This was significantly different
for the cases of the optimal HPTO unit optimised by NLPQL and GA approaches. It can be
seen in Figure 18B,C, both optimal HPTO units capable of generating electricity of up to an
average of 62 W and 77 W, which was 62% and 77% of its rated capacity, respectively.
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Figure 18. Comparison of electrical power generated from the best HPTO unit in irregular wave
condition (HW = 0.8, TW = 2.5 s), (A) Non-optimal, (B) NLPQL-optimal, and (C) GA-optimal cases.

5. Conclusions

A comprehensive study was conducted to estimate the configuration parameters of
the HPTO unit for a wave energy conversion device using a non-evolutionary NLPQL and
evolutionary genetic algorithm. Seven important configuration parameters of the HPTO
unit were considered in this optimisation study. The simulation–optimisation of HPTO
model parameters was performed using MATLAB®®/Simulink software. The optimisation
function problem was designed to maximise the output power generated from the HPTO
unit. The optimal HPTO unit was then evaluated using irregular wave input to evaluate its
performance in irregular circumstances. From the simulation studies, the key results can
be listed as follows:

• The simulation–optimisation using the NLPQL algorithm was completed after the 22
number of iterations with the duration of 3237 s (approximately 53 m 57 s) after the
NLPQL operator had satisfied its accuracy requirement. Importantly, the overall per-
formance of HPTO has significantly improved up to 96% in regular wave conditions.

• The simulation–optimisation duration using the GA technique is longer than the NLPQL
approach, which was completed after 7 h and 32 min. However, the overall performance
of HPTO has significantly improved up to 97% in regular wave conditions.

• The HPTO unit estimated by the NLPQL approach is much smaller in terms of size,
weight and cost compared to the GA approach. Thus, the HPTO unit’s cost estimated
by NLPQL is cheaper than the HPTO unit cost estimated by the GA approach.

• The results show that both optimal HPTO units can generate electricity up to 62% and
77% of rated capacity in irregular wave circumstances.

• In conclusion, both of the optimisation approaches were effective in determining
the optimal parameters of the HPTO unit. For the sake of quickness, the NLPQL
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approach is more relevant. While, for the sake of effectiveness, the GA approach is
more recommended.

The simulation–optimisation framework presented may help the engineers and re-
searchers of WECs to design a reliable and high-efficiency HPTO unit for wave energy
converter devices. It is suggested that further researches should be conducted in the
following areas:

• Further experimental validation of the best estimated HPTO unit is needed to verify
the accuracy of the developed model simulation.

• The simulation–optimisation of the HPTO unit using other types of the optimisation
algorithm, such as Particle Swarm Optimization, Gravitational Search Algorithm, et
cetera, needs to be explored to achieve a good trade-off between cost and performance.

• The simulation–optimisation using other software types, such as Simcenter Amesim
software invented by Siemens, is highly recommended.
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OF Objective Function
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TS Tabu Search
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WEC Wave Energy Converter
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Appendix A

Table A1. Specifications of hydraulic components from Parker Hannifin Manufacturer.

HPTO Component (Unit)
Ranges

Ref.
Minimum Maximum

Hydraulic cylinder a [47]
Available piston diameter, (mm) 30 203

Available rod diameter, (mm) 10 140
Operating pressure, (bar) 0 207

Operating flow rate, (L/min) 0 900
HP accumulator b [48]

Available nominal volume, (L) 0.2 57
Operating pressure, (bar) 0 690

Operating flow rate, (L/min) 0 900
LP accumulator c [49]

Available nominal volume, (L) 0 565
Operating pressure, (bar) 0 80

Operating flow rate, (L/min) 0 3000
Hydraulic motor d [50]

Available motor displacement, (cc/rev) 20 23,034
Operating pressure, (bar) 0 420
Operating speed, (rpm) 0 1000

Operating flow rate, (L/min) 0 200
Operating torque, (Nm) 0 1428

a Heavy Duty Roundline Welded Series, b High-Pressure Bladder Accumulator Series, c Low-Pressure
Bladder Accumulator Series, d High Torque Radial Piston Motors Series.
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Abstract: A potential solution to the coupled water–energy–food challenges in land use is the concept
of floating photovoltaics or floatovoltaics (FPV). In this study, a new approach to FPV is investigated
using a flexible crystalline silicon-based photovoltaic (PV) module backed with foam, which is less
expensive than conventional pontoon-based FPV. This novel form of FPV is tested experimentally
for operating temperature and performance and is analyzed for water-savings using an evaporation
calculation adapted from the Penman–Monteith model. The results show that the foam-backed FPV
had a lower operating temperature than conventional pontoon-based FPV, and thus a 3.5% higher
energy output per unit power. Therefore, foam-based FPV provides a potentially profitable means
of reducing water evaporation in the world’s at-risk bodies of fresh water. The case study of Lake
Mead found that if 10% of the lake was covered with foam-backed FPV, there would be enough
water conserved and electricity generated to service Las Vegas and Reno combined. At 50% coverage,
the foam-backed FPV would provide over 127 TWh of clean solar electricity and 633.22 million m3 of
water savings, which would provide enough electricity to retire 11% of the polluting coal-fired plants
in the U.S. and provide water for over five million Americans, annually.

Keywords: water; floatovoltaic; photovoltaic; energy water nexus; dual use; water conservation; FPV;
floating photovoltaic; solar energy

1. Introduction

Water scarcity [1,2], the energy crisis [3], and food scarcity [4,5] are the largest currently coupled
challenges [6] facing the global community, where they most severely affect the arid and semiarid
regions of the world [7]. There is a wide scientific consensus that combustion of fossil fuels for
energy is increasing atmospheric carbon dioxide (CO2) concentrations and driving climate change [8].
This anthropogenic climate change is increasing globally averaged mean annual air temperatures
and driving changes in precipitation, which are expected to continue and increase [9,10]. The IPCC
(Intergovernmental Panel on Climate Change) warns that the climate change over the next century will
affect rainfall, river flows and sea levels all over the world [11], which will negatively impact agricultural
yield [12]; particularly in already-malnourished sub-Saharan Africa. de Wit and Stankiewicz [13]
predict rainfall in sub-Saharan Africa could drop by 10% causing surface drainage to drop 30–50% by
midcentury, which would cause major water shortages. It is widely agreed that to prevent the worst
of climate change, humanity needs to rapidly convert fossil fuel-based energy systems to renewable
energy systems [14]. Solar photovoltaic (PV) technology is the most widely accessible, sustainable,
and clean renewable source of energy that can be scaled to meet humanity’s energy needs [15,16].
To meet these needs, however, a substantial amount of land is still needed for PV to replace fossil fuels
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and this creates competition for limited land resources between food and energy [17]. A utility-scale
PV plant land occupation varies between 20 km2/GWh and 40 km2/GWh depending on the type
of solar panels used [18]. Despite life cycle carbon emissions [19], PV is more land efficient than
all carbon capture and sequestration plans for coal [20], but with nearly a billion people already
living undernourished, further reductions in agricultural land are not acceptable during a world
food crisis [21].

A potential solution to these coupled water–energy–food challenges is the concept of floating
photovoltaics or floatovoltaics (FPV), which has been rapidly gaining a base in scientific literature [22–28].
FPV is growing fast and is expected to have an average growth rate of above 20% in the next five years
due to extremely low costs (with an FPV bid recently coming in for a system in Thailand at under USD
0.50/Wp) [29]. FPV are easier to install and simpler to decommission than conventional PV systems
and the racking costs are less, which lead to these overall cost savings [29]. As FPV are located near or
immersed in water, the operational temperature is reduced, which raises the solar energy conversion
efficiency [23,26,30–34]. In regions where water scarcity is an issue and particularly when this issue is
likely to be aggravated by climate change, FPV can also be used to reduce water loss because it can
reduce water evaporation by more than 70% [32,35–37]. The Penman–Monteith daily evaporation
method indicates that FPV could even cut evaporation by as much as 90% [38]. Studies in China [39]
and India [40,41] have all indicated massive potential water savings for both small and large FPV
coverage areas. This is particularly important for preservation of water sources in arid and semi-arid
regions, especially with water shortages in the region [42]. FPV, therefore, also holds substantial
promise when coupling with existing hydro power to make dual use of the electrical infrastructure
while improving the water resource itself [39,43]. Similar advantages are to be expected for hybrid
systems with pumped storage [44]. Finally, there is also evidence that FPV deployment reduces the PV
degradation rate below 0.5% per year [45], which improves the levelized cost of solar electricity further.

FPV research has focused on several system design strategies [46]:

(1) Tilted arrays of solid modules (normally on top of pontoon structures) [36,47–49];
(2) Submerged PV modules (with and without a pontoon) [24,30,33,34,50];
(3) Micro-encapsulated phase change material (MEPCM)-based pontoon modules [51–53];
(4) Thin-film PV (no ridged pontoon supporting structure) [24,26,54].

The thin-film FPV design has the advantage of reducing racking costs even more so than pontoon
style FPV, as it clearly stops more evaporation and gains an advantage by the operational temperature
being lower. However, the temperature coefficients are better for amorphous silicon (a-Si:H) thin
film materials than those of crystalline silicon (c-Si) so the benefits of the water cooling are muted for
a-Si:H-based FPV.

In this study, a new approach is used with a flexible crystalline silicon module on a similar foam
system to that described by Pierce et al. [54] for a-Si:H FPV. This approach enables a larger solar electric
output gain (or FPV boost) and as solar is largely already profitable, there is an opportunity for the
electricity production value of c-Si flexible foam-backed FPV to subsidize a means of water conservation
by cutting water evaporation losses. To build on past FPV work and investigate the potential of FPV
coupled to hydro power in the U.S., the water saving potential at Lake Mead using FPV is investigated
in this study. Lake Mead is an artificial reservoir created by the United States government to run the
Hoover Dam, which was built in 1935 [55,56]. This novel form of FPV is analyzed for water-saving
using an evaporation calculation adapted from the Penman–Monteith daily evaporation model [57] that
is approved by the Food and Agriculture Organization of the United Nations (FAO) [58]. An energy
production analysis is performed and an open source spreadsheet was developed to simulate the
evaporation and the energy yield of the flexible FPV [59], as well as to investigate the impact of using
passive water-cooled FPV, where the cooling potential was measured experimentally for a foam-based
FPV. The potential is determined for a case study based on the coverage of FPV ranging from 10% to
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50% [60] of Lake Mead. The results are compared to “conventional” tilted pontoon-style FPV and are
discussed in the context of the energy–water–food nexus.

2. Materials and Methods

2.1. Data Collection

2.1.1. Lake Evaporation Data

Most of the weather data used in this study were collected on Lake Mead through buoys installed
by the United States National Oceanic and Atmospheric Administration’s National Data Buoy Center
(NOAA-NDBC) [61]. The rest of the data were obtained from open-access weather data made available
by the McCarran International Airport’s weather station in Las Vegas [62], and from SOLCAST, a solar
data provider [63].

The main characteristics of the lake differ slightly from one study to another and depend on the
year the study was conducted. In this study, the lake characteristics’ values used for the evaporation
calculation are taken from the National Park Service (NPS) website [64]. According to the NPS, as of
2010, the lake has a maximum surface area of 159,866 acres (647 million m2), and a maximum capacity
of 29,686,054 acre-feet (36,617 million m3). The mean depth of the lake is estimated to be 55.5 m by the
National Park Service [56]. The elevation of the lake is 328.574 m above sea water level. The weather
buoy used to collect the data is located in the North Boulder Basin of the lake at a geographical position
of latitude 36.087 N and longitude 114.728 W. The temperature sensor for air temperature collection is
located at a height of 2 m above the lake surface while the anemometer is at 3 m above. Additionally,
the atmospheric pressure sensor is located at 330.574 m above sea water level or 2 m above the lake
surface, and the water temperature is measured at 0.5 m below the lake surface [65].

The buoy installed in Lake Mead’s North Boulder basin by the NOAA-NDBC has been capturing
different types of variables since 2016, which are stored in a historical database on the agency’s website.
Among the data required to conduct an evaporation calculation using the Penman–Monteith model,
the wind speed (ws), the atmospheric pressure (P), the maximum (Tw,max), minimum (Tw,min), and daily
mean (Tw) water temperature; and the air temperature were obtained from the NOAA-NDBC historical
database. The rest of the data were not captured by the buoy; therefore, alternative methods have been
used to gather the required data. According to Moreo and Swancar, when data are not available for the
study location, nearby airport weather data can be used instead [55]. In this study, the nearest airport
close to Lake Mead is the Las Vegas Airport. The relative humidity (Rh) data have thus been obtained
from the Weather Underground website that has made data from the Las Vegas Airport available.
The remaining variable is the daily incoming solar irradiation or global horizontal irradiation (RS) that
has been obtained from SOLCAST’s historical database [63]. This variable is also used for the solar
energy production modeling.

The raw data from the NOAA-NDBC database were collected with an interval of 10 min starting
at 00 h 00 min each day while the data from the Las Vegas Airport were measured with an 1 h interval
starting at 00 h 56 min each day. Since daily data were required for the calculation, a mean daily value
has been calculated for each variable. First, the data obtained from the NOAA-NDBC were cleaned by
keeping only hourly data at the beginning of the hour (00 min) in order to match the data from Las
Vegas Airport. A MATLAB code [66] was developed to perform this operation. Then, the same code
was used to strip the missing data from the data table. A line of data was considered missing from
the data table if one or more of the variables were not recorded by either the NOAA-NDBC station
sensors or the Las Vegas Airport station sensors. After that, the data were reported in a spreadsheet
that was used to calculate the mean daily value of the wind speed (ws), the atmospheric pressure
(P), the water temperature (Tw) and the air temperature (Ta) by averaging the hourly data for each
day. Another method used in the literature to calculate daily mean weather data is to calculate
the average of the maximum and minimum value of the day [67]. However, studies have shown
that if data are available, it is best to calculate the mean daily temperature by averaging the hourly
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values [68,69]. The spreadsheet was also used to retrieve the maximum (Tw,max), and minimum (Tw,min)
daily temperatures as well as the maximum (Rhmax), and minimum (Rhmin) daily relative humidity.
The number of missing data points was 246 hourly data. Instead of having total hourly data of
8760 points, 8514 data points were used for this study after the data cleaning process. There was no
more than 3 missing data points for a single day except for 5 specific days that are the 4th, 60th, 97th,
318th, and 347th day of the year 2018. These 5 days were, respectively, missing 4, 4, 10, 5, and 16 data
points. The days with the highest number of missing data were the 97th and 347th day of the year.
Since there are only two such days among the 365 that populated the year 2018, it has been considered
that it will not have a significant impact on the results. Therefore, the available data were representative
in estimating the mean daily values of the variables for each day.

2.1.2. FPV Panel Data Collection

In a previous study, it was found that polyethylene (PE) foam was the most cost-effective way to
add buoyancy to flexible solar modules [54]. This study uses this after-market conversion method
to convert SunPower SPR-E-Flex PVs into FPVs [70]. The density of the green polyethylene 1.2 lb 1

2 ”
(12.7 mm) was used to determine the area of foam needed to make the panel rise by approximately
10 mm above the water’s surface [71] using the calculations detailed in [54]. The foam was cut into
about 50 mm by 240 mm sections that were placed evenly on the backside of module. The sections
were then adhered using 3 M 5200 fast-set waterproof adhesive. Each foam piece had a line of adhesive
caulked onto its perimeter and through the center. Then, the foam piece was pressed on the surface of
the panel to adhere it, see Figure 1. The FPV with PV control was deployed in Chassell Bay, MI during
the summer of 2020 to determine operational temperature and performance. This resulted in the FPV
floating directly above the water surface, but still enabling wave action to clear the modules as shown
in Figure 2.

  
(a) (b) 

Figure 1. Cut away view showing adhesive underneath foam attached to c-Si-based flexible photovoltaic
(PV) module: (a) top view and (b) orthogonal view.

The NanoDAQ monitoring board used in [54] was used in this study to measure module power
and temperature of both the control (flat land-based mounted dry PV set at zero degree tilt angle)
and wet FPV (floating on lake surface). The thermistors used for measuring temperature were held
in place on the panels using 3M VHB tape. The air and water temperature were also measured with
thermistors. The SunPower panels came with MC4 connectors installed on 12 AWG (2 mm2) wires.
MC4 connectors were added to the 14 AWG (1.6 mm2) wires coming from the NanoDAQ, including
the load wires. An additional hole was made in the NanoDAQ waterproof case and sealed using 3M
5200 to use the battery’s USB port to power it. An AC load with a timer was used to drain the battery
during mid-day to ensure there was a load to produce the power measurement. The schematic of the
wiring diagram for the experimental set up is shown in Figure 3.
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Figure 2. Closeup of floating photovoltaic/floatovoltaic (FPV) corner after deployment, showing water
coverage from a modest wave (top left).

Figure 3. Wiring diagram for NanoDAQ monitoring board.

The FPV utilized mooring similar to that used in [54] except for the inclusion of a buoy. The wet FPV
was moored by using an anchor and a towing ring on land. A rope was looped through the grommets
in the solar PV and overhand loop knots were tied to secure the FPV in place. Energy generation of dry
PV and wet FPV, temperature of air, water, PV, and FPV were recorded in 15 min increments.

2.2. Water Evaporation Modeling

The Penman–Monteith model used in this study is a datum intensive water evaporation model
because it requires the measurement of several weather data. Some of the data can be calculated, but the
accuracy of the model is increased if they are measured. The Penman–Monteith model was originally
designed to calculate the evapotranspiration losses from leaves’ and canopies’ surfaces [57]. However,
the method has been adapted in several studies to estimate the evaporation of surface water [72–75].
One important thing to note regarding the use of the Penman–Monteith evapotranspiration model for
lake evaporation is the use of water temperature instead of air temperature in some of the parameters’
calculations: the outgoing longwave radiation, the partial vapor pressure at the water surface and slope
of the temperature saturation water vapor curve. The original Penman–Monteith model estimates the
evapotranspiration of crops; therefore, the model only uses the air temperature in its implementation.
The use of water temperature instead of air temperature has been validated in several lake evaporation
studies [72,74,75].

The Penman–Monteith [57] equation adapted to open water surfaces is [74,75]:

EL =
1
λ
×

(
Δ × (RN −HS) + 86400× ρa ×Cpa × (Pw−Pa)

ra

)
Δ + γ

(
mm·day−1

)
(1)
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where EL (mm/day) is the daily evaporation rate and Cpa (kJ/kg/◦C) and ρa (kg/m3) are, respectively,
the heat capacity, and the density of air. The other parameters in the Penman–Monteith equation need
to be calculated and depend on several weather data. The weather data needed to calculate these
parameters are comprised of: the daily maximum (Ta,max) (◦C) and daily minimum (Ta,min) (◦C) air
temperature; the daily maximum (Tw,max) (◦C), daily minimum (Tw,min) (◦C), and daily mean water
temperature (Tw) (◦C); the daily maximum (Rhmax) (%), and daily minimum relative humidity (Rhmin)
(%); the daily mean dew temperature (Td) (◦C), the daily mean atmospheric pressure (P) (kPa); the daily
mean wind speed (ws) (m/s) at a height of 2 m above the water surface; and the daily incoming solar
radiation (RS) (MJ/m2/day). The other parameters that are needed to calculate the components in the
evaporation model of Penman–Monteith include: the altitude of the lake’s location (h) (m); the surface
area (A) (m2), and the effective depth (dw) (m) of the lake reservoir; and the latitude of the location of
the water surface (φ) (rad).

When all the listed parameters are available, the computation of the lake water evaporation using
the Penman–Monteith model starts with the calculation of the mean saturation vapor pressure (Pw)
(kPa), and the actual vapor pressure of the air (Pa) (kPa) [58,67,73]:

Pw =
1
2
× 0.6108×

(
exp
(

17.27× Tw,max

Tw,max + 237.3

)
+ exp

(
17.27× Tw,min

Tw,min + 237.3

))
(kPa) (2)

Pa =
1
2 × 0.6108 ×

(Rhmin
100 × exp

( 17.27×Tw,max
Tw,max+237.3

)
+ Rhmax

100

× exp
(

17.27×Tw,min
Tw,min+237.3

))
(kPa)

(3)

After the calculation of the two vapor pressures, the slope of the saturation vapor pressure curve
(Δ) (kPa/◦C) is calculated [58,67,73]:

Δ =
4096× Pw

(Tw + 237.3)2

(
kPa·◦C−1

)
(4)

Then, the latent heat of vaporization (λ) (MJ/kg), which depends on the water temperature,
is calculated [58,73]:

λ = 2.501− 0.002361× Tw
(
kPa·◦C−1

)
(5)

From the latent heat of vaporization, the psychrometric constant (γ) (kPa/◦C) can be deduced [58,67],

γ =
Cpa × P

RMW × λ
(
kPa·◦C−1

)
(6)

In Equation (6), RMW = 0.622 and is equal to the molecular weight of water vapor over the
molecular weight of dry air.

After that, the wind function fw (MJ/m2/kPa/day) is needed to estimate the aerodynamic resistance
of the water surface. The formula used to calculate the wind function is proposed by McJannet et al. [76].
The formula was found to work well with the Penman–Monteith evaporation model. The wind function
calculation by McJannet’s formula depends on the wind speed as well as on the surface area of the lake.

fw = (2.36 + 1.67×ws) ×A−0.05
(
MJ·m−2·kPa−1·day−1

)
(7)

Once the wind function is known, a combination of the Penman–Monteith model equations
presented in the works of Zotarelli et al. and Finch et al. gives the value of the aerodynamic resistance
(s/m) [67,75]:

ra =
ρa ×Cpa × 86400

1000× γ× fw

(
s·m−1

)
(8)
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The two remaining terms are the net solar radiation (RN) (MJ/m2/day) and the change in water
heat storage flux (HS) (MJ/m2/day). The net solar radiation’s calculation depends on the net longwave
radiation (RNL) (MJ/m2/day) and the net shortwave radiation (RNS) (MJ/m2/day) [58,67,73].

RN = RNS −RNL
(
MJ·m−2·day−1

)
(9)

The net shortwave radiation is calculated using the albedo (a) and the measured incoming solar
radiation (RS) (MJ/m2/day) [58,67,73–75]:

RNS = (1− a) ×RS
(
MJ·m−2·day−1

)
(10)

The net longwave radiation is calculated by taking the difference between the outgoing longwave
radiation (ROL) (MJ/m2/day) and the incoming longwave radiation (RIL) (MJ/m2/day). The incoming
longwave radiation is given by the Equation (11) [77,78]

RIL = σ
(
C f +

(
1−C f

)(
1−
(
0.261× exp

(
−7.77× 10−4T2

a

))))
(Ta + 273.15)4

(
MJ·m−2·day−1

)
(11)

In Equation (11), σ [MJ/m2/T4/day] is the Stefan–Boltzmann’s constant, Ta is the daily mean air
temperature and Cf is the cloud coverage fraction that has been estimated as follows [79]:

C f = 1.1−RRatio ; RRatio ≤ 0.9
C f = 2(1−RRatio) ; RRatio > 0.9

(12)

The parameter RRatio is the ratio of the incoming solar radiation (RS) to the clear sky radiation RCS
(MJ/m2/day). The clear sky radiation is calculated using Equation (13) [75,78,79]:

RCS =
(
0.75 + 2·10−5 × h

)
×REX

(
MJ·m−2·day−1

)
(13)

The extraterrestrial radiation REX (MJ/m2/day) depends on the latitude of the lake, the sunset
hour angle, the solar declination angle, the solar constant, and the inverse relative distance from the
sun to earth. This calculation is a well-known procedure that has been detailed in the guide for crop
evapotranspiration calculations by the FAO [58]. The outgoing longwave radiation depends on the
water surface temperature and is calculated as:

ROL = ε× σ× (Tw + 273.15)4
(
MJ·m−2·day−1

)
(14)

Tw (◦C) is the mean daily water temperature and ε is the emissivity of the water surface.
The emissivity of water surface varies between 0.95 and 0.99 for water temperatures below 55 ◦C [80].
An average value of ε = 0.97 has been used in this study. The net longwave radiation is therefore:

RNL = RIL −ROL
(
MJ·m−2·day−1

)
(15)

The water heat storage flux (HS) (MJ/m2/day) expresses the change in the heat stored in the water
from one day to another. The heat storage flux calculation methods used in two different studies by
Abtew et al., and Finch et al. are suitable for shallow water bodies evaporation [73,75]. Since Lake Mead
is a deep lake, the equilibrium temperature approach proposed by de Bruin has been used instead.
In this approach, an equilibrium temperature is used to estimate a mean daily uniform temperature of
the water body for each day [81]. The heat storage flux’s formula using de Bruin’s method is [78,81–83]:

HS = ρwCpwdw ×
(
Tuw, j − Tuw, j−1

)
Δt

(
MJ·m−2·day−1

)
(16)
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The constants’ values ρw (kg/m3), Cpw (MJ/kg/◦C), dw (m) are, respectively, the density of water,
the heat capacity of water, and the depth of the lake. Tuw,j and Tuw,j−1 are, respectively, the mean
uniform water temperature for day (j), and day (j− 1). Δt is the time step for the temperature estimation.
The mean uniform water temperature (Tuw,j) depends on the equilibrium temperature (Te) (◦C) and the
time constant (τ) (day):

Tuw, j = Te +
(
Tuw, j−1 − Te

)
× exp

(−1
τ

)
(◦C) (17)

Te = Twb +
RN,wb

4× σ× (Twb + 273.15)3 + fw × (Δwb + γ)
(◦C) (18)

τ =
ρw ×Cpw × dw

4× σ× (Twb + 273.15)3 + fw × (Δwb + γ)
(day) (19)

RN,wb (MJ/m2/day), Twb (◦C), and Δwb (kPa/K) are, respectively, the net radiation at the wet-bulb
temperature, the wet-bulb temperature, and the slope of the saturation vapor pressure curve at the
wet-bulb temperature. The wet-bulb temperature (Twb) is calculated using the following equation [78,83]:

Twb =
0.00066× 100× Ta +

(4098×Pa×Td)

(Td+237.3)2

0.00066× 100 + (4098×Pa×Td)

(Td+237.3)2

(◦C) (20)

The saturation vapor pressure curve at the wet-bulb temperature Δwb (kPa/K) is calculated by:

Δwb =
4096× 0.6108× exp

( 17.27×Twb
Twb+237.3

)
(Twb + 237.3)2

(
kPa·K−1

)
(21)

The net radiation (RN,wb) at the wet-bulb temperature is:

RN,wb = (1− a) ×RS +
(
RIL −ROL,wb

) (
MJ·m−2·day−1

)
(22)

In Equation (22), ROL,wb (MJ/m2/day) is the outgoing longwave radiation at the wet-bulb
temperature and is calculated by:

ROL,wb = C f × σ×
(
(Ta + 273.15)4 + 4× (Ta + 273.15)3 × (Twb − Ta)

) (
MJ·m−2·day−1

)
(23)

After the calculation of all parameters, the lake evaporation’s value (EL) can be calculated using
Equation (1).

2.3. Energy Production Modeling

The power output of a PV module (Pout) (W) is calculated by applying different losses to the
incoming solar irradiance and is given by:

Pout = IS ×AP × ηP (W) (24)

where IS (W/m2) is the incoming solar irradiance, AP (m2) is the effective area of the solar panel,
and ηP (%) is the efficiency of the PV system. In this study, the efficiency of the system includes the
electrical efficiency of the module, which is dependent on the operating temperature, the shading losses,
the soiling and hotspot losses, and the mismatch losses. Additionally, the solar irradiation component
used is the global horizontal irradiation because the inclination of the panels is 0◦. The power output
is calculated hourly and summed up to determine the energy production of the system over a year.
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2.3.1. FPV Operating Temperature

The energy produced by a photovoltaic system depends on the electrical efficiency of the modules.
The electrical efficiency of the modules (ηe) changes with the operating temperature of the cell and is
calculated using Equation (25) [45,84]:

ηe = ηre f ×
[
1− β×

(
Teo − Tre f

)]
(%) (25)

where ηre f (%), βre f (%/◦C), Teo (◦C), and Tref (◦C) are, respectively, the reference efficiency of the panel,
the temperature coefficient of the panel, the effective operating temperature of the panel, and the
reference temperature.

The data collected from the FPV test bed are used to determine the effective operating temperature
(Teo) of the FPV. The model describing the temperature dependence on the ambient temperature and
the solar power in nominal operating cell temperature (NOCT) conditions is a linear model [84–86]:

Tcell = Tme + k× IS (◦C) (26)

TCell (◦C) is the operating temperature of the solar cells, k (◦C. m2/W) is the coefficient of the
relationship, IS (W/m2) is the solar irradiance, and Tme (◦C) is the ambient temperature of the location
of the solar module. This model is well-adapted for offshore, roof or ground mounted, PV systems but
needs to be modified to accurately describe FPV systems. A study conducted by Kamuyu et al. [45] has
proposed a solar cell temperature calculation in FPV using the air temperature, the water temperature,
the solar irradiance, and the wind speed. Kamuyu et al.’s study focused on FPV mounted at a
tilt angle relative to the water’s surface where the air temperature and wind speed played a larger
role in determining the module temperature than the water temperature. In this study, because the
modules are on/under the water surface, wind speed is neglected, and the water temperature plays
the dominant role in module temperature. Thus, the Kamuyu approach for pontoon-based FPV was
adapted and used here with experimental data for solar flux, air temperature, water temperature,
and module temperature. The approach used was a multilinear variable regression. The regression has
three independent variables that are the solar irradiance (IS), the water temperature (Tw), and the air
temperature (Ta). The last variable of the regression, the FPV module’s effective operating temperature
(Teo), depends on the previous three. The goal of the regression is to find a linear relationship between
the module’s effective operating temperature (Teo), and the three independent variables in the form of:

Teo = α0 + α1Tw + α2Ta + α3IS (◦C), (27)

where α0 is a constant term; α1, α2, and α3 are the regression coefficients relative to the water
temperature, air temperature, and solar irradiance, respectively.

The solar module temperature dataset from the test bed has been stored in a MATLAB column
vector, and the independent variables have been stored within a MATLAB numeric matrix to which
an additional unit column has been added at the beginning to account for the coefficient α0. Then,
the regression is performed using a dedicated MATLAB function called “regress” [87]. The “regress”
function performs a multivariable regression on experimental data and outputs the coefficients of the
regression as well as other values such as the R-squared value of the regression and the residuals.
The experimentally obtained coefficients are used in the case study of Lake Mead to estimate the
effective operating module temperatures that are, in turn, used in the energy yield simulation.

2.3.2. Other Loss Factors

This study focuses on the FPV system; therefore, the other factors considered are only related to
the panels. In the case of a complete system design, losses from other equipment such as the inverter or
transformer need to be considered. Other factors that could impact the efficiency of the floating solar
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PV modules are the same as conventional land-based PV systems. These factors are solar irradiance
losses, shading losses, soiling, mismatch losses, and DC cabling losses [60,88,89].

The foam-based support as well as the PV are mounted flat on the water surface (e.g., tilt angle =
0 degrees); therefore, they are not exposed to the optimum amount of solar irradiation for any location
other than those on the equator. A study conducted by Jacobson et al. has provided an estimate of the
optimal tilt for fixed tilt solar PV systems for different locations throughout the world [90]. The loss
due to the tilt angle has been taken into account in this study and only the global horizontal irradiation
for the energy yield calculation is used.

The impact of shading losses on FPV is low because water surfaces are flat and there are no nearby
obstacles that could cause a direct shade to the modules. In the case of foam-based FPV, there is no
mutual shade between the modules either because the mounting systems are flat on the water surface.
Lake Mead is located in a mountainous region; therefore, far horizon shading may occur during certain
times of the day or the year but is expected to be minimal. A detailed shading losses analysis has not
been conducted during this study and an estimated value of zero percent has been used.

Soiling can be significant on FPV panels. Soiling in the case of FPV systems is mostly due to
bird dropping or algae growth [54]. According to a report on FPV systems by the World Bank Group,
nesting birds have been found to prefer the use of FPV modules as a nesting place [60]. In the report of
the World Bank Group, however, the floating systems used were inclined; thus, allowing the presence
of sheltered places where the birds were nesting. In the case of foam-based FPV, it has been assumed
that the effect of birds will be lower because the modules are mounted directly on the water surface
and the mounting system offers no sheltered space for nesting. A detailed study of the impact of birds
nesting on foam-based FPV panels would be interesting for future studies. In addition, by ensuring the
FPV are above the water surface, the growth of algae on the front surface of the FPV can be minimized.

Mismatch losses and DC cable losses can be higher in FPV systems due to the relative movement
of the modules on the water surface, but an optimum design can minimize these losses [60].

2.3.3. Parameters Used for Energy Yield Simulation

The energy production model simulates a floating solar PV system on the surface of Lake Mead.
The area covered by the solar PV installation is described in Section 2.4. The values used for the energy
production simulation as well as the sources of the values are given in Table 1.

Table 1. Energy modeling simulation parameters.

Parameters Value Source

Solar PV temperature model (Equation (27)) This study
Reference efficiency of the module 23% [70]

Module inclination 0◦ This study
Shading losses 0% This study

Soiling 3% [60]
Mismatch losses 6% [89]
DC cable losses 3% [89]

2.4. Water Savings Capability and Efficiency of the System

The water savings capability of the FPV system investigated in this study has been estimated to
be 90% of the volume of water corresponding to the surface covered by the FPV. This assumption
is supported by previous studies that found that covering water surfaces with pontoon-based FPV
could reduce the evaporation losses by more than 90% [38,91]. Thus, the resulting values are extremely
conservative as here the FPV covers the entire water surface and is not a tilted FPV mount as in [38,91].
When planning an FPV installation on a water surface, the percentage coverage of the water by the solar
systems depends on the type of activities that are being performed on the body of water. According to
the World Bank Group, the FPV system should not cover more than 50% of the water surface if used
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for fishing and not more than 60% if the water body is not used for fishing [60]. Therefore, a sensitivity
analysis will be run on the coverage percentage to investigate the energy production and water saving
capability of the foam-based FPV system in this study from 10% to 50% in 10% increments because
Lake Mead is used for fishing. Then, the water saving capability is estimated by multiplying the water
evaporation rate and the surface coverage. The result is adjusted by 90%. The cost of water saved
annually is estimated using the average water cost in Nevada where Lake Mead serves as a clean
water source. The cost of water according to Las Vegas Valley Water District ranges from USD 0.35/m3

to 1.37/m3 for a family size residential home, according to the size of the installed water meter [92].
On the other hand, the wholesale electricity rate of the power produced at the Hoover Dam, located in
Nevada, is USD 0.02/kWh [93,94]. These values are used to estimate the lowest and highest potential
energy revenues of the foam-based FPV system.

3. Results

3.1. Water Evaporation

The results from the water evaporation model simulation at Lake Mead show an evaporation rate
estimate of 1957 mm in 2018. This result is in agreement with the results of the study conducted by
Moreo and Swancar [55] on Lake Mead during the period of March 2010 through February 2012 using
the eddy covariance evaporation method. The study estimated the lake evaporation from March 2010 to
February 2011, and from March 2011 to February 2012. According to the two authors, the evaporation
rate for the first study period had a minimum value of 1958 mm and a maximum value of 2190 mm;
while the minimum value was 1787 mm and the maximum value was 1975 mm for the second study
period. The result obtained in this present study is located within the result interval of Moreo and
Swancar’s study. Another early study by Westenburg et al. provided the evaporation data for Lake
Mead from 1997 to 1999 [95]. The average evaporation rate for that period was 2281 mm.

Figure 4a shows the monthly results of the evaporation rates’ simulation using 2018 data.
The evaporation rate is low in the winter and increases in summer. The evaporation rate at the peak of
the summer, in June, is approximately five times more important than the lowest evaporation rate of
the winter, in December. Figure 4b shows the daily evaporation estimates throughout the year.
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Figure 4. Water evaporation simulation results for Lake Mead: (a) simulated evaporation values (mm)
for each month of the year 2018; (b) simulated evaporation values (mm) for each day of the year 2018.

3.2. Energy Production

3.2.1. FPV Operating Temperature Model

The multilinear regression on the collected data yielded the coefficients α0, α1, α2, and α3,
which describe the relationship between the FPV effective operating temperature (Teo) and the
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independent variables: the water temperature (Tw), the air temperature (Ta), and the solar irradiance
(IS). The regression coefficients have been obtained with an R-squared value of 0.8276. Figure 5
shows the statistical results of the regression. The R-squared value combined with the random
distribution of the residuals’ plot on Figure 5b show that there is a linear relationship between Teo and
the independent variables.

  
(a) (b) 

Figure 5. Multilinear regression results of the FPV panels’ effective operating temperature (Teo):
(a) simulated FPV temperature plotted against the measured temperature for 15 June 2020; (b) residuals’
distribution plotted against the simulated FPV temperature for 15 June 2020.

Equation (28) is proposed as a model that represents the effective operation temperature of FPV
mounted on a foam-based support.

Teo = −13.2554− 0.0875× Tw + 1.2645× Ta + 0.0128× IS (◦C) (28)

Figure 6 shows the simulated operating temperature using the proposed model, the operating
temperature of a titled aluminum pontoon-based mount FPV model based on the original Kamuyu et al.’s
model (for pontoon-based tilted FPV), and the measured operating temperature for 15 June 2020.
The simulated temperature is at times higher or lower than the measured temperature, but the overall
trend of the two temperature profiles matches. The model proposed in this study is compared to the
unadapted tilted FPV model and the current model (which is an adaptation of Kamuyu et al.’s model
for foam-backed flat-surface FPV) and provides a better description of a foam-based FPV panel’s
operating temperature. The proposed model in this study has a similar profile to Kamuyu’s model,
and the proposed model provides a better description of the foam-based solar module’s behavior.

 

Figure 6. Measured FPV operating temperature compared to simulated FPV operating temperature for
15 June 2020.
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The temperature profile of a foam-based FPV panel installed on Lake Mead has been simulated
using the proposed FPV operating temperature model and compared to a pontoon-based FPV as
described by Kamuyu’s model in Figure 7.

 
Figure 7. Operation temperature of an FPV installed on the surface of Lake Mead. (+) Operating
temperature using the proposed model in this study for foam-based FPV. (o) Operating temperature
using a ponton-based tilted FPV described by Kamuyu’s model.

The maximum temperature obtained with the model proposed in this study is 48.7 ◦C and the
minimum temperature is −8.5 ◦C. On the other hand, the maximum temperature and the minimum
temperature obtained if the FPV system was tilted are, respectively, 58.2 ◦C and −3.4 ◦C. Overall,
the temperature model used here based on experimental data during the summer months predicts a
lower temperature when the panels are in direct contact with the water surface.

3.2.2. Energy Yield and Water Savings of an FPV System Installed on Lake Mead

The temperature profile is used to estimate the electrical efficiency of the solar panel, which is
in turn used to simulate the energy yield of an FPV system installed on Lake Mead with historical
weather data. The energy yield has been simulated by assuming a coverage of the lake surface between
10 and 50% in 10% increments. The results are shown in detail for the 10% coverage case and the total
energy production is shown for the other cases.

Figure 8 shows the comparison between the monthly energy production obtained using the
proposed model and the energy production of a tilted FPV for 10% coverage of the lake’s surface.
As can be seen in Figure 8 and expected from Figure 7, the proposed model predicts a slightly higher
energy production, about 3.5%, which is correlated with the lower operating temperature of the
modules. The maximum energy per month production is 3.2 TWh and occurs in the month of June,
while the minimum energy per month production is 1.1 TWh and occurs in December.

Figure 9 shows the result for the daily energy simulation when 10% of Lake Mead’s surface is
covered with a foam-based solar FPV system. The maximum daily energy production is 570 MWh on
6 January while the minimum daily production is 21 MWh on 18 June.
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Figure 8. Monthly energy yield of a simulated foam-based FPV system installed on 10% of Lake
Mead’s surface using historical data from 2018. Comparison between the proposed model (c-Si flexible
foam-backed FPV) and a tilted FPV based on Kamuyu’s model (c-Si aluminum mount FPV).
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Figure 9. Daily energy production results using the temperature model proposed in this study for 10%
coverage of Lake Mead’s surface.

Figure 10 shows the simulated annual energy production, and the water saving capabilities
of a foam-based solar FPV system installed on the surface of Lake Mead as a function of coverage
area from 10–50%. For a coverage of 10%, the annual production using collected temperature data
is 25.59 TWh, corresponding to a saved water volume of 126.64 million m3. When the percentage
coverage is increased, the energy production is increased linearly. For a coverage of 50% of the lake’s
surface, it is possible to harvest 127.93 TWh of electrical energy and save 633.22 million of m3 of water
using foam-based FPV panels.
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Figure 10. Simulated annual energy production (TWh) and water saving capability (millions of m3) of
a foam-based solar FPV system installed on Lake Mead’s surface using historical temperature data and
the proposed model depending on the percentage coverage of the lake’s surface.

Table 2 shows the annual water and energy savings estimates related to the water savings and
energy production from the FPV. With houses with the least water consumption, the cost of the water
saved is estimated to be USD 44 million when 10% of the lake surface is covered, and USD 220 million
when 50% of the lake surface is covered. On the other hand, when the consumers’ water consumption
is on the high side, these costs increase, amounting to USD 172 million when 10% of the lake is covered
and USD 861 million when 50% is covered. Furthermore, the results for the energy production show
that USD 0.5 billion of energy can be generated when 10% of the lake surface is covered. The value of
the energy generated when 50% of the lake surface is covered is estimated as USD 2.6 billion.

Table 2. Estimation of the yearly cost of water saved and energy produced using water and energy cost
range from Nevada for an FPV system covering 10–50% of Lake Mead’s surface.

Lake Surface
Percent Coverage

Water Savings at
$0.35/m3 (Millions of $)

Water Savings at
$1.37/m3 (Millions of $)

Energy Revenues at
2¢/kWh (Billions of $)

10% 43.99 172.19 0.51
20% 87.98 344.37 1.02
30% 131.97 516.56 1.54
40% 175.96 688.75 2.05
50% 219.95 860.94 2.56

The relative values of the water and energy provided by the foam-based FPV indicate that the
electricity production from the FPV could be used to subsidize water conservation in arid and semi-arid
areas. Thus, FPV could be a self-funded water conservation approach.

4. Discussion

The water evaporation calculation performed in this study predicts a significant water saving
potential for foam-based FPV systems on Lake Mead. The evaporation calculation using historical
data has shown an annual evaporation estimate of 1957.6 mm for the lake. The result of the calculation
performed in this study is in agreement with previous evaporation studies on Lake Mead [55,95].

195



Energies 2020, 13, 6285

The simulation results show annual water savings ranging from 126.64 to 633.22 million m3 depending
on the percentage of the lake surface covered by the FPV system. According to the United States
Environmental Protection Agency (US EPA), each American uses, on average, 88 gallons of water
per day, resulting in an annual water consumption of 32,120 gallons or 121.59 m3 per capita [96].
The amount of water saved using foam-based FPV on Lake Mead will therefore be enough to supply
water to more than five million Americans in the case that 50% of the lake surface is covered. This would
make a significant impact on the cities near Lake Mead. The value is more than the four million
population of the second largest city in the country, Los Angeles [97] or the entire population of Nevada
of 3.1 million [98]. When 10% of the lake is covered by FPV panels, the amount of water saved is
enough to supply water to the populations of both Henderson (320,189) and Las Vegas (651,319) or
Las Vegas and Reno (255,601) in Nevada [99]. According to an analysis performed by Barsugli et al.,
Lake Mead has a 50% percent chance of going dry between 2035 and 2047 if nothing is done to stop
the current draw down and evaporation rate of the lake [100]. Other studies on the management of
the lake have resulted in the same conclusion [101,102]. These studies have shown the need for new
ways to mitigate lake evaporation not only on Lake Mead, but on other lakes in the world, especially
those located in arid environments. Floating solar photovoltaic technology provides a solution to limit
evaporation of water surfaces and provide electrical energy for the surrounding populations.

The energy production analysis has yielded an annual energy production ranging from 25.9 TWh
to 127.93 TWh for a coverage of the lake of 10%, and 50%, respectively. The energy production profile is
in accordance with a previous FPV study conducted by Kamuyu et al. [45], showing an improvement of
10% from a ground-mount system. This is confirmed by the study of Pierce et al., who determined that
the energy production improvement of an FPV systems is 5–10% compared to a ground-mount system
for mono and polycrystalline silicon [54]. This is due to the cooling effect of the water on the FPV
modules. According to the United States Energy Information Agency (US EIA), the average American
household electricity consumption is 10,649 kWh per year. This means that the energy production of
an FPV system covering 10% of Lake Mead has the capacity to power more than two million American
homes [103]. This is more than the electricity needed to power the homes in Las Vegas, Henderson and
Reno combined. On the other hand, the total electricity consumption in the U.S. according to 2018
statistics is 4178 TWh. This implies that the electricity production from a solar FPV system covering
50% of Lake Mead can supply 3% of the total electricity consumed in the U.S. and can replace more than
11% of the coal-fired power plants operating in the country; thus, contributing in a significant way to
the reduction in the national carbon dioxide emissions [104] and the concomitant air pollution-related
mortality [105–108]. This study is in agreement with past work showing enormous potential for FPV
on water bodies in the U.S. [109].

The results of this study show that there are several benefits to implementing a foam-based
FPV solar plant. Foam-based FPV avoids the issues related to land use in ground-mounted solar
PV [110] and since the floating device is made of low-cost material, the racking cost is lower than
other raft racking FPV technologies [54]. In addition, FPV systems in general have the potential
to form agrivoltaic type systems [111] by merging with aquaculture to form aquavoltaics [112,113].
The flexible foam-backed FPV approach used here even makes mobile FPV possible. The FPV approach
demonstrated here is less expensive than conventional pontoon-based FPV and has a slightly higher
energy output per W because of the modules’ close proximity to the water. FPV racking in general is
less costly than conventional ground mounted PV. Thus, as PV is already often the least costly method
for new electricity production, it provides a potentially profitable means of reducing water evaporation
in the world’s dwindling bodies of fresh water. Overall, the results of this study appear extremely
promising. Solar FPV is a fairly new technology that is growing at a tremendous rate, but for it to
reach its full potential, future work is needed to explore policies that sustain the development of this
technology while also minimizing negative externalities. To accomplish this, a full life cycle analysis
(LCA) study is needed on this technology.
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Future work is also needed to experimentally verify the results of this study in different locations
throughout the world. In addition, future work is needed to investigate fouling (and means to prevent it)
in different bodies of water. More data should also be collected to further refine the temperature model
and improve the energy production accuracy of the results shown here. Foam-based technology used as
a floating device needs to be investigated more in order to have a commercially viable mass-produced
FPV foam racking. The work shown here and completed previously was accomplished using
after-market alterations of flexible PV modules. It should be pointed out that economic calculations
used here assumed a 25 year lifetime for the PV modules. Although they are rated for extreme
environments, guaranteed to resist corrosion and waterproof, the flexible SunPower modules only
carry a 5 year warranty rather than the industry standard 25–30 year warranty. Future work to test the
long-term performance of such systems is needed to ensure the reliability and safety of a foam-backed
FPV as described in this article. In addition, future technical work is needed to investigate the potential
for making flexible modules rated for high voltages that would be more appropriate for utility scale
systems such as described in this study. The cost of the FPV racking would be further reduced
by integrating bulk purchased foam into the PV manufacturing process. In addition, closed loop,
circular economy [114–116] and industrial symbiosis [117] could be applied to the FPV manufacturing
process. This would be expected to further reduce the cost of the FPV as well but may also necessitate
policy intervention to ensure end of life recycling [118]. The polyethylene foam used here could be
fabricated from recycled plastic waste [119–121], thereby further improving the environmental balance
sheet for foam-backed FPV. Future studies can potentially look into the long-term stability of foam
in water by analyzing the effect of different qualities of water on this material. Another aspect of
foam-based rack where future work is needed is the mooring technology used to secure the FPV.
Finally, the environmental impacts of the floating solar systems on marine life have not been fully
established [60] and will be an interesting subject for future studies.

5. Conclusions

This study introduced a new approach to FPV using a flexible crystalline silicon module backed
with foam, which is less expensive than conventional pontoon-based FPV racking and land-based
PV racking. The results show that the foam-backed FPV had a lower operating temperature than
conventional pontoon-based fixed tilt out-of-water FPV and thus a higher energy output per unit
power because of the modules’ close proximity to the water. Thus, because PV costs are now normally
the least costly method of new electricity production, the hypothetical large-scale foam-based FPV
provides a potentially profitable means of reducing water evaporation in the world’s at-risk bodies of
fresh water.

The case study of Lake Mead found that if 10% of the lake was covered with foam-backed
FPV, there would be more than enough solar electricity generated to power the homes in Las Vegas,
Henderson and Reno combined and enough water savings for Las Vegas and Reno. At 50% lake
coverage, the foam-backed FPV would provide over 127 TWh of clean solar electricity and 633.2 million
m3 of water savings, which would provide enough electricity to retire 11% of the polluting coal-fired
plants in the U.S. and water for over five million Americans, annually.
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Glossary

Symbol Name Unit
Pa actual saturation vapor pressure (kPa)
ra aerodynamic resistance (s/m)
ρa air density (kg/m3)
a albedo -
h altitude (m)
Ta average daily air temperature (◦C)
Ta average daily air temperature (◦C)
P average daily atmospheric pressure (kPa)
Td average daily dew temperature (◦C)
Tw average daily water temperature (◦C)
ws average daily wind speed (m/s)
RCS clear sky radiation (MJ/m2/day)
C f cloud coverage fraction -
dw effective depth of the lake (m)
Teo effective operating temperature (◦C)
ηre f efficiency at reference temperature (%)
ηe electrical efficiency (%)
ε emissivity of water -
Te equilibrium temperature (◦C)
REX extraterrestrial radiation (MJ/m2/day)
IS global horizontal irradiation (W/m2)
RS global horizontal irradiation (MJ/m2/day)
Cpa heat capacity of air (kJ/kg/◦C)
Cpw heat capacity of water (MJ/kg/◦C)
HS heat storage flux (MJ/m2/day)
RIL incoming longwave radiation (MJ/m2/day)
EL lake evaporation (mm)
λ latent heat of vaporization of water (MJ/kg)
φ latitude (rad)
Ta,max maximum daily air temperature (◦C)
Rhmax maximum daily relative humidity (%)
Tw,max maximum daily water temperature (◦C)
Pw mean saturation vapor pressure (kPa)
Tuw mean uniform temperature of water (◦C)
Ta,min minimum daily air temperature (◦C)
Rhmin minimum daily relative humidity (%)
Tw,min minimum daily water temperature (◦C)
RNL net longwave radiation (MJ/m2/day)
RN,wb net radiation at wet-bulb temperature (MJ/m2/day)
RNS net shortwave radiation (MJ/m2/day)
RN net solar radiation (MJ/m2/day)
ROL outgoing longwave radiation (MJ/m2/day)
ROL,wb outgoing longwave radiation at wet-bulb temperature (MJ/m2/day)
Pout output power (W)
AP photovoltaic surface (m2)
ηP photovoltaic system efficiency (%)
γ psychrometric constant (kPa/◦C)
Tre f reference temperature (◦C)
Δwb saturation vapor pressure curve at wet-bulb temperature (kPa/K)
Δ slope of saturation vapor pressure curve (kPa/◦C)
σ Stephan–Boltzmann constant (MJ/m2/K4/day)
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A surface of the lake (m2)
β temperature coefficient of the PV panel (%/◦C)
τ time constant (day)
Δt time step (h/day)
ρw water density (kg/m3)
Twb wet-bulb temperature (◦C)
fw wind function (MJ/m2/kPa/day)
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Abstract: The printed circuit heat exchanger (PCHE) is a promising waste heat recovery technology
to improve energy efficiency. The current investigation presents the experimental results on the
thermal performance of a novel PCHE for low-temperature waste heat recovery. The novel PCHE
was manufactured using precision machining and diffusion bonding. The thermal performances,
such as effectiveness and NTU values at different temperatures, are evaluated, and water is used
as a working fluid. The experimental results indicate that the PCHE’s effectiveness is around 0.979
for an inlet flow temperature of 95 ◦C. The predominant factors affecting the thermal performance
of the PCHE are the inlet flow temperature and the flow rate of the working fluid. In addition, a
comparison of the experimental results and the literature shows that the effectiveness of the PCHE is
better than the others, which have fewer layers of PCHE fins.

Keywords: print circuit heat exchanger; PCHE; efficiency; nusselt number; heat transfer coefficient;
NTU value; thermal performance

1. Introduction

Waste heat generation is inevitable during energy utilization in an industrial process
and grows evidently alongside global industrialization. Industrial waste heat is categorized
into three temperature ranges, namely: low-temperature (<230 ◦C, e.g., paper, textile, food
processing industry, etc.), medium-temperature (230–650 ◦C, e.g., ceramic and cement
industry, etc.), and high-temperature (>650 ◦C, e.g., steel and metal processing industry,
etc.) [1]. Half of input energy is lost in different forms of waste heat into its surroundings [2],
wherein the low-temperature range accounted for about 66% of the total waste heat gener-
ated [3,4]. Globally, low-temperature waste heat from industrial activities was extensively
observed; for example, roughly 34% was generated in Europe, 50% in China, and 60%
in the United States [4]. The main application of the print circuit heat exchanger (PCHE)
is in a supercritical CO2 (S-CO2) power cycle, which is promising electricity generation
using waste heat recovery. This is due to the high efficiency and compact configuration
of the PCHE, which reduces the system footprint area [5]. In addition, the heat exchanger
can be designed using various fin geometries and working fluids to fulfill the system
requirements [6]. Taiwan’s rich geothermal resources have been well-developed as hot
springs and are an integral part of the tourism industry. Sodium bicarbonate hot spring
(pH value: 6.2~8.6; temp. 60–99 ◦C) accounts for 70% of hot springs throughout Taiwan.
The heat generated from these hot springs could be recovered and shows great potential
for low-temperature waste heat recovery from geothermal heat. Taking advantage of this
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waste heat from low-temperature sources, not only improves energy conversion efficiency,
but also reduces harmful emissions. There are many technical applications for waste heat
recovery, such as passive waste heat recovery systems for heat pipes [7] and static power
generation technology by automotive exhaust with a thermoelectric generation (TEG)
system [8]; however, these options are not suitable for the hot springs scenario.

Heat exchangers, such as a linchpin unit, are widely used in waste heat recovery sys-
tems, working independently or combined with other systems. Heat exchangers commonly
used in the industry still have many issues that need to be addressed. For example, a shell
and tube heat exchanger (STHE) and a finned-tube heat exchanger (FTE) require a large
space for installation and operation and have a lower distribution of channels within a small
space. In addition, for plate heat exchangers (PHE), the plates connected by welding [9]
are weaker than the body. In addition, high channel distribution density has contributed
to high-pressure drop and high power of the pump is needed. Increasing the area of heat
transfer of the heat exchanger flow channel is a good method to improve heat recovery,
but it will incur a high-pressure drop, thus, energy consumption during operation is also
increased [10,11]. For low-temperature waste heat recovery, the temperature difference
between the heat source and the heat collector is too small to recover, thus, low-temperature
waste heat recovery is always harder than middle and high temperatures. Hence, there
is less low-temperature waste heat recovery technology in industrial applications using
a heat exchanger and the technology is immature compared to other types of waste heat
recovery technologies.

A diffusion bonding application is viewed to be a suitable technology for the fabri-
cation of a PCHE. It is a bonding method wherein the gap between the two materials is
within an atomic level. This makes the device approximately one body without adding
materials. Printed circuit heat exchangers (PCHEs) are high-integrity and density-compact
heat exchangers [12]. Due to diffusion bonding technology, the strength and properties
of the entire PCHE are unified, and the endurance to stress is excellent. The heat ex-
changer is well compacted and the channels are densely distributed. Particularly, the
design using microchannels offers a better heat transfer performance [13]; however, it is
accompanied by a large pressure drop. On the other hand, diffusion bonding technology
can offer various advantages [14], such as the reduction of unpredictable risks, such as
leakage and malfunctions in service. In addition, the lifetime of heat exchangers fabricated
through diffusion bonding is longer than others. Most recent studies focused on carbon
dioxide and helium as the working supercritical fluid as well as geometry designs of the
channel [15–18], or applying PCHE technology as the heat exchanger for a Brayton cycle
and using a nanofluid as a working fluid [19,20]. Most of the temperature conditions are
medium or high temperatures and only a few examples are in low-temperature regions, as
shown in Table 1 [5,21–28].

Table 1. Literature review of printed circuit heat exchangers through diffusion bonding with low Reynolds number.

Working
Fluid

Shape of
Channel

Correlations/Outcome Reference

Water Straight Nu = (0.01352 ± 0.0094) Re(0.80058 ± 0.0921) 1200 < Re ≤ 1850
[1]

Nu = (3.6361 ± 0.0094) Re(1.2804 ± 0.0273) 1850 < Re ≤ 2900
He-water Zigzag fP·Re = 15.78 + 0.0557 Re0.82 0 < Re < 3000

[2]He-He &
He-water Nu = 4.089 + 0.00497 Re0.95·Pr0.55 0 < Re < 3000

0.66 < Pr < 13.41
He Zigzag Nu = 4.089 + 0.00365·Re·Pr0.58; fp·Re = 15.78 + 0.004868 Re0.8416 0 < Re < 2500 [2]

CO2 & Water Zigzag Nu = 0.8405·Re0.5704; f = 0.0758·Re−0.19 15,000 < Re < 85,000 [3]
Nu = 0.2829·Re0.6686; f = 6.9982·Re−0.766 50 < Re < 200

Water Straight Nuh = 0.7203 Re0.1775Pr1/3(μ/μ)0.14; f = 1.3383Re − 0.5003 100 < Re < 850 [4]

s-CO2 Straight

Hot fluid (470K < Tb < 630K): Nu = 87.56( Lp
12 )

−0.178( α
116 )−0.9306;

f = 0.0375( Lp
12 )

−0.9639( α
116 )−2.409

Cold fluid (400K < Tb < 520K): Nu = 85.95( Lp
12 )

−0.171( α
116 )−0.8912;

f = 0.0395( Lp
12 )

−0.9479( α
116 )−2.239

5000 < Re < 32,000 [5]

206



Energies 2021, 14, 4252

Table 1. Cont.

Working
Fluid

Shape of
Channel

Correlations/Outcome Reference

Helium Zigzag Nu = (0.05516 ± 0.00160)·Re(0.69195 ± 0.00559) 1400 ≤ Re ≤ 2200
[6]

Nu = (0.09221 ± 0.01397)·Re(0.62507 ± 0.01949) 2200 ≤ Re ≤ 3558

Helium Zigzag

Nu = 5.05 + (0.02·α + 0.003)·Re·Pr0.6

Nu = (0.71α+0.289)

( lR
Dh

)
−0.087·Re(−0.11(α−0.55)2−0.004(lR/Dh)α+0.54)Pr0.56

Nu = (0.18α+0.457)

( lR
Dh

)
−0.038·Re(−0.23(α−0.74)2−0.004(lR/Dh)α+0.56)Pr0.58

100 ≤ Re ≤ 2000
Pr ≤ 1.0 [7]

s-CO2 &
Al2O3-water

nanofluid
Straight Nu =

f
8 (Re−100)·Pr

1+12.7·
√

f
8 ·(Pr2/3−1)

2300 < Re < 106

0.5 < Pr < 2000
[8]

s-CO2 Straight Nu =
f
8 (Reb−1000)·Prb

1+12.7·
√

f
8 ·(Pr b

2/3−1)

2300 < Re < 5×106

0.5 < Pr < 2000
[9]

Water S-type Nu = 0.03428·Re0.6135 50 ≤ Re ≤ 310 This paper

The above literature shows that few studies focused on heat transfer performance
and efficiency of PCHEs with water as a working fluid for waste heat recovery at low-
temperatures. In view of this, this work aims to design a novel PCHE for low-temperature
application fields, especially for hot springs. In this study, bezels are designed on the flow
plates to increase heat exchange efficiency. Each bezel is arranged at an interval and with a
mirror design for the cold and hot fluid flow plates. The current arrangement of the flow
channel in the flow plates will keep the fluid flow in the special flow direction through
a bezel. On the other hand, the mirror-symmetric design of the channel in the fluid flow
plates is to improve heat exchange performance. Furthermore, the microchannel design
is applied to the runner plates to increase the area of heat transfer and thus improve the
overall efficiency of the PCHE. Although increasing the fin density will lead to an increase in
pressure drop, this effect can be ignored as the current PCHE is targeted at hot-spring waste
heat recovery, which does not require any pump for operation. This study investigated the
relationship between the heat transfer and flow rate for the PCHE, with a particular focus on
different inlet temperatures, flow rate ratio, and heat exchanger effectiveness. In addition,
the performance of using precision machining manufacturing runner microchannels under
various flow rates and temperature profiles is also investigated. Lastly, a comparison of
the current PCHE with other heat exchangers is made, where an etching manufacturing
method is used to fabricate the flow channel. This will enhance our understanding of
the PCHE performance fabricated using a low-cost manufacturing method and, in return,
contribute to the future development of PCHEs for special applications.

2. Materials and Methods

2.1. Design and Manufacture of PCHE

The printed circuit heat exchanger (PCHE) used in this research consisted of four flat
stainless steel plates: two hot plates and two cold plates with lengths, widths, and heights
of 0.11 m, 0.145 m, and 0.012 m, respectively, as shown in Figure 1a,b. The rectangular
channels had a hydraulic diameter of 0.0021 m and were manufactured using precision
machining. The flow area of the plate was divided into three zones. The first sone was
the three-channel areas in the plate composed of 13 channels. The second zone was the
four pool areas at the side of the channel areas. The channel was designed to guide the
fluid flow path turn at 180 degrees to the next channel. The last zone had two baffles with
a 0.003-m width on the plate, which guided the flow and separated the channel areas and
the aforementioned configuration of the channel. Therefore, the working fluid flowed on
the plate in an S-shape. This design was to ensure that each channel was fully filled with
working fluid and extended the staying time for the fluid in the flow plate. Moreover, hot
and cold fluid plates showed symmetric geometry to increase the area of heat transfer [29].
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According to the literature, a high compactness and channel distribution density in the
PCHE will improve the overall efficiency [12]. The flow directions of cold and hot fluids and
the configuration of the PCHE are shown in Figure 2. During the manufacturing process,
the stacked plates, including four runner mirror-symmetrically plates and a top plate with
a thickness of 0.004 m, were put in a vacuum (10−3 tor) with a working temperature of
1045 ◦C. The function of the top plate was to protect the PCHE channels from damage
during the pressurization process. Next, the plates were subjected to a pressure of 200 bar
in the vertical direction to ensure that the distance between the two plates achieved the
atomic distance, while cooling down to the surrounding temperature. The fluid flow
direction is illustrated in Figure 2c, in which the blue and red arrows represent the cold
and hot fluid flows, respectively. After the fluids enter the PCHE, they go into each channel
of the plate and then go out. In order to ease the testing of the PCHE, the screw holes at the
edge of the plate were designed with a diameter of 0.012 m to facilitate the installation of a
0.375 inch copper joint. Then, heat-resistant silicone hoses were installed on the inlet and
outlet of the PCHE.

Figure 1. (a) The design of the PCHE; (b) hot fluid flow plate and cold fluid flow plate in the PCHE.
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Figure 2. Flow plate geometric of PCHE and flow direction: (a) cold and hot fluid flow plate; (b) side
view and three-dimensional explosion map; and (c) schematic diagram of the PCHE.

2.2. Experiment Setup

The experimental apparatus and setup to measure and calculate the thermal perfor-
mance of the PCHE is described in Figure 3, which consists of water as the hot and cold
working fluids, two flow meters (Shuang Huan, Taiwan, DK800-6) with adjustable valves
installed on the hot fluid and cold fluid circulating loop, refrigerated circulating bath (Yih
Der, Tainan, Taiwan, BL710-D), pump (HITON, Tainan, Taiwan, HF-8006) and a 40-L water
heating system powered by liquified petroleum gas (Ta-Han, Tainan, Taiwan, BDF-23C).
The temperatures were measured using eight K-type thermocouples (Chuan Yu, Kaohsiung,
Taiwan, K type) connected to an industrial computer, equipped with a thermocouple slot
module. Filters were installed at the outlet of the sink and the water heating system to
remove impurities in the working fluid and prevent damage to the flow meter. Since the
flow layout was set to be in a counterflow, the counterflow pattern was adopted in the flow
configuration [30], which resulted in a high effectiveness, where the cold inlet was on the
opposite side of the hot inlet. It is also shown in Figure 3 that the flow rate passing through
the flowmeters was controlled by a valve; the maximum mass flow rate was 100 L/h. The
hot working fluid was driven by a pump and the temperature of the fluid was controlled
by a heater. A constant-temperature cold working fluid was supplied by a refrigerated
circulating bath to the test rig. The thermocouples were installed at the inlet and outlet of
both fluids and inside the tube of the copper joint. They were about 0.001 m away from the
entrance of the PCHE. Before performing experiments, the thermocouples were calibrated
to an accuracy of ±0.01 ◦C. In addition, the water heating system had thermocouples to
accurately monitor and control the temperature. Finally, all piping system and PCHE were
insulated with thermal insulation wool to minimize heat loss.
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Figure 3. Schematic diagram of the experiment setup.

2.3. Operations and Data Analysis of Experimentations

Three different hot fluid inlet temperatures, 75 ◦C, 85 ◦C, and 95 ◦C, were used in this
study. The inlet temperature of the cold fluid (water) was 20 ◦C. The range of the cold and
hot fluids’ flow rates were 0.1667–1.667 L/min (i.e., 10–100 L/h), they were adjusted by
the valve on the flowmeter. This corresponds to the Reynolds numbers of 50–514. The
Reynolds number (Re) was calculated in Equation (1) in light of the method suggested by
Cowell [31]. The average convective heat transfer coefficient (h) and Nusselt number (Nu)
were obtained using Equations (2) and (3) as [9]:

Re =
ρVDh

μ
(1)

h =

( .
mcpΔT

)
hot

A (Ts − T∞)
(2)

Nu =
hDh

k
(3)

In Equation (1), Dh (0.0021 m) is the hydraulic diameter, V is the velocity of the fluid,
μ is the dynamic viscosity of the fluid, and ρ is the density of the fluid. In Equation (2),
the product in the numerator is the heat flux of hot fluid, including cp (specific heat),

.
m

(flow rate), and ΔT (the temperature difference between the inlet and outlet), respectively.
In addition, Ts and T∞ are the temperature of channel surface and fluid temperature,
respectively. In Equation (3), k represents the thermal conductivity.

The effectiveness (ε) of the PCHE [9] is assessed as the ratio of the actual heat transfer
rate (Qactual) to the theoretical maximum rate of the heat transfer (Qmax) and is expressed
using the equation below:

ε =
Qactual
Qmax

=
Chot (Th,in − Th,out)

Cmin (Th,in − Tc,in)
=

( .
m cp

)
hot (Th,in − Th,out)( .

m cp
)

min (Th,in − Tc,in)
(4)

In Equation (4), Tc,in, Th,in, and Th,out represent the temperature of the cold inlet, hot
inlet, and hot outlet, respectively. Chot denotes the product of the mass flow and specific
heat of the hot and fluid, and Cmin is the smaller one between the cold and hot fluid.

The value of the overall heat transfer coefficient (U) can be calculated from the heat
transfer area and the logarithmic mean temperature difference (LMTD) between the hot
and cold fluid flows and average heat transfer rate (

.
Qaverage) by Thulukkanam [9]. They

are expressed as follows:
.

Qaverage =

.
Qhot +

.
Qcold

2
(5)
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U =

.
Qaverage

Atotal LMTD
(6)

LMTD =
ΔT1 − ΔT2

LnN( ΔT1
ΔT2

)
(7)

where ΔT1 and ΔT2 are the temperature difference of the inlet and outlet between the hot
and cold working fluid, respectively, as shown below:

ΔT1 = Thot,inlet − Tcold, outlet (8)

ΔT2 = Thot,outlet − Tcold, inlet (9)

The number of transfer units (NTU) value can be calculated by the overall heat transfer
coefficient [32], as shown in Equation (10). In the equation, Atotal is the total area of heat
transfer of the PCHE, Cmin is the smaller one between heat capacity of cold and hot fluid,
cp,c is the heat capacity of cold fluid. Similar to other literature analysis, the usual heat
exchanger effectiveness ε is defined as the relation function between Cr and NTU, as shown
in Equation (11) and can be simplified to Equation (12) [33]:

NTU =
UAtotal

Cmin
=

UAtotal
.
(mcp,c)C

(10)

ε =
1 − e[−NTU(1−Cr)]

1 − Cre[−NTU(1−Cr)]
(11)

ε =
NTU

1 + NTU
(12)

Cr =
Cmin
Cmax

(13)

2.4. Uncertainties Analysis

The results of the experiment and its measurements were affected by many factors.
Uncertainty analysis was used to make sure that the precision of the measurement device
was set before the experiments, and to calibrate and ascertain their accuracies. This included
electronic load, flowmeters, and thermocouples. The ranges of measuring or operating,
resolution, and uncertainty in measurement is tabulated in Table 2, where uncertainty in
the measurement of devices is defined as in Equation (14) [34]:

Relative uncertainty =
0.5 × resolution

value o f measuring or operating
(14)

Table 2. Uncertainty analysis of the equipment used in this study.

Equipment Uncertainty

Equipment
Operating or

Measuring Range
Resolution Relative Uncertainly

Heating system 70–100 ◦C 0.01 ◦C 1.8%
Cooling system 20 ◦C 0.01 ◦C 1.7%

Flowmeter 10–100 L h−1 1 L h−1 2.4%

Table 2 lists the data for supplying and the deviation analysis of experiments, including
temperature, which was controlled between 75 ◦C and 95 ◦C and the flow rate was between
10 L/h and 100 L/h. The analysis results of the uncertainty of the measurement due to the
equipment was less than 2.5%.
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3. Results and Discussion

3.1. Effectiveness

Figure 4 illustrates the effectiveness of the PCHE for three different inlet temperatures
of the hot fluid flow versus the cold-to-hot fluid flow rate ratio. The effectiveness (ε) can be
observed to easily decrease with an increase in flow rate ratio. The effectiveness of the heat
exchanger drops by at least 50% when the ratio of flow rate increases from 0.1 to 1, showing
the pronounced influence of the ratio of the flow rate on the effectiveness of the PCHE. On
the other hand, the differences between the three curves are not significant, revealing that
the effect of increasing the inlet temperatures is not as obvious as the flow rate ratio.

Figure 4. The effectiveness of the PCHE on different hot inlet temperatures.

In Figure 4, the highest effectiveness of 0.979 was achieved at a flow rate ratio of 0.1
(i.e., the minimum ratio of flow rate), whereas the lowest effectiveness of 0.428 is exhibited
at a flow rate ratio of 1, rendering a 53% difference in the effectiveness between the two
ratios under the same hot inlet temperature. On account of the higher effective value at a
ratio of 0.1, this ratio is suitable for the operation of PCHEs. On the contrary, a flow rate
ratio of 1 will lead to poor performance of the PCHE. Overall, the effectiveness of the PCHE
under the hot inlet temperature of 95 ◦C is better than the other two temperatures at a low
flow rate ratio. In summary, operating the heat exchanger with high inlet temperature
and low flow rate ratio is conducive to intensifying the effectiveness and thereby the heat
exchange. Attala et al.’s [35] experimental results on the plate heat exchanger had a similar
behavior at a low Reynolds number.

3.2. Temperature Distribution

The temperature distribution of the hot and cold fluid inlet and outlet at three different
hot inlet fluid temperatures (75, 85, and 95 ◦C), along with a fixed cold inlet temperature
(20 ◦C) for different flow rate ratios, are shown in Figure 5. Altering the flow rate ratio
causes variations in the temperature of the distribution. At low flow ratios, such as 0.1,
0.125, and 0.167, the temperature slopes of the hot fluid flow are relatively insignificant,
whereas the temperature slopes of the cold fluid flow are steeper. This is ascribed to more
heat being contained in the hot fluid and relatively less heat being transferred to the cold
fluid, stemming from a lower cold fluid flow rate. As a consequence, the temperature
variation of the hot fluid flow is small, whereas it is pronounced in the cold fluid flow.
On the contrary, at higher flow rate ratios, such as 0.333, 0.667, and 1, the variation in the
temperature of the hot fluid flow tends to become obvious, whereas the rising tendency in
the temperature of the cold fluid flow becomes less obvious [36]. For the cases of a flow
rate ratio of <0.667, it is noteworthy that, after heat exchange, the outlet temperature of
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the cold fluid flow is always higher than that of the hot fluid flow, whereas an opposite
result is observed at flow rate ratio =0.667 and 1. For the two factors of the hot fluid inlet
temperature and the flow rate ratio investigated in this study, Figure 5 indicates that the
flow rate ratio is more influential on the temperature profile when compared with the hot
fluid inlet temperature. Figley et al. [32] explored the correlation between flow rate ratio
and hot fluid inlet temperature, which had a similar temperature changing trend, and
established the thermal-hydraulic performance in their PCHE numerical model.

3.3. Temperature Difference and Effectiveness

Figure 6a examines the temperature difference of the cold and hot fluids’ between the
inlet and outlet. The temperature difference of the hot fluid between the outlet and inlet
decreases with the rising flow rate ratio, but it shows an opposite trend for the cold fluid.
Physically, the higher the temperature difference, the better the heat transfer. At low flow
rate ratios, the temperature difference of the cold fluid flow is higher which is contributed
by a high flow rate of the cold fluid. Thus, the temperature of the cold fluid flow can be
easily raised. Meanwhile, the temperature difference in the hot fluid flow is small, which is
ascribed to the high flow rate of the hot fluid. It is not surprising that an increase in the hot
fluid’s inlet temperature increases the temperature differences of the hot and cold fluids. A
past study [37] provided several cross-flow configurations and explained the correlation
between the effectiveness and the temperature difference which is in line with the obtained
results in the present study.

To further investigate the heat transfer performance, the temperature difference be-
tween the cold and hot fluid temperature versus flow rate ratio is shown in Figure 6b.
Meanwhile, the profiles of the effectiveness from Equation (12) are also shown in Figure 6b.
As a whole, both the D value and effectiveness (ε) decrease monotonically with the increase
of the flow rate ratio. Physically, the effectiveness is a ratio between the actual heat transfer
rate and the maximum (ideal) heat transfer rate. Accordingly, when the effectiveness is
larger, the performance of heat transfer is also better. The maximum value of the effec-
tiveness in Figure 6b is 0.979, occurring at a hot fluid flow inlet of 95 ◦C and the flow rate
ratio of 0.1. In contrast, the minimum value of the effectiveness is 0.428 occurring at a hot
fluid flow inlet of 75 ◦C and a flow rate ratio of 1. This indicates that the low flow rate
ratio with low cold fluid flow rate and high hot fluid flow rate is a better combination for
optimum thermal performance for the PCHE. Overall, the distributions of D and ε showed
high correlation.
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Figure 5. Temperature distributions of hot and cold fluid flow after heat exchange at flow rate ratios of (a) 0.1, (b) 0.125,
(c) 0.167, (d) 0.333, (e) 0.667, and (f) 1.
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Figure 6. The temperature difference plot for different flow rate ratios and effectiveness (a) the temperature difference
between inlet and outlet of hot (solid line) and cold (dash line) fluid. (b) the temperature difference (solid line) between hot
and cold fluid and effectiveness (dash line).

3.4. Characteristics of Heat Transfer Performance

Figure 7 shows the convective heat transfer coefficient of the PCHE under various
Reynolds numbers of the cold fluid flows. A higher Reynolds number is conducive to
convective heat transfer. A similar behavior was also observed in a previously reported
study [38]. This is why there is an increment of convective heat transfer coefficient with a
rising Reynolds number. For the hot fluid flow inlet temperature of 95 ◦C, the heat transfer
coefficient value is increased from Re = 50 to Re = 300, rendering an increment of 67.8%,
and other conditions of hot inlet temperatures are increasing by at least 64%. At low Re
values, such as 50 and 100, the sensitivity of the heat transfer coefficient to the hot fluid flow
inlet temperature Re is low and the variation is small. However, at Re = 300, the convective
heat transfer coefficient at the hot fluid flow inlet temperature at 95 ◦C is about 5% higher
than that of the convective heat transfer coefficient at the hot fluid flow inlet temperature
at 75 ◦C. The relationship between the effectiveness and the Reynolds number is shown in
Figure 7. Unlike the convective heat transfer coefficient, as the Reynolds number increases,
the effectiveness shows a downward trend. The convective heat transfer coefficient shows
a positive correlation with the Reynolds number of the cold fluid flow where the amount
of heat transfer increases. However, the fluid velocity is relatively high and the residence
time of the cold fluid in the channel is shorter and reduces the effectiveness of the heat
exchanger. The flow plates of PCHE are designed as an S-shape (Figures 1 and 2), which
can prolong the residence time of the working fluid. It is obvious that the influence of
the residence time prevails over the flow rate. Thus, the effectiveness declines with an
increasing Reynolds number. Yan et al. [39] studied the effectiveness values of the different
flow rate configurations in which they also observed a similar decreasing trend of the heat
exchanger effectiveness with the increasing of the flow rate.

Figure 8 further explores the relationship between the Nusselt number (Nu) and the
Reynolds number in the channel. The Nusselt number is proportional to the convective
heat transfer coefficient which is a function of the flow rate or Reynolds number. As a
consequence, the Nusselt number goes up when the Reynolds number increases, and the
entire trend of the Nusselt number curves resembles that of the convective heat transfer
coefficient. Yang et al. [38] studied the flow and performance of heat transfer in mini
channels configured with hexagonal fins at laminar flow, and obtained a similar heat
transfer performance. For the hot fluid flow inlet temperature of 95 ◦C, the Nusselt number
increases by 68% when the Reynolds number increases from 50 to 300. Similar to the
convective heat transfer coefficient, the Nusselt number is fairly insensitive to the variation
of the hot fluid flow inlet temperature at Re = 50 and 100, while its variation at Re = 300
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is also insignificant. This reflects that both the Nusselt number and the convective heat
transfer coefficient are mainly governed by the Reynolds number, whereas the hot fluid
flow inlet temperature is not affecting the Nusselt number and the convective heat transfer
coefficient. To develop the correlation for Nusselt number and Reynold number, the basic
logarithm form was used, as follows:

Nu = 0.03428Re0.6135 (15)

 
Figure 7. Convective heat transfer coefficient and effectiveness versus Reynolds number for different
hot inlet temperatures.

Figure 8. Nusselt number with different inlet temperatures for different Reynolds numbers.
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3.5. The Number of Transferred Unit Value (NTU)

The value of the number of transferred unit (NTU) signifies the rate of net heat
exchange between two fluids in the PCHE. The profiles of NTU and effectiveness are
plotted in Figure 9 to show the relationship between NTU, effectiveness, and flow rate ratio.
Both the NTU and effectiveness values decrease with rising flow rate ratios, revealing that
the trend of NTU follows the trend of effectiveness. A past simulation study [40] explored
the relationship between NTU and effectiveness, and observed that the heat exchanger
effectiveness ε and NTU have the same trend in counterflow. When the ratio of flow rate
decreases from 1 to 0.1, the NTU value is increased by 70.3% at a low flow rate. These
explain that a longer residence time in the PCHE is beneficial to heat transfer. When the Cr
value is 1, the values of the effectiveness and NTU with the hot inlet temperature of 95 ◦C
are 0.428 and 0.83, respectively. The calculated effectiveness using Equation (12), in terms
of NTU, is 0.453, which is close to the calculated effectiveness using Equation (3), which
is 0.428. Sheldon et al. [41] compared the most common estimated efficiency methods for
heat exchangers—effectiveness and NTU methods—and mentioned that the two methods
were equivalent.

 
Figure 9. The profiles of NTU value versus the flow rate ratio.

3.6. Comparison to Other Research

This study provides the effectiveness of PCHEs using water as a working fluid at low
Reynolds numbers. The experimental results showed that the obtained effectiveness values
in this study were between the values of past reported studies, as shown in Figure 10. In
past studies, heat exchangers with compact microchannel were constructed and water
was used as a working fluid in counterflow at low Reynolds numbers. Hasan et al. [42]
studied the influence of channel geometry on the performance of microchannel heat using
simulations, where the effectiveness values of the circular and square channels were higher
and lower, respectively. The hydraulic diameter was about 24 times smaller than our PCHE.
In general, the attained effectiveness in this study is better than that of the Hasan et al.
design [42]. On the other hand, the effectiveness of this study is lower than the results
of Seyf et al. [43] and Mohammadian et al. [44]. Seyf et al. [43] studied microchannel
heat exchangers using simulations. The hydraulic diameter in the study of Seyf et al. [43]
was smaller than our PCHE by a factor of around 23 times. This is the reason why their
results are better. In the study of Mohammadian et al. [44], they numerically studied
nanofluid (Al2O3-water) in a counterflow heat exchanger, which had a better heat transfer
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performance. The nanofluid could easily increase the cold outlet temperature and make the
temperature difference increase, so their results are better than those of the present study.

 
Figure 10. Comparison with the studies from the literature.

4. Conclusions

In the present study, a printed circuit heat exchanger (PCHE) is successfully fabricated
using precision manufacturing and diffusion bonding. The printed circuit heat exchanger
with an S-shaped meandering design for a flow path was tested at laminar flow (50 < Re <
300). The experimental results showed that the printed circuit heat exchanger provides high
effectiveness and thermal performance at low flow rate ratios. The highest effectiveness of
the PCHE is about 0.979 for an inlet flow temperature of 95 ◦C. The highest heat transfer
coefficient obtained from the experiment is about 347.8 for Re = 300. The waste heat at
a hot spring can be effectively harvested through the S-type meandering design of the
flow path on the heat exchanger plate. This design will provide a larger heat transfer area
and maximize the heat exchange between the fluids. A combination of the multiple flow
rate ratios shows the best operating conditions. Regardless of the inlet temperature, the
effectiveness of the PCHE is always higher. When the flow rate ratio is 1, the NTU value
and effectiveness are about 0.83 and 0.428, respectively. In future work, the printed circuit
heat exchanger will be tested under turbulent flow conditions to further characterize its
thermal performance.
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Nomenclature

A Area of heat transfer (m2)
cp,c Cold work fluid’s heat capacity (J/kg ◦C)
cp,h Hot work fluid’s heat capacity (J/kg ◦C)
Cmin Smaller of the two heat capacity rates (J/kg ◦C)
Chot Hot fluid’s heat capacity rates (J/kg ◦C)
Dh Hydraulic diameter (m)
h Convective heat transfer coefficient (W/m2·◦C)
k Thermal conductivity (W/m ◦C)
Nu Nusselt number
Q Heat transfer rate (W)
q Heat flux (W/m2)
qmax Large of heat flux (W/m2)
Re Reynold number (W/m2)
T Temperature (◦C)
Tm Average temperature of hot fluid inlet (◦C)
Th,in Hot fluid inlet temperature (◦C)
Th,out Hot fluid outlet temperature (◦C)
Tc,in Cold fluid inlet temperature (◦C)
Tc,out Cold fluid outlet temperature (◦C)
Ts channel surface temperature (◦C)
T∞ fluid temperature in channel (◦C)
ΔTm Temperature difference (◦C)
V Velocity (m/s)
.

m Mass flow (kg/s)
Greek letters
ε Effectiveness
μ Viscosity (Pa·s)
ρ Density (kg/m3)
Subscripts
C Cold fluid
H Hot fluid
in Inlet
out Outlet
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Abstract: As an important supply chain development strategy, green investment and sustainability
are concerns of the government and enterprises. However, due to the high cost and low
profit of green investment, a large number of small and medium-sized firms can be deterred
from their implementation. Value co-creation has become a key measure to solve this problem.
This article explores the relationship between the green supply chain (GSC) strategy, value co-creation,
and corporate performance in the manufacturing environment, and considers the regulatory effects of
internal environmental factors and external environmental pressures on this relationship. Based on
data from 115 manufacturers in China, we tested the hypotheses, explained the statistical results,
and identified key concerns for implementing GSC through value co-creation. The findings reveal that
the GSC strategy can promote a high level of firms’ value co-creation with their supply chain partners,
and different value co-creation modes have different effects on firm performance (i.e., operational
performance, innovation performance, and financial performance). In addition, the findings indicate
that macro-level external pressure and micro-level internal support could enhance such effects.
This study enriches the literature with value co-creation modes and GSC management by integrating
GSC strategies and value co-creation strategies, providing confidence to the firms and their supply
chain partners in value co-creation, thus helping them to better implement a GSC strategy.

Keywords: green supply chain; value co-creation; firm performance

1. Introduction

Green sustainable development is a very important supply chain strategy, which has received
widespread attention worldwide [1,2]. Increasing public awareness, increasingly stringent
government regulatory requirements, and market pressures have forced many companies to
incorporate green and sustainable development into their supply chain [3]. In China, with its
rapid economic development, resource and environmental problems are becoming more and more
serious such as severe smog, lack of water, soil pollution, etc. Additionally, these resource waste
and pollutant emissions mainly come from manufacturing industries. Therefore, the Chinese
government and the Ministry of Environmental Protection (MEP) have promulgated and implemented
stricter government regulatory policies, forcing many manufacturers to focus on sustainable
supply chain. In fact, many manufacturers have started green sustainable supply chain management,
which is more important than some supply chain management issues (such as integration and
cooperation), raising environmental awareness such as green procurement, green transportation,
green packaging, etc., and strives to promote suppliers implement environmental management.

Effective management of a green supply chain (GSC) requires an expanded perspective beyond
a focus company including supply chain partners [4]. Value co-creation is considered as a business
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cooperation strategy for supply chain partners. As the cost of green innovation is relatively high, some
manufacturers have started to cooperate with other enterprises in the supply chain (such as suppliers
and retailers) to jointly develop green products and technologies [1,5]. For example, companies such
as BMW, Patagonia, and the Body Shop have taken a sustainable approach by developing innovative
environmentally friendly products with their consumers and have realized that the development of
green products/services has become a new competitive advantage for their firms [1].

The current literature relevant to co-creation indicates that it is conducive to the deep cooperation
between supply chain enterprises [4]. For the value co-creation of GSC, it is beneficial for upstream
and downstream firms to share green technology investment and improve the efficiency of the
whole supply chain [6]. However, there are contradicting views on the impact of co-creation on
supply chain performance. For example, some literature suggests that value co-creation could
cause organizational conflicts such as relationship conflict (i.e., the incompatibility in buyer-supplier
manufacturer relationship) and task conflict (i.e., the differences in positions and ideas of tasks
performed by suppliers and manufacturers), thereby causing a negative impact on performance [7–9].
Thus, the connotation of value co-creation and its impact on performance in the context of green supply
chain are still unclear and need to be explored.

As a complex system, manufacturing is directly or indirectly related to the creation of economic
wealth and impacts on the product life cycle of the natural environment and social systems [6]. Due to
different sectors, the internal and external contextual factors of the manufacturer have an important
impact on the implementation of the manufacturing supply chain strategy. The internal environment
support mainly refers to some internal firm factors that influence the activities of the enterprise (e.g.,
the staff, culture, and operations process [8,10]). For example, some of the literature indicates that
the attitude and ability of managers is highly relevant with the implementation of a green supply
chain and value co-creation [8,10]. The external environmental pressures refer to the macro-factors
such as marketing pressure and institutional pressures. Indeed, some literature suggests that internal
contextual factors could have some influence on the implementation of supply chain strategies [10].
Thus, we need to further explore the actual impact of these contextual factors on the implementation of
a green supply chain.

This paper mainly focused on two problems: (1) How does the firm’s green supply chain strategy
impact the performance by value co-creation behaviors? and (2) How does the internal environment
support and external contextual factors impact on the relationship between green strategy adoption and
value co-creation? First, this paper proposes a theoretical model of value co-creation under the green
supply chain strategy and further posited the hypotheses in Figure 1. We examined 115 manufacturers
through a series of statistical methods. Our findings indicate that adoption of the green supply chain
strategy by firms can indeed improve operational performance, financial performance, and even
innovation performance by a value co-creation strategy. In addition, external and internal contextual
factors have a different moderating effect on the relationship between GSC strategy, value co-creation,
and performance. Our findings enrich the literature relevant to co-creation by exploring new insights
into green supply chain strategies and considering the roles of some contextual factors. In addition,
our findings enhance the internal power of manufacturers and their upstream and downstream firms
to implement a green supply chain management and provide some suggestions for practitioners.

The main contributions of this paper are as follows: This paper innovatively studies the green
supply chain management from the perspective of value co-creation. Regarding the selection of value
co-creation behavior factors, this paper considers three different value co-creation behaviors between
manufacturers, suppliers, competitors, and retailers. This paper evaluates corporate performance
from three aspects: operational performance, innovative performance, and financial performance.
At the same time, this paper analyzed the coordination effect of the internal environment and external
environment on the value co-creation of a green supply chain. In the internal environment, this paper
particularly studied the influence of the digital level of enterprises on green value co-creation, which is
innovative to some extent.
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Figure 1. Conceptual model.

The rest of this paper is arranged as follows. Section 2 introduces the literature review of
related topics. Section 3 explains the conceptual model of the hypothesis. Section 4 introduces the
research methods, and Section 5 introduces the results of the empirical analysis. Section 6 discusses the
main findings and Section 7 introduces the conclusions, limitations, and future research directions.

2. Literature Review

2.1. Cooperation in Green Supply Chain

Green supply chain cooperation has an important impact on sustainable product development
and operations mode [11–15] and has become a positive change in corporate strategy for various
companies [14,15]. Cooperation can be divided into vertical and horizontal cooperation and
among the two types of cooperation and their cooperation performance is impacted by different
ways [16–22]. The literature shows that vertical cooperation in the supply chain can improve supply
chain decision-making and performance through information sharing, thereby achieving a win–win
situation [16–18]. In the horizontal cooperation, two competitive retailers can cooperate to purchase
and obtain a quantity discount, thereby influencing their profits [19].

In addition, for the purpose of realizing the green and economic performance of products,
supply chain members mainly adopt two typical ways in the green cooperation of a supply chain:
alliance and cost sharing contracts [23]. For example, Ge et al. showed that both cooperation and
competition will tend toward a green technology alliance, and the company’s decision to cooperate
will change with the change in the endogenous knowledge sharing rate [24–26].The second model
is to stimulate the green investment of members through supply chain contracts and deal with the
coordination of green channels. For example, Yenipazarli et al. analyzed the effects of retailer supplier
cooperation on profit/cost and the environmental effects on the supply chain under two upstream
and downstream contracts [27]. When members of the supply chain share the cost, on one hand,
it can make products greener. On the other hand, it can make the overall profit of the supply chain
increase [21,28–30]. Therefore, it is necessary to discuss how to cooperate with supply chain partners
to improve corporate performance.
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2.2. Value Co-Creation Behavior in the Supply Chain

Michael (1980) suggests that the value creation of an enterprise is composed of internal production
and operations routines that create value. However, with the continuous change in the market
competition environment, the creation process of enterprise value cannot be limited to the inside
of the enterprise [31], but is co-created by the cooperative network composed of enterprises [32].
Enterprises can improve the efficiency, quality, cost, and other aspects of the whole supply chain
through cooperative implementation of strategic management [33].

Prahalad et al. proposed value co-creation as a new method of value creation [34] and believe that
value originates not only from producers, but from the joint creation of consumers and enterprises or
other relevant stakeholders. Ultimately, the value is determined by the consumer. From the perspective
of stakeholders, the meaning of a “company” is a relationship that exists between individuals or
groups that affect the company’s business or is affected by it, and the purpose for which a business
is established forms the basis for whether a stakeholder establishes relationships and cooperates
with them [35]. In this relationship, stakeholders are the unity of recipients of value and the value
creators/co-creators [36]. Multiple stakeholders have an impact on the business environment and
company efficiency by providing resources and benefit from it [37]. Therefore, the joint efforts of
stakeholders are the most important part of value co-creation [38]. In addition, stakeholders must
first have a common purpose to collaborate [39] and then also encourage the positive contributions of
members [40].

Value creation usually occurs in the process of using products or services [41]. The fierce market
competition requires the enterprises in the supply chain to strengthen cooperation and establish
a value network. Many scholars have studied the vertical cooperation among enterprises, that is,
the cooperation between enterprises and suppliers and retailers. Enterprises can create more value
for the supply chain through information sharing, resource integration, and process integration
with upstream and downstream partners [29,42–47]. Some scholars have also paid attention to
the horizontal cooperation between supply chain enterprises and competitors, but there have been
few studies. D’Aspremon et al. and Kamien et al. introduced the concept of horizontal Research
& Development. cooperation in theory early on [48,49]; Ge et al. and Dai et al. compared different
horizontal cooperation modes of green supply chain [22,23]; and Luo et al. studied the green
technology investment of two manufacturers in a competitive and cooperative environment [50].
Gnyawali et al. applied practical case analysis, and concluded that competitive cooperation is beneficial
to the development of advanced technology [51]. Therefore, our research focused on three different
types of value co-creation: co-creation with suppliers, co-creation with retailers, and co-creation
with competitors.

2.3. Value Co-Creation and Performance

Research shows that value co-creation behavior benefits both suppliers and customers [52].
For customers, value co-creation mainly focuses on the customer dimension, which is a relatively new
research field [53]. Most of the relevant studies have focused on the development of measurement
tools to study customer co-creation value across different research backgrounds [54–56]. Co-creation
practices enable interaction and communication between customers and enterprises, so as to benefit
customers who participate. Active participation in co-creating value makes them more satisfied than
those who are not [57], encourages customers to be more innovative [58], and increases the customers’
enthusiasm and willingness to take risks [59]. At the same time, the perceived value gained from value
co creation will increase customer commitment [60], and psychological attachment, which increases the
willingness of customers to make more voluntary efforts in the cooperative relationship. The increase
of customer value in value co-creation improves the customer experience in supplier relationships [61],
and establishes customer loyalty [62].

For enterprises, value co-creation is realized through the establishment of a co-operation
relationship between two or more parties in the supply chain, so as to jointly obtain strategic
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benefits and improve the operation efficiency, economic performance, and service performance of
enterprises [63–65], which is also the key success factor of enterprises in delivering products and
services [66]. Through value co-creation, companies have a positive impact on service performance
and environmental performance [67,68]. Through the green internal innovation process and green
technology investment research and development, it can promote enterprises to develop green
energy-saving products and realize energy-saving and emissions reduction of the whole supply
chain [69,70]. The optimal strategy of the enterprise and the performance of the supply chain will
change due to different cooperation models [17,18,21,71]. Thus, this study will examine different
performances (i.e., operational performance, innovation performance and financial performance) of
value co-creation in the supply chain and the changes in performance under different contextual factors.

3. Hypotheses Development

3.1. The Relationship between Green Strategy and Value Co-Creation Behavior

A green strategy should not be a burden to firms. On the contrary, it will promote value co-creation
among firms and increase the value of firms. A single enterprise may not achieve the goal of a green
strategy completely or to a high degree, depending on its limited ability. Therefore, it is necessary
to establish a strategic alliance with green environmental protection as the core between firms [72]
to achieve the green strategic goals of ecological, economic, and social sustainable development.
As a product of the times and social development, the green strategy has been recognized by all
participants in the supply chain, and has formed a green strategic alliance with the upstream and
downstream enterprises of the supply chain. The green supply chain strategy can promote the alliance
participants to take a positive attitude to cooperate, jointly design products and systems that meet the
production requirements, and establish a fair and reasonable cost sharing, risk sharing, and benefit
distribution mechanism.

The implementation of green strategy promotes green procurement, which is regarded as
the starting point to reduce environmental problems [73]. Cooperation between manufacturers
and suppliers is the key to green procurement. Therefore, the deeper the implementation of the
GSC strategy, the higher the manufacturer’s requirements for raw materials from suppliers, and the
more likely the suppliers’ raw materials are to be customized, resulting in stronger interdependence
between manufacturers and suppliers, more frequent value co-creation, and closer alliances between
manufacturers and suppliers. Consequently, we propose (see Figure 1):

Hypothesis 1a (H1a). Green Strategy of Manufacturers is Positively Related to Value Co-creation with
their Suppliers.

With the growing popularity of green products, the consumers’ demand for green products
has gradually increased. A single manufacturer may not be able to meet the consumers’ demand
due to the size of the enterprise, so there may be multiple manufacturers producing the same
type of green products. As the demand for green products increases, the revenue of the dominant
manufacturers will increase significantly. However, the profit of following manufacturers may decrease,
even lower than the level before cooperation [74]. Therefore, in order to promote common development,
achieve win–win and mutual benefit, a contract may be drawn up between the two manufacturers for
revenue distribution. The deeper the implementation of the green strategy, the larger the market size
of manufacturers will be, and the more necessary it is for manufacturers to adopt co-creative behavior
to secure cooperation. Thus, we propose:

Hypothesis 1b (H1b). Green Strategy of Manufacturers is Positively Related to Value Co-creation with
their Competitors.
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As a downstream company in the supply chain, retailers directly contact consumers to understand
their consumer preferences. Under the green strategy, retailers can share sales data with manufacturers
to reduce the bullwhip effect [75] and assist manufacturers in designing green products that better
meet consumer needs. When the green concept is accepted by more consumers, the value-creation
behavior of retailers and manufacturers will become more frequent. Thus, we propose:

Hypothesis 1c (H1c). Green Strategy of Manufacturers is Positively Related to Value Co-creation with
their Retailers.

3.2. The Impact of Value Co-Creation Behavior on Firm Performance

By closely cooperating with each other to complete value creation (that is, value co-creation),
companies can achieve performance that a single company cannot achieve by itself. Manufacturers
work with suppliers, manufacturers in the same industry, and retailers to create value together. Through
cooperation, they can design different business models to improve the operational efficiency of the
enterprise, thereby improving the performance level [65]. The value co-creation behavior between
firms can improve the quality of service and response speed. In the supply chain, companies share
knowledge and information resources with partners through value co-creation, and use complementary
capabilities to jointly deliver products and services to different customers [76], thereby improving the
company’s operating performance. Consequently, we propose:

Hypothesis 2a (H2a). Value Co-creation with their Suppliers is Positively Related to the Manufacturers’
Operational Performance in a Green Supply Chain.

Hypothesis 2b (H2b). Value Co-creation with their Competitors is Positively Related to the Manufacturers’
Operational Performance in a Green Supply Chain.

Hypothesis 2c (H2c). Value Co-creation with their Retailers is Positively Related to the Manufacturers’
Operational Performance in a Green Supply Chain.

The value co-creation behavior promotes mutual trust between participating companies and
through the use of overall synergies. It can promote the improvement of corporate financial
performance [77]. In the context of the Green Strategic Alliance, manufacturers sign a certain
contract with the supplier to give the supplier a certain preferential price [72] to ensure the possibility
of achieving the common goal of green development and establish a brand image of a green
strategic alliance, in order to form competitiveness in their respective fields and give products a
green value. By complementing resources, manufacturers can solve problems that cannot be solved by
a single enterprise, while weakening unilateral opportunistic tendencies and diversifying potential
financial risks [78]. Through value co-creation behavior, manufacturers and retailers can enable firms to
make flexible adjustments in response to changes in the environment, which can help companies seize
market opportunities and improve dynamic capabilities [79]. Firms reach a consensus on cooperation,
share resources, and conduct profitability to a certain degree. Such value co-creation behavior will
form a strong and mutually beneficial relationship between firms, give products a higher value,
reduce operating risks and costs, and increase product competition as well as efforts to expand market
share and improve corporate returns. Consequently, we propose:

Hypothesis 3a (H3a). Value Co-creation with their Suppliers is Positively Related to the Manufacturers’
Financial Performance in GSC.

Hypothesis 3b (H3b). Value Co-creation with their Competitors is Positively Related to the Manufacturers’
Financial Performance in GSC.
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Hypothesis 3c (H3c). Value Co-creation with their Retailers is Positively Related to the Manufacturers’
Financial Performance in GSC.

The value co-creation activity has changed the relationship between companies. During the
exchange of corporate culture and interests, the two sides also improved the company’s openness,
and the increase in openness in the organization is conducive to organizational innovation. In value
co-creation activities, the sharing of technical resources can increase the breadth of employee thinking
and promote the innovation of individual employees [80]. Value co-creation behavior can bring about
knowledge transfer, which has a positive effect on product and process innovation [81]. Knowledge
originally belonging to different organizations is passed between partners, and new products or
services are easily born through permutations and combinations. Therefore, companies that adopt
value co-creation can be the first to apply new technologies in the industry, obtain corresponding
intellectual property rights, increase sales revenue of innovative products, and make products that
have good market response and irreplaceability within a certain time. Thus, we propose:

Hypothesis 4a (H4a). Value Co-creation with their Suppliers is Positively Related to the Manufacturers’
Innovative Performance in GSC.

Hypothesis 4b (H4b). Value Co-creation with their Competitors is Positively Related to the Manufacturers’
Innovative Performance in GSC.

Hypothesis 4c (H4c). Value Co-creation with their Retailers is Positively Related to the Manufacturers’
Innovative Performance in GSC.

3.3. The Moderating Effect of External Environmental Pressure

The essence of firms adopting green management is to respond to the natural environment,
and the motivation of response is affected by various factors such as stakeholder pressure.
Regulatory, competition, marketing pressure, and drivers can improve the environmental awareness
of enterprises [82]. We perceive that the external environmental pressure (legal pressure,
consumer pressure, competitor pressure, supplier pressure) of the company will have an impact
on the above changes. Firms with these external pressures could be inclined to adopt co-creation
with supply chain members. Additionally, the relatively mature legal environment, consumption
environment, and industry environment will make the advantages of green strategies more obvious,
thereby encouraging firms to conduct value co-creation. Suppliers can provide complete green products
and services, which will also cause a certain degree of pressure and incentives on the supply chain and
promote value creation between firms. Thus, we propose:

Hypothesis 5a (H5a). The External Environmental Pressures have a Positive Moderating Effect on the
Relationship between Green Strategy and Value Co-creation Behavior.

The change in the external market environment is an important means for enterprises to deal with
various complex environments, transfer risks, gain competitive advantages, and improve operation
performance [83]. It may play a positive role in the relationship between enterprise value co-creation
and operational performance. Thus, we propose:

Hypothesis 5b (H5b). The External Environment Pressure has a Positive Moderating Effect on the Relationship
between Value Co-creation Behavior and Operational Performance.

A better market environment and higher customer satisfaction can improve the financial
performance of enterprises [84]. The improvement of external factors can strengthen the market

229



Energies 2020, 13, 3902

competitiveness of enterprises, so as to increase the role of value co-creation in promoting the financial
performance of enterprises. Thus, we propose:

Hypothesis 5c (H5c). The External Environment Pressure has a Positive Moderating Effect on the Relationship
between Value Co-creation Behavior and Financial Performance.

The government’s actions to improve the external environment such as improving the market
mechanism, optimizing the innovative business environment of small and medium-sized enterprises,
and formulating supporting policies, etc. can improve the level of innovation of enterprises [85].
In the foundation of value co-creation among enterprises, favorable external factors can improve the
innovation performance of enterprises. Thus, we propose:

Hypothesis 5d (H5d). The External Environmental Pressure has a Positive Moderating Effect on the
Relationship between Value Co-creation Behavior and Innovative Performance.

3.4. The Moderating Effect of Internal Environmental Support

Internal environment support such as the stability of the relationship between enterprises and
the reputation of suppliers has an important impact on the results of the supply chain alliance [86].
We perceive that the internal support environment of the enterprise (three categories) will have an
impact on the above changes. The recognition of the green strategy by enterprise managers, the relative
stability of the green alliance, and the relatively high technology level of enterprises may promote
co-creation between enterprises. Thus, we propose:

Hypothesis 6a (H6a). The Internal Support Environment has a Positive Moderating Effect on the Relationship
between Green Strategy and Value Co-creation Behavior.

By strengthening coordination with suppliers and downstream members of the supply chain
including retailers, enterprises will promote their own operation activities [87]. The middle-level
supply managers of internal stakeholders also play an important role in the operation activities of
enterprises [88]. We believe that the internal support environment of an enterprise will have a positive
impact on the relationship between co-creation and operation performance. Thus, we propose:

Hypothesis 6b (H6b). The Internal Support Environment has a Positive Moderating Effect on the Relationship
between Value Co-creation Behavior and Operational Performance.

The idea of managers determines the operation of an enterprise. At the same time, the relationship
between an enterprise and its supply chain partners as well as its digitalization level, also become
the key to improving the financial level and building sustainable competitiveness of an enterprise [6].
These internal factors will strengthen the promotion of co-creation on the financial performance of an
enterprise. Thus, we propose:

Hypothesis 6c (H6c). The Internal Support Environment has a Positive Moderating Effect on the Relationship
between Value Co-creation Behavior and Financial Performance.

Enterprise alliance can improve the internal support environment of enterprises, realize knowledge
sharing among partners, and promote the innovation performance of enterprises [6]. The enterprise
managers’ emphasis on innovation and the enterprise’s own digital ability also determine the
enterprise’s innovation ability. Thus, we propose:

Hypothesis 6d (H6d). The Internal Support Environment has a Positive Moderating Effect on the Relationship
between Value Co-creation Behavior and Innovative Performance.
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4. Methodology

4.1. Research Process

This paper conducted an empirical analysis on a sample survey of Chinese firms in the form
of a questionnaire. The analysis of this paper was divided into four steps: (1) A reliability analysis
was carried out to illustrate the effectiveness of sample extraction; (2) As the questionnaire involved
many contents, principal component analysis (PCA) was carried out to screen out several important
influential factors; (3) a validity analysis was used to show that there was a good distinction between
various factors; and (4) hierarchical regression analysis was used to study the influence of each factor
on co-creation and performance.

4.2. Survey Development

In this paper, each factor in the conceptual model was measured in multiple ways (see Figure 1).
The questionnaire was divided into descriptive items (see Table 1) and measurement items (see
Appendix A). Descriptive questions mainly included the basic information of the respondents and
their companies. The measurement items were further divided into three parts: the first part describes
the green strategy of the company and the cooperation between the company and each member of the
supply chain on green technology; the second part analyzes the legal environment and international
environment of the company; and the third part examines the company from the performance of
cooperation, financial situation, and innovation ability. This paper adopts the Likert scale commonly
used in other articles, in which “1” means “strongly disagree” and “5” means “strongly agree”.

To develop a structured questionnaire, a comprehensive review of the related literature was
undertaken. In this study, value co-creation with supplier (VCS) was measured from four dimensions
including whether enterprises and suppliers could adopt a positive attitude and cooperative behavior;
jointly design products and systems to meet production demand; standardize the relationship of
responsibilities, rights, benefits and some behaviors in the process of value co-creation; and establish a
benefit distribution mechanism [89]. Value co-creation with competitor (VCC) was measured from
four dimensions including whether enterprises and competitors can adopt a positive attitude and
cooperative behavior; share information, technology and resources to improve competitive advantage;
standardize the relationship of responsibilities, rights, benefits and some behaviors in the process of
value co-creation; and establish a benefit distribution mechanism [90]. Value co-creation with retailer
(VCR) was also measured from four dimensions including whether enterprises and retailers could
adopt a positive attitude and cooperative behavior; receive retailers’ feedback in time and let retailers
participate in product design and development; standardize the relationship of responsibilities, rights,
benefits and some behaviors in the process of value co-creation; and establish a benefit distribution
mechanism [91].

4.3. Sample Selection

We chose automobile manufacturers in Mainland China as the main research objects. Before the
formal issuance of the questionnaire, we sent the questionnaire to the three senior managers of
the company. After filling in the questionnaire, we communicated with them, inquired about the
rationality of the questionnaire, and modified the questionnaire according to the opinions. We selected
150 manufacturing companies to conduct anonymous surveys on senior executives in the form of
electronic questionnaires. Each question was required to be answered to ensure the authenticity of the
information obtained. Each respondent was divided into four groups and it took one month to collect
the questionnaire. After each group had been completed, it sent a filling request for the next group.
If the previous group failed to fill in the questionnaire on time, it sent a reminder again. Finally,
we received a total of 115 available questionnaires with a response rate of 76.7%. The profile of the
interviewees and their companies can be seen in Table 1.
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Among the surveyed enterprises, 54% of them sent their Chief Officer (CEO) or middle manager
to participate in the interviews, 24% had been established for more than 20 years, one third of them
had an annual income of more than 2 billion yuan, and 90% were local private enterprises and
foreign-funded enterprises. Over 50% of the enterprises had environmental management system
certification, social responsibility management system certification, and quality management system
certification. A total of 84% of the enterprises provided staff training, and three quarters of enterprises
carried out total quality management.

Table 1. Descriptive items.

Characteristics Percentage (%)

Respondent’s Position

CEO 12
Middle manager 42

General staff 46

Age of the Firm (Number of Years)

Less than 5 25
5–10 34
11–15 13
16–20 4

More than 20 24

Annual Revenue (Million RMB Yuan)

Less than 50 23
50–100 27

100–200 10
200–2000 7

More than 2000 33

Ownership of the Firm

State-owned 9
Local private 58

Foreign 32
Joint venture 1

Environmental Management System Certification

Yes 66
No 34

Social Responsibility Management System Certification

Yes 54
No 46

Quality Management System Certification

Yes 75
No 26

Train Employees on Environmental Management

Never 16
Sometimes 58

Always 26

Total Quality Management

Yes 75
No 25

5. Results

5.1. Preliminary Study

In order to ensure that the collected data were suitable for all factor analysis, the Kaiser-Meyer-Olkin
(KMO) test was carried out. The KMO test result was 0.867, greater than 0.8, and the Bartlett’s test
showed a satisfactory result when p < 0.000, so the samples passed the reliability test, and factor
analysis could be carried out.

5.2. Exploratory Study

In this paper, SPSS 21.0 was used for exploratory factor analysis (EFA) to extract principal
component factors. As shown in Table 2, nine factors were obtained through principal component
analysis, and the cumulative explanatory variance of these factors was 82.7%. In addition, Cronbach’s
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α coefficient was greater than 0.8, and the sample data were good, which shows that these nine factors
can be used to explain all measured items.

Table 2. Results of the exploratory factor analysis.

Item Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 Factor 9

GS1 0.812 - - - - - - - -
GS2 0.764 - - - - - - - -
GS3 0.695 - - - - - - - -
GS4 0.703 - - - - - - - -
GS5 0.710 - - - - - - - -
GS6 0.693 - - - - - - - -

VCS1 - 0.785 - - - - - - -
VCS2 - 0.778 - - - - - - -
VCS3 - 0.790 - - - - - - -
VCS4 - 0.811 - - - - - - -
VCC1 - - 0.828 - - - - - -
VCC2 - - 0.813 - - - - - -
VCC3 - - 0.830 - - - - - -
VCC4 - - 0.802 - - - - - -
VCR1 - - - 0.793 - - - - -
VCR2 - - - 0.727 - - - - -
VCR3 - - - 0.847 - - - - -
VCR4 - - - 0.835 - - - - -
LP1 - - - - 0.837 - - - -
LP2 - - - - 0.809 - - - -
LP3 - - - - 0.812 - - - -
LP4 - - - - 0.811 - - - -
LP5 - - - - 0.849 - - - -
LP6 - - - - 0.811 - - - -
LP7 - - - - 0.823 - - - -
CP1 - - - - 0.806 - - - -
CP2 - - - - 0.792 - - - -
CP3 - - - - 0.763 - - - -
CP4 - - - - 0.806 - - - -
CP5 - - - - 0.769 - - - -

CmP1 - - - - 0.857 - - - -
CmP2 - - - - 0.878 - - - -
CmP3 - - - - 0.860 - - - -

SP1 - - - - 0.762 - - - -
SP2 - - - - 0.789 - - - -
SP3 - - - - 0.805 - - - -
SP4 - - - - 0.803 - - - -
SP5 - - - - 0.820 - - - -

MA1 - - - - - 0.821 - - -
MA2 - - - - - 0.787 - - -
MA3 - - - - - 0.814 - - -
MA4 - - - - - 0.773 - - -
SCR1 - - - - - 0.874 - - -
SCR2 - - - - - 0.860 - - -
SCR3 - - - - - 0.894 - - -
SCR4 - - - - - 0.845 - - -
SCR5 - - - - - 0.876 - - -
SCR6 - - - - - 0.856 - - -
DC1 - - - - - 0.863 - - -
DC2 - - - - - 0.815 - - -
DC3 - - - - - 0.830 - - -
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Table 2. Cont.

Item Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 Factor 9

DC4 - - - - - 0.843 - - -
DC5 - - - - - 0.850 - - -
DC6 - - - - - 0.849 - - -
DC7 - - - - - 0.855 - - -
DC8 - - - - - 0.836 - - -
OP1 - - - - - - 0.881 - -
OP2 - - - - - - 0.849 - -
OP3 - - - - - - 0.838 - -
FP1 - - - - - - - 0.896 -
FP2 - - - - - - - 0.888 -
FP3 - - - - - - - 0.841 -
FP4 - - - - - - - 0.855 -
FP5 - - - - - - - 0.867 -
IP1 - - - - - - - - 0.862
IP2 - - - - - - - - 0.825
IP3 - - - - - - - - 0.823
IP4 - - - - - - - - 0.844
IP5 - - - - - - - - 0.915
IP6 - - - - - - - - 0.869
IP7 - - - - - - - - 0.840

Mean 4.250 4.202 3.940 4.178 4.079 4.010 4.140 3.953 4.075
S.D. 0.844 0.831 0.955 0.849 0.873 0.891 0.815 0.941 0.863

Cumulative
Percent

of
Variance

0.602 0.643 0.677 0.722 0.750 0.775 0.800 0.812 0.827

Cronbach’s
α

0.917 0.819 0.832 0.845 0.919 0.951 0.850 0.889 0.909

Note: please see Table 3 for the meaning of the abbreviations in Table 2.

5.3. Confirmatory Study

Confirmatory factor analysis (CFA) was used to verify the model. It can be seen from Table 3 that
standardized load coefficients were all greater than 0.8, and were significant when the confidence was
greater than 95%, and R2 was greater than 0.5. Through the confirmatory factor analysis test, it showed
that the measurement item structure was good and that the model could be accepted completely
(χ2 = 216.144, df = 114, χ2/df = 1.896, RMSEA = 0.061, CFI = 0.939, GFI = 0.868, AGFI = 0.835,
NFI = 0.880, TLI = 0.931).

Table 3. Parameter estimates of the confirmatory factor analysis.

Factor Item Standardized Factor Loading t-Value R2

Factor1: Green strategy (GS)

GS1 0.869 - 0.594
GS2 0.875 8.319 0.602
GS3 0.803 8.407 0.584
GS4 0.876 10.325 0.630
GS5 0.865 11.337 0.624
GS6 0.893 16.204 0.580

Factor 2: Value Co-creation with
supplier (VCS)

VCS1 0.890 - 0.517
VCS2 0.862 15.089 0.720
VCS3 0.819 13.730 0.690
VCS4 0.849 18.427 0.823
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Table 3. Cont.

Factor Item Standardized Factor Loading t-Value R2

Factor 3: Value co-creation with
competitor (VCC)

VCC1 0.831 - 0.785
VCC2 0.907 16.082 0.723
VCC3 0.886 17.656 0.779
VCC4 0.850 21.299 0.712

Factor 4: Value co-creation with
retailer (VCR)

VCR1 0.883 - 0.747
VCR2 0.844 8.692 0.596
VCR3 0.864 8.670 0.598
VCR4 0.804 9.407 0.548

Factor 5: External environment
pressure (EEP)

LE1 0.806 - 0.519
LE2 0.874 10.873 0.566
LE3 0.865 11.940 0.575
LE4 0.882 10.684 0.581
LE5 0.889 10.467 0.843
LE6 0.893 10.556 0.849
LE7 0.918 8.769 0.701
CE1 0.921 8.692 0.940
CE2 0.837 8.670 0.898
CE3 0.970 9.407 0.917
CE4 0.948 9.949 0.787
CE5 0.957 10.873 0.716
IE1 0.887 9.548 0.832
IE2 0.846 8.470 0.765
IE3 0.912 8.484 0.946
PS1 0.875 8.687 0.892
PS2 0.973 30.232 0.838
PS3 0.944 9.465 0.740
PS4 0.916 9.653 0.710
PS5 0.815 9.428 0.858

Factor 6: Internal environment
support (IES)

MA1 0.824 - 0.782
MA2 0.815 19.425 0.536
MA3 0.899 17.367 0.527
MA4 0.858 18.739 0.525
SCR1 0.819 20.846 0.516
SCR2 0.898 17.436 0.607
SCR3 0.803 16.239 0.572
SCR4 0.827 13.285 0.755
SCR5 0.860 12.459 0.562
SCR6 0.843 19.048 0.584
DC1 0.926 18.475 0.567
DC2 0.884 22.532 0.572
DC3 0.661 20.604 0.858
DC4 0.654 21.204 0.892
DC5 0.652 20.791 0.736
DC6 0.818 22.841 0.965
DC7 0.879 20.873 0.890
DC8 0.856 19.023 0.901

Factor 7: Operational performance
(OP)

OP1 0.869 - 0.754
OP2 0.880 8.697 0.722
OP3 0.982 9.732 0.830

Factor 8: Financial performance (FP)

FP1 0.943 - 0.772
FP2 0.949 20.620 0.961
FP3 0.868 21.703 0.871
FP4 0.849 24.339 0.812
FP5 0.911 21.661 0.578

Factor 9: Innovative performance (IP)

IP1 0.879 - 0.524
IP2 0.980 30.314 0.511
IP3 0.933 27.233 0.639
IP4 0.901 22.583 0.575
IP5 0.843 21.490 0.670
IP6 0.926 21.963 0.637
IP7 0.884 18.806 0.594

The results show that the t-value of each item was higher than the critical value, the significance
level was 0.05, and the R2 value of each variable was greater than 0.5. This is sufficient evidence of
convergence efficiency. The discriminant validity was tested by comparing the mean variance (AVE)
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extracted and the square correlation between structures. The results show that the AVE was greater
than 0.5, and the correlation coefficient between factors was less than AVE, indicating that there is
good discrimination validity between factors (see Table 4).

Table 4. Discriminant validity.

AVE GS VCS VCC VCR EEP ITE OP FP IP

GS 0.625 - - - - - - - - -
VCS 0.661 0.004 - - - - - - - -
VCC 0.725 0.021 0.021 - - - - - - -
VCR 0.682 0.003 0.152 0.160 - - - - - -
EEP 0.816 0.038 0.199 0.256 0.065 - - - - -
IES 0.809 0.010 0.002 0.011 0.242 0.087 - - - -
OP 0.811 0.025 0.116 0.106 0.007 0.039 0.145 - - -
FP 0.719 0.087 0.179 0.198 0.076 0.059 0.096 0.310 - -
IP 0.842 0.203 0.214 0.236 0.157 0.095 0.208 0.178 - -

5.4. Hypotheses Testing and Results

A hierarchical regression method was used to test the proposed hypothesis and passed the
multicollinearity test. To avoid the threat of multi-collinearity, the variance inflation factors were
computed, and the value of 1.37 revealed that the dataset was suitable for regression analysis [92],
thus dataset was suited for the regression analysis. Additionally, the value of the adjusted R2 of each
model confirmed that the output of the regression models was accepted.

As shown in Table 5, the significant coefficient of model 1 (β = 0.832, p < 0.001) indicates that
GS is positively correlated with VCS, thus supporting H1a; the significant coefficient of model 3
(β = 0.870, p < 0.001) indicates that GS is positively correlated with VCC, supporting H1b; and the
significant coefficient of model 5 (β = 0.778, p < 0.001) indicates that GS is positively correlated
with VCS, supporting H1c. Therefore, it shows that the green strategy is positively related to the value
co-creation behavior. Model 8 shows that value co-creation behaviors (VCS, VCC, VCR) have a positive
and significant effect on OP (p < 0.001), so H2 is accepted. The results of model 11 show that VCC is
positively correlated with FP (β = 0.520, p < 0.001) and VCR is positively correlated with FP (β = 0.231,
p < 0.05), but the relationship between VCC and FP is not significant, so H3b and H3c are accepted
and H3 is rejected. Similarly, the results of model 14 show that VCC is positively correlated with IP
(β = 0.321, p < 0.001) and VCR is positively correlated with IP (β = 0.368, p < 0.001), but VCC is not
significantly related to IP, thus accepting H4b and H4c and rejecting H4a.

The research results show that models 2, 4, and 6 test the moderating effect of ETE and ITE on the
GS and value co-creation behavior (VCS, VCC, VCR), indicating that ETE has a positive moderating
effect on GS and value co-creation behavior (VCS, VCC, VCR) (p < 0.05), while ITE has no moderating
effect on GS and value co-creation behavior (VCS, VCC, VCR), so it accepts H5a and rejects H6a.
Model 9 tests the moderating effect of EEP and IES on the value co-creation behavior (VCS, VCC, VCR)
and OP, indicating that EEP and IES have no moderating effect on the relationship between value
co-creation (VCS, VCC, VCR) and OP, thus rejecting H5b and H6b. Model 12 tests the moderating
effect of EEP and IES on value co-creation behavior (VCS, VCC, VCR) and FP and shows that EEP has
no moderating effect on the relationship between value co-creation behavior (VCS, VCC, VCR) and FP,
but IES has a positive moderating effect on the relationship between value co-creation behavior (VCS,
VCC, VCR) and FP (p < 0.05). Therefore, it rejects H5c and accepts H6c. Model 15 tests the moderating
effect of EEP and ITE on value co-creation behavior (VCS, VCC, VCR) and IP, indicating that EEP and
IES both have a positive moderating effect on the relationship between value co-creation behavior
(VCS, VCC, VCR) and IP (p < 0.05), so H5d and H6d is accepted.

In addition, in the study of control variables, firm age has a positive effect on FP, but has no effect
on OP and IP, while firm size and firm ownership have no effect on OP, FP, and IP.
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6. Discussion and Implications

6.1. Effects of Green Strategy on Value Co-Creation Behavior

This paper conducted an empirical study on value co-creation behavior in the green supply chain.
First of all, this paper studied the impact of green strategy on value co-creation in the supply chain
where the results showed that VCS, VCC, and VCR had a positive impact, and the implementation of a
green strategy of manufacturers can effectively promote value co-creation among suppliers and other
supply chain members. At the same time, both corporate responsibility and public awareness attach
great importance to “green”, which proves the importance of co-creation under the green supply chain.
The establishment of a green strategy by the state and enterprises can promote enterprises to seek
more active ways to realize the strategy, and then effectively promote the green cooperation and value
creation between enterprises and other enterprises in the supply chain.

6.2. Enablers of Performance

The article found that there was a positive correlation between value co-creation behavior in the
supply chain and financial performance and innovation performance. Moreover, the nature of the
manufacturer also has an impact on performance, which is rarely mentioned in the literature on green
supply chains. Therefore, this study provides a new theoretical perspective.

Empirical results support H5 and H6, indicating that value co-creation behaviors are positively
related to manufacturers’ financial performance and innovative performance in green supply chains.
The results showed that value co-creation with suppliers was positively related to manufacturers’
operational performance, which confirmed H4a. The value co-creation of manufacturers and suppliers
can deepen the information sharing and cooperation between the two sides, improving the supply
efficiency of raw materials and the supply chain flexibility of manufacturing enterprises. However,
when it comes to value co-creation between manufacturers and competitors, the value co-creation
between manufacturers and retailers was not significant for operational performance, which indicates
that hypothesis H4b and H4c are not valid. Green co-creation requires manufacturers to invest more
money in technology for suppliers with a relatively weak technology level. Although it helps to
improve operational efficiency, it may lead to higher costs. At the same time, due to the low co-creation
degree of the sample enterprises in this paper, the innovation practice of suppliers cannot meet the
production needs of the market and manufacturing enterprises, so it cannot promote the production of
innovative products/services.

Regarding the influence of control variables on manufacturer performance, the results showed
that only firm age had a positive effect on the manufacturers’ financial performance. This indicates
that the age of the company is a major factor affecting corporate performance. Large companies with a
long history and good reputation are more likely to win the trust of other firms, thus promoting value
co-creation with other firms. However, the influence of firm size and firm ownership on performance
was not significant, and the results did not show that company size and ownership had an impact
on performance.

6.3. Effects of Moderators

This paper analyzed the moderating effect of external and internal contextual variables on the
relationship between value co-creation behavior and enterprise performance in a green supply chain.

The results shows that external environment pressure (EEP) had a positive regulating effect on the
relationship between green strategy (GS), value co-creation with supplier (VCS), value co-creation
with competitor (VCC), and value co-creation with retailer (VCR), while internal environmental
support (IES) had no significant regulating effect on the relationship between green strategy (GS),
value co-creation with supplier (VCS), value co-creation with competitor (VCC), and value co-creation
with retailer (VCR). This indicates that external contextual variables (legal environment, consumption
environment, industry environment) have positive effects on promoting value co-creation in the green
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supply chain. Effective policies such as green subsidies and the attention of suppliers, consumers, and
competitors to the green strategy can encourage enterprises to actively seek the realization channels
of green products, and then promote the co-creation of green value with upstream and downstream
enterprises. However, internal contextual variables (manager’s attitude, supply chain relationship,
digitization capability) have little effect on promoting value co-creation in the green supply chain.

At the same time, external environment pressure (EEP) had a positive moderating effect on
the relationship between co-creation behavior (value co-creation with supplier, value co-creation
with competitor, and value co-creation with retailer) and innovative performance (IP), while external
environment pressure (EEP) had no significant moderating effect on co-creation behavior (value
co-creation with supplier, value co-creation with competitor, and value co-creation with retailer) and
operational performance (OP) and financial performance( FP), indicating that good external contextual
factors can promote the improvement of enterprise innovation performance, but not for operational
performance and economic performance. This shows that good legal, production, and consumption
environments can promote enterprises to increase the degree of innovation in the development and
production of green products to design products more in line with the requirements, but at the same time,
it often needs to spend more money and manpower, resulting in its impact on financial performance,
and operational performance is not significant. Internal environmental support (IES) has no significant
moderating effect on co-creation behavior (value co-creation with supplier, value co-creation with
competitor, and value co-creation with retailer) and operational performance (OP) relationship, while
internal environmental support (IES) has a positive regulating effect on co-creation behavior and
the relationship between financial performance (FP) and innovative performance (IP), indicating
that a good internal enterprise environment has a positive effect on improving enterprise financial
performance and innovation performance, but has little effect on operational performance. This shows
that managers’ attention to green products can promote enterprises to invest more innovation costs
in the research and development of green products to improve the innovation performance of the
enterprise. At the same time, the higher the degree of digitalization the enterprise has, the less the cost
of replacing green products, so the financial performance is higher.

6.4. Theoretical Implications

This paper empirically analyzed the influence of different value co-creation modes on the enterprise
performance of the supply chain and contributes to green supply chains and value co-creation literature
in many ways. First, this paper studied the green supply chain from the perspective of value co-creation,
while most of the current studies on value co-creation are based on the general supply chain. Second,
this paper selected different types of value co-creation behaviors between manufacturers, suppliers,
competitors, and retailers on the factor selection of value co-creation behaviors. Third, this paper
considered the regulating effect of the internal environment and external environment. In the internal
environment, this paper innovatively analyzed the impact of digital capability on the performance of
the green supply chain of enterprises, which is more comprehensive than the related studies in the
previous literature. Fourth, unlike the previous literature, which focused more on the influence of
financial performance, this paper analyzed it from the three aspects of operational performance, financial
performance, and innovation performance in order to evaluate the influence of value co-creation in
green supply chains on enterprise performance from multiple aspects. Finally, the empirical research
of this paper paid more attention to the interaction between the model of value co-creation and other
influencing factors (such as internal and external environmental factors), which is unlike many studies
in previous research that only focused on the single influence of the model of value co-creation.

6.5. Managerial Implications

This study has some valuable management implications for manufacturers and governments. First,
manufacturers should actively adopt a green strategy, which has a positive effect on promoting value
co-creation behavior between manufacturers and their suppliers, competitors, and retailers. Second,
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manufacturers should actively seek friendly cooperation with other firms, which can help improve
the performance of firms such as financial performance, innovative performance, and operational
performance. Finally, the internal and external contextual factors of firms play a regulating role in
the mechanism of co-creation in the green supply chain. Therefore, the government should increase
the publicity of environmental protection awareness, guide the demand of firms and consumers for
green products, and create a good policy and consumption environment to reduce the pressure of
supply chain enterprises. Firms should strengthen their managers’ understanding of green production,
improve the level of digital management, establish friendly cooperative relations with upstream and
downstream enterprises in the supply chain, and improve the internal environment to promote green
value co-creation behavior in the manufacturing supply chain and improve the performance of firms.

7. Limitations and Future Research Lines

This article has some contributions in theory and practice, but still has some limitations. First
of all, the research object of this paper was domestic manufacturing firms, and there was no further
subdivision of enterprise type. Different types of manufacturing firms may face different situations.
Second, this paper only considered the co-creation behavior of two subjects in the supply chain, while in
actual operation, there may be more possibilities for the value co-creation behavior of firms. In addition,
from the perspective of organizational behavior and psychology, there is a certain gap between the
subjective perception of managers and the actual situation of the company during the investigation
process, which may lead to the conclusion of this article not being objective and unscientific [93].

Based on the main findings and limitations, we propose several questions that can be explored in
depth in future studies. First, the research object can be determined in more segmented manufacturing
enterprises such as automobiles, electronic parts, electrical appliances, etc. to make the empirical results
more accurate. Second, we can consider the impact of value co-creation between multiple entities in the
supply chain or between enterprises and the government on enterprise performance. Third, the model
can be considered to add coordination variables and control variables such as product diversity and
corporate reputation to make the model more fully studied. Fourth, we can consider expanding the
sample size and can choose enterprises from different countries or regions for comparison such as
comparing the implementation effect of value co-creation between Chinese enterprises and enterprises
from developed countries. Perhaps due to the differences in national policies and development
environment, we will obtain unexpected research conclusions.
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Appendix A

Table A1. Measurement items.

Factor Measured Variable Item

Green strategy (GS)

Managers are very willing to implement the green supply chain
strategy. GS1

Select environmentally friendly suppliers. GS2
Can carry out green design and green production for products. GS3
Can pay attention to the principle of resource conservation of

environmental protection. GS4

Advocate that consumers choose green products that are not polluted
or contribute to public health. GS5

Try to reduce the generation of harmful substances. GS6
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Table A1. Cont.

Factor Measured Variable Item

Value co-creation with supplier (VCS)

Can adopt positive attitude and cooperative behavior with suppliers. VCS1
Can jointly design products and systems to meet production

requirements. VCS2

There are norms about the relationship of responsibility, right, interest
and some behaviors. VCS3

Can establish the mechanism of interest distribution. VCS4

Value co-creation with competitor (VCC)

Can adopt positive attitude and cooperative behavior with competitors. VCC1
Can share information, technology and resources to improve

competitive advantage. VCC2

There are norms about the relationship of responsibility, right, interest
and some behaviors. VCC3

Can establish the mechanism of interest distribution. VCC4

Value co-creation with retailer (VCR)

Can adopt positive attitude and cooperative behavior with retailers. VCR1
Can receive retailers’ feedback in time and let retailers participate in

product design and development. VCR2

There are norms about the relationship of responsibility, right, interest
and some behaviors. VCR3

Can establish the mechanism of interest distribution. VCR4

External Environmental
Pressure (EEP)

Legal Pressure (LP)

There are national laws, regulations and standards on environmental
protection of manufacturing firms. LP1

There are local laws, regulations and standards on environmental
protection of manufacturing firms. LP2

There are laws, regulations, and standards related to environmental
protection in market. LP3

Relevant departments strengthen the supervision and management of
firms’ compliance with laws, regulations and standards related to

environmental protection.
LP4

Law enforcement personnel increase the punishment for firms that
violate relevant laws, regulations and standards. LP5

The government has increased financial subsidies to reduce the
pollution and damage of firms to environmental resources. LP6

Relevant policies issued by the government strongly support the
sustainable development. LP7

Consumers’ Pressure(CP)

Consumers’ social responsibility and awareness of environmental
protection are enhanced. CP1

Consumers’ expectations and requirements for green products and
product safety increase. CP2

The export of products shall meet the environmental protection
standards and safety standards. CP3

Consumers require us to have a good social and environmental image. CP4
Non-governmental organizations advocate social responsibility and

environmental protection. CP5

Competitors’ Pressure (CmP)

Leading firms in the industry have begun to implement sustainable
supply chain management. CmP1

Firms in the industry that have implemented sustainable supply chain
management perform well in terms of environment,

society and economy.
CmP2

Most firms in the industry have begun to implement sustainable supply
chain management. CmP3

Suppliers’ Pressure (SP)

Suppliers pay more attention to environmental protection. SP1
Suppliers put forward environmental protection requirements for

the firms. SP2

The firm has reached certain environmental partnership with suppliers. SP3
Suppliers can provide environmentally friendly or recyclable

raw materials. SP4

Suppliers can provide environmentally friendly or recyclable raw
material packaging. SP5

Internal Environmental
Support (IES)

Managers’ attitude (MA)

Top management believes that environmental protection is an
important part of corporate strategy. MA1

Senior managers support activities to improve social responsibility and
environmental performance. MA2

Top managers pay attention to corporate social responsibility and
require corporate behavior to meet environmental requirements. MA3

Senior managers are directly responsible for the work of
firm environment. MA4

Supply chain relationship
(SCR)

Firms and government departments have established friendly relations
at various levels. SCR1

Firms and major suppliers have established friendly relations at
multiple levels. SCR2

Different departments of the firms have established friendly relations at
multiple levels. SCR3

Firms and distributors have established friendly relations at
many levels. SCR4

Firms and retailers have established friendly relations at many levels. SCR5
Firms and suppliers have established friendly relations at

multiple levels. SCR6
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Table A1. Cont.

Factor Measured Variable Item

Digitalization capability (DC)

Managers have digital leadership. DC1
Firms have more information professionals. DC2

Digital facilities and information systems are widely used. DC3
The business object of the enterprise has been digitized by means of

mobile technology, etc. DC4

Can conduct digital contact analysis on the business of the enterprise. DC5
Business events and business decisions are driven by data analysis

and algorithms. DC6

Firms have digital based business model innovation. DC7
Firms’ IT capability can support digital transformation. DC8

Operational performance (OP)
Customer service level of the company has been improved. OP1

The company’s responsiveness has been improved. OP2
Decrease in customer complaints. OP3

Financial performance (FP)

Market share expansion. FP1
Increase in revenue. FP2

Decrease in total operating costs. FP3
The return on assets of has been improved. FP4
The inventory turnover cycle is optimized. FP5

Innovative performance (IP)

Often take the lead in launching new products/services in the industry. IP1
Often take the lead in applying new technologies in the industry. IP2

Cost increase of the manufacturer’s investment in product
transformation and innovation. IP3

Increase in the manufacturer’s intellectual property (including
application for patent, trademark and design, etc. IP4

The manufacturer’s innovative products have a good market response. IP5
Increase in sales revenue of innovative products. IP6

The manufacturer’s innovative products are highly irreplaceable. IP7
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Abstract: In this paper, we investigate the transition to clean energy technologies in the Boston area,
as perceived through the lens of strategic niche management. The main goal of the study was to
assess the role of policy in fostering/hindering the development of the clean energy niche and the
complete deployment of clean energy technologies in this area. Using argumentative discourse
analysis, our research showed that the clean energy niche in the Boston area is generally perceived
as strong and dynamic. However, the public de-legitimizing narrative identified gaps at the policy
level that include, among others, the limited engagement of the local and federal government in
breaking through well-established practices and regulatory frameworks, funding, and infrastructure.
These gaps are likely to delay the market uptake of clean energies in this area.

Keywords: socio-technical transition; strategic niche management; clean energy technologies;
argumentative discourse analysis; innovation policy

1. Introduction

Clean technologies are defined as “all the techniques, processes, and products that are of
importance in preventing or reducing the burden on the environment” [1]. They compete directly with
the older and more traditional technologies employed in existing infrastructures, which are often less
expensive (due to scale economies), more stable, and more widespread in the market. These rivalry
aspects are detrimental to the market uptake of clean technologies and must therefore be mitigated by
policies that incentivize the shift to a more sustainable society. Moreover, many older infrastructures
are associated with significant sunk costs that cannot be recovered by incentives alone. For this reason,
infrastructural restoration for clean technologies requires public support [2,3]. Furthermore, as clean
technologies lack long-term research support, they are frequently considered risky and unattractive to
private investors. Finally, public investment in sustainable innovations is a strategic policy decision
that might be undermined by short-sighted political actions [4].

Against this background, the main goal of the present study was to map policies and assess
their role in fostering or hindering the emergence of the clean energy niche and the deployment of
clean energy technologies in the Boston area. (Note: The Boston area comprises the city of Boston,
the city of Cambridge, the city of Somerville, neighboring cities and surrounding suburbs—all of
which are home to numerous universities, research centers and firms. The Boston area is neither a
statistical nor an administrative unit; rather, it is a delimitation of eastern Massachusetts (US) that is
commonly used in scientific papers and thus suitable for the present study. In accordance with Berry
et al. [5] and Owen-Smith and Powell [6], we define the Boston area as a functional economic area
with a certain gravitational and commuting influence on its surrounding areas. With this geographical
focus in mind, we attempt here to illustrate the historical evolution of the development of the area’s
clean energy niche.)We selected the Boston area because it is considered a leading region in research
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and innovation relating to clean energy technologies (classified as second in the US) [7]. Nonetheless,
this area generates only 10.5% of its net electricity from renewable energy resources; this is less than
the US average (15.9%) [7], showing a mismatch (or incomplete transition) between technological
development and deeper societal changes.

In our study, we investigated the transition process to clean energy technologies in the Boston
area using the lens of strategic niche management (SNM). This perspective links the emergence and
empowerment of technological niches to interactive learning processes and institutional changes [8,9]
(Note: Bearing in mind the regional dimension of the case study, the Boston area clean energy transition
could be equally understood through the framework of regional innovation systems (RIS), as this area
possesses “significant supralocal governance capacity and cohesiveness,” which differentiates it from
the national context and that of other regions [10] (p. 480). RIS “opened up the way to exploring the
extent to which innovation processes at regional level could be defined as systemic” [10] (p. 489) and,
in this sense, is associated with both innovation research and regional science. However, RIS falls short
in capturing the broader perspective of transition from an incumbent system to a more sustainable one
by means of socio-technological change [11,12]. In fact, innovation systems provide only a narrow
definition of socio-economic factors, disregarding the fulfillment of societal functions as a driver of
innovation processes [11,13]). In socio-technical transitions, the emergence of a technological niche
is not conceived as a technology push process, but one that is triggered by the interactions between
technology, user practices, societal needs, and regulatory structures [14]. In the successful evolution of
a niche, SNM involves three internal mechanisms [9,14,15]:

(i) the convergence of future expectations, in order to overcome the initial lack of confidence in
innovation and to attract attention, thus legitimating niche development;

(ii) learning processes, which reduce uncertainties around innovations by increasing formal and
informal knowledge on several dimensions (i.e., technical, social and environmental, cultural,
economic, regulatory); and

(iii) networking, in order to build a community of supporters, facilitate stakeholder interactions and
bring in (financial, human, physical) resources for niche development.

The destabilization of incumbent socio-technical systems and associated institutional structures is
generated by the emergence of innovative and sustainable socio-technical configurations that receive
increasing political support [16]. Furthermore, the process of creating legitimacy plays a pivotal role in
boosting the maturity of socio-technical niches [17,18] by expanding the network of supportive actors.

Socio-technical transitions are not simple and linear, but complex and long-term transformations
of socio-technical systems influenced by numerous dimensions at different levels of development [19],
guided by sustainability goals and policies [16]. In these uncertain transitional environments, policy
plays an important role in providing direct infrastructural support and building economic and
regulatory framing conditions for the development and diffusion of sustainability innovations [17].
The transition to sustainable socio-technical systems can only be accomplished with the support of
innovation policy (see, e.g., [20–22]). However, policy interventions maintain a conflicting position:
on the one hand, they are crucial for building favorable conditions for niche maturity by boosting
niche internal mechanisms; on the other hand, they are affected by path-dependent institutions and
incumbent lobbies.

According to Markard et al. [16] policy affects socio-technical systems and their sustainability
transitions in different ways. First, policy contributes to the development of innovations and
technologies by means of knowledge generation and diffusion. From a deployment and diffusion
perspective, policy plays a crucial role in market formation, regulation and the up-scaling of emergent
socio-technical systems. Second, policy can contribute to destabilizing established socio-technical
systems by removing subsidies and/or increasing taxes on traditional technologies.

In a study examining the role of policy in supporting energy democracy in the US, Burke and
Stephens [23] identified four policy categories pertaining to socio-technical transitions. The first
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category, regulatory context, lays the ground for the implementation of further ad hoc policies boosting
the diffusion of renewable energies. This category includes renewable energy standards, green public
procurement and community benefit agreements, among other regulatory instruments. An additional
policy category concerns financial inclusion measures, or financial instruments and monetary incentives
that promote energy system changes. The most important instrument in this category is the feed-in
tariff (FIT), which guarantees a long-term minimum fixed purchasing price for renewable energy.
Other instruments may relate to green subsidies, on-bill financing and repayment programs, public
bonds, carbon tax-and-invest programs and cooperative financing. A third policy category pertains to
economic institutions, in the form of new socio-economic institutions and economic opportunities for
communities. This category focuses on communities’ and/or public actors’ ownership of renewable
energy systems. Policy instruments in this category include renewable energy cooperatives and the
re-municipalization of public assets, such as water, sewage and electricity systems. Finally, the fourth
policy category consists of new energy system institutions, which support and facilitate institutional
change in the energy system. This category includes policy instruments concerning microgrids and
democratized grid management, energy regions and sustainable energy utilities.

The necessity of and commitment to a transition to sustainable innovation has dominated the
discourses of global and local actors; this is particularly true in the US, where industrial production
still depends to a very large extent on non-renewable energy resources. Socio-technical transitions
entail political negotiation [24,25] between stakeholders with conflicting positions and opinions; such
negotiation depends on the framing and definition of the institutionalizing process of innovation [26].
Indeed, the sustainability transition is shaped by social values and political discourse, and further
nuanced by stakeholders’ differing perceptions of sustainability issues, goals and policies. Accordingly,
in the present study, we used argumentative discourse analysis (ADA) to examine the discourse of key
actors concerning the role of policy in the development and deployment of clean energy technologies
in the Boston area.

The research investigated the way in which constellations of actors legitimized or delegitimized
innovations within transition episodes in terms of multi-dimensional discursive interactions. The aim
was not to provide a deterministic view of the transition dynamics, but to explain the differing
perspectives of the conflicting actors and to link narratives at the micro level to discourse at the macro
level, which influences collective knowledge and discursive events. To this end, our investigation:
scrutinized dominant discourses relating to the clean energy transition in the Boston area; framed
innovations within discrete narratives (with a particular focus on narratives about the role of policy
interventions); and assessed any enduring narratives that could obstruct the sustainable transition to
clean energy technologies in the Boston area.

2. Materials and Methods

Moving within this framework, we investigated the transition process to clean technologies in
the Boston area by applying argumentative discourse analysis (ADA), as proposed by Hajer [26] and
subsequently developed by Hajer and Versteeg [27]. This analysis of discourse and narratives has
been applied by many scholars to describe a problem, identify solutions and mediate between actors’
positions in the transition process [28–35].

ADA is a valuable methodology for critically examining the environmental discourse embedded
in the analysis of energy policies. For instance, by examining the discourses of key actors, ADA exposes
contradictory narratives and conflicts formed around particular opinions. The main component of
ADA is the storyline, which is a narrative sustained by a socio-political coalition that plays a crucial role
in “clustering of knowledge, positioning of actors, and ultimately, in the creation of coalitions amongst
the actors of a given domain” [26]. Storylines within an environmental discourse are characterized
by specific emblems or “issues that dominate the perception of the ecological dilemma in a specified
period” [26]. Since storylines emerge between and within political boundaries and do not conform to
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specific political and institutional settings, they are very helpful in investigating the influence of policy
on niche maturation, by revealing the hegemonic ways in which environmental conflicts are argued.

Hajer [26] defines 10 tasks of ADA, which are generally summarized in three main steps. The first
step consists of making a preliminary assessment of the context and its development by analyzing
written documents and official communications. This provides an overview of the developmental
process, which is later enriched with further information or reframed by the interviews conducted
in the second step [26]. In the present study, to explore the context of clean energy technologies in
the Boston area, we reviewed reports, industry roadmaps, empirical studies and analyses [36–44],
as well as official websites [45–55]. This enabled us to identify concepts and ideas that structured
the discourse.

The second step of ADA consists of interviewing key players in order to collect more information
on specific events. In our case, the relevant event involved the sustainability transition towards a clean
energy sector. As a result of the preliminary assessment, we identified five key actors involved in clean
energy technologies in the Boston area. Each actor was asked to provide at least two names of other
relevant actors. After examining the suggested actors’ profiles, we identified seven additional actors.
In this way, we built a final list of 12 key actors, with whom we conducted formal interviews using a
qualitative, semi-structured questionnaire (see Appendix A). The interviews were conducted between
June and July 2016. Figure 1 presents a graphic representation of the types of actors interviewed
in this step, differentiated between core and peripheral actors. Table 1 provides the full list of the
interviewed actors.

Figure 1. Core and peripheral actors. Source: Authors, based on Rosenbloom et al. [28].
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Table 1. List of key actors’ organizations.

Niche Actors Peripheral Actors Policy Actors

Clean-Tech Officer—Technology
Licensing Office, MIT

Clean-Tech
Officer—Massachusetts

Technology Transfer Center

Manager of Grant
Programs—Massachusetts Clean

Energy Center

Clean-Tech Officer—Center for
Research Innovation, Northeastern

University

Board Member—Venture Café
Foundation

Senior Cluster Development
Specialist—EPA Office of Research

and Development

Clean-Tech Officer—Harvard
Office of Technology Development

Board Member—New England
Water Innovation Network

Program and Research
Analyst—Innovation Institute

(Massachusetts Technology
Collaborative)

Manager of Projects in Innovation
and Industry

Support—Greentown Labs

Director of OTA—Executive Office
of Energy and Environmental

Affairs
Director of Real Estate—Boston

Redevelopment Authority

Source: Authors.

As shown in both Figure 1 and Table 1, four of the selected actors were classified as part of the
“core” of the clean energy niche, given their role in developing and diffusing the innovative technology.
This group was composed of actors from three technology transfer offices (Harvard University, MIT,
Northeastern University) and one clean technology business accelerator (Greentown Labs). The second
column of Table 1 indicates three peripheral actors at the “fringe” of the niche [28] (p. 1279); these actors
participated in initiatives promoting the development and deployment of clean technologies, but were
not directly involved in either the niche or relevant policy (New England Water Innovation Network,
Venture Café Foundation, Massachusetts Technology Transfer Centre). For instance, some of these
actors engaged in technology transfer and the promotion of new technologies and start-ups in support
of other niches. The third and final group of interviewees, who are not reflected in Figure 1 because
they operate outside of the niche, was composed of five actors at the policy level (Massachusetts Clean
Energy Centre, Environmental Protection Agency (EPA), Massachusetts Technology Collaborative:
Innovation Institute, Executive Office of Energy and Environmental Affairs: Office of Technical
Assistance and Technology (OTA); Boston Redevelopment Authority); these actors are grouped in the
third column of Table 1. Within each organization, the selection of interviewees was made on the basis
of interviewees’ strategic role (e.g., manager of grant programs, innovation projects, industry support,
clean technology, etc.).

To complete the ADA, a third and final step was undertaken, involving the analysis of particular
events or incidents that emerged from the reviews and interviews. The aim of this step was to validate
the reliability of the storylines, given the controversial opinions and experiences they contained. To this
end, we analyzed the interviews and documents, querying all relevant discourse elements and events.

By following these three steps, we identified a dominant storyline concerning the flourishing
dynamics of the clean energy niche. We also identified two struggling storylines: one legitimizing
the crucial role and commitment of public intervention in the development of the clean energy niche,
and another delegitimizing the engagement of public bodies, showing a lack of niche power to break
through the incumbent market. In Section 3, we present the identified storylines along with illustrative
quotes from the interviews.

3. Results

Building on the theoretical and empirical framework depicted in the previous sections, we will
now illustrate the identified discourse surrounding clean energy technologies in the Boston area.
The storylines that emerged in the research highlighted two specific trajectories:
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1. How actors recognize the presence of a clean technology niche; and
2. How actors frame the policy context in which this niche innovation is developed and deployed.

We placed the main storyline within the first trajectory. Within the second discourse trajectory,
we placed two other storylines: one legitimizing the role of public intervention and another
delegitimizing its commitment. In the following subsections, we discuss these three storylines
in some detail.

3.1. Dominant Storyline

Overall, most actors expressed the need to shift to a cleaner energy system, and thereby commit
to more sustainable production. As emerged from the discourse analysis, the adoption of the Green
Community Act in 2008 was considered the breaking point with traditional energy production.
This event was found to significantly influence the development of this dominant storyline, regarding
the current development of clean technologies.

STORYLINE 1: Clean energy technologies are central to a thick network that exchanges knowledge
and engages for a cleaner common future.

In this storyline, we identified all three mechanisms characterizing the development of the clean
energy niche in the Boston area (Table 2). According to SNM, one of the main mechanisms for the
development of an innovative niche is building a common vision through shared expectations. On the
one hand, universities use the commercialization of research and patents to encourage social use of
their inventions; on the other hand, the state adopts environmentally friendly laws and incentives for
more energy efficient and cleaner production (e.g., the Commonwealth’s 2016–2018 Three-Year Energy
Efficiency Plan, the Affordable Access to Clean and Efficient Energy Initiative, etc.) [46]. The annual
Industry Report of the Massachusetts Clean Energy Centre (MassCEC) [36] mentions specific goals:
“In August 2008, Massachusetts required all economic sectors to reach a 25% reduction in GHG
emissions by 2020 and an 80% reduction by 2050 under the Global Warming Solutions Act,” becoming
“one of the first States in the Nation to move forward with a comprehensive regulatory program
to address climate change.” Moreover, the private sector “continues the trend of becoming more
‘pure-play’, meaning that all of their activities are clean energy related” [55].

The achievement of this goal at all levels is driven by knowledge creation and sharing, which
consists of local learning processes and investment in human capital and a specialized labor force.
The interviewed actors focused particularly on research and innovation, for two reasons: first,
the development of clean energy technologies requires intense research to generates radical innovation;
and second, as mentioned above, the Boston area is characterized by a high number of academic
research institutions conducting theoretical and applied clean energy research. More specifically,
since the US government adopted the Bayh-Dole Act in 1980, universities have become key actors
of innovation by commercializing their research to firms operating in the market. MIT’s Technology
Licensing Office files approximately 200 patents each year, but only a quarter of these relate to clean
technology. Both MIT and Northeastern University license half of their filed patents to existing
companies, and 20–25% of these result in spin-offs. These institutions have engaged in an intense
transfer of mature technology, amounting to 147 patents awarded to 36 companies working with
pre-commercial products, 229 patents awarded to firms focusing on energy efficiency and 25 patents
awarded to firms working exclusively with energy goods and services [36]. Grentown Labs, a clean
technology accelerator, has filed 32 innovative patents and supported nine university-born companies.
On the other hand, according to Venture Café, there remains a dire need for technology transfer: “Clean
energy in the Boston area is composed by small companies; there are no large companies yet. Therefore,
technology transfer is really important because all the research and innovation comes from universities.
Small companies don’t have budget for research.”

Indeed, knowledge sharing and technology transfer in the Boston area represent a regional
competitive advantage that is disseminated through networked actors. Collaboration and networking
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are quoted as incentives, either for the location of clean energy companies in Boston or the success of
clean energy development. Indeed, one-third of the patents filed at MIT are developed in collaboration
with other universities or companies at which their students are likely to find employment. Also,
according to the respondent at Greentown Labs, their success depends on their dense network,
composed of 102 host start-ups and mature and specialized companies, with expertise in topics ranging
from IP to tax filings, fundraising and clean energy technology.

Table 2. Overview of the dominant storyline.

Dominant
Storyline

Clean Energy Technologies Are Central to a Thick Network that Exchanges Knowledge
and Engages for a Cleaner Common Future

Key
narratives

Universities, industry and
public bodies share common
expectations and work for a

cleaner future

Knowledge creation, local
learning processes and
technology transfer are

unique to the Boston area

Networking is an asset for
the location of clean energy

companies in the Boston area

Source: Authors.

3.2. Legitimizing and Delegitimizing the Role of Policy

The core message of the dominant storyline pertains to the existence of a dynamic and sufficiently
mature clean energy niche with a thick network of actors engaged in learning processes and knowledge
exchanges. Moreover, a common thread throughout this storyline is the need for public institutions and
actors to proactively exert pressure upon the incumbent energy regime, prompting the deployment of
clean energy technologies. We investigated this aspect further by identifying two additional storylines
about the role of policy in niche development.

STORYLINE 2: Public intervention is everywhere.

The second storyline is based on three key narratives relating to policy intervention areas in
support of the clean energy niche: the regulatory framework, funding for knowledge creation and
sharing, and infrastructures for a collaborative environment. Such policy interventions, which aim
at developing an environmentally friendly regulatory framework in the Boston area, account for a
significant number of laws and regulations concerning air quality, toxic and hazardous substances,
waste and recycling. One particular example is the Toxics Use Reduction Act (TURA), which receives
support from both industry and environmental groups. This Act requires companies to analyze and
report their annual chemical use, quantifying the chemical content in the final product, the chemical
content released into the environment at the end of the production process and any waste treatment
performed. Furthermore, it requires companies to draw up long-term pollution reduction plans.

The TUR Institute, located on the Lowell Campus of the University of Massachusetts, is tasked with
meeting TURA’s goal of developing innovative techniques for cleaner production. As stated by the OTA
interviewee: “the Institute is engaged in alternative assessments, in research developing alternative chemistries
and in evaluation of alternative technologies in order to complete their program of technology transfer.”

Moreover, following the Green Communities Act of 2008, the Massachusetts government
now promotes the development of renewable energy, energy efficiency and conservation, “green
communities” and the implementation of Regional Greenhouse Gas Initiatives. This Act aims at
reducing the costs of renewable energies for consumers and “increase[ing] generation from low or
zero-carbon resources within Massachusetts” [43]. The Green Communities Program, instituted
by this Act, provides incentives to municipalities that engage in energy efficient and renewable
technology. Furthermore, the Pioneer Valley Planning Commission Sustainability Toolkit mentions
that the Green Communities Division of the Department of Energy Resources shall provide “up to
10 million dollars per year state-wide in technical and financial help to the communities involved.”
A portion of this money is raised by the Regional Greenhouse Gas Initiative (enacted under the
same Act), which draws on market-based cap-and-trade CO2 emissions. The emission allowances
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issued under this initiative are auctioned, and the generated funds are used for zero-interest loans for
municipal energy-efficiency projects.

With respect to knowledge creation and sharing, the Green Jobs Act, adopted in 2008, designated
“125 million dollars to train about 30,000 people in green collar jobs” [47]. In order to achieve this goal,
the Act instituted the MassCEC, which became “the most important quasi-public agency in job creation and
for the economic development of the clean energy industry.”(Interviewee from the MTTC.) Indeed, both the
MassCEC and the Innovation Institute have programs in place to support students who are transitioning
to the labor market, “because Boston has a high rate of international students who would chose to
work in the Boston area only if there is a good work environment.”(Interviewee from the Innovation
Institute.) Similarly, the MassCEC Workforce Development Programs aim at increasing awareness of
clean energy job opportunities and placing job seekers in clean energy jobs in Massachusetts [36]. Since
2011, this organization has placed “more than 1300 interns at over 250 companies which have received a
reimbursement of $14/h for the internships.” (Interviewee from the MassCEC.)

Moreover, according to technology officers from MIT, Harvard University and Northeastern University,
80–90% of the research at these universities is publicly funded, with most of the funds granted by the NSF
and NIH for basic research. However, the MassCEC and SBIR are key actors in placing their students in
green collar jobs, commercializing their staff’s clean patents and funding their inventors’ spin-offs.

Considering that Massachusetts’s basic research at universities, research institutes and hospitals
is worth $4.5 billion, in 2003, the state legislature created and funded the Massachusetts Technology
Transfer Centre (MTTC). The MTTC aims at improving knowledge generation and the diffusion of
innovative technologies. While it does not provide funding, it supports universities’ technology transfer
offices, assists institutions that do not have their own technology transfer office and develops programs
in collaboration with the MassCEC and the Massachusetts Technology Collaborative (MassTech)—both
quasi-public agencies that provide financial support for MTTC programs.

The MassTech provides capital funding grants with a co-participation of one-third (up to $5 million)
on projects relating to innovation development. It generally funds non-profit institutions—especially
universities—that collaborate with private companies or for-profit institutions (Interviewee from
the Innovation Institute). To confirm its role in the up-scaling of the emergent clean energy system,
the MassCEC implements many grant programs, targeting university innovators and start-ups as well
as growing companies, and provides pilot test areas for GTL companies. Table 3 summarizes the
MassCEC grant programs that support the development of new clean energy technologies.

Table 3. MassCEC grant programs.

Grant Program Target Grant Amount

Catalyst To help researchers and young companies develop
prototypes and proof-of-concept studies

$2.1 million to
55 companies

AmplifyMass To support Massachusetts-based awardees of ARPA-E
(Advanced Research Projects Agency-Energy)

$3 million to
14 awardees

AccelerateMass To support graduates in transitioning out of accelerator
programs

$50,000 in phase 1,
$100,000 in phase 2

InnovateMass
To help young clean energy and water companies overcome

financial barriers to commercializing products and
technologies

$2.2 million to
19 companies

DeployMass To help companies seeking a first or early customer to
validate the commercial readiness of their technology up to $160,000

Direct Equity
Convertible Debt

Investment
To help early stage companies average investment

of $500,000

Venture Debt
Investment Program

To fill funding gaps for clean-tech companies seeking
venture debts but unable to attract private venture capital $100,000 to $1 million

Source: Authors, based on data from MassCEC [54].
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At the federal level, Small Business Innovation Research (SBIR) is a special program of the Small
Business Association (SBA), which supports the creation of spin-offs. In particular, the SBA funds
small companies that collaborate with universities, with funding also provided for the universities.

Public intervention also targets infrastructure in support of a collaborative environment. At the
local level, the city of Somerville is building fabrication laboratories that are small makerspaces in high
schools. Also, to stimulate innovation, Somerville is providing physical connections, in addition to
economic ones. As highlighted by MIT and stated by Harvard representatives in Cambridge: “the State
of Massachusetts and the municipalities of Boston and Cambridge have an economic development
project for the creation of an innovation district and their engagement focusses particularly in
infrastructural works of connecting Kendall Square with the rest of the area by the bridge and
the red line.”

Incubators and accelerators represent important infrastructure for start-ups and innovative
companies in the Boston area. Some examples include the Cambridge Innovation Center (hosting
600 new companies), the Roxbury Innovation Center (situated in a marginalized neighborhood),
Venture Café, MassChallenge and the Boston Innovation Center, which are all supported by the state
of Massachusetts as well as local municipalities, as part of their innovation policy initiatives. All of
these co-working spaces support start-ups in preparing business plans and networking with strategic
partners, mainly for mentorship and resources. Furthermore, in 2015, the city of Boston launched
an initiative involving a “startup czar.” This czar, named by the municipality, has a background in
planning and is tasked with analyzing the city’s opportunities for welcoming start-ups and providing
them with, in particular, physical connections (Interviewee from the Greentown Labs).

Table 4 summarizes the three key narratives of Storyline 2 related to policy intervention areas in
support of the clean energy niche.

Table 4. Overview of Storyline 2 on legitimizing public engagement.

Storyline 2 Public Intervention Is Everywhere

Key
narratives

Adoption of significant
number of environmentally

friendly laws and
regulations

Availability of (public) funds
for knowledge creation and

sharing in clean energy

Public intervention also
targets infrastructures for a
collaborative environment

Source: Authors.

Most actors perceived the general framework of public engagement in the development of
innovative technologies as rather positive and supportive of the emergence of the clean energy niche.
However, the discourse analysis uncovered some hurdles in the maturation of the clean energy niche
and the deployment of these technologies in the Boston area, as reflected in the third storyline.

STORYLINE 3: diffusion of clean energy technologies in the Boston area is limited by
incumbent barriers.

This final storyline represents the interviewees’ discourse in response to the questions: “In your
opinion, which is the level of diffusion of clean energy technologies stemming from research in this
field, as used by companies and households, respectively? For what reason(s)?” The concepts and
ideas that emerged in the discourse mainly concerned the limited policy commitment to break through
well-established practices and regulatory frameworks, the lack of public programs and policy support
for attracting venture capital to up-scale innovations and the lack of infrastructural interventions for
the commercialization of clean energy technologies (Table 5). Accordingly, this storyline significantly
reframes the role of policy in the clean energy transition in the Boston area.
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Table 5. Overview of Storyline 3 on delegitimizing public engagement.

Storyline 3
Diffusion of Clean Energy Technologies in the Boston Area Is Limited by

Incumbent Barriers

Key
narratives

Scarce commitment of policy
to break through

well-established practices
and regulatory framework

Lack of public programs and
policy support to attract
venture capital for the
market uptake of clean

energy technologies

Lack of infrastructural
interventions for the

commercialization of clean
energy technologies

Source: Authors.

The storyline rightly assumes that clean energy technologies are based on radical innovations
that demand change in well-established practices and regulatory frameworks. The interviewed actors
perceived limited policy commitment to increasing awareness and improving regulations to support a
trustworthy and long-term transition in the Boston area. Indeed, the adoption of the Energy Policy
Act in 2005 by the US government intended to extend federal production tax credit to renewable
energies. The creation of this policy involved varying public and private stakeholders concerned with
environmental regulation and incentives. However, although initially promising, the Act had no real
effects (regulatory or otherwise) on the energy sector. In fact, according to the Union of Concerned
Scientists [56], the $14.5 billion provided for the implementation of the bill was spent mainly on nuclear
and fossil fuel; only 9% was spent on renewable energy and 21% on energy efficiency. Moreover,
community-driven innovations such as Greenovate (which promotes bike sharing and solar panels) are
not necessarily attractive and struggle to establish shared practices. Consequently, these innovations
are unlikely to become established in the market, unless policy intervenes with regulations aimed at
raising awareness and forming new markets, for example through State purchasing and procurement.
This is the main reason why only 30–50% of university patents are commercialized (Interviewee from
the OTA).

Lack of resources also limits the up scaling of clean energy technologies, thereby hindering
their ability to gain purchase in the market. Policy has failed to build long-lasting public–private
partnerships and to financially plan innovative activities: “15 years ago, there was a program called the
Strategic Technology Environmental Partnership (STEP). Its purpose was to take new clean technologies
and make the proof-of-concept for commercialization. Once the technology was ready to be deployed,
we proposed it to the companies. The program no longer exists, mainly because of lack of resources
and change of administration.” (Interviewee from the OTA.) Indeed, incentives that support the clean
energy sector in the Boston area depend heavily on the governing party. However, there is a mismatch
between the horizon of clean energy development and the horizon of political turnover; this increases
the uncertainty of clean energy, making it less attractive for venture capitalists (Technology officer from
MIT). Although venture capitalists are key for the flourishing of innovation activities in the US private
sector, they are not particularly attracted to and active in the clean energy market due to its risky
nature [2]. US states (with the exception of California) tend to be conservative with venture capital, due
to the long-time horizons involved. In particular, the transition to clean energy technologies cannot
occur in the short term (Interviewee from the EPA). This is one of the reasons why companies are
afraid of investing in clean energy technologies, as they are unsure whether such technologies will
prove sound investments over the long term.

With respect to infrastructural interventions for the commercialization of clean energy,
the interviewed actors recognized a lack of policy. Massachusetts is highly dependent on external
sources, considering that the state’s energy consumption exceeds its production. The state does not
produce any petroleum, coal or natural gas, yet its net electricity generation is 73.3% dependent on
natural gas, 0.3% dependent on petroleum, 3.7% dependent on coal, 14.5% dependent on nuclear energy,
and only 5.7% dependent on renewables (mainly hydroelectric and biomass) [7]. Moreover, Boston—the
largest city in the state—has the oldest active port in the US; this port has petroleum product terminals
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and the only liquefied natural gas (LNG) import terminals. In addition, Massachusetts is home to the
largest coal-fired power plant in New England. This shows that state policy has mainly engaged in
infrastructure for economic development (see storyline 2), rather than infrastructure that could boost
the deployment of clean energy technologies (e.g., the MassCEC funding programs neither supply
testing areas nor build infrastructural facilities for start-ups in the clean energy technologies niche).

All of these elements, which emerged from the discourse analysis, substantially undermine the
belief that policy has embarked on a flourishing path to a clean energy transition in the Boston area.

Overall, storylines 2 and 3 seem to confirm what emerged in storyline 1—that the clean energy
niche in the Boston area is dynamic and potentially able to achieve maturity. However, these two
storylines provide two rather contrasting perspectives on this potential. On the one hand, storyline 2
stresses the role of public policy in supporting the emergence of the niche. On the other hand, storyline
3 suggests that policy has failed to support the deployment of clean energy technologies in the Boston
area due to a lack of pressure on the incumbent energy regime; thus, breakthrough of the clean energy
niche has been impeded.

4. Discussion and Concluding Remarks

Overall, our investigation showed that the clean energy niche in the Boston area is characterized
by a fast growing and dynamic innovation environment. In particular, important actors in the
quickly evolving clean energy niche are: (i) local research institutions and universities that provide
innovation, a specialized workforce, laboratories, and equipment; and (ii) technology business
incubators (e.g., Greentown Labs) and clean technology business accelerators (e.g., Cleantech Open
Northeast, Venture Café, MassChallenge), which support start-ups in developing innovative business
plans and networking with strategic partners, mainly for mentorship and resources. The activity of
these actors lays the groundwork for the emergence of an innovative niche, by means of knowledge
generation and networking. However, these actors are failing to up-scale clean energy technologies
into innovative systems and to fully penetrate the market. In addition, they are lacking in long-term
financial resources, as they are dependent on private funds and/or affected by instable political support.

Given the importance that the literature attributes to policy intervention for the development of
clean technologies, we further tested the engagement of public agencies in the Boston area in relation to
the three niche mechanisms determined through SNM. We identified a legitimizing public engagement
storyline (storyline 2) grounded on three key narratives, each reflecting a policy intervention affecting
niche mechanisms. The first policy intervention emerged from interviewees’ discourse concerning the
adoption of a significant number of environmentally friendly laws and regulations, paving the way to
a common expectation of clean energy technologies development. The second policy regarded the
availability of public funding for knowledge creation and sharing, in order to trigger actors’ learning
processes. Finally, the third policy targeted infrastructures for a collaborative environment to support
networking among actors—both within and beyond the niche.

However, the narratives in the public delegitimizing storyline (storyline 3) identified gaps at the
policy level that, according to the respondents, hindered the upscale of clean energy technologies,
and thus the development of the clean energy niche in the Boston area. These gaps related generally
to three major pitfalls in the public strategy for developing the clean energy niche: (i) state policy
engaged more in adopting new laws rather than harmonizing regulation to destabilize well-established
practices; (ii) policy intervention had not yet succeeded in attracting private investment to the clean
energy sector, resulting in a dependent relation between (unstable) public funding and the market
uptake of clean energy technologies; and (iii) by only occasionally providing key infrastructures
(e.g., facilities for market-level technology deployment), policy had not yet succeeded in building an
effective commercialization program, resulting in the limited deployment of clean energy technologies
in the Boston area and hindering the clean energy niche breakthrough.

Overall, until policy designs and implements focused interventions, the emerging clean energy
niche in the Boston area, though significantly dynamic, will struggle to overturn the incumbent regime.
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This explains why, although the government has invested significantly in clean technologies research
and development, the Boston area remains at an early stage of deployment of clean energy technologies.

As a final remark, we shall suggest a possible action to overcome these pitfalls and speed up
the transition process. As noted, the clean energy sector in the Boston area is largely composed of
small companies—particularly start-ups—that are dispersed across the state. This industrial structure
has struggled to develop and, for this reason, is not attractive for venture capital investment, which
is “focused on some of the safer bets rather than on the radical innovation that is required to allow
the sector to transform society so as to meet the double objective of promoting economic growth and
mitigating climate change” [2] (p. 136). Therefore, larger amounts of public resources must be invested
to stimulate the growth of small companies. This will attract private investments, facilitating a fruitful
entrepreneurial environment and stimulating the development of dedicated infrastructures for the
deployment of innovative clean energy technologies.

One limitation of the methodological approach we have applied in this work regards the inclusion
of only local actors in the niche, while according to the socio technical transition literature, niches can
be defined as networks of both local and global actors [57–60]. In that respect, it could be important to
investigate learning processes that aggregate niches’ actors in networks generating global structures.
However, exploring global (knowledge) spillovers of the Boston area clean energy niche goes beyond
the scope of this paper—whose purpose is to assess the role of policy in fostering/hindering the
emergence of the clean energy niche and the deployment of clean energy technologies in the Boston
area—and would represent a very fertile line for future research.

Furthermore, although the policy gaps and shortfalls identified in this paper are
context-specific—grounded in the discourse of local actors—the analysis has highlighted divergent
policy needs in the different phases of niche emergence and maturation. Considering the role of actors’
perceptions and needs in transition studies, ADA could be a suitable methodology for pinpointing
context-specific needs in the energy transition process. For this reason, as an interesting and important
further line of research, we suggest that ADA be applied in developing countries that have only
recently begun to engage in energy transition pathways.
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Appendix A Outline of the Semi-Structured Interviews

- Describe your organization and the role it plays in the clean energy sector.
- What are the main drivers of your presence in the Boston area (MA)?
- Have you introduced innovative technologies and/or processes in the market, and/or filed any

patent related to clean energy technologies?

- Did you develop the innovation/patent on your own or in collaboration?
- What percentage of your R&D/innovation activity has been funded by public financial

support/private organizations?
- Have you received any other support from private or public organizations?

- Has your organization developed any kind of collaboration with other public or
private organizations?

- What kind of collaboration?

- Has public policy supported the development of clean energy technologies?
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- Through which correlated or direct activities?

- In your opinion, what is the level of development of clean energy technologies in the Boston area
(as compared to other places)?

- For what reason(s)?

- In your opinion, what is the level of diffusion of clean energy technologies in the Boston area
(compared to the R&D in this field)?

- For what reason(s)?

- Please rate the following statements on a scale from 1 (strongly disagree) to 5 (strongly agree):

(a) The legislation supports innovative activities.
(b) Special aid is available from the government for innovations.
(c) Starting up one’s own business is encouraged in Massachusetts.
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Abstract: Many developing countries suffer from high energy-import dependency and inadequate
electrification of rural areas, which aggravates the poverty problem. In this work, Al-Tafilah in
Jordan was considered as a case study, where the technical, economic, and environmental benefits
of a decentralized hybrid renewable energy system that can match 100% of the city demand
were investigated. A tri-hybrid system of wind, solar, and hydropower was integrated with an
energy storage system and optimized to maximize the match between the energy demand and
production profiles. The optimization aimed at maximizing the renewable energy system (RES)
fraction while keeping the levelized cost of electricity (LCOE) equal to the electricity purchase tariff.
The techno-economic analysis showed that the optimal system in Al-Tafilah comprises a 28 MW wind
system, 75.4 MW PV, and 1 MW hydropower, with a 259 MWh energy storage system, for which a
RES fraction of 99% can be achieved, and 47,160 MtCO2 are avoided yearly. This study can be easily
extended to other rural cities in Jordan, as they have higher renewable energy system (RES) potential.
The presented findings are essential not only for Jordan’s planning and economy-boosting but also
for contributing to the ongoing force against climate change.

Keywords: Energy hybridization; hydropower; wind energy; solar energy; rural areas; 100%
Renewable grid

1. Introduction

Energy is the most important ingredient in both developing and developed countries that
contributes to the overall economic and social development [1–3]. There is a strong relationship
between energy sources availability and economic growth and hence social development. Studies
revealed that energy demand is rapidly increasing globally. It is expected to increase by about 65% in
the developing countries and approximately about 34% on the global scale by 2040 [4]. This is due
to several factors, including fast-paced prosperity, economic expansion, and continuous population
growth. However, during the last 25 years, the reality and impact of environmental degradation
have become visible as a result of a combination of factors such as increased energy demand and
industrialization, which both imposed stress on energy production. Nowadays, conventional energy
production systems—Namely fossil fuel-based systems—Are considered to be the primary cause of
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the increased environmental degradation due to their carbon dioxide (CO2) emissions [5]. According
to Timmerberg et al. [6], the estimated rate of CO2 emissions in the Middle East region is 0.396–0.682
kg CO2 kWh−1, which means a considerable amount of CO2 is released into the atmosphere. However,
as they indicated, if the target for 2030 of the renewable energy share is met, the electricity-production
CO2 emissions are expected to drop to 0.341–0.514 kg CO2 kWh−1. Attaining solutions to such
environmental problems that we face today, long-term planning and actions become vital for sustainable
development [1]. Also, a large portion of the industry’s research is heavily focused on advancements
that reduce operational [7,8] or mending energy [9,10]. Besides, more importantly, renewable energy
sources play a significant role in mitigating environment-related problems as they are environmentally
friendly with affordable and competitive costs relative to conventional energy systems [11–13].

Jordan is one of the developing countries in the Middle East, with more than 97% of its energy
being imported. This has a significant impact on the country’s economy [14]. Moreover, the energy
security of the country is threatened by the fluctuations of fossil fuel prices as well as the disruption
of fossil fuel supplies, which happened in 2011 [15]. The most affected zones are usually rural areas,
where infrastructure is not quite robust, and the electrical service coverage is weak. According to
the economic research service of the United States Department of Agriculture [16], the delineation
introduced in 2000 defines countryside with 500 people per square miles or less as rural areas.
Developing countries’ poverty problem is aggravated by inadequate electrification of these remote
sites. In Malaysia, for example, around 809 schools do not have a 24-hour electricity supply [17].
Modern energy forms are considered an economic good that can lift up the life of billions worldwide,
predominantly in developing countries that lack service availability [18,19]. That said, from an economic
standpoint, grid transmission through the impenetrable terrains and dense forests to supply a small
village is not viable. Therefore, because of the high distribution cost and accompanying transmission
losses, serving rural areas become unfeasible [17]. To avoid these high costs accompanying transmission
via national grids, decentralized energy systems can be used [18]. Small-scale hydropower, wind,
photovoltaic (PV), and diesel-engine generator are amongst the common off-grid electrification systems
used in the developing regions; for instance in, Africa, the Caribbean, Latin America, and Asia [18];
nonetheless, most of the population in rural areas (>2.4 billion individuals worldwide), still rely on
traditional fuels for cooking.

As discussed in [18], consideration of renewable energy systems (RES) as part of the remedy for
rural electrification is of particular importance. This is because most of the previous attempts for
conventional electrification of remote areas in developing countries were not successful. If the right
policy is adopted, sustainable-development technology comprises an effective means for reducing
energy poverty [17]. Solar, wind, and hydro technology are feasible and reliable energy sources.
They can be used to generate off-grid electricity and assist in the rural-electrification capacity-expansion;
nevertheless, the technical-, installation-, and social issues should be accounted for to ensure the
project success [17]. Additionally, the importance of utilizing the Internet of Things (IoT) paradigm
when integrating renewable energy sources into smart grids was discussed in the literature [20,21].
This provides a powerful tool for simultaneous monitoring and control of the resources. For instance, [22]
provides a novel framework for state estimation in wind-turbine integrated grids.

Along with conventional Supervisory Control and Data Acquisition (SCADA) measurement
methods, the IoT provides information about the resources in very short time frames, which can be
utilized for control or monitoring purposes. Other literature investigated the use of IoT in energy-aware
residential buildings [23]. Here, the IoT paradigm helps not only in appliance automation but also in
monitoring household energy demand and remote control of appliances during peak and off-peak
hours, which has tremendous economic value on the monthly rates of the household.

The shortcoming of remote areas being far from the capital cities can be utilized for our advantage,
as it offers a large area of uninhabited land that can be used to build renewable systems. The government
in Jordan should focus on maximizing the utilization of the available resources to decrease the
dependency on fossil fuel. Jordan has a great potential of RES that can cover the country’s energy needs
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if implemented wisely, especially wind and solar resources [14,15,24–26]. However, solar and wind
energies fluctuate with time. They do not match the demand profile, which forms a challenging issue
related to energy security, power grid quality, and reliability of such systems [27]. The hybridization
of solar and wind resources increases the reliability of the system and enhances the matching
between demand and supply. Few studies investigated the potential of RES in Jordan. For instance,
Essalaimeh et al. [28] found that the electricity generated by a combination of solar and wind energy
grid-connected systems can be utilized for various types of applications, including space heating and
cooling. Halasa and Asumadu [29] demonstrated the feasibility of having large scale wind and solar
hybrid power systems in Jordan, where wind energy was placed in the mountains of Northern Jordan
and Solar energy in the Eastern Desert. The installation costs were approximated to be US$290 million
for the 100 – 150 MW wind farm and US$560 million for the 100 MW solar. Another study [30] proposed
an off-grid hybrid solar PV and wind energy systems in two locations in Jordan, Alhasan industrial
estate, and Alayn Albayda, taking economic, reliability, and sustainability measures into consideration.

Furthermore, a grid-connected hybrid system consisting of solar PV and wind turbines was
proposed in [31]. The system was investigated at four different locations in Jordan, and results
showed that it could power a small village in Jordan. However, in the latter study, no-optimization of
the system’s size or economic feasibility was performed. Also, the mismatch between the demand
and supply was not considered. The kingdom is rich in solar and wind resources, and also has a
considerable potential of hydropower in some regions that can be utilized to supply a significant part
of the baseload demand [32]. As such, a tri-hybridization of solar PV, wind, and hydropower forms an
effective and environmentally friendly solution that ensures energy security and, at the same time,
contributes to the mitigation of greenhouse gases (GHGs) [33,34].

Al-Tafilah governorate, located about 112 miles to the southwest of Amman, the capital of Jordan,
spans an area of 853 mi2. The population of the governorate is estimated to 106,000 people, which is
about 1% of Jordan’s population. This means a population density of 125 people/mi2 compared to
6827 people/mi2 in the capital city, Amman [35,36], with a total annual electricity demand of 137 GWh.
As presented in Kiwan et al. [37], the transition towards a 100% renewable energy grid in Jordan shall
be gradual, and about 1/3 of the 2050 total capacity should be installed by 2030. This transition will help
Jordan overcome its 94% energy-import dependency. Since Jordan is amongst the signatories to the
Paris agreement, it will also help the country adhere to the set emissions limit by reducing its carbon
dioxide production associated with electricity generation. In this work, the techno-economic feasibility
of installing PV/wind-hydropower systems to supply and match 100% of the electrical demand in
Al-Tafilah forecasted for the year 2030 was investigated. Multiple scenarios were considered, including
the integration of an energy storage system. Sensitivity analysis was conducted to examine the effect
of resources and demand variation, RES costs, and annual discount rate on the techno/economic
performance of the system. It’s also worth noting that the expansion of this work to other similar
areas in Jordan is possible, as Kiwan et al. [37] showed other rural cities, like AlMafraq and Maan,
represent sites of highest hybrid RES potential. Hence, Al-Tafilah signifies the more challenging case
towards a 100% renewable energy grid and is therefore considered here. As such, the presented
study will not only set forth a decentralized system that will suffice the city of its energy needs
while mitigating the issues mentioned above of centralized grids. It will also open the doors for
consideration of rural renewable decentralized systems as part of the 2030 projection for the 100%
renewable transition presented by Kiwan et al.

2. System Description and Methodology

2.1. RES Description

2.1.1. Solar Energy System

The ambient conditions of the location where the PV plant is installed affect the efficiency of the
PV module and hence the energy production. As the module temperature increase, the PV efficiency
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decreases, and so does the amount of produced energy. By neglecting the effects of relative humidity
and wind speeds and considering the effect of the ambient temperature, the efficiency of the PV module
can be estimated using Equation (A1) shown in Appendix A.

The specifications of the PV modules are vital for the estimation of the energy output from the PV
system. In this study, a Canadian Solar company type CS6K-285M modules were used. Obtaining the
global insolation on the PV module in addition to the module efficiency is necessary for the estimation
of the energy produced. The estimation of the global insolation was achieved using the methodology
presented by Duffie and Beckman [38], which was not included here for brevity. The hourly energy
generated from the PV power plant, Ep, can be calculated, as shown in A.2. The hourly solar resources,
as well as the hourly ambient temperature for Al-Tafilah, were obtained using Meteonorm software,
which provides the data based on Typical Metrological Year (TMY).

2.1.2. Wind Energy System

The wind speed at hub height varies depending on several factors, such as the wind speed at
ground level, the hub height, time (hour, day, season), the nature of the terrain, and the ambient
temperature. These variables can be represented by one factor known as the wind profile exponent or
wind shear coefficient (α). In the absence of the site-specific data, can be taken as 1/7 [39,40]. The wind
speed at hub height (uZ) can be extrapolated using equation A.3. By assuming that the energy generated
is constant during the hour and each turbine generates the same amount in the case of having multiple
turbines, the total hourly electrical energy generated by a wind turbine(s), Ew, can be estimated by
A.4 in App. An under wind energy model section. The Weibull distribution shape parameter of the
available wind speed, K can be calculated based on Justus theory using Equation (A5). A wind turbine
with 2 MW of rated power from GAMESA company (G114-2.0) was used in this study. It should be
noted the hourly TMY wind speeds at ground level were obtained from Meteonorm software.

2.1.3. Hydropower System

Al-Tafilah has the potential to construct two small hydropower systems with a total capacity (Ph)
of 1 MW, as reported in [32]. In this study, a 1 MW hydropower system with capacity factor (CFh) of
80% [41] is designed to provide continuous energy generation as part of the baseload of Al-Tafilah,
where the annual energy production from the hydropower system, Eh, can be estimated as shown
in A.6.

2.2. System Modelling and Energy Flow: With and Without an Energy Storage System

Energy Storage System is introduced into the power system as a solution for the intermittent
behavior of renewable energy resources. This way, is it possible to reach a match between supply and
demand. In this work, two scenarios consisting of and without an Energy Storage System (ESS) are
adopted and discussed for the fitness of a hybrid off-grid system to supply the electricity demand
of Al-Tafilah. Flow chart for with and without ESS are introduced in Figure 1. In comparison with
other batteries for the ESS, this study considered Zinc-Bromine batteries (ZBB) as they show better
performance and lower cost. In this study, the round-trip efficiency of the ZBB was taken as 72% and
the depth of discharge was considered as 80% as reported in [42,43].
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Figure 1. Energy flowchart of the photovoltaic (PV)/wind/hydro hybrid system: (a) Without an energy
storage system (ESS) and (b) with ESS.

To inspect the matching between the energy production from the hybrid system and the demand,
the RES Fraction (FH), which represents the annual fraction of demand met by the RES, was used.
FH can be calculated by A.7. The forecasted demand of 2030 was used in this study, where the average
hourly demand of Al-Tafilah in 2010 obtained from [44] was used for estimating the 2030 demand.
The population of 2030 was forecasted using the Piecewise Cubic Hermite Interpolating Polynomial
method, where 1994, 2004, 2015, and 2019 populations were used for this forecast [35,36].
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2.3. Optimization Procedure

As the hybrid system operating variables have a nonlinear relation, it is required to find a nonlinear
solving algorithm to catch the optimal design. Therefore, the Generalized Reduced Gradient (GRG)
algorithm was used. This algorithm can figure out the capacities of the hybrid systems. The adoption
of the optimization procedure is depicted in Figure 2. Moreover, the optimization objective, constraints,
and decision variables are given in Table 1.

Figure 2. The optimization procedure of the hybrid system components.

Table 1. The components of the optimization problem.

Decision Variables
Objective Functions Constraints

Without ESS With ZBB

PV and wind capacities PV, wind and ZBB capacities Maximizing FR LCOE ≤ 0.12

2.4. Economic Assessment and System’s Feasibility

The economic feasibility of the energy system is vital as the technical feasibility wherein most of
the cases, the choice of decision-makers is based on the economic feasibility of the project. The levelized
cost of electricity (LCOE) is one of the economic parameters that is used to determine the economic
feasibility of the energy systems. LCOE for the hybrid system can be calculated using Equation (A8) to
incorporate the effect of the mismatching between the energy generation and the demand, the demand
met by the hybrid system was used instead of the energy generation [45,46]. Table 2 shows all the
economic parameters used in this study.
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Table 2. The economic parameters of the PV, the wind, and the hydropower systems in addition to the
electricity purchase tariff and the annual discount rate for Al-Tafilah, Jordan.

Parameter Value Reference

PV system capital cost ($/kW) 1533 [47]
Wind system capital cost ($/kW) 1516 [47]
Hydropower capital cost ($/kW) 3000 [41]
Zinc-Bromine capital cost ($/kW) 195 [48]

PV system maintenance cost ($/kW) 24.68 [49]
Wind system maintenance cost ($/kW) 39.53 [50]
Hydro power maintenance cost ($/kW) 75 [41]

System expected lifetime (Years) 25 [41,48,51]
Electricity purchase tariff ($/MWh) 120 [52]

Annual discount rate (%) 5 [37]

3. Results and Discussion

Al-Tafilah has a hydropower potential of 1 MW and a high potential of solar and wind resources
that can achieve both economic and technical feasibilities. The RES sizing in this study was made
based on maximizing the RES fraction and constraining the LCOE to the electricity purchase tariff
in Al-Tafilah. This will maximize the environmental benefits of the system by meeting the highest
demand possible, at the same time guaranteeing the economic feasibility of the system. The technical
and economic parameters of the optimal sized PV/wind-hydro without ESS are shown in Table 3.
Without an energy storage system, the tri-hybrid system comprises a 29.4 MW PV system and a 56 MW
wind system. This system can supply the demand with a RES fraction equal to 71.5%, as seen in Table 3.
In the case where no constraints were forced on the LCOE, the RES fraction reached a value of 87.9%;
however, the system was very large and not feasible, hence, unrealistic for consideration.

Table 3. Technical and economic performance parameters of the PV/wind-hydro system without ESS.

Parameter Value

PV Capacity (MW) 29.37
Wind Capacity (MW) 56

Hydropower Capacity (MW) 1
Capacity Factor (%) 26

RES Fraction (%) 71.5
LCOE ($/kWh) 0.12

NPV (M$) 167.53
PBP (Years) 6.235

Figure 3 shows the demand-met energy profile of the hybrid system components and how their
summation compares with the demand profile. It is clearly seen from the superposition of the demand
met by the system components that these RES can work synergistically as a hybrid system, as the
hybridization mode could achieve higher RES fractions. However, although the amount of energy
generated is enough, the profiles of the energy generation and energy demand do not match; a result
of the fluctuation of the solar and wind resources and the limited hydropower capacity of the system.
Consequently, the system is not capable of meeting the demand at 100%. This is seen in Figure 4,
where the mismatch is represented by the deficit portion of the bar chart. Figure 4 shows that although
the quantity of energy can be more than enough, the mismatch between the supply and demand
profiles could still cause energy deficiency. Therefore, when a RES is to be assessed, not only energy
quantity should be taken into account, but rather the time it is needed in as well. Since 100% could not
be reached solely by the RES, an ESS must be integrated into the system to supply the deficit.
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Figure 3. Demand met by the renewable energy system (RES) components without ESS (levelized cost
4 of electricity (LCOE) of 0.12 $/kWh).

Figure 4. Monthly energy generation by the RES components without ESS.

To ensure Al-Tafilah could base its decentralized grid on the hybrid RES proposed, 100% of
their demand must be met and matched. Therefore, an ESS that can supply the deficit must be
integrated. The technical and economic parameters of the optimal sized PV/wind-hydro with ESS are
shown in Table 4. The table examines two scenarios for the ESS-integrated system; a constrained and
unconstrained LCOE. In the first scenario, the LCCOE was again fixed to the electricity purchase tariff
at Al-Tafilah. Results showed that the system would comprise of 75.4 MW PV system and 28 MW
wind system. It worth noting that the size of the PV system is larger than in the case where no ESS
was integrated, while the size of the wind system decreased. The size increase could be attributed to
the utilization of more energy to supply the storage system as well as the demand in the time when
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solar energy is available. The result is a larger system, but with the great advantage of meeting the
demand at 98.8%, RES fraction compared to only 71.5% previous value. If RES size was optimized
to maximize the RES without any constraints on the LCOE, the system could meet 99.9% of the
demand, with an acceptable LCOE of 0.165 $/kWh compared with the current value of 0.12 $/kWh. It is
worth mentioning that the presented calculation of the LCOE was based on current prices of the RES
technologies, which means these values will be less in the future as the prices of these technologies
are expected to drop significantly in the next decades [53]. Figure 5 shows the demand-met energy
profile of the hybrid system components when integrated with an ESS, and how their summation
compares with the demand profile. The difference between this and Figure 3 resembles the power of
the integration of the ESS in solving the mismatch problem. It is apparent in the figure that the demand-
met and the actual demand curves coincide almost all the time. This is further clarified by Figure 6,
with a significant reduction in the deficit portion when compared to Figure 4 that had no ESS backup.
As explained earlier, there is still a 1% deficit due to the constraint forced on the LCOE. However,
as this constraint is removed, Figure 7 shows that the demand and demand-met profiles coincide at all
times, and no deficit portion is seen, which is further confirmed in Figure 8; i.e., the demand was met
at 100%, but with a slightly higher LCOE compared to the current value.

Figure 5. Demand met by the RES components with ESS (LCOE of 0.12 $/kWh).
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Figure 6. Monthly energy generation by the RES components with ESS (LCOE of 0.12 $/kWh).

Figure 7. Demand met by the RES components with ESS (LCOE of 0.165 $/kWh).

Table 4. Technical and economic performance parameters of the PV/wind-hydro system with ESS.

Parameter
Value

Constrained Unconstrained

PV Capacity (MW) 75.4 116.39
Wind Capacity (MW) 28 26

Hydropower Capacity (MW) 1 1
ZBB (GWh) 0.259 0.415

Capacity Factor (%) 22.48 21.55
RES Fraction (%) 98.79 99.93
LCOE ($/kWh) 0.12 0.165

NPV (M$) 119.55 140.45
PBP (Years) 9 9.62
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Figure 8. Monthly energy generation by the RES components with ESS (LCOE of 0.165 $/kWh).

The RES system with an ESS not only supply Al-Tafilah with decentralized electricity and help
Jordan take a step further towards reducing energy-import dependency, but it also comes with
economic and environmental benefits. In Jordan, power plants operated on combined cycles and fired
with natural gas are used to supply part of the demand. When the proposed system provides the
energy demand, the annual saving of fuel from a typical Jordanian plant, for example, the Al-Qatrana
power plant, is equal to 20,365 tons-saved, which is equivalent to a reduction of 47,160 MtCO2 [3,54].
The fuel-saving and reduction in CO2 calculations were based on a previously developed code for
the simulation of the power plant presented in those latter references, where detailed analysis of fuel
consumption and CO2 emission calculations for the power plant can be found. Based on estimations
by the United States Environmental Protection Agency, this CO2 reduction is equivalent to the carbon
sequestered annually by US forest spreading an area of 61,589 acres. Therefore, the presented system
also progresses Jordan’s adherence to the greenhouse gas limit set by the Paris agreement. For a
developing country like Jordan, a transition towards 100% is crucial, as a study by Mathiesen et al. [55]
associated such transition with large earnings on export potential, creating jobs, and economic growth.
So, this work, which demonstrated a step further towards a 100% renewable energy grid, will support
a more robust economy, at the same time, a greener Jordan.

The fluctuations in the renewable energy resources (solar and wind resources), as well as the
variation in the electrical demand, significantly affect the performance of RESs where the amount of
variations depends on the RES configurations and the existence of ESS, as shown in Figure 9. It can
be depicted from Figure 9 that the RES fraction of the hybrid PV/wind/hydro system without ESS is
the most sensitive one to the variation in the resources and the electrical demand, which is expected
because the ESS acts as a backup system to cover the deficit caused by the drop in the resources or the
increase in the demand. Moreover, it can be seen that the increase in the resources and the decrease
in the demand do not change the RES fraction of the hybrid system with ESS (specifically for the
unconstraint scenario) since they reached almost 100% RES fraction.
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Figure 9. The sensitivity of the RES fraction to the variations in the: (a) Solar and wind resources and
(b) demand.

RES fraction Likewise, the LCOE of the system is sensitive to the variations in the renewable
energy resources and the demand and also to the variations in the RES’s costs (capital and maintain
ace costs) as well as the annual discount rate where the largest variations in the LCOE is caused by the
change in the resources and demand as shown in Figure 10 since the amount of energy met by the RES
is controlling the LCOE which is in return affected by the change in the resources and the demand.
It can be depicted from Figure 10c that all the LCOE of the hybrid system configurations have almost
the same sensitivity to the variation in the RES costs. At the same time, it can be seen in Figure 10d that
the LCOE of the system without ESS is less sensitive to the variation in the annual discount rate, unlike
the systems with ESS.
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(a) (b) 

(c) (d) 

Figure 10. The sensitivity of the LCOE to the variations in the: (a) Solar and wind resources, (b) demand,
(c) RES costs, and (d) annual discount rate.

4. Conclusions

Many developing countries across the globe rely heavily on imported sources to cover their energy
needs. As such, the development of a reliable yet cost-efficient means of energy production is vital
for advancing the movement toward sustainable societies and fastening the economic growth in the
desired country. Jordan, with no exception, relies on imported oil from neighboring countries to cover
their domestic demand. Additionally, the lack of services and poor electrification of rural areas in the
kingdom worsens the poverty problem. In this work, Al-Tafilah of Jordan was presented as a case
study, and the technical, economic, and environmental benefits of a decentralized renewable energy
system that can supply and match 100% of the city energy demand were investigated. Other rural cities
in Jordan have higher RES potential; therefore, this study can be expanded to other parts of Jordan.
A tri-hybrid system of wind, solar, and hydropower, and an energy storage system were modeled and
optimized to maximize the matching between the energy demand and production profiles. Three main
scenarios were considered, first a tri-hybrid RES without an energy storage system, with a constraint
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on LCOE (a maximum of LCOE equal to the electricity purchase tariff was set). The second and third
scenarios were investigations of the RES system integrated with an ESS, with and without constraints
on the LCOE. Results showed that without an ESS, the hybrid system could only reach up to 71.5%
RES fraction. However, the techno-economic analysis of the PV/wind-hydropower system with an ESS
showed that the optimal system in Al-Tafilah comprising a 28 MW wind turbine, 75.4 MW PV, 1 MW
hydropower, and a 259 MWh energy storage facility could achieve a 99% RES fraction. It offers an
attractive LCOE of 0.12 $/kWh (equal to the purchase tariff) and a payback period of 9 years. Results
also indicated that with the installation of this system, an equivalent of 47,160 MtCO2 emissions could
be avoided yearly, which demonstrates the environmental benefits of the proposed work. Therefore,
these finding are essential not only for future renewable energy planning in the country and improving
its economy but also for contributing to the ongoing force against climate change. When the constraint
on the LCOE was removed, the RES fraction achieved was equal to 100%, with a slightly higher LCOE
of 0.165 $/kWh. Since the prices of RES technologies are expected to drop dramatically in the next
decades, the last scenario can also be adopted as the LCOE drops significantly with the RES price
reduction. Finally, sensitivity analysis showed that the RES fraction of the hybrid PV/wind/hydro
system without ESS is the most sensitive configuration to the variation in the resources and electrical
demand. In contrast, the LCOE of the three configurations showed the largest sensitivity to the
variation in the resources and demand compared to its sensitivity to the RES costs and annual discount
rate variations.
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Nomenclature

Eh Annual energy production from the hydropower system, kWh ug Average wind speed at ground level, m/s
EP Hourly energy generated from the PV power plant, kWh uR Rated wind speed, m/s
Ew generated by a wind turbine(s), kWh uZ Wind speed at hub height, m/s
Et

st Energy stored at time t, kWh u Mean wind speed at hub height, m/s
Emax

st Battery capacity, kWh Z Hub height, m
FH RES Fraction, % Zg Height of the ground level, m
IR Reference insolation at nominal conditions, Wh/m2 Acronyms and Abbreviations

IT Global insolation on a tilted surface, Wh/m2 ESS Energy storage system
K Shape parameter of the Weibull distribution GHGs Greenhouse gases
L Lifetime of the system, years GRG Generalized reduced gradient

LCOE Levelized Cost of Electricity, USD/kWh LCOE Levelized cost of electricity
Mt Yearly fixed maintenance cost of the RES, USD NPV Net present value
Nm Number of modules in the PV power plant PBP Payback period

NOCT Nominal operating cell temperature, oC PV Photovoltaic
Ph Hydropower capacity, kW RES Renewable energy system
PR Rated electrical power of the wind turbine, kW ZBB Zinc-Bromine battery

r Annual discount rate, % Greek letters

Ta Ambient temperature, oC α Wind shear coefficient
TR,NOCT Reference module temperature at nominal conditions, oC βR Temperature coefficient, 1/◦C
TRef,STC Reference module temperature at standard conditions, oC ηl System losses, %

uC Cut-in wind speed of the wind turbine, m/s ηPV, R Reference efficiency of the PV module, %
uF Cut-out wind speed, m/s ηPV PV module efficiency

σ Standard deviation of the wind speeds
sample, m/s
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Abstract: The growing rate of electricity generation from renewables is leading to new operational and
management issues on the power grid because the electricity generated exceeds local requirements
and the transportation or storage capacities are inadequate. An interesting option that is under
investigation by several years is the opportunity to use the renewable electricity surplus to power
electrolyzers that split water into its component parts, with the hydrogen being directly injected into
natural gas pipelines for both storage and transportation. This innovative approach merges together
the concepts of (i) renewable power-to-hydrogen (P2H) and of (ii) hydrogen blending into natural gas
networks. The combination of renewable P2H and hydrogen blending into natural gas networks has
a huge potential in terms of environmental and social benefits, but it is still facing several barriers
that are technological, economic, legislative. In the framework of the new hydrogen strategy for
a climate-neutral Europe, Member States should design a roadmap moving towards a hydrogen
ecosystem by 2050. The blending of “green hydrogen”, that is hydrogen produced by renewable
sources, in the natural gas network at a limited percentage is a key element to enable hydrogen
production in a preliminary and transitional phase. Therefore, it is urgent to evaluate at the same
time (i) the potential of green hydrogen blending at low percentage (up to 10%) and (ii) the maximum
P2H capacity compatible with low percentage blending. The paper aims to preliminary assess the
green hydrogen blending potential into the Italian natural gas network as a tool for policy makers,
grid and networks managers and energy planners.

Keywords: hydrogen blending; natural gas networks; power-to-hydrogen; hydrogen and compressed
natural gas; renewable energy; hydrogen strategy

1. Introduction

Are the existing infrastructures ready for the decarbonized energy systems of the future, or do they
need to be adapted through design and development of new solutions? In the last years investments
in renewable power plants have grown rapidly worldwide moving towards a “renewable electrical
networks scenario” [1,2]. However, due to the production unpredictability of some renewable power
sources (i.e., wind and solar) and the possible mismatch between production and demand, energy
storage solutions are essential to avoid grids’ instability [3].

Among the available technological solutions, power-to-gas (P2G), based on chemical energy
storage concept, is considered as one of the most interesting for energy system decarbonization [4].
In fact, through P2G the power surplus is stored as renewable fuel, i.e., a fuel produced by converting
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renewable energy sources into chemical molecules for use in various applications with minimum
greenhouse emissions or without adding net CO2 to the atmosphere [5], that can be used for different
purposes, like feedstock for in industrial processes [6], energy carrier [7], fuel in residential/district
heating and cooling [8] and in the transport sector [9].

ENTSOG, i.e., the European Network of Transmission System Operators for Gas, proposed
the “2050 roadmap for gas grids” in which several recommendations and actions are suggested to
implement a European P2G strategy [10]. Particularly, three configurations are proposed for the energy
grid of the future, i.e., the grids towards a close to carbon neutral gas system: (i) the use of biomethane
and synthetic natural gas (SNG) that ensure no adaptation of end-user applications; (ii) an increasing
hydrogen blending percentage into the existing natural gas networks; and (iii) the retrofitting of the
natural gas networks to transport only hydrogen. From an environmental point of view, the first option
should be preferred to the other two, since a neutral or a net negative balance of CO2 could be obtained
in the production of biomethane and SNG, respectively. However, several resources and long times
could be required to put in place such approach: (i) plants for CO2 capture from flue gases emissions
should be realized, and (ii) infrastructures dedicated to CO2 storage and transport to the final users
should be implemented. For these reasons, the first configuration is considered for a long-term energy
strategy. The third option seems as well to be not feasible in the short-medium term for the same
reasons of the first option, i.e., high infrastructural costs. Therefore, hydrogen blending into the natural
gas grids appears to be the most viable solutions in the short-medium terms [10].

Among possible P2G configurations, power-to-hydrogen (P2H) is the simplest, the most reliable
and energy efficient. In addition, renewable hydrogen production, i.e., “green hydrogen”, produced
from renewable or nuclear sources [11], is an essential topic in the recent “Hydrogen strategy for
a climate-neutral Europe” promoted in 2020 by the European Commission [12]. The strategy includes
the natural gas sector as a key driver for the effective implementation of a hydrogen economy, since the
existing natural gas infrastructures can play a relevant role in the early stage of the hydrogen strategy
development as a way to transport and store green hydrogen [13].

Nevertheless, in the literature several technological limitations have been identified to hydrogen
blending in the existing natural gas networks. First of all, safety concerns have to be considered
since metallic pipelines shows a higher risk of failure in case of operation with hydrogen and
compressed natural gas (HCNG) blend. Several authors investigated the interaction of high and
low pressure hydrogen in metallic and plastic pipelines [14]. Assuring the highest safety condition
in gas infrastructures should be the first aim of gas operators [15,16]. Particularly, higher leakage
rate, i.e., a greater hazardous distance in case of failure, is expected for HCNG for high pressure
systems [17] even if they are comparable for low pressure distribution systems [18]. Secondly, HCNG
quality, i.e., the energy content, supplied to final end-users has to be controlled and correctly measured.
In fact, since hydrogen concentration could change with time, smart metering is crucial to monitor the
hydrogen percentage and to measure the effective energy content of the HCNG flow [19]. In addition
to metering issues, the hydrogen concentration in HCNG is limited by existing end-users’ devices
and equipment that are designed and certified only for NG supply. Based on a literature review, [20]
reported a maximum concentration up to 20% for vehicle engines, burners and boilers while higher
concentration, i.e., up to 50%, could be considered for gas cookers and CHP application. HCNG quality
also affects the performances of equipment installed in the transportation and distribution networks.
Particularly, a maximum hydrogen concentration of 10% is suggested for the operation of existing
compressors installed along the natural gas network [21]. Furthermore, since hydrogen percentage
increasing causes a reduction of the low heating value (LHV) of the HCNG [22], higher mass flowrates,
and so possible congestion, are expected in the network to convey the same quantity of energy.

Among the non-technological barriers, it is relevant that only qualitative evaluations have been
carried out about the potential of green hydrogen blending in the existing natural gas networks [23].
In particular, a fundamental question for the development of a long-term strategy is “how much
green hydrogen could be yearly produced and blended in the existing natural gas networks without
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any relevant impact on the infrastructure and the end-users?” In fact, without the assessment of the
nominal capability of the network to transport HCNG, insufficient information would be available
also for the proper localization, planning and design of P2H plants.

The aim of the paper is to propose a methodology for the quantitative estimation of the Italian
natural gas network capacity to accept green hydrogen and transport HCNG with low hydrogen
concentration. Moreover, the paper includes a first assessment of the Italian P2H plants capacity
and location.

2. Methodology

The following section reports the description of the methodology followed by the Authors to
quantitatively estimate the HCNG transportation potential of Italian natural gas infrastructure in the
case of low percentage blending of hydrogen. The Italian natural gas network and the main technical
operative conditions are firstly presented. Then, the main concepts of the paper’s methodology
are introduced. After that, the assumptions for the following calculation are described, discussed
and justified.

2.1. The Italian Natural Gas Networks

Two different kind of networks are operated in Italy: the transportation and the distribution
networks. More than 90% of natural gas is imported by foreign countries. The Italian natural gas
network is characterized by the presence of seven “Import Points”, which are connected to the Italian
transportation system for natural gas supply [24]:

• Five import points connected to foreign pipelines: located in Mazara del Vallo (Trapani–Sicily),
Gela (Caltanissetta–Sicily), Passo Gries (Verbano Cusio Ossola–Piedmont), Tarvisio (Udine–Friuli
Venezia Giulia) and Gorizia (Friuli Venezia Giulia);

• Three import points connected to liquefied natural gas (LNG) gasification plants: located in
Panigaglia (La Spezia–Liguria), Porto Viro (Rovigo–Veneto) and Livorno (Toscana).

Two further connections should be considered, that are between the Italian natural gas
transportation system and national natural gas storages, which are located in Campo Collalto
(Treviso–Veneto) and Montalfano (Chieti–Abruzzo).

From the operative point of view, the Italian transportation system is operated at a pressure
between 24 and 75 bar g, even if submarine pipelines are operated at a pressure up to 115 bar g.
Figure 1 shows through different colors and thickness how the transportation system is indeed divided
into two networks, the National Transportation (NT) system and the Regional Transportation (RT)
system (in blue and light blue, respectively, in Figure 1). Figure 1 includes only the Transportation
system managed by SNAM (in Italian “Società Nazionale Metanodotti), that is the most important of
the nine Italian Transportation System Operator (TSO) that controls more than the 93.2% of the Italian
system [25].

283



Energies 2020, 13, 5570

 

Figure 1. The Italian National and Regional Transmission Systems [26].

In accordance to the Decree of the Ministry of Industry and Economic activities 22/12/2000 [27], the
NT system consists of networks with a total length of 10,272 km that connects the North with the South
of Italy conveying the natural gas from the Import Points to the Interconnection Points with the RT
systems and the two storage plants. Thirteen gas compression plants, with a total load of 961 MW el,
are installed to compensate the pressure drops along the TN system [26]. Particularly, centrifugal gas
compressors are installed. However, due to the high flowrate elaborated, i.e., up to 1,500,000 Sm3/h,
a maximum compression ratio up to 1.4–1.5 is available in gas compression plants. Therefore, since gas
compression plants have to be able to restore the downstream pressure up to 75 bar g in case of a national
peak demand, a minimum upstream pressure of 50 bar g (=75/1.5) is allowed by gas transmission
code [28]. In accordance to the Decree of the Economic Ministry 29/9/2005 [29], the RT system, with a
total length of 24.700 km and 20 interconnection points with the NT, accounts for the distribution of
natural gas though the national territory and, particularly, to power plants and to local distribution
networks that are connected through 567 ReMi (Regolazione and Misurazione in Italian) stations at
a minimum pressure up to 24 bar g. An updated list of TN and RT networks is available at [30].

The Italian Distribution system is responsible for natural gas supply to final customers. Almost
30 GSm3 of natural gas, equivalent to almost 300 TWh, are annually supplied by more than
200 Distribution System Operators (DSO) to more than 23 million final Italian customers through more
than 260.000 km of local networks that are mainly in the Northern of Italy, wherein 70% of the Italian
natural gas consumption is concentrated [31]. Respect to the NT and RT systems, gas pressures lower
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than 5 bar g are operated in the Distribution networks [32]. Due to the lower nominal pressures than TN
and RT systems, in addition to steel also polyethylene, iron and copper have been used [33]. Although
distribution network is considered as a possible short-term storage for syngas produced in local P2G
applications, concerns exist about the implementation of hydrogen blending along the Distribution
network. First of all, the presence of multiple hydrogen injection point would be responsible for
very different concentrations of the HCNG along the local networks that could impede to DSOs an
effective and reliable control of the network operation. Secondly, the high number of DSOs connected
to the transportation system could create difficulties in terms of management of the energy fluxes with
the transmission system. Particularly, more than 500 “connection points” between distribution and
transmission networks are present in Italian gas system [26]. Each “connection point” would become a
hydrogen blending point into the transmission system. Therefore, the resulting hydrogen concentration
of the transportation system depends on the hydrogen concentrations and on the flowrates entering
from each connection point. A very complex coordination between DSOs would be therefore required
to not exceed the hydrogen concentration threshold. Therefore, hydrogen blending is assumed only in
Italian transmission gas systems while distribution gas networks are not considered as an option in the
following sections of the papers for location of P2H plants. Nevertheless, the result of the preliminary
assessment in terms of quantification of low percentage hydrogen blending potential is not affected by
this choice.

2.2. Premises and Main Hypothesis for Hydrogen Blending Potential Estimation in Italian Natural Gas System

In general, based on research to date [14], only minor or no issues should arise with limited
percentage of hydrogen blends, i.e., less than 5–15% hydrogen by volume. More significant problems
would be addressed for higher blends, in the range of 15–50%, such as conversion of household
appliances, an increase in compression capacity along distribution mains serving industrial users,
and the development of a complex control strategies to monitor hydrogen injection and hydrogen
percentage blend into the network. Hydrogen blending above 50% is expected to be possible on
through challenging actions across multiple areas, including pipeline materials, safety, and substantial
modifications required for end-use appliances or other uses. Nevertheless, up to now the limits for
hydrogen blending into the natural gas networks have been usually kept very low, varying between
0.2% up to 6% [34]. Even if Italian regulation allows hydrogen concentration for blending only up to
1.0% [35], as defined for biomethane injection, experimental activities have been already performed
in Italy to evaluate the impact of higher concentrations in existing networks: 5% blending has been
already tested in a small closed network near the southern city of Salerno [36], while new tests have
been planned with the aim of testing 10% hydrogen injection [37].

Moving towards a hydrogen economy will require the design and implementation of a complex
and long-term national strategy. While potential targets and techno-economic impact by 2050 of the
hydrogen economy in Italy have been already estimated [38], a national strategy is still far from being
clearly defined. A fundamental part of the EU hydrogen strategy is the “first step”, i.e., the public and
private investments to be planned in the next 4 years, targeting 2024. Accordingly, short term actions
must be planned to stimulate the growth of the hydrogen market and to start the hydrogen penetration
in the Italian energy sector. How to approach the opportunity of hydrogen blending into the natural
gas network by 2024 is crucial since Italy has one of the largest natural gas network infrastructures in
Europe [39], connected with several foreign and strategic areas like Northern Africa and East Europe.
Furthermore, Italy also has a huge potential for renewable power generation via wind and solar: [40]
identifies in 18.4 GW the wind potential that can be installed by 2030, which would correspond to an
annual electricity production of 40.1 TWh, while [41] estimates in about 127 TWh per year the power
production from photovoltaics (PV) integrated in buildings.

From a practical point of view, P2H plants will be needed to blend green hydrogen into the
Italian natural gas network. So, the design of a strategy moving towards a growing percentage of
green hydrogen injected into the natural gas network requires to plan the design, installation and
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simultaneous operation of an increasing number of P2H plants year by year. Furthermore, since
renewable power is needed to produce green hydrogen, the planning of new P2H plants cannot be
realized without taking into consideration the current location of renewable power plants as well as
the setting up of new ones, if needed. Table 1 shows the current installed power capacity of PV and
wind turbine power plants in Italy by Regions [42].

Table 1. Current installed power capacity of photovoltaic (PV) and wind turbine powerplants in Italy
by Regions (data updated to June 2020, from [42]).

Region PV Installed Power (MW) Wind Turbine Installed Power (MW)

Piedmont 1662 24

Valle d’Aosta 25 3

Lombardy 2458 0

Trentino Alto-Adige 448 0

Veneto 2039 13

Friuli-Venezia Giulia 550 0

Liguria 116 66

Emilia-Romagna 2128 45

Tuscany 848 143

Umbria 498 2

Marche 1110 19

Lazio 1403 71

Abruzzo 748 264

Molise 177 376

Campania 852 1743

Apulia 2848 2575

Basilicata 373 1301

Calabria 545 1150

Sicily 1458 1906

Sardinia 913 1105

Total 21,197 10,806

Therefore, the complexity of the hydrogen economy development will increase with the increasing
of green hydrogen percentage injected into the natural gas network due to (i) the impact of hydrogen
blending into the existing infrastructures and end-users, and (ii) the interactions between renewable
power generation and hydrogen production. However, in a first phase these issues can be minimized if
(i) the percentage of green hydrogen is kept relatively low and (ii) the installation of P2H is optimized
by taking into account the current locations of both natural gas network and renewable power plants.

The aim of the paper is to identify what is the total amount of green hydrogen that could be
produced and injected right now in the Italian natural gas network without compromising its integrity
and with no relevant drawbacks for the end-users. The quantification of such a target is fundamental to
calculate the P2H installations needed and to evaluate in a first assessment the geographical distribution
and the required budget for the realization of these new P2H plants in relation with natural gas network
characteristics and current regional distribution of renewable power plants.
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2.3. Analytical Description of the Methodological Approach

The evaluation of the maximum green hydrogen blending capacity to be injected in the Italian
natural gas network with no relevant impacts has been done accordingly to the following considerations.
The maximum blending threshold (BT), defined as in Equation (1), is the limit to hydrogen blending
beyond which many actions are needed to guarantee infrastructure integrity, end-users safety and an
effective control of hydrogen percentage flowing in the natural gas network. BT, calculated in (Sm3/h),
can be computed if (i) the minimum natural gas (MNG) flowrate in (Sm3/h) measured in the natural
gas network is known, and if (ii) the allowed blending percentage (ABP) is fixed. ABP can be defined
as the upper limit of hydrogen blending percentage in volume in the natural gas grid under which
modifications on the network and its auxiliaries and on the end-users are not required. ABP is defined
in (%vol) Natural gas and hydrogen density are respectively defined as ρNG and ρH2, both in (kg/Nm3).
A safety factor (SF) in (%) and lower than 1 is also introduced in Equation (1) to take into account of
the available data quality.

BT = SF× ABP× ρH2

(1−ABP) × ρNG
×MNG (1)

An energy density correction factor (EDF) is also needed to take into account the reduction of the
Lower heating value (LHV) of the HCNG volumetric flowrate (QHCNG) respect to the pure natural gas
case. This reduction depends on the energy density of natural gas and hydrogen, in accordance to the
respective higher heating Values (HHVNG = 9.70–12.58 kWh/Sm3 [43]) and HHVH2 = 3.36 kWh/Sm3).
In fact, since the total energy demand by the end-users (EDemand) does not change, an increase of
HCNG flowrate is required proportionally to the reduction of the energy content of the gas mixture
resulting from the hydrogen blending. The HCNG volumetric flowrate is the sum of the natural gas
(QNG) and hydrogen (QH2) volumetric flowrates (Sm3/h) as reported in Equation (2):

QHCNG = QNG + QH2 (2)

where, considering wNG and wH2 as the volumetric concentrations of natural gas and hydrogen in the
HCNG, Equations (3)–(5) apply:

QH2 = QHCNG ×wH2 (3)

QNG = QHCNG ×wNG (4)

wNG + wH2 = 1 (5)

Since end-users’ energy demand does not depend on the composition of the gas supplied, the
same amount of energy in case of pure natural gas flowrate has to be delivered through HCNG.
Particularly, if QNG’ is the natural gas flowrate when no hydrogen is blended in (Sm3/h), the existing
energy demand EDemand (kWh) of the end-users can be calculated as in Equation (6):

EDemand = QNG′ × LHVNG (6)

where LHVNG is the lower heating value of the natural gas in (kWh/Sm3). The same amount of energy
has to be transported by HCNG mixture. Defining the energy delivered by the HCNG flowrate as
EHCNG (kWh), Equation (7) has to be considered:

EHCNG = EDemand (7)

The energy transported by the HCNG flowrate can be calculated as in Equation (8):

EHCNG = QHCNG × LHVHCNG (8)

287



Energies 2020, 13, 5570

Where LHVHCNG (kWh/Sm3) is the lower heating value of the HCNG flowrate and it is calculated
as in Equation (9):

LHVHCNG = LHVNGwNG + LHVH2wH2 (9)

From Equation (7) and by the use of Equations (6), (8) and (9), the HCNG flowrate required to
supply the same amount of energy that end-users require is calculated as in Equation (10):

QHCNG = QNG′
LHVNG

LHVNGwNG + LHVH2wH2
(10)

In accordance to Equation (10), the HCNG flowrate increases as the hydrogen concentration in the
HCNG mixture rises due to the lower volumetric energy density of hydrogen respect to natural gas.
Therefore, EDF, which is greater than 1 and defined as in Equation (11), is introduced in Equation (2) to
calculate an energy corrected blending threshold (BTcorr) in accordance to Equation (12):

EDF =
LHVNG

LHVNGwNG + LHVH2wH2
(11)

BTcorr = SF× EDF× ABP× ρH2

(1−ABP) × ρNG
×MNG (12)

Even if different operative conditions in terms of operative mixture pressure and temperature
could verify during the years, it should be noted that the density ratio (ρH2/ρCH4) can calculated as
follow. In fact, in accordance to the real gas law, Equations (13) and (14) apply:

pNG

ρNG
= ZNG

R0

MNG
TNG (13)

pH2

ρH2
= ZH2

R0

MH2
TH2 (14)

where pNG and pH2 are natural gas and hydrogen pressures [Pa], ZNG and ZH2 are natural gas and
hydrogen compressibility factors in [#], R0 is the universal gas constant in [kJ/kmol K], MNG and MH2

are natural gas and hydrogen molecular weights (kg/kmol) and TNG and TH2 are the natural gas and
hydrogen operative temperatures [K]. Even if operative annual temperature of natural gas conveyed
in buried pipelines changes during the year [44], the variation can be considered negligible for the
purpose of the following evaluations. However, the same consideration is not valid for pressure that
depends on the specific point of the network. However, in the reported pressure range, i.e., [25 bar g,
75 bar g], the ratio between the hydrogen and methane compressibility factor can be considered almost
constant. In fact, assuming an operative temperature of 285.15 K, the reduced temperature of hydrogen
is equal to 6.8, resulting in a compressibility factor ZH2 equal almost to 1, independently from the
reduced pressure. Concerning natural gas, assuming the same properties of methane, a reduced
temperature of 1.49 and a reduced pressure between [0.04, 0.13] is calculated. A compressibility factor
ZNG between 1 and 0.96 is obtained from available diagrams [45]. Therefore, compressibility factors are
neglected in following evaluations. Equations (13) and (14) can be elaborated as reported in Equations
(15) and (16):

ρH2 = pH2 ×
(

R0

MH2
TH2

)−1

(15)

ρNG = pNG ×
(

R0

MNG
TNG

)−1

(16)

Therefore, the density ratio is calculated as in Equation (17) based on Equations (15) and (16):

ρH2

ρNG
=

(
pNG

pH2
× MCH4

MH2

)−1

(17)
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where also TNG is assumed equal to TH2 since natural gas and hydrogen are in the same mixture.
But why the authors define the MNG as natural gas flowrate reference for hydrogen blending?

The hypothesis is that if the P2H blending capacity is calculated starting from the lowest capacity of the
current natural gas flowrate, i.e., when the natural gas flowrate delivered by the national transportation
system is at the minimum level, some important benefits occur:

1. No control is needed on each P2H plant: each P2H plant can produce hydrogen at the maximum
capacity at any time with no risk for the natural gas network since real time natural gas flowrate
will be always higher than MNG;

2. No control is needed to compensate P2H plants production: since the sum of the maximum
capacity of all the P2H plants will be always lower than BT, it is not necessary to design and
realize an effective general control system able to monitor and to control in real-time the hydrogen
flow rate injected and the percentage in volume;

3. No control is needed on the real hydrogen percentage in volume in the natural gas network: it is
not necessary to measure the hydrogen content in the natural gas network, since it will be always
lower than the ABP; hydrogen concentration monitoring would be required only for energy
billing purposes;

4. Infrastructures and auxiliaries as well as end-users’ equipment are not subjected to adaptation or
revamping since ABP will not be overcome.

5. No roll-out plan is required to substitute existing smart meters at end-users to take into account
of hydrogen concentration during energy bills calculation. In fact, if gas chromatographs could
be installed at REMI stations to calculate the concentrations of the HCNG delivered to the
distribution networks, all the end-users will handle the same HCNG mixture. Figure 2 shows the
natural gas flowrate hourly variation respect to the daily average flowrate in the transmission
system. Particularly, four days randomly taken in different seasons of the years 2019–2020 have
been considered. As shown, a very slow variation in natural gas flowrate occurred during the day.
Therefore, assuming an interval up to 1 h, i.e., the frequency at which natural gas flowrate can
be measured by the smart meters, the assumption that the hydrogen concentration measured at
REMI station is constant in each hour would result in an error. For example, the greatest variation
occurs the 23/24 March 2019 between 12:00 and 14:00 when a variation in natural gas flowrate up
to 6% (=6% − 0%) occurs in the period. In such case, a reduction of hydrogen concentration up to
the 5.7% of the initial value measured at 12:00 would result. However, the acceptability of such
error in billing procedures is out of the scope of the paper.

After the BT has been identified, it is part of the strategy to define how much fast the threshold
should be reached, i.e., how many MW of P2H plants are planned to be realized every year up to 2024
as schematically shown in Figure 3. The cumulative green hydrogen blending capacity is influenced
by policy makers and energy planners’ decisions, since the slope of the cumulative curve may allow
to reach the threshold before (α1 in Figure 3) or close to the deadline (α2 in Figure 3). The second
step of the strategy will start once the BT has been overcome, and will require relevant actions, as
synthetized in Figure 3, as well as the practical implementation of actions over the time (curve slope β1
or β2 in Figure 3). Therefore, it is crucial to properly set the first phase timing to not reach too early the
blending threshold, thus avoiding the risk of dead time waiting for the revamping/adaptation needed
to increase the hydrogen blending percentage.
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Figure 2. Natural gas flowrate variation respect to the daily average flowrate. Original elaboration
based on data from [46].

 

Figure 3. Design of the first phase of implementation of the hydrogen blending strategy.

2.4. Natural Gas Thermodynamic Parameters

Several parameters have to be evaluated to assess the Italian hydrogen blending threshold. Table 2
shows the natural gas composition that is conveyed by the Italian natural gas networks [43]. A natural
gas density equal to 0.904 kg/m3 (= 0.7 × 1.292) at 0 ◦C and 101,325 Pa is conservatively assumed.
In fact, to assume the highest possible density for the natural gas density signifies to evaluate the
minimum BT in accordance to Equation (1). In addition, applying the ideal gas law a molar mass of
20.3 g/mol results in the case study. For hydrogen a density equal to 0.0899 kg/m3 is assumed in the
same thermodynamic conditions.
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Table 2. Mean natural gas composition conveyed by the Italian natural gas networks [43].

Parameter Acceptability Limit Unit of Measure

Methane *

Ethane *

Propane *

Iso-butane *

Normal-butane *

Iso-pentane *

Normal-pentane *

Hexanes *

Nitrogen *

Oxygen ≤0.6 % mol

Carbon dioxide ≤2.5 % mol

Hydrogen sulfide ≤5 mg/Sm3

Sulfur from mercaptans ≤6 mg/Sm3

Sulfur, total ≤20 mg/Sm3

Higher heating value 34.95–45.28 MJ/Sm3

Wobbe Index 47.31–52.33 MJ/Sm3

Relative density 0.555–0.7 #

(*) Values are limited by the respect of gas mixture’s Wobbe Index.

The values reported in Table 3 are conservatively assumed for the hydrogen blending
threshold evaluation.

Table 3. Values assumed for the evaluation of hydrogen blending threshold.

Parameter Value Unit of Measure

Hydrogen concentration, wH2 10 %

Methane concentration, wCH4 90 %

LHVCH4 (*) 11.86 kWh/Sm3

LHVH2 2.83 kJ/Sm3

ρNG 0.904 kg/m3 at 0 ◦C and 101.325 kPa

ρH2 0.0899 kg/m3 at 0 ◦C and 101.325 kPa

(*) Since gas natural mixture composition varies, an average value was considered.

2.5. Considerations about Reliability of Available Data on Natural Gas Flowrates

Concerning the safety factor SF, the value was defined by the Authors in accordance to the
available data about MNG. In particular, Snam provides the data of hourly gas imports, storages and
exports that enter the national transmission system. In a preliminary evaluation, it can be assumed that
the sum of the natural gas imports, the national production and eventually of the natural gas from the
storage fields correspond to the flowrate that is going to be conveyed through the transportation system.
In Figure 4 the average daily natural gas imports per months for the period 2017–2019 is reported, and
also the maximum and the minimum daily gas imports are shown by the error bars that show the
maximum positive and negative deviations of the daily average values from the average. As expected,
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higher energy is delivered in the winter season. On the other hand, despite of the winter months,
natural gas flow rate varies a little during the summer months regardless of the year. Minimum values
equal to 877.3 kWh/day, 840.4 kWh/day and 850.1 kWh/day were calculated in August respectively for
the year 2017, 2018 and 2019.
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Figure 4. Average daily gas energy in the transportation system during 2017, 2018 and 2019. Data
elaborated from [47].

Since instantaneous natural gas flowrate could change during the day, the hourly flowrates of
fifty days randomly selected were analysed for a statistical evaluation: 17 days were selected in both
2019 and 2018, 16 days in 2017.

2.6. Identification of P2H Plants Size and Location in the Italian Territory

Based on the hydrogen blending threshold calculated in the previous section, the P2H plants’ total
capacity (PP2H) in (kW) can be calculated from Equation (18):

PP2H = BTcorr × LHVH2 (18)

Furthermore, electrical needs have to be calculated. Three main electrical equipment are considered
in the following analysis: (i) the electrolyzers, (ii) the compressor units and (iii) other auxiliaries. Since
compressed physical storage is considered as the preferred option for its maturity level, no additional
energy consumption due to storage section is considered. Particularly, the P2H total electric power
capacity in (kW), PEL,P2H2, is calculated in accordance to Equations (19) as the sum of the electric
capacity of the components that are implemented in the plant.

PEL,P2H = PEL,ELECTROLYSER + PEL,COMPRESSOR + PEL,AUXILIARIES (19)

Water electrolyzer electric capacity is calculated in Equation (20) as the ratio between the P2H
plants’ total capacity and electrolyzer efficiency (ηELECTROLYSER) in [%]. It should be noted that
electrolyzer’ efficiency is calculated as the ratio between the hydrogen energy production (based on
LHVH2) and electrical power consumption.

PEL,ELECTROLYSER =
PP2H

ηELECTROLYSER
(20)
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Hydrogen compressors’ electric capacity is calculated in Equation (21) as the ratio between the
isentropic compression power and compressors’ total efficiency. It should be noted that Lis,COMPRESSOR is
the isentropic work of compression [kJ/kg]. An isentropic (ηis,COMPRESSOR) and electric (ηel,COMPRESSOR)
efficiencies are also introduced [%]:

PEL,COMPRESSOR =
BTcorr × Lis, COMPRESSOR × ρH2

ηis, COMPRESSOR × ηel, COMPRESSOR
(21)

Auxiliaries’ electric capacity are calculated as in Equation (22). For the purpose a safety factor
(SF’) is introduced:

PEL,AUXILIARIES = SF′ × (PEL,ELECTROLYSER + PEL,COMPRESSOR) (22)

Concerning the electrolysis section, due to the higher maturity level and the lower Capital
Expenditures respect to alternative solutions, alkaline electrolyzers are assumed as the preferred
option for P2H Italian plants. Based on state of the art [4], an average efficiency between [62%, 82%]
is recognized for alkaline electrolyzers. A conservative efficiency of 65% is considered in the paper.
Concerning the compression section, a downstream pressure up to 70 bar is considered as appropriate
for hydrogen blending into the transmission system. Based on available review in the literature [48],
reciprocating, linear and diaphragm compressors can be considered for the purpose. Particularly,
diaphragm compressors are considered for the following analysis. In this case efficiencies in the range
[80%, 85%] can be considered. For a conservative approach an efficiency value of 80% is considered.
Therefore, based on Equation (21) and data reported in Table 4, the compression isentropic work
between 1 bar and 70 bar is calculated equal to 9940 kJ/kg, i.e., a real work of 12.4 MW. Considering the
total hydrogen flowrate (2326 kg/h), a total installed electrical power supply up to 8 MW is required to
operate hydrogen compressors.

Table 4. Data used for the calculation of the isentropic compression work.

Parameter Value Unit of Measure

Isentropic coefficient, k 1.407 #

Upstream pressure, p0 101,325 Pa

Downstream pressure, pout 70 × 101,325 Pa

Hydrogen density at upstream compressor inlet, ρ0 0.085 kg/m3

Isentropic efficiency, ηis 80 %

Once total P2H plants’ capacity is calculated, the localization of each plant should be performed.
However, in this preliminary estimation, it was assumed that P2H plants are located at the eight Italian
transportation system import points. Based on this conceptualization, a distribution of P2H plants in
Italy would be possible. P2H plants’ capacity localization in the national territory is affected by both
current renewable power plants distribution and concentration as well as renewable power potential.
Since the paper aim is to firstly assess the compatibility of the proposed P2H power plants distribution
and the existing renewable power plants, only a qualitative comparison will be performed between
available and needed power on a regional basis.

2.7. Estimation of the Economic Investment Required

Based on the quantitative evaluation of P2H Italian potential, a preliminary assessment of the
capital expenditure (CAPEX) is performed. The realization of new renewable power plants is not
considered. For the purpose, referenced data available in the literature were used. Particularly, CAPEX
is the investment required for P2H plant design, realization and tests. As shown in Table 5, the voice
regarding the hydrogen storage volume is considered. For the purpose, a storage volume able to store
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up to 1 h of the nominal hydrogen capacity is considered. Concerning hydrogen compression, as
reported in the available literature, estimates for compressors’ investment vary widely from 144 €/kW
to 18,500 €/kW [49]. Therefore, an average value equal to 10,000 €/kW was assumed as reported in
Table 5. Since several assumptions were made, a safety factor for the purpose was defined. Particularly,
since P2H plant’s design strictly depends on the specific boundary conditions, a value equal to 25% was
selected to take into account all the expenditures that were not included in electrolyzers, compressors
and storage tanks, such as for example, engineering activities, ATEX certification, the purchase of
interconnecting and bulk materials, the purchase of the land, etc.

Table 5. Capital expenditure (CAPEX) parameters.

Parameter Value Unit of Measure

Electrolyzers’ section (instrumentation and tubing are included) [50] 700 €/kW

Compressors’ section 10,000 €/kW

Hydrogen storage volume [51] 8300 €/m3

Safety factor to take into account of engineering, tests and other
activities (of the total CAPEX) 25 %

(*) CAPEX costs for electrolyzers with a size of 5 MW.

Based on the specific costs reported in Table 1, the following CAPEXs (€) are calculated in
accordance to Equations (23) and (24):

CAPEXELECROLYSER = celectrolyser × PEL,ELECTROLYSER (23)

CAPEXCOMPRESSOR = ccompressor × PEL,COMPRESSOR (24)

CAPEXSTORAGE = cstorage ×Vstorage (25)

CAPEXOTHER = (CAPEXELECROLYSER + CAPEXCOMPRESSOR + CAPEXSTORAGE) × SF′′ (26)

where celectrolyser, ccompressor and cstorage are the specific cost of water electrolyzers and compressors in
[€/kW] as reported in Table 5. Vstorage is the storage volume [m3]. SF′′ is the safety factor to take into
account other costs that are necessary to design, install and operate a P2H plant.

3. Results and Discussion

3.1. Computation of the Energy Density Factor EDF

In accordance to Equation (11), the energy density factor results equal to 1.085. Therefore, to
deliver the same amount of energy, an increase up to the 8.5% of the HCNG flowrate is required respect
to the existing natural gas flowrate. Moreover, in accordance to Equation (17), a density ratio (ρH2/ρNG)
of 0.099 results.

3.2. Evaluations about the Safety Factor SF

Figure 5 represents the hourly gas flowrates from the 6:00 of the analysed day to the 6:00 of the
following day for the 2019. Different values of MNG are obtained depending on the days, i.e., the
lowest flowrate is calculated during the weekends and during public holidays.
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Figure 5. Hourly gas delivery for the 17 days analyzed in August 2019. Data from [45].

Figure 5 seems to show similar values for the lower flowrates. This trend has been further
investigated. The results of the statistical data analysis for the three years are summarized in Table 6. As
shown, the maximum and average flowrates are almost the same for the three years, while a difference
occurs for the minimum value that in 2018 reached the smallest value, i.e., 16,965,404 kWh/h in the
time period 02:00–03:00 of the 15th of August 2018. However, it should be noted that, considering a
Gaussian statistical distribution for 2018 data, from a probabilistic approach the 99.7% of the values
should be within the range [19,750,649 kWh, 93,321,690] (=μ − 3σ). Applying the Le Chauvenet’s
criterion the minimum natural gas flowrate calculated in August 2018 was discarded resulting as a
statistical outlier. This value, in fact, could be justified by different reasons, such as for example a
maintenance activity. Based on remaining data, the MNG was assumed equal to 30,000,000 kWh/h, i.e.,
an hourly natural gas flowrate of 2,529,511 Sm3/h based on the LHV reported in Table 4.

Table 6. Results from the data analysis performed concerning hourly gas flowrate in August 2017, 2018
and 2019.

Parameter 2017 2018 2018

Maximum hourly gas flowrate, (kWh/h) 79,914,957 80,479,252 88,454,383

Average hourly gas flowrate (μ), (kWh/h) 56,286,215 56,536,170 63,661,102

Minimum hourly gas flowrate, (kWh/h) 30,806,987 16,965,404 * 38,865,590

Standard deviation (σ), (kWh/h) 14,466,853 12,261,840 11,989,874

(*) The minimum value calculated in the 15th of August can be considered as an outliner and not considered for the
analysis. Applying the Chauvenet’s criterion a minimum value equal to 30,442,626 kWh/h results for 2018.

Due to the assumptions and simplifications performed for the calculation of the MNG, a safety
factor SF equal to 0.9 was considered appropriate for the hydrogen threshold calculation.

3.3. Computation of the Hydrogen Blending Threshold

Applying Equation (12) and the values reported in Table 7 a corrected blending threshold equal to
27,293.4 Sm3/h, that are equivalent to 2326 kg/h of hydrogen, can be computed. Based on an annual
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timeframe of 3500 h/year, typical for a P2H plant for electric grid stability service [52], a total hydrogen
production up to 8141 ton/year can be estimated. In Table 8 the results of the preliminary assessment
are summarized.

Table 7. Parameters used in the calculation of corrected hydrogen blending threshold.

Parameter Value Unit of Measure

Allowed blending percentage
(ABP) 10 %

Energy density factor (EDF) 1.085 #

Density ratio, (ρH2/ρNG) 0.099 #

Safety factor (SF) 0.9 #

Table 8. Results of the preliminary assessment about hydrogen blending threshold.

Parameter Value Unit of Measure

Corrected hourly hydrogen
blending threshold (BTcorr) 2326 kg/h

Annual P2H plants’ working
hours 3500 h/year

Annual blended hydrogen 8141 ton/year

3.4. Preliminary Estimation of P2H Plants Size

Based on the preliminary assessment of the hydrogen blending threshold, an estimation of the P2H
size and distribution can be performed: a total installed P2H plant output capacity of 77.5 MW can be
considered for the Italian framework in the first green hydrogen development phase. To produce such
amount of energy, in accordance to Section 2.3, P2H plants should be designed with (i) an electrolysis
section and (ii) a compression section and (iii) other auxiliaries. By using Equations (19)–(22) the total
electrical power supply for electrolyzers and compressors is calculated equal to 127.2 MW. Assuming
the safety factor equal to 5% to take into account other auxiliaries’ consumption a total power supply
of 133.6 MW can be assumed. From an energy point of view, this would result in an annual electrical
consumption of 467.6 GWh/year. Results are summarized in Table 9.

Table 9. Preliminary estimation of Italian P2H plants’ total size.

Parameter Value Unit of Measure

Total installed output capacity (green hydrogen) 77.5 MW

Electrical installed capacity for electrolyzers 119.2 MW

Electrical installed capacity for compressors 8.0 MW

Electrical installed capacity for other auxiliaries in the plant 6.4 MW

Total electrical installed capacity 133.6 MW

Total P2H plant efficiency estimation 58.0 %

Annual electricity consumption 467.6 GWh/year

3.5. Preliminary Estimation of P2H Plants Distribution

The total installed capacity of Italian P2H plants was distributed in the Italian territory based on
the following consideration. Particularly, it was assumed that natural gas flowrate at the import points
is the minimum when the total Italian gas flowrate is the minimum. Therefore, it is assumed in this
preliminary evaluation that the control of the gas flowrate at each import point is proportional to the
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total gas flowrate in the network. A detailed analysis of natural gas flowrates for each import points
will be performed in a following paper.

Then, P2H plants capacity was divided per each location as reported in Table 10 are calculated. In
Table 10 the natural gas flowrate from national fields is not shown. In Figure 6 the size and the location
of the P2H plants are shown in the Italian territory in comparison with already installed PV and wind
turbine power plants capacity.

Table 10. Preliminary estimation of Italian P2H plants’ total size.

Parameter Tarvisio Gorizia
Passo
Gries

Mazara
del Vallo

Gela
GNL

Cavarzere
GNL

Livorno
GNL

Panigaglia

Natural gas
imports in 2017,
(Sm3/year) × 109

30.2 0.03 18.88 7.25 4.64 6.85 0.91 0.62

Percentage of the
total, (%) 43.5 0.04 27.2 10.4 6.7 9.9 1.3 0.9

Total installed
capacity, (MW) 34 0.03 21.1 8.1 5.2 7.7 1.0 0.7

Total electrical
installed capacity,

(MW)
58.2 0.06 36.4 14.0 8.9 13.2 1.8 1.2

Annual electricity
consumption,
(GWh/year)

204 0.2 127.3 48.9 31.3 46.2 6.1 4.2

 

Figure 6. Location and size of the P2H plants in Italy and relation with regional renewable
power availability.
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3.6. Preliminary Economic Assessment for Italian P2H Plants

Based on Equations (23)–(26) and values introduced by Table 11, a CAPEX equal to 487.5 M€ can
be estimated. As shown in Table 10, the physical storage volume is responsible for the highest voice of
cost. In fact, ATEX certified components, instrumentation and high-pressure stainless steel storage
tank are required for safety reason.

Table 11. Capital expenditure (CAPEX) parameters.

Parameter Value Unit of Measure

Electrolyzers’ section (instrumentation
and tubing are included) 83.4 M€

Compressors’ section 80.0 M€

Hydrogen storage volume 226.6 M€

Safety factor to take into account of engineering, tests
and other activities (of the total CAPEX) 97.5 M€

Total 487.5 M€

3.7. Discussion and Next Steps

Figure 6 defines the optimum location of the first kind of P2H plants for low percentage green
hydrogen blending in Italy. The final results have been achieved by considering only (i) the definition of
hydrogen blending threshold to be not overcome, and (ii) the hydrogen injection close to the principal
connections of the natural gas network. It is interesting to note how the final result is coherent with
energy consumption. In fact, 71% of hydrogen produced by the P2H plants would be blended in the
north area of the natural gas network, wherein energy demand is the highest. Therefore, hydrogen
generation and blending are optimized in relation with energy demand. Nevertheless, a relevant
component of the P2H plants location strategy should consider not only consumers’ location, but
also renewable power availability and/or potential. Figure 6 shows that, due to the conservative
hypothesis related to the maximum hydrogen blending threshold identified in the paper, the installed
power required for each P2H plant related with a principal connection of the natural gas network
is much lower than the installed renewable power (PV plus wind) already available in the Regions
potentially involved.

Further steps are needed to identify in detail if and which existing renewable power plants can be
directly connected to the new P2H plants in each region. An economic evaluation will be performed
starting from the available GIS database about natural gas network and renewable power plants.
Nevertheless, Apulia region will be taken into consideration as a relevant case study too: in fact, while
Apulia currently has no relevant natural gas network connection, it has the highest power production
from renewables. Therefore, Apulia is the most interesting Italian region to be studied as a reference
for the second step of the national hydrogen strategy, i.e., hydrogen blending over the threshold as
defined in the paper.

4. Conclusions

The paper aims to assess the actual green hydrogen potential in Italy based on natural gas
network characteristics. The estimation has been performed by considering some relevant hypothesis
and limitations to minimize the impact on natural gas infrastructure and end-users, thus allowing
a short-term implementation at local level of P2H installations for green hydrogen blending. The
paper shows how up to 8100 ton/year of green hydrogen blending, i.e., 715,000 Sm3/year could be
injected right now in the existing natural gas network with a proper location and sizing of P2H plants.
This green hydrogen potential corresponds to an installed capacity of about 78 MW of electrolyzers and
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about 488 M€ of investment. Further analysis is needed to better evaluate the geographical positioning
of P2H plants, including also integration with existing renewable power plants.

The objective of the EU hydrogen strategy is to install in the first phase of its development, from
2020 up to 2024, at least 6 GW of renewable hydrogen electrolyzers and the production of up to
1 million ton of renewable hydrogen. Therefore, Italy could give at least a 1% contribution to this
strategy by immediately implementing the realization of P2H plants for green hydrogen blending as
described in the paper. Nevertheless, the results of the preliminary assessment show how the design
and development of more complex strategies, including natural gas network revamping and end-users
adaptation, are necessary if the ambitious goals of the European strategy want to be reached by Italy
and also by the Member States. That is why the Italian government is urgently called to agree on a
national hydrogen strategy to boost energy transition and stimulate the technological innovation of the
Italian hydrogen industry.
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Nomenclature

ABP Allowed Blending Percentage, (%vol)
BT Blending threshold, (Sm3/h)
BTcorr Corrected blending threshold, (Sm3/h)
CAPEXELECTROLYSER Water electrolyzers’ CAPEX, (€)
CAPEXCOMPRESSOR Compressors’ CAPEX, (€)
CAPEXSTORAGE Storages’ CAPEX, (€)
celectrolyser Water electrolyzer’s specific cost, (€/kW)
ccompressor Compressor’s specific cost, (€/kW)
cstorager Storage’s specific cost, (€/kW)
Edemand End-users’ energy demand, (kWh)
EHCNG Energy delivered by the HCNG mixture, (kWh)
EDF Energy density factor, (%)
HCNG Hydrogen and compressed natural gas
Lis,COMPRESSOR Compressors’ isentropic work (kJ/kg)
LHVNG Lower heating value of natural gas, (kWh/Sm3)
LHVHCNG Lower heating value of the natural gas and hydrogen mixture, (kWh/Sm3)
LHVH2 Lower heating value of hydrogen, (kWh/Sm3)
MNG Minimum Natural Gas flowrate, (Sm3/h)
MNG Natural gas molecular weight, (kg/kmol)
MH2 Hydrogen molecular weight, (kg/kmol)
PP2H P2H plants’ capacity, (kW)
PEL,P2H2 P2H Total electric power capacity, (kW)
PEL,ELECTROLYSER Electric power capacity of water electrolyzers, (kW)
PEL,COMPRESSOR Electric power capacity of hydrogen compressors, (kW)
PEL,AUXILIARIES Electric power capacity of P2H plant auxiliaries, (kW)
pHCNG HCNG pressure, (Pa)
pNG Natural gas pressure, (Pa)
pH2 Hydrogen pressure, (Pa)
QH2 Hydrogen volumetric flowrate, (Sm3/h)
QNG Natural gas volumetric flowrate, (Sm3/h)

QNG’
Natural gas volumetric flowrate when no hydrogen is blended into the
network, (Sm3/h)
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QHCNG HCNG volumetric flowrate, (Sm3/h)
R0 Universal gas constant, (kJ/kmolK)
SF Safety factor, (%)
TNG Natural gas temperature, (K)
TH2 Hydrogen temperature, (K)
VSTORAGE Storages’ volume, (m3)
ηel,ELECTROLYSER Water electrolyzers’ electric efficiency, (%)
ηel,COMPRESSOR Compressors’ electric efficiency, (%)
ηis,COMPRESSOR Compressors’ isentropic efficiency, (%)
ρH2 Hydrogen density, (kg/m3)
ρNG Natural gas density, (kg/m3)
wH2 Volumetric concentrations of hydrogen in the HCNG, (%vol)
wNG Volumetric concentrations of natural gas in the HCNG, (%vol)
ZNG Natural gas compressibility factor
ZH2 Hydrogen compressibility factor
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Abstract: Community renewable energy (CRE) has recently been proposed as one of the effective
policy tools to make a community sustainable and to strengthen this association. CRE is, however, not
widespread yet in Thailand, and evidence-based research on CRE in the country is rather scarce. This
paper aims to investigate the characteristics of CRE in Thailand to identify the key factors affecting
its implementation. Data were collected through semi-structured interviews and document analysis
for 26 active CRE projects in Thailand. Results show that the characteristics of CRE in Thailand are
rooted in the geographical location of a community. A legal structure was created from a pre-existing
group to implement a CRE project. The primary motivation for implementing CRE is sustainable
development of a community. We examined essential factors separated into two groups—internal and
external factors—in reference to CRE in developed nations. We highlight several issues concerning
the further development of CRE in Thailand. First, a strong group leader and a formal structure are
essential to drive and manage a project. Second, networks of CRE projects and long-term revolving
funds are crucial external support to implement CRE.

Keywords: small-scale; success factor; community renewable energy; sustainable energy

1. Introduction

In the modern world, the dominant paradigm of energy supply and production
consists of a centralized, usually fossil-fuel-based energy production that generates energy
remotely and supplies it to consumers over a vast region. As an alternative to this paradigm,
in recent years, there have been efforts to establish decentralized, community-owned,
small-scale facilities that produce energy from renewable resources. One of the movements
following this paradigm is community renewable energy (CRE).

CRE offers communities the ability to tackle poverty and raise the standard of living [1–3].
Many studies have argued that various socioeconomic benefits are to be gained from the
production and use of renewable energy (RE) resources at the community level [4–10].
These benefits include job creation, income generation, self-sufficient energy supply, social
cohesion, and human capacity development. CRE projects in agricultural communities
help increase farm productivity and rural sustainability [6]. However, establishing a CRE
project involves many issues, such as financial, organizational, technical, and extensive
cooperation [11]. Additionally, CRE requires contribution (e.g., capital, labor, commit-
ment, trust) from community members to drive a project to run [12–14]. Using locally
available RE resources requires collective actions and agreements among community
members [15]. The crucial factors for a CRE project’s success might differ in the different
contexts of communities [13,16–19], which then require contrasting support structures for
CRE implementation.

Researchers have intensively investigated the key characteristics and factors affecting
CRE development in developed countries/regions, such as the UK, Denmark, Scotland,
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Germany, and Australia [13,17,20–22]. G. Seyfang et al. examined the strengths and
weaknesses of the UK’s CRE [17]. They conducted a web-based survey of the CRE projects
undertaken between June and October in 2011. Their results highlighted that CRE is a
diverse sector: their multiple objectives need joined-up thinking among governmental
departments. Networking among groups and monetary policy support are essential
factors driving CRE development. Another research investigated the effect of financial
incentives on CRE development in Germany, Denmark, the UK, and Ontario [20]. The study
argued that appropriate monetary policy support at each stage of CRE development helps
communities overcome project setbacks. Network support among CREs is also vital for
sector development, as in the case of the Samso renewable energy island in Denmark [13].

In contrast, there are a limited number of papers that explore the factors affecting
the deployment of CRE projects in developing countries. A study assessed the impact
and identified drivers of and barriers to CRE success by analyzing two community micro-
hydroprojects in Indonesia [18]. The results showed positive socioeconomic impacts, and
the essential factor is the intermediary organization’s role in supporting project develop-
ment. E. Macabebe et al. investigated key factors to achieve community-based SHS (solar
home system) adoption and sustainability in the Philippines [23]. The results showed
that giving priority to the economic value of the technology, capacity building of locals
on the technical aspect, management perspectives of the project, and creation of a supply
chain for replacement parts are crucial factors for the sustainability of programs. Another
study identified factors that influence the success of a rural electric cooperative case in
Costa Rica [24]. They argued that six factors affecting success are community governance,
capacity building and engagement, ownership structure, technical design, operation and
management, and system and project sustainability measures.

Evidence-based research on a community-led initiatives strategy is limited in Thailand
as a developing country. A few studies have focused on Thai CRE development. One study
involves exploring various aspects of best management practices (BMPs) for sustainable
CRE [25]. Results indicated that the key concept of BMPs for sustainability in small-
scale CRE is the “actual problem-based solving approach”, which will help CRE avoid
the creation of unintended negative impacts and develop effective RE implementation.
Another study identified how CRE contributes to sustainable energy transitions in Thailand
and the Philippines [26]. The article highlighted that valuable insights can be generated
from rural- and community-driven renewable energy initiatives and underscored their
power to reimagine the future of energy systems in the Global South. Previously, there
was a study [9] analyzing financial issues in developing CRE in Thailand in 26 projects,
which are also used in this study. The results showed the benefits of CRE projects to the
local economy to be income generation, expense savings, and environmental protection;
however, they did not focus on factor analysis. Despite the benefits identified, there is still
a lack of a comprehensive view on the characteristics and critical factors of implementing
CRE projects in Thailand. Thus, there is no basis on which support structures can be built
by either communities themselves or the academe or government. Moreover, there are a
limited number of studies in developing countries: two cases in Indonesia [18], three cases
in the Philippines [23], and one case in Costa Rica [24]. Therefore, it is essential to identify
the barriers and drivers of community-led initiatives for energy production in Thailand.

This study, hence, aims to identify factors that lead to successful implementation of
Thailand’s CRE. We also discuss the factors via a comparison with those in developed
nations and identify potential issues and solutions. The results will contribute to the
knowledge necessary for informed policymaking, practical knowledge exchange, and
research collaboration between CRE stakeholders.

2. Data Collection

2.1. CRE Subsidy Program in Thailand

In 2013–2016, the Ministry of Energy (MOEN) of Thailand launched a CRE subsidy
program (total of THB 60 M (million) or approximately USD 1.7 M budget) to support the
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development of CRE using a variety of renewable energy technologies. The objectives of
the projects were to identify the necessary financial and technological support for CRE. The
MOEN subsidized the project investment to reduce the payback period for a CRE project
to less than 3 years.

In this subsidy program, “CRE” was defined as “renewable energy (RE) utilization in
the community”, where:

• Community members invest either purely financially or with in-kind contributions.
• Resources in the community are used for energy production.
• The energy produced should be traded or self-utilized.
• An entity is formed within the community to govern the project.

Communities that meet the criteria can submit a proposal to garner financial support
from the program. Forty-eight CRE projects out of 75 proposals passed the MOEN criteria,
while 27 projects were rejected due to lack of technical or economic feasibility. The rejected
proposals could be revised and resubmitted to the MOEN before the deadline of proposal
submission. Finally, 26 CRE projects were implemented, and the remaining 22 projects
canceled their contracts due to several reasons, for example, an unstable market of the
product of the project (25%), lack of financial resources (19%), uncertainty of project success
(19%), inability to form a legal entity (13%), and others (25%). The overall schedule of the
CRE subsidy program in Thailand is shown in Table 1.

Table 1. Schedule of the CRE subsidy program in Thailand.

Timeline Activities Community Participation

July 2013 Program dissemination and call for proposal in 6 regions 632 persons

August 2013–September 2016

Consultation in the communities
Preliminary assessment of RE resources, technology,

and economics
147 communities

Proposal development and submission 75 communities

August 2013–October 2016
Screening and approval of the proposal 48 communities

Project success installation and implementation 26 communities

2.2. After-Action Review (AAR)

Successful implementation of CRE is highly dependent on the local context of com-
munities and the vast societal structures and institutional arrangements of a project itself.
Seyfang and Haxeltine emphasized the importance of resolving internal and external fac-
tors in grassroots innovations [27]. Wirth employed an institutional theory to analyze the
emergence of a community-based energy project in the concrete local, internal context of a
community in Italy [28]. He also suggested the importance of external factors along with
his analysis. These factors and their inter-relations should be understood in detail if we
want to realize the specific reasons why particular community energy projects succeed or
fail. Thus, in this study, we follow Wirth’s suggestion to study the concrete internal context
and combine it with the external context of CRE in Thailand.

Our research approach involves qualitative content analysis [29] using document
analysis and lesson-learned discussions with key actors determined via an after-action
review (AAR) technique [30] and semi-structured interviews (SSIs) [31]. Permission to
access 26 unpublished proposals was given by the MOEN of Thailand. The data included
information about technology type and design, scale, objective, ownership, and mode of
organization. Background knowledge allowed us to more deeply understand when, where,
and why a community created a CRE project, which provided a sound basis for subsequent
data collection.

The extraction of success factors involved the AAR technique and SSIs. Although
SWOT (strengths, weaknesses, opportunities, and threats) analysis is widely used to
identify key factors that have an impact on CRE development in the UK [17] and to evaluate
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renewable energy projects in Thailand [32], it is not suitable for our objective analysis.
SWOT analysis provides a strategic planning framework to evaluate an organization, a
plan, a project, or a business activity [33]. On the other hand, AAR is a systematic method
that helps individuals learn significant lessons from successful experiences and apply them
to others [30]. AARs have three functions for learning from experiences: (i) self-explanation,
(ii) data verification, and (iii) feedback. The self-explanation function enables individuals to
analyze their behaviors and to suggest explanations for their success and/or failed actions.
The data validation function enables learners to cross-validate the information they hold
before changing or correcting their mental models. The feedback function enables learners
to confirm, add to, overwrite, tune, or restructure information. The main advantage of
feedback is that it concentrates not only on performance outcomes but also on the process
of task performance [30]. Thus, the AAR approach is appropriate for our analysis objective.

AAR was conducted twice. The first AAR was conducted in Chiang Mai, Thailand,
on 24 October 2016 for a preliminary survey. Twenty-one representatives from 10 CRE
cases participated in discussions. The authors and the MOEN’s staff participated in
and facilitated the AAR. The second AAR was conducted in Bangkok, Thailand, on 16
November 2016 to identify key factors influencing CRE implementation. Thirty-seven
representatives from 26 CRE cases participated in the AAR. The MOEN’s staff facilitated the
AAR, and an author was a participant, observing the activity. The AARs were recorded and
then subsequently transcribed. Each AAR meeting took about 3 h. All the data collected
through documents and interviews were analyzed qualitatively or semi-quantitatively. The
overall flow of the AAR process is shown in Table 2.

Table 2. The AAR process.

Steps Activities

Introduction (40 min)

The main facilitator explains the objective and process of the AAR
meeting and questionnaires and divides the participants into 4 groups,

namely, community enterprise, cooperative, local authority, and
foundation. Each community answers the questionnaire.

Brainstorming (40 min) Brainstorming in the group based on the answer.

Presenting the results of brainstorming (15 min) The participants present the ideas generated during the
brainstorming session.

Summarizing the AAR (40 min) The main facilitator consolidates the ideas obtained from the
brainstorming with the help of all the participants.

3. Analysis of Collected Data

3.1. Characteristics of CRE Projects in Thailand
3.1.1. Detail of Community Energy Groups and Projects

The 26 pilot CRE projects are located in 15 provinces across Thailand, as shown
in Figure 1. Overall, most CRE projects are in the northern and southern parts of the
country. This is mostly due to the strong network support from academic institutions in the
areas. Few projects are located in the central, eastern, and northeastern regions. It seems
that CRE’s network support from an academic institution strongly affects the number of
CRE projects implemented in an area. The average networking of CRE was 1.15 partners
per project.
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Figure 1. Map showing the geological location of the 26 CRE projects in Thailand: Adapted from [34].

Figure 2a shows the energy generation activities of the 26 CRE projects. Biogas
thermal and solar thermal technologies are the most commonly installed technologies due
to the fitting of their thermal demand with cost-effectiveness. Most of the CRE projects
are implemented in agricultural communities. Thermal energy is needed for agronomic
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activities. Few projects are involved in electricity generation mostly because of communal
accesses to the national grid. CRE that generates electricity is only located in an off-grid
area or regions with unstable electricity supply.

 
(a) (b) 

Figure 2. Detail of community energy projects: (a) Energy generation activities and (b) group types of the 26 CRE projects.

Figure 2b shows the types of legal entities that implemented the CRE projects in
Thailand. All the CRE projects had a formal structure before implementing the project.
We found that the origin of most of the groups is rooted in civil society. The legal entities
of the CRE projects were established and invested by local people and existing groups
coming together.

3.1.2. Objectives of CRE Projects

Figure 3 shows the objectives of CRE project development. Three groups are catego-
rized according to aims: economic, environmental, and social. The most common goal
was saving money on energy bills, accounting for 85% of the groups. For example, biogas
projects used gas to substitute LPG or wood for cooking or agricultural activities. The sec-
ond common goal was improving the local environment, accounting for 50%. For instance,
biogas projects focused on reducing odor pollution and underground water contamination
in the area. As regards the third objective, 31% implemented CRE for education in the
community. In brief, the economic and environmental dimensions are the main objectives
for implementing CRE.

 

Figure 3. Objectives of Thai CRE groups.
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3.2. Key Success Factors for the Implementation of CRE Projects

The key actors identified nine factors that could have influenced CRE implementation.
The nine factors can be then categorized into two groups: internal and external. Upon
considering the CRE development step, each internal factor is allocated to each step that
requires it inside the community, as shown in Figure 4. On the other hand, the external
factors mainly are supports from outside the community, which are also assigned to
the required step, as shown in Figure 4. Details of the internal and external factors are
introduced in the following sections.

Figure 4. Summary of internal and external conditions and their interaction through a path toward a successful implemen-
tation of CRE in Thailand.

3.2.1. Internal Factors

A clear “intention and vision” in a community (for both a leader and team members)
creates cooperation and unity, accounting for 84% of the groups. For instance, a cooperative
group representative mentioned that “our group has very clear intention and vision on CRE
development for improving the local environment and reducing fuel cost of our rubber
processing. Therefore, the team members work hard to achieve successful implementation
of the project”.

“Human resources” is essential in the implementation, accounting for 83% of the
groups. A cooperative group representative, for instance, said that “despite the cooperative
having many members and staff, we lack the personnel with expertise in renewable energy
technologies. We have to ask the help of experts from outside, which leads to some delay
in the implementation”.

“Management skills” helps drive the project smoothly, accounting for 94% of the
groups. A community enterprise representative elaborated that “the project must be
expertly managed on time, on budget, with knowledge and integration that organizations
need”. He added that “without this skill, our project would not be successful in terms of
the objective, budget, and time”.

“Community participation” exerts a significant influence on project implementation
because the participation gains social acceptance, accounting for 50% of the groups. For
instance, a biogas network project involved 100 households. The gas produced is supplied
through a piping system to the houses of community members. In such a project, commu-
nity participation plays an essential role because the number of participating households
critically affects gas utilization and income.
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3.2.2. External Factors

“RE potential” and “mature technology” are significant factors for project develop-
ment, accounting for 100% and 92% of the groups, respectively. Each group mentioned
that “without RE resources and technology, the community would not implement CRE.
Furthermore, the lack of RE assessment and technology evaluation causes the project
to fail”.

“Financial support” is a significant factor in a project’s implementation, accounting for
84% of the groups. A grant from the MOEN is the primary source of financial support. The
MOEN fund accounts for 30% to 70% of the total budget. Subsequently, the community
bears the rest. We found that 85% of the projects raised funds by collecting money from
their group members or using the organization’s budget. Three cooperative groups and
one community enterprise, which represent only 15% of the projects, borrowed money
from banks. Many of them indicated that it was challenging to get a loan for a project
with a reasonable interest rate from a commercial bank. Furthermore, a representative of a
nonprofit foundation group elaborated that a “foundation organization has no choice but to
use the foundation’s capital because it is quite difficult for the foundation to borrow money
from the bank”. Some of them mentioned that “it would be easier for us to implement
the project if the government could contact some banks to approve the community loans”.
Therefore, a financial institution’s support is vital for CRE implementation to overcome the
initial investment cost burden.

“Appropriate consultation” is necessary to design CRE, accounting for 83% of the
groups. All the groups mentioned that “the projects would not succeed without the support
from the expert or academic institution”. In these CRE projects, the MOEN provided the
community people with technical support from academic advisors. This factor plays an
essential role in the initial stage of CRE project development. Community members cannot
design concrete CRE systems by themselves due to limited knowledge and skills.

“Support from national and local government” is needed to authorize a project, account-
ing for 61% of the groups. Most of the respondents mentioned that “when we create the legal
entity in the early development stage, we require support from the relevant government”.

4. Discussion

The results show that the formation of a CRE’s group and the existence of external
support contribute to the successful implementation of CRE in Thailand. The characteristics
of Thai communities make it easier to formulate groups due to their collectivist mentality
and commitment to the traditional roles of each member. However, the formation of a
formal organization is necessary as it provides the structure and rules that enable the
community to manage the project as a business. Support from the academe helps less
experienced CREs by providing technical and financial knowledge. On the other hand, the
government provides financial support to implement the projects since most communities
have low income.

4.1. Characteristics of the Community

Thai farmers with a collectivist culture have a tendency to build long-term relation-
ships and trust, which leads to a shared intention and vision. Their commitment to
traditional roles leads to everyone having their own rightful place in society, which fosters
community participation in maintaining society. Hofstede reported that Thai cultures
exhibit a high power distance and tend to be low on individualism [35,36]. Furthermore,
these two cultural dimensions (power distance and individualism) relate to the culture of
agricultural communities in Thailand because of the kinship principles, which serve as the
basic foundation for working together (e.g., rice planting and harvesting are organized
around kinship and close friends). Although some traditional agricultural societies are
gradually shifting to the agroindustry, collectivist farming vastly remains in Thailand.
Thus, Thai agricultural communities can still be considered collectivistic and traditional.
Hence, these characteristics lead to (1) effortless formation of groups, (2) willingness to
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accept help from others, and (3) intention to take leadership roles. However, a strong group
leader is needed to drive the project’s success.

In the UK, internal and vision (4%) and community participation (5%) were also iden-
tified as success factors, but the percentage was relatively low, suggesting a low impact [17].
In contrast to Thailand’s collectivism and commitment to traditional roles, the UK’s so-
ciety is more individualistic and competitive [35,36], which explains the low importance
placed on a group’s effort. Community spirit and sense of locality and responsibility were
also identified as success factors for the community-level project in the Samso Renewable
Energy Island, Denmark [13]. Moreover, the longevity of the local people’s group was iden-
tified as a successful social factor in Scotland [21]. This shows that community participation
and intention and vision are important despite the difference in culture.

4.2. Characteristics of the Group Structure

Since Thai culture is fundamentally rooted in a kinship society [37], it tends to have
unclear business practices, which necessitate a formal structure. On the other hand,
individualism in the UK also requires a formal structure to initiate a business. We found
that a legitimate organizational structure leads to a successful implementation of CRE, as
mentioned in Section 3.1.1. The activity of forming a legal structure sometimes strengthens
a group as it provides the opportunity to (1) gather the necessary people with skills
needed by a project, (2) establish the rules of an organization, and (3) clarify the duty of
members. The legal organization establishes good governance to manage its activities,
such as account auditing, annual tax payment, and collective decision making. The results
showed that 69% of the total CRE projects (18 projects) had a formal structure before
implementing CRE, as shown in Figure 2b. A study in the UK also reported that 65% of the
total respondents (354 projects) had a formal structure [17]. In the Thai case, the MOEN
required a community to form a legal entity in a project’s final application. As a result
of forming a formal organization, CRE gained human resources and management skills,
which are necessary to manage a project.

4.3. Knowledge Support

CREs in Thailand need technical and financial consultation since this kind of project
only started in 2013 with support from the MOEN. Communities still do not have the
necessary knowledge to implement a project. The MOEN has just implemented a trial of a
CRE subsidy program from 2013 to 2016, which suggests that the program is still young.
As the MOEN aims at helping agricultural communities to develop CRE, it recognizes
that these communities do not have the necessary knowledge about renewable energy.
With this in mind, the MOEN has dispatched academic consultants to help communities to
develop a CRE project. Initially, the MOEN only contacted Chiang Mai University, and the
university used its network to establish a consultation network to support communities in
other regions in Thailand.

Despite the efforts of the consultation network, only five universities supported
communities across the country due to the limited number of academic organizations in
Thailand. It will be tough to support communities once the number of CREs increases in
the future. Therefore, there is a need to increase network support. In the UK and Denmark
cases, people involved in a project can support each other due to the strong network
among CREs and other organizations, such as local authorities, business entities, academic
institutions, and nonprofit organizations [13,17]. The study in the UK reported that the
average networking of CRE was 2.7 partners per operative project in partnership with
other organizations [17], while in the Thai case, it was only 1.15 partners per operative
project, as mentioned in Section 3.1.1. In the case of the Samso Renewable Energy Island,
Denmark, a strong network with entrepreneurial individuals was identified to effectively
support the island’s search for new opportunities for CRE development [13]. Therefore, to
promote CRE in Thailand, we suggest that the Thai government or academia help CRE
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groups create network support among CRE groups. For example, organizing more AAR
activities can create a network among CRE projects.

4.4. Financial Support

The participants in the projects are from agricultural sectors that have low income,
and most of them need financial support. Actually, 26 CRE projects were implemented with
financial support from the government. The project size ranged from USD 3000 to USD
160,000 and USD 40,000 on average per project [9]. With 30%–70% subsidy, each project got
around USD 28,000. With a farmer’s household net income of about USD 2128 per year
in 2017 [38], it is insufficient for members to implement a project only with their incomes.
This shows the importance of financial support for the success of a project.

Despite the success of these projects, financial support is limited to that of the MOEN,
since only 15% of the participants were successful in borrowing money from financial
institutions, as explained in Section 3.2.2. These factors show the limited financial institutes
that provide loan for CRE implementation in the country. The Thai government is not
entirely decentralized, and as a result, there is minimal local financial autonomy to support
CRE. There is a limited grant from the MOEN available for CRE implementation. Moreover,
a few soft loans are available for a community to implement a project.

In the UK case, however, since the local government is decentralized, it can directly
help CRE projects. Moreover, the UK government created a novel funding mechanism
called “Big Society Capital” in 2012 to provide the social sector with affordable financing
and build a market for a social investment of social purpose enterprises that expect a social
or financial return on investment [17,39]. At the same time, it has a sufficient number of
financial institutions that support local activities, with the number of banks totaling about
300 [40]. Thus, the chance to obtain financial support from a bank in the UK is high, which
could have led to a significant number of CRE projects in the UK. In contrast, there are
only 30 banks in Thailand [41]. Among these small financial institutions, only a few of
them provide loans to communities because projects require a low-interest rate. Therefore,
the government should establish long-term financial support for CRE. For example, a
long-term revolving fund should be created for CRE implementation in Thailand. It is
feasible because Thailand already has a revolving fund for the private sector to invest in
renewable energy and energy efficiency projects [42].

5. Conclusions

The characteristics and success factors for the implementation of the selected 26 CRE
projects in Thailand are analyzed. Results reveal that (i) CRE implementation is rooted
in geographically bound communities; (ii) a pre-existing group and its legal structure in
communities play an essential role in carrying out CRE; (iii) the primary motivation for CRE
employment is sustainable development, which focuses on the economic, environmental,
and social dimensions; (iv) the internal success factors are intention and vision, human
resources, management skills, and community participation, while the external success
factors are RE potential, mature technology, financial support, appropriate consultation,
and support from the national and local government. It is strongly suggested that external
factors, such as financial policy and network support, should be promoted to further
facilitate CRE implementation.

Our finding addresses the lack of a comprehensive view on implementing CRE projects
in Thailand. Further research is necessary to understand the significant factors influencing
CRE implementation in developing countries.
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