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Jaime Laviada, Yuri Álvarez López and Fernando Las-Heras Andrés
A Portable Electromagnetic System Based on mm-Wave Radars and GNSS-RTK Solutions for
3D Scanning of Large Material Piles
Reprinted from: Sensors 2021, 21, 757, doi:10.3390/s21030757 . . . . . . . . . . . . . . . . . . . . . 185

Peter Brida, Juraj Machaj, Jan Racko and Ondrej Krejcar

Algorithm for Dynamic Fingerprinting Radio Map Creation Using IMU Measurements
Reprinted from: Sensors 2021, 21, 2283, doi:10.3390/s21072283 . . . . . . . . . . . . . . . . . . . . 205

v



Xue Ding, Ting Jiang, Yi Zhong, Yan Huang and Zhiwei Li

Wi-Fi-Based Location-Independent Human Activity Recognition via Meta Learning
Reprinted from: Sensors 2020, 21, 2654, doi:10.3390/s21082654 . . . . . . . . . . . . . . . . . . . . 223

Miroslav Uhrina, Anna Holesova, Juraj Bienik, Lukas Sevcik

Impact of Scene Content on High Resolution Video Quality
Reprinted from: Sensors 2021, 21, 2872, doi:10.3390/s21082872 . . . . . . . . . . . . . . . . . . . . 243

vi



About the Editors

Peter Brida obtained his M.Sc. and the Ph.D. degrees in Telecommunications from the
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The recent development in wireless networks and devices leads to novel services that
will utilize wireless communication on a new level. It is possible to see a lot of effort and
resources invested to establish new communication networks that will support massive
machine-to-machine communication and the Internet of Things (IoT). In these systems,
various smart and sensory devices are assumed to be deployed and connected, enabling
the streaming of large amounts of data.

Smart services represent new trends in mobile services, i.e., a completely new spectrum
of context-aware, personalized, and intelligent services and applications. A variety of
existing services already utilize information about the position of the user or mobile device.
In a lot of applications, the position of mobile devices is achieved thanks to the use of
Global Navigation Satellite System (GNSS) chips that are integrated into all modern mobile
devices (smartphones). However, GNSS is not always a reliable source of position estimates
due to multipath propagation and signal blockage. Moreover, in foreseen IoT applications,
the use of GNSS chips integrated into all devices might have a negative impact on their
battery life. Therefore, alternative solutions for position estimation should be investigated
and implemented in IoT applications.

Additionally, smart mobile sensors and devices could be able to fulfill an astonishingly
wide range of demands of users and providers. One of the reasons behind the wireless
device development is the ever-growing computing power together with the reduction of
energy consumption and improved communication capabilities of devices.

In order to process a large amount of data from sensors, further investigation of
mobile and dynamic cloud computing solutions is also envisioned. Implementation of
new services will be with high probability based on the application of cloud services. This,
however, produces additional challenges in such areas as management, security, technical
solutions, infrastructure modelling, mobile devices support, and many others.

This Special Issue of Sensors aims at reporting on some of the recent research efforts
on this increasingly important topic. The twelve accepted papers in this issue cover various
aspects in Smart Sensor Technologies for IoT.

Paper [1] presents the Enhanced Multicast Repair (EM-REP) Fast ReRoute mechanism,
which solves several limitations of the legacy M-REP Fast ReRoute mechanism. This
means mainly supports for fast reroute in the event of continuous link and node failures
throughout the whole network and that the destination host does not have to be directly
connected to a network with a router that performs decapsulation, which also reduces
the flooding process of M-REP packets in a network with multiple routing areas. The
EM-REP mechanism does not require any preparatory calculations, which is effective for
IoT devices such as sensors. In the area of WSN and the IoT, it can be used to distribute, for
example, urgent messages across the WSN network or to assure the time-critical delivery
of important information from sensors to gateways or behind to analytic servers.

Sensors 2021, 21, 5890. https://doi.org/10.3390/s21175890 https://www.mdpi.com/journal/sensors

1



Sensors 2021, 21, 5890

In [2], the bit-repair (B-REP) Fast ReRoute mechanism is presented. The proposed
mechanism provides advanced fast reroute solutions for IoT and IP network infrastructures.
B-REP uses a standardized BIER header with a special bit-string field. That allows to use
a standardized header and its fields to define an alternative path as well as to transfer
user data. The bit-string, in addition, allows to efficiently define an exact alternative FRR
path, which can be calculated by the Dijkstra algorithm or even manually defined by
the administrator.

In [3], the new Multilayered Network Model (MNM) for the 5G mobile network’s dis-
rupted infrastructure is introduced. The MNM concept is composed of three independent
layers of networks, which are capable of collaboration if disruption of fixed infrastructure
occurs. The whole model is able to perform data collection at WSN layer using sensors,
which mimic the IoT behaviour by sending those data to the Cloud. If a disruption scenario
occurs, only urgent data are allowed to pass into higher layers through the introduced
system of WSN gateways. Along with MNM, recommendations for the use of possible
wireless technologies with routing protocols are provided. In addition to these recom-
mendations, the exception mechanism for urgent data delivery in routing algorithms is
introduced to all layers.

The authors of [4] present a complex IoT-based solution for detecting the position
of a lying person. They produced a smart topper based on our novel pressure sensor for
measuring the pressure distribution of the lying person. The novel sensor is based on
the electrically conductive yarn and the Velostat. The performed experiments indicate a
stable resistive response. The functionality of the whole solution and application to the
operational staff using the challenging dataset are presented. The modified Convolutional
Neural Network classifies the collected data into one of the four lying postures. It achieved
an overall accuracy of 82.22% and with the best F1 score of 84%.

The aim of the paper [5] is to compare available sensors from the viewpoint of their
suitability for traffic measurements. A summary of the achieved results is given in the form
of the score for each sensor. The introduced sensor chart should provide the audience with
knowledge about the pros and cons of sensors, especially, if intended for the purposes of
road traffic surveillance. The authors in this research focused on the specific situation of
road traffic monitoring with magnetometers placed at the roadside. The analysis presented
in the paper will serve to the future research when the special sensor node for traffic
surveillance will be designed.

Paper [6] presents the concept and pilot implementation of an indoor tracking system.
It is based on an overlapping-resistant Internet of Things (IoT) solution for a Bluetooth
Low Energy (BLE)-based indoor tracking system (BLE-ITS). The BLE-ITS is a promising,
inexpensive alternative to the well-known GPS. It can be used in human traffic analysis,
such as indoor tourist facilities. Tourists or other customers are tagged by a unique MAC
address assigned to a simple and energy-saving BLE beacon emitter. Their location is
determined by a distributed and scalable network of popular Raspberry Pi microcomputers
equipped with BLE and WiFi/Ethernet modules. The authors implemented the prototype
and demonstrated its usefulness in a controlled environment.

The growing demand for extensive and reliable structural health monitoring resulted
in the development of advanced optical sensing systems that, in conjunction with Wireless
Optical Networks (WON), are capable of extending the reach of optical sensing to places
where fibre provision is not feasible. To support this effort, the authors of [7] propose a
novel MultiWeight Zero Cross-Correlation (MW-ZCC) coding scheme with a low cross-
correlation function for Wireless Optical Networks Based Optical Code Division Multiple
Access (WON-OCDMA) system. Codes are easy to convert into multiweight power of two
codes, thus suitable for supporting a variety of QoS services in WON, including sensing,
datacomms and video surveillance applications. The effect of a free space transmission with
medium turbulence on the signal transmission and received optical power was analysed.
The simulations results revealed that for a minimum allowable BER of 10−3, 10−9, when
supporting triple-play services (sensing, datacomms and video surveillance), the proposed
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WON-OCDMA employing MW-ZCC codes could carry up to 32 services simultaneously
at a distance of 32 km in the presence of moderate turbulence in the atmosphere.

In the paper [8], the authors propose an Energy-Efficient Clustering Multi-hop Routing
Protocol (EECMR) for routing data packets in Underwater Wireless Sensor Networks
(UWSNs). EECMR is a depth-based clustering protocol that uses the depth level of the
node to select cluster head nodes and forwarder nodes for multi-hop routing. EECMR
considers the residual energy of the node, which elects cluster heads in turns. The nodes
can change roles as cluster head, cluster member, and cluster relay. The cluster relay node
forwards data from a deeper level to the sink. With the aid of a cluster relay, the energy
consumption for transmission is decreased, leading to fewer dead nodes. The simulation
results showed that EECMR achieves better performance in terms of higher residual energy,
longer network lifetime, and higher received packets at the sink.

In [9], a new and highly precise system has been presented for electromagnetically
scanning large structures. The system combines the range information provided as point
clouds by an array of mm-wave radars with the highly accurate positioning data provided
by Global Navigation Satellite System-Real-Time Kinematic (GNSS-RTK) modules, forming
a sensor-fusion system that enables to merge the point clouds taken from different arbitrary
positions. Moreover, communication and control components have been employed to send
and receive data from the sensors and manage the system status. As a proof of concept, the
system has been tested on a stockpile-like model and in a realistic environment at a seaport
with a scaled coal stockpile, obtaining accurate results in both cases.

In [10], the solution for a dynamic radio map collection is introduced. The proposed
solution is based on simultaneous measurements of Received Signal Strength (RSS) from Wi-
Fi networks and the Inertial Measurement Unit (IMU) data collection. The dead reckoning
algorithm processes the IMU data with particle filtering, which helps reduce the localization
error of the recovered track. The proposed solution was tested in a real-world environment.
The mean localization error of the recovered track was less than 0.6 m, with a maximum
error of approximately 2.5 m.

Paper [11] presents a novel human activity recognition system, named WiLiMetaSens-
ing. It realizes location-independent sensing with very few samples in the Wi-Fi environ-
ment. Inspired by the idea of meta-learning, the authors endow the system with the ability
that can utilize the knowledge acquired from one location for others. The authors proposed
a Convolutional Neural Network and Long Short-Term Memory (CNN-LSTM) feature
representation and metric learning-based human activity recognition system. The model
focuses on the common characteristics of different locations and extracts discriminative
features for different activities. The performance evaluation is conducted on the compre-
hensive dataset built by authors. It demonstrates that the WiLiMetaSensing system can
achieve an average accuracy of 91.11%, with four locations for training, given only one
sample for other testing locations.

Paper [12] deals with the impact of content on the perceived video quality evaluated
using the subjective Absolute Category Rating (ACR) method. The assessment was con-
ducted on eight types of video sequences with diverse content obtained from the SJTU
dataset. The sequences were encoded at five different constant bitrates in the two widely
used video compression standards H.264/AVC and H.265/HEVC, at Full HD and Ultra
HD resolutions, which means 160 annotated video sequences were created. The evaluation
was performed in two laboratories: at the University of Zilina, and at the VSB—Technical
University in Ostrava. The results acquired in both laboratories showed a high correlation.
The evaluation results concluded that it is unnecessary to use the H.265/HEVC codec
for compression of Full HD sequences and the compression efficiency of the H.265 codec
by the Ultra HD resolution reaches the compression efficiency of both codecs by the Full
HD resolution.

Funding: This research received no external funding.
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Abstract: The sprawling nature of Internet of Things (IoT) sensors require the comprehensive
management and reliability of the entire network. Modern Internet Protocol (IP) networks demand
specific qualitative and quantitative parameters that need to be met. One of these requirements is the
minimal packet loss in the network. After a node or link failure within the network, the process of
network convergence will begin. This process may take an unpredictable time, mostly depending
on the size and the structure of the affected network segment and the routing protocol used within
the network. The categories of proposed solutions for these problems are known as Fast ReRoute
(FRR) mechanisms. The majority of current Fast ReRoute mechanisms use precomputation of
alternative backup paths in advance. This paper presents an Enhanced Multicast Repair (EM-REP)
FRR mechanism that uses multicast technology to create an alternate backup path and does not
require pre-calculation. This principle creates a unique reactive behavior in the Fast ReRoute area.
The enhanced M-REP FRR mechanism can find an alternative path in the event of multiple links or
nodes failing at different times and places in the network. This unique behavior can be applied in the
IoT sensors area, especially in network architecture that guarantees reliability of data transfer.

Keywords: Internet of Things (IoT); ReRoute; Multicast Repair (M-REP)

1. Introduction

The Internet of Things (IoT) model allows the connection and exchange of data between various
types of smart devices. These smart devices, usually sensors, can be connected in the Wireless Sensor
Network (WSN) [1–4] creating a unique sensor architecture [5,6]. With increasing numbers of sensors
in the environment and the importance of measured data, the network platform must guarantee the
reliability of connection.

Historically, Internet Protocol (IP) networks have been focused mainly on time-tolerant
communication services, such as e-mail, file transfer and access to web content. However gradually,
IP networks have evolved into converged platforms supporting several different types of services,
including time-consuming and real-time applications such as voice transmission over IP, Internet of
Things platform, sensors, streaming and multimedia services [7,8]. These services have higher network
performance requirements, such as delay, availability, or packet loss, and are also negatively affected by
unexpected link or node failures in the network. In case of network failures, network routing protocols
(IGP), such as Open Shortest Path First (OSPF), respond to network failures by flooding topology
updates and calculating new routes [7–11]. This process is also known as the network convergence

Sensors 2020, 20, 3428; doi:10.3390/s20123428 www.mdpi.com/journal/sensors5
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process. Thus, in a period of network convergence, network routers have outdated information that
can cause data loses and outages.

For this reason, IP networks must meet specific qualitative and quantitative parameters in order to
ensure an acceptable quality of service, e.g., availability and short repair time after a specific network
failure. To do this, network providers must deploy appropriate technologies to ensure uninterrupted
customer service. One such significant technology is a group of mechanisms for rapid network recovery,
also known as Fast ReRoute (FRR) [12–15]. A key principle of FRR mechanisms is that the backup path
for possible failure scenarios is calculated in advance before the failure occurs. This principle presumes
that the switching to a precomputed backup path is faster than waiting for the network convergence
process to complete. FRR mechanisms that are designed to work on IP networks are known as Internet
Protocol Fast ReRoute (IP FRR) mechanisms.

The paper presents an enhanced version of Multicast Repair (M-REP) FRR mechanism (hereinafter
EM-REP) that does not require pre-calculation of alternative routes in advance. At the same time,
EM-REP is capable of finding an alternative path even in the case of multiple network failures.
These features make EM-REP a unique IPFRR mechanism which can be also used in IoT architecture
providing reliable connection for various types of sensor networks.

The rest of this paper is organized as follows. Section 2 provides an insight into the issues
of Fast ReRoute, the purpose, and terminology used. Section 3 provides state-of-the-art analysis,
where existing FRR solutions and identified problems are discussed. Section 4 presents the specification
of the original M-REP FRR mechanism and Section 5 proposes its enhanced version, the EM-REP FRR
mechanism. Section 6 focuses on the evaluation of the EM-REP mechanism and compares its features
with the predecessor, the M-REP algorithm, as well as with the other FRR solutions. Finally, Section 7
presents the conclusions and directions for future research work.

2. The Fast ReRoute

One of the main reasons why Fast ReRoute mechanisms have started to be used is that the process
of network convergence after a network failure usually takes a longer time than that expected by the
network provider.

In the context of routing, the convergence state of a network is the state in which each network
router has up-to-date, complete and consistent routing information [16,17]. This means that each
router is informed of the current network status (up-to-date), of each available network (complete),
and each router has chosen the optimal successor/next-hop for each network according to a common
criterion (consistent). The convergence process is the operation of each individual routing protocol
process to achieve a state of convergence. The time required to complete the process of network
convergence depends on various factors, such as the number of devices, especially network routers;
topology complexity; the type of routing protocol used (link-state or distance vector); and its
individual operational parameter values (like update or hello timers). The time required to finalize
the network convergence process usually ranges from hundreds of milliseconds up to a few seconds.
The network convergence process may consist of several subprocesses, such as failure detection,
response, the distribution of updated routing information, recalculation and, finally, the installation
of new routes [7,18–20]. The resulting time of network convergence is the sum of durations of each
individual subprocesses.

First, from the router point of view, there is a need for mechanisms that perform failure detection.
Failure detection is the time that the router’s operating system (OS) needs to detect a failure, i.e., a failed
link (network interface) or unavailable neighbor router. Interface failure detection may take up to
several milliseconds on the physical layer of a router. The detection of neighbor router unavailability
depends on the type of routing protocol used. This failure detection may take from tens of milliseconds
when a link state protocols are used (OSPF/IS-IS hello mechanisms), or it may take up to tens of seconds
in the case of distance vector routing protocols (RIPv2). During this period, the packets affected by
the failure are permanently lost due to outdated routing information and resulting incorrect routing
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decisions. Next, the local router response to a link failure; it generates and distributes topology/routing
updates that reflect actual state. The duration depends on actual load conditions of each individual
router. The distribution of information to other routers is required to inform other routers about the
situation and starts within 10 ms to 100 ms for each affected next-hop router [18–20]. All routers that
have received actual routing information must recalculate their routing tables. The recalculation of
routing tables depends mainly on the size of the network and the amount of topological information.
This may take a few milliseconds for link-state routing protocols that use the Dijkstra algorithm.
After the recalculation is complete, routers install new routes and update their routing tables. Again,
this mainly depends on the type of router and the number of prefixes that were affected by the
network failure.

2.1. The Principle of Fast ReRoute

For the proper understanding of the FRR technology, there is a need for terminology that denotes
routers with special meaning for FRR mechanisms [21–25]. Here, we introduce the terms using the
following simplified network topology described in Figure 1. The source router (S) is a router that
has detected a link or neighboring router failure and then activates a locally implemented FRR repair
mechanism. In other words, router S is actively involved in FRR repair (Figure 1). This router is also
called Point of Local Repair (PLR). The destination router (D) is the destination router of the original
data flow. Routers N1, N2, N3 and others are specific routers that are used as an alternative next router
(hereafter referred to as next-hop router) for a specific FRR alternative path. R (R1) is a router that is
not actively involved in FRR repair.

Figure 1. The principle of Fast ReRoute (FRR).

However, before starting the main FRR process, an administrator must set up protected links or
prefixes that are managed by the router. Subsequently, the FRR mechanism pre-calculates an alternate
next-hop router to be used in the event of a protected link or prefix failure. This is called Phase Zero
(preparation). FRR can then proceed further through the following phases [26–28]:

• Phase One: Detection of a link failure by the specialized FRR technology. This phase activates
the FRR mechanism. In the Figure 1, the Fast ReRoute process starts after a failure of the link
between routers S and E has been detected. Here, following the terminology, the router S detects a
link failure.

• Phase Two: Temporary modification of affected routing records by the FRR mechanism. During this
phase, precalculated alternative routes are being installed (the FRR mechanism is active).

• Phase Three: Performing background routing protocol update. Routes installed using the FRR
mechanism are used to route packets until the network convergence is completed (the FRR
mechanism is active).
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• Phase Four: The routing protocol completes the necessary routing information update. As the
next step, the FRR mechanism is deactivated and the routing process is taken over by the
routing protocol.

Once the update of routing information is completed, the deactivation of the FRR mechanism can
be accomplished in several ways. One method used is to apply a hold-down timer. This timer should
be set to a minimum time necessary to complete the network convergence process. After this timer
expires, the temporary routing information installed by the FRR mechanism is removed and the FRR
mechanism is subsequently deactivated [26].

The main advantage of the Fast ReRoute mechanism is that it offers several times faster network
transmission recovery than a traditional routing protocol may achieve (OSPF). The average repair time
of actual FRR mechanisms is up to 50 ms [26,29–31].

2.2. Precomputation Approach of Fast ReRoute

A key feature common to Fast ReRoute mechanisms is that they calculate the backup path in
advance and therefore offer faster network recovery [32,33]. The precalculated backup path in the
FRR terminology is also referred to as a precomputed backup path [34,35]. To ensure correct network
recovery, the backup path cannot pass through the failure point. Depending on the FRR mechanism, a
given router may also calculate several backup paths. When calculating and installing a pre-calculated
alternative route, each router decides independent of other routers. The principle of precalculated
alternative routes is currently used by all FRR mechanisms. This proactive approach is an important
factor in minimizing the time required for fast network recovery after failures [32].

3. Related Works

In the IoT area, several existing solutions dealing with rerouting have been proposed. In paper [36],
a new approach of jamming attack tolerant routing using multiple paths based on zones is presented.
The proposed scheme in that paper separates the system network into specific number of zones and
directs the candidate forward nodes of neighbor zones. After detecting a specific attack, detour nodes
in the network determine zones for rerouting and detour packets destined for victim nodes through
forward nodes in the decided zones.

In work [37], the authors present a detailed review of IoT sensing applications in WSN and the
difficulties and challenges that need to be overcome. Some of these challenges are fault tolerance,
the effectiveness of the energy harvesting, communication interference, cost feasibility, and an
appropriate integration of these elements.

At present, there are many unicast IPFRR mechanisms that differ in the way that alternative routes
are calculated. Three of the most common and widely used IPFRR mechanisms are the Equal-Cost
Multi-Path (ECMP) [30,31], Loop Free Alternates (LFA) [24,31,38] and its extended version, Remote LFA
(RLFA) [30,39].

The LFA mechanism calculates alternative routes based on conditions that consider metrics for
each next-hop router. These conditions ensure that if a packet is redirected to this alternate next-hop
router (that has met the conditions), the router delivers the packet to the destination over a longer
path that is still loop-free and bypasses the network failure. The Remote LFA is an improved version
of the original LFA. The idea of Remote LFA is to use a tunneling mechanism from the source router
S to the remote LFA router. The tunnel is used to bypass the part of the network that, in the event
of an error, would route packets (not tunneled) from the affected site back to the source router S or
would forward them through a failed link or router. The RLFA router may be a few hops away from
the source router S.

Other mechanisms, although less common, are Multiple Routing Configurations (MRC) [11,30,40–44]
and Not-Via Addresses [35,45]. Furthermore, there are tunneling-based mechanisms, such as
Maximally Redundant Trees (MRT) [46,47], and, finally, IPFRR mechanisms based on alternative
trees [22,48–50]. IPFRR mechanisms such as Not-Via Addresses, Multiple Routing Configurations and
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Maximally Redundant Trees can provide protection that is close to 100% of repair coverage [26,51].
The main challenge of these IPFRR mechanisms is the complexity of internal algorithms that calculate
alternate paths.

There is also another FRR group of mechanisms that focus on the protection of multicast
communication [52,53]. In general, these solutions utilize precomputed multicast disjoint trees.
Examples of these mechanisms are Multicast Only Fast Re-Route (MoFRR) [54] and Bit Index Explicit
Replication-Traffic Engineering (BIER-TE) [51,55].

We have been analyzing and researching FRR mechanisms for several years [21,56–61]. Based on
the obtained results, we can summarize the most significant properties of the existing FRR mechanisms
in Table 1.

Table 1. FRR mechanisms: features comparison.

FRR Mechanism
100% Repair

Coverage
Precomputing

Packet
Modification

Dependency on Link-State
Routing Protocols

ECMP FRR No Yes No No
BIER-TE (M) Yes Yes Yes No
Directed LFA Yes Yes Yes Yes

LFA No Yes No No
MoFRR No Yes No No

MPLS-TE FRR No Yes Yes No
MRC Yes Yes Yes Yes
MRT Yes Yes Yes Yes

Not-Via Addresses Yes Yes Yes Yes
Remote LFA No Yes Yes Yes

TI-LFA Yes Yes Yes Yes

Notes: ECMP—Equal-Cost Multi-Path Routing; BIER-TE—Bit Index Explicit Replication—Traffic Engineering;
LFA—Loop-Free Alternate; MoFRR—Multicast-Only Fast Reroute; MRC—Multiple Routing Configurations;
MRT—Maximally Redundant Trees; TI-LFA—Topology Independent Loop-Free Alternate.

3.1. Problem Formulation

In analyzing the FRR mechanisms mentioned above, several issues have been identified.
We can classify them into the three basic problem areas, which are briefly introduced in the
following subsections.

3.1.1. Cost-Based Calculation of Alternative Route

The majority of existing FRR mechanisms, such as LFA [24,31,62], Remote LFA [14],
Directed LFA [63], ECMP [23], MRC [11], and MRT [46,47], calculate an alternative backup route
according to link metrics. Alternative routes are usually calculated using a Dijkstra SPF algorithm,
which calculates the route path as the minimal total cost of each individual link. The main problem
with this type of calculation is that a valid alternative route can only be calculated if the internal
algorithm of the FRR mechanism is able to find the correct alternative route according to specific metric
conditions. In other words, there are topologies or situations where one FRR mechanism can find an
alternative path but another FRR mechanism is unable to do so. If link costs exceed mathematical
conditions, the FRR mechanism cannot find an alternative route, even if the alternative route physically
exists. The positive effect of the cost-based FRR mechanisms is that they guarantee the calculation
of the most advantageous alternative route in the event of a failure. On the other hand, it should be
noted that they depend on the correct cost of links in topology. Therefore, there is a need for an FRR
algorithm that is able to find an alternative route without cost-based calculation of an alternative route.

3.1.2. Single Failure Recovery

Mechanisms such as Remote LFA [39], Directed LFA [63], and Not-Via Address [45] are designed
to be able to protect networks only in the event of a single failure. In situations where more than

9



Sensors 2020, 20, 3428

one failure occurs, these FRR mechanisms cannot create an alternative path and to reroute affected
traffic around the failed element in the network. Therefore, packets could be lost in this situation,
as the mechanism was not designed to account for more than one point of failure. This is sometimes
identified as a limitation of these mentioned FRR algorithms.

3.1.3. Dependency on Link-State Routing Protocols

Another important fact is that several analyzed FRR mechanisms require topological network
information from a link-state routing protocol database to calculate an alternative path [26]. This feature
limits the application of FRR mechanisms only to networks where a primary link-state routing protocol
is deployed. Currently, most of the existing FRR mechanisms are dependent on information from
link-state routing protocols.

3.1.4. Packet Modification

The key part of fast network recovery technology is the fast detection of the failure and the
subsequent means of its notification to the other routers which were affected by the failure (disrupted
routing). In some FRR mechanisms, specific link failure information is distributed by the following
techniques:

• Modifying special bits in the IPv4 header (MRC [11]);
• Encapsulating the packet with another header (Remote LFA [30], Directed LFA [63]);
• Based on the interface through which the packet was received (LFA [46,64]).

It should be noted that packet modification causes various compatibility problems as well as
problems with exceeding the Maximum Transmission Unit (MTU) on some network links [26].

3.1.5. Preparatory Calculations

The analyzed FRR mechanisms work on a principle which is based on the fast detection of link
failure with a neighboring router and precalculated alternative routes (precomputing). The high
complexity of these precalculations is a problem area [26].

The computational complexity of individual FRR mechanisms increases with the increasing
number of routers in the network. These calculations must be repeated if there is a change in network
topologies and they are typically performed on routers as specific low-priority processes when the
router’s Central Processing Unit (CPU) is idle [26]. Thus, the FRR mechanism calculations take up the
valuable time and system resources of the router. Based on these facts, we conclude that one of the
problem areas of FRR mechanisms are preparatory calculations. All existing FRR mechanisms work on
this principle.

Based on the problems thus identified and their problem areas, this document proposes the
EM-REP FRR mechanism, an improved version of the M-REP algorithm. The main improvements of
the EM-REP proposal focus on the protection of important unicast flows in the event of subsequent
and recurring failures occurring concurrently over time. This is a unique feature, as we identified that
existing IPFRR mechanisms provide the single failure protection.

Our M-REP algorithms are not dependent on any of unicast routing protocols in general,
but EM-REP is enhanced in a way that provides an advantage in specific deployment scenarios,
where the area design is used (for example OSPF or IS-IS). Here, we propose the modification of
the Area Border Router (ABR) router behavior. This modification adds flexibility to optimize packet
delivery through an “on-the-go” decapsulation process, compared to the old M-REP approach where
it must be performed on the last router in the delivery chain. This is the second M-REP algorithm
enhancement introduced in the paper.
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4. M-REP FRR Mechanism

Based on the analysis and identified problem areas introduced in the previous section, a M-REP
FRR mechanism has been proposed. The M-REP mechanism does not require precomputation of
an alternative route, it is not dependent on any unicast routing protocol, it does not use a metric
calculation of the alternative route, and, finally, it provides full repair coverage.

The M-REP FRR mechanism uses a multicast [65–67] routing protocol, Protocol Independent
Multicast-Dense Mode (PIM-DM), as its basis. PIM-DM, at the beginning of multicast transmission,
floods multicast packets to all PIM-enabled routers in a domain. We decided to use this flooding feature
as the basic behavior of our M-REP algorithm. However, to fit PIM-DM to our purpose, we modified
its Reverse Path Forwarding control mechanism.

In this section, the description of original M-REP mechanism is provided. In the next section,
we will follow up with the presentation of its improved version, the Enhanced M-REP mechanism
(EM-REP). EM-REP can create alternative route that allows recovery from the occurrence of multiple
and even parallel failures.

4.1. Description of the Original M-REP Mechanism

To describe the M-REP mechanism, the role of routers in IPFRR is modified as follows:

• S router (source router) is a router that has detected a connection failure with its primary next-hop
for a specific destination host. Router S begins to encapsulate the original unicast protected flow
(or the protected flow, see Table 2) into packets of a specific multicast (S, G) flow. Here, the S
address is the original address of the host, that sends packets. G is a specific, pre-configured
multicast group address, that is used by the M-REP IPFRR to encapsulate packets of the protected
flow. Router S becomes the root of the tree created by the M-REP mechanism.

• D router is a router that performs M-REP IPFRR multicast flow recovery back to the original
unicast packets of the protected flow. Router D will further route and forward packets to the
destination host as unicast. The destination host, i.e., the target for the original protected flow,
must be directly connected or reachable through the D router.

• R router is a router with implemented IPFRR M-REP mechanism.

The M-REP mechanism is designed to protect only specific important customer data flows,
delivered over an Internet Service Provider (ISP) network from the source S to the destination host D
(Figure 2a, mark 1, red path). A router that detects a connection failure (link or node) becomes the
source router S (Figure 2a, mark 2). At the same time as the failure was detected, routers start the
process of network convergence. In this moment, the source router S begins to encapsulate the original
unicast packets of the protected flow into a specific M-REP multicast flow identified by (S, G) pair.
These multicast packets are sent directly out (utilizing the flooding process of Protocol Independent
Multicast-Dense Mode protocol) on all active PIM-DM enabled interfaces of router S (Figure 2b, mark 3,
dashed green arrows). This starts the process of creating a multicast distribution tree by the PIM-DM.
The result of this flooding represents an alternative route around the detected failure (Figure 2b, mark 4,
bold green arrows). Router S continues to perform this process of encapsulation and flooding of the
protected unicast flow until the process of network convergence is completed.

However, before the network completes the convergence and the new shortest paths are calculated,
R routers may receive a multicast packets of M-REP flow even through interfaces do not match their
current selection of the correct Reverse Path Forwarding (RPF) interfaces. This statement is conditioned
by the fact that the current routing tables have not yet been updated with the new information resulting
from a link failure.
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Figure 2. Principle of the M-REP mechanism

Incorrect selection of the RPF interface would prevent routers, with the M-REP mechanism
implemented, to accept and forward the multicast M-REP flow. For this reason, we created the
following modification to the RPF interface selection:

For a router that is not suitable for the M-REP multicast (S, G) flow, let an RPF interface be the one
that allows the first multicast packet of a suitable multicast (S, G) flow.

The original PIM-DM communication processing and sending mechanism, as well as legacy
PIM-DM RPF selection, are not modified. The revised RPF check will only apply to the specific range
of multicast group addresses reserved for the M-REP mechanism.

The term ”first packet“ used in the modified RPF rule (the rule of first-arrival) refers to a multicast
packet, the processing of which leads to the creation of a new multicast table entry for a specific (S, G)
pair. This principle is in accordance with the standard rule of the PIM-DM protocol that the first
multicast packet of a specific (S, G) pair requires the creation of a new entry in the multicast routing
table. This record does not exist before the arrival of the first multicast packet of a specific multicast
(S, G) pair.

After selecting a RPF interface, previous routers forward multicast packets from their other
interfaces and active PIM-DMs. Each router has exactly one RPF interface for a specific multicast
M-REP (S, G) pair.

An alternative path created by the M-REP IPFRR mechanism is random because its
formation is conditional on the arrival of M-REP multicast packets to individual routers.
Consequently, the alternative path created by the M-REP mechanism is not the shortest possible
path (Figure 3). However, other IPFRR mechanisms do not generally provide the shortest alternative
paths [30,62].
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Figure 3. The first arrival rule.

The destination D router may be a provider edge (PE) router or a router that is directly connected
to the destination network of the original protected unicast data flow. When multicast M-REP
packets arrive at the destination D router, these encapsulated protected flow packets must be restored
(decapsulated) to their original format and then routed according to the unicast routing table.

The decapsulation process of the M-REP multicast flow is performed by the destination router D.
This router should be directly connected to the destination network of the original unicast packets.
To restore the flow back to its original unicast form correctly, destination router D must have the original
unicast flow information (source and destination addresses). The M-REP mechanism currently uses a
tunneling technique, which means encapsulation of IPv4 unicast communication in new multicast
packets (Figure 4). This technique is one of many possible solutions of how we can preserve the original
source and destination address of the packet. Another option is to use extension headers (for example
in IPv6).

Figure 4. The M-REP encapsulation of the unicast communication.

RPF in PIM-DM is a mechanism to ensure that packets are received on a correct interface and
to prevent the creation of the micro-loops. For the needs of the M-REP mechanism, the original RPF
was modified following the rule of First-Arrival. The research question we faced was whether this
modification could cause micro-loops. The verification was performed using the mathematical proof
by a contradiction [56], which confirmed that the modification does not cause routing loops. However,
the M-REP mechanism operates in topologies which must meet two conditions, the network topology
must use point-to-point links only and the target of original protected flow must be directly connected
to router D.

The M-REP mechanism will result in exactly one path created between routers S and D. Switching
from the alternate M-REP path back to the original unicast path after network convergence is
controlled by a dedicated timer. This timer is set to a value greater than the unicast routing protocol
convergence time.
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It is important to point out that the legacy multicast tree creation procedure used in the PIM-DM
protocol remains unmodified. A router with an empty list of output interfaces (OIL) for a specific flow
(S, G) logs out of the multicast distribution tree by sending a Prune message from its RPF interface.
The Prune message will also be sent out on non-RPF interfaces that received packets fom (S, G) pair.

4.2. M-REP State Machine

For a logical representation of the M-REP mechanism, state diagrams are created for S router
(Figure 5), as well as D and R routers (Figure 6).

Figure 5. The M-REP mechanism state diagram of router S.

Figure 6. The M-REP state diagram for D and R routers.

The M-REP process of the mentioned routers can move between the states described in the Table 3:
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Table 3. States of the M-REP mechanism.

State: Any Condition

Event: -
New state: Init

Action: Initializing the M-REP mechanism on the router. The mechanism is initialized only for the first
time. After this action, it is in the monitoring mode.

State: Init

Event: Failure of a protected interface
New state: Router S

Action:

If the router detects a connectivity failure on the output interface during the processing of
protected packet flow (defined by source, destination addresses), it becomes router S. After the
failure is detected, all packets within a protected flow are encapsulated with an additional
packet header (source, M-REP add).
Router S does not have an input RPF interface for the multicast flow, which means that it
discards the packet (s) with the destination multicast address (M-REP add).
Note: Deactivation of the M-REP mechanism can also be performed using a timer set to a time,
which will ensure that the convergence process in the network has completed. In this case, the
timer starts when the encapsulation starts.

State: Router S

Event: Recovery of connection on protected interface or control signal or timer.
New state: Init
Action: The router stops encapsulating the protected flow and enters the Init state.

State: Init

Event: Receiving a multicast packet and no entry in the multicast routing table.
New state: Router R

Action:

The router has received a packet with the multicast address (M-REP add) and does not have a
directly connected destination. If the router does not have an entry in its multicast routing table
for (source, M-REP add) pair, it creates a new entry with the RPF interface that has first received
the multicast packet. The RPF interface is just one. Interfaces other than RPF and with active
PIM-DM, become output interfaces. Received multicast packet is then forwarded to all output
interfaces. If the router has a multicast routing table entry for (source, M-REP add) pair and has
received a multicast packet on the RPF interface, the packet is forwarded to all PIM-DM output
interfaces.
If the router has a multicast routing table entry for (source, M-REP add) pair and has received a
multicast packet on the NON-RPF interface, the multicast packet is dropped.

State: Router R

Event: Receiving multicast packet and destination is directly connected on an interface.
New state: Router D

Action:

The router has received a multicast packet (the multicast address M-REP add is used) and has
directly connected destination. Router D is a router that has the original destination directly
connected to one of its interfaces. Multicast header is then removed from the received multicast
packet, which means that packet is decapsulated and returned to its original state. After
decapsulation, the packet is sent out through the interface where the directly connected
destination is located. Interfaces other than the RPF interface will send a Prune message.

State: Router R, Router D

Event: Timer expires or control signal
New state: Init

Action: Deletes the entry in the multicast routing table. After this action, mechanism moves to the Init
state.

State: Router R, Router D

Event: Loss of connectivity on an RPF interface.
New state: Init
Action: Deletes the entry in the multicast routing table and move to the Init state.
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5. Enhancements for M-REP

Although the M-REP mechanism represents a new approach to addressing the IPFRR,
this mechanism contains some limitations, which we removed with the proposed extensions. In this
section we present the results of further research on M-REP mechanism enhancements. We have
primarily focused on the treatment of multiple failures and the enhancement of specific deployments,
i.e., the Area Border Router extension.

5.1. Multiple Failures

So far, we have dealt with the failure of a single link or router at a time. In critical situations,
multiple failures may occur at the same time (Figure 7). This situation is an issue for the M-REP
mechanism because it is not able to find an alternative route, although an alternative path exists.
Nevertheless, it should be noted, that most of FRR mechanisms analyzed are not able to solve this
situation of multiple failures at the given time. Their principles simply do not allow for the correction
of multiple failures.

Figure 7. M-REP: reroute in the event of multiple failures.

To solve this problem, we propose an extension of the M-REP mechanism, which is called the
Swap method. To explain its principle better, we can divide the method into three separate steps.
We were inspired by the Multiprotocol Label Switching (MPLS) technology and its functions: Push,
Swap and Pop. The step definitions are as follows:

• Push is defined as the encapsulation of an M-REP packet;
• Swap is defined as the replacement of a multicast M-REP address by another one;
• Pop is defined as the decapsulation of M-REP packets, i.e., the decapsulation of original unicast

flow from the multicast M-REP packets.

The principle of the EM-REP mechanism in the event of a single failure is unchanged compared to
the original design. If another failure occurs at a different time to the original failure, the method Swap
shall be used.

This interpretation implies that the used M-REP multicast address (after the first failure at time t)
will be in the event of a further failure (at time t + x, where x is the time difference between the first
and second failure) replaced by another predefined multicast address. However, this behavior is not
efficient and can be optimized further. This implies the following behavior.

A router that detects a new connection failure on already used M-REP backup path of a particular
multicast flow will replace the multicast destination address of the existing M-REP header with another
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multicast address. That is, a router detecting a new failure on the original M-REP backup path becomes
the next local repair point, the router S. This will force the router to start a new flooding process but
using a different multicast address for the M-REP flow.

This behavior is shown in Figure 8. The primary path for delivering unicast packets from Source
to Destination is through R1→ R2→ R5→ D (red arrows). Router R2, which has detected at time t the
first link failure on the primary path, becomes the router S (Figure 8a, mark 1). Next, router S (R2)
begins to encapsulate the protected unicast flow to a specific M-REP multicast flow identified by (S, G)
pair, and initiates the flooding process in the topology (Figure 8a, mark 2). Routers that use PIM-DM
with modified RPF control, receive multicast traffic (the first-arrival rule) and create an alternative
M-REP pathway. The path goes through R2 (S)→ R4→ D. Routers on interfaces that do not have
receivers for the M-REP multicast flow or receive multicast traffic as the second ones are pruned using
Prune messages.

a) First failure detection

b) Second failure 
detection

Figure 8. The EM-REP principle at multiple failures at different times.

At time t + x, router R4 has detected a second network failure (Figure 8b, mark 3), which occurred
on the link through which the alternative M-REP route (S, G) leads. R4 becomes the next source router
S2. R4 router replaces the destination multicast address of the original (S, G) multicast flow with
the new destination multicast address (S, G + 1). Next, the flooding process in the network starts
again (Figure 8b, mark 4). As a result, the new alternative M-REP path is created for the multicast
flow (S, G + 1). The path goes through R4 (S2)→ R5→ D (Figure 8b, mark 5). The whole resulting
alternative M-REP path will go through R2 (S)→ R4 (S2)→ R5→ D. The part between R2 (S)→ R4
(S2) was constructed as the multicast distribution tree for the (S, G) flow. The second part between R4
(S2)→ R5→D was constructed for the multicast flow (S, G + 1).
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In the proposed solution, it is necessary to deal only with failures that have already occurred on
the alternative route created by the EM-REP mechanism. Failures that occur outside of the alternative
path do not affect or interfere with the path created and should not be addressed.

5.2. ABR Extension

The PIM-DM protocol, which is used by the M-REP mechanism, assumes that all connected
end stations are interested in receiving the multicast traffic. Therefore, the PIM-DM router delivers
multicast packets simply by flooding the packets to all active PIM-DM neighboring routers. PIM-DM
routers that do not have receivers for a given multicast or have received multicast packets on interfaces,
which do not pass RPF control, will be pruned from the distribution tree.

These processes take place in the beginning of multicast broadcasting and periodically later on,
so they cause an unnecessary network load [68]. As the EM-REP mechanism uses these PIM-DM
processes (flood and prune), they are only carried out until the network convergence process is
complete. Subsequently, the routing protocol then takes control of the router’s routing logic. From this
point of view, networks consisting of several administrative areas appear to be problematic. In this
case, the multicast (S, G) flow flooded by router S will be delivered to all routers in all administrative
areas (Figure 9).

Figure 9. The process of PIM-DM flooding in multi-area Open Shortest Path First (OSPF).

Here, we propose the modification of the M-REP behavior applied on border routers of
administrative areas (ABR). If we consider a network with applied OSPF routing, the area boundary
routers are called the Area Border Router or the Autonomous System Boundary Router (ASBR). In this
case, if a failure occurs in a given area, the ABR/ASBR router will act as a decapsulating router instead of
the original D router. It means, that the ABR/ASBR router will decapsulate a specific M-REP multicast
(S, G) flow back to the original unicast communication. The ABR behavioral design in OSPF is shown
in the diagram (Figure 10).

Let us explain this process using the topology shown in Figure 11. The source sends its packets to
the destination. R01 detects a link failure to the next-hop router and begins to encapsulate the unicast
flow on the M-REP specific multicast flow (S, G). In this case, the boundary routers (ABR/ASBR) are
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R02, R12 and R21. Using the modified behavior for the ABR/ASBR routers (Figure 10), the specific
multicast M-REP flow will not pass to the other areas.

Figure 10. The Area Border Router (ABR) router behavior after the arrival of M-REP packet.

Figure 11. The flooding process with modified ABR.
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This principle also removes the original M-REP mechanism design requirement, which assumes
that the router D is directly connected to the destination. This solution requires that two different areas
are connected over one link and only one failure has occurred there.

Routers R12 and R21 will behave according to Action no. 1 (Figure 10). This means that the M-REP
multicast will not be forwarded to the next area. The R02 router, however, will behave according to the
Action no. 2 (Figure 10), which causes the decapsulation of the multicast M-REP flow and its further
delivery to the destination.

5.3. Manual Configuration of Router D

Another way to select a router that performs the decapsulation of the M-REP multicast flow
back to unicast is to manually configure a router as the decapsulating router (router D). In practice,
the network administrator would manually select and configure a router to perform the decapsulation
process (Figure 12).

Figure 12. Manual configuration of Router D.

An example of the situation, in which router D has to be manually configured when the destination
of the protected unicast flow is not in the domain where a failure occurred is presented in Figure 12
(Manual configuration of Router D). In this case, the administrator must manually configure the
Provider Edge Output (PeO) for router function D.

6. Evaluation of the EM-REP Proposal

The functionalities of the enhanced version of the M-REP algorithm (EM-REP) proposed in
Sections 5.1 and 5.2 have been verified by simulations. The implementation of the algorithm itself
together and its extensions, as well as the creation of testing scenarios, were performed in the OMNeT++
discrete event simulator. The implementation is based on modification of the Automated Network
Simulation and Analysis (ANSA) [69] and INET Framework Objective Modular Network Testbed in
C++ (OMNeT++) libraries [70]. The ANSA library implements the multicast technology and the INET
provides OSPF routing functionalities.

The correct behavior of the enhanced M-REP algorithm functions proposed in the paper has been
successfully tested using several scenarios. The scenarios simulate various types of failures for various
topologies. In these scenarios, we focus on the correctness of the partial activities of the algorithm,
as well as on the investigation of the correct delivery of packets belonging to the protected flow to its
destination. In this section, we introduce one of the comprehensive testing scenarios. The topology
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used in the scenario is shown in Figure 13. As a unicast routing protocol, the OSPFv2 protocol in a
multiarea deployment model has been used. The routing domain consists of five OSPF areas, 23 routers
and three hosts. For testing purposes, we generate data flow originated from host H11 to the H42
receiver. This data represents a protected stream of user datagrams, the delivery of which is ensured
by our algorithm. In the case of a stable and error-free network condition, the delivery of packets
is following the shortest path selected by OSPF (in Figure 13 represented by red arrows). In this
scenario, we simulate the occurrence of several (three) independent network failures (the improvement
introduced in Section 5.1), that occurs inside of different OSPF areas. The purpose of the simulation is
to observe how the algorithm will protect user data in the event of multiple network failures within
three separated areas.

Figure 13. The OMNeT++ simulation topology.
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The description of scenario is as follows. At the beginning of the simulation we wait 200 ms to
complete the process of network convergence (i.e., the convergence of OSPF unicast routing), then at
the time of 200 sims (simulation seconds) the H11 host starts generating data flow. The source is the H11
with IPv4 address 192.168.11.2, the destination is the host H42 with IPv4 address 192.168.66.2. At the
time of 210 sims we simulate the first failure, and the R14 router is shut down. At 212 sims we simulate
the second failure as a permanent connection failure between routers R13 and R16. Finally, at 215 sims
we simulate another failure of router R05 (Table 4).

Table 4. Test description.

Time Description of Action

<200 Time necessary for the OSPF convergence and stabilization of network processes.
200 H11 starts the flow
210 Router R14 failure
212 Drop of link R13 / R16
215 Router R05 failure

6.1. Simulation Process: Algorithm Behavior

After the simulation has been started, at 200 sims the H11 host starts to generate packets of
protected flow with destination address of H42. This flow, as we have already mentioned, is called a
protected flow because the routers in M-REP are configured to encapsulate and flood its packets around
the point of failure on the way to the destination. Therefore, at the time of 210 sims, we simulate the
first failure inside area 1, where we turn off the router R14. As the R14 router is on the best path to
the destination, the OSPF will begin to flood its OSPF Link-State Advertisement (LSA) updates and
will start to converge. However, until the convergence ends, the R12 router quickly detects that its
neighbor has failed (they have either direct connection or use the BFD mechanism), and R12 becomes
the source router (S router). That is, R12 begins encapsulating the unicast packets of the protected flow
into new multicast packets of the (S, G1) pair, since it is configured to protect the flow from 192.168.11.2
to 192.168.66.2. When creating a multicast packet header, the router will use the original IP address
as the source address S, i.e., the IP address of sender (H11). As the multicast destination address G1,
the router will use the predefined M-REP multicast address (unique and configured for each protected
flow); here it is 226.1.1.1. This behavior is shown in Figure 14. The original unicast destination address
is stored for future decapsulation in a variable named MREPdestAddress. The multicast packet is then
immediately flooded out using the PIM-DM mechanism. As a result, due to the M-REP algorithm
modification (the rule of first arrival), the PIM-DM will construct an alternative path around the failure.
The new path lead through R11→ R12→ R13→ R16 in this area.

Figure 14. Encapsulated EM-REP packet.
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At 212 sims, we have scheduled the second failure, in which the connection between R13/R16 will
be interrupted. The link is already a part of the alternative route (distribution tree) constructed before.
Here we have both, a second error and a protected flow, which is once encapsulated. The moment
this failure occurs, R13 becomes the new source router S2. R13 as S2 detects that it is already on
the previously constructed repair path of the first M-REP run (according to its record that includes
interfaces list for (S, G1) tree). Therefore, for each multicast packets of (S, G1) pair, the router R13
replaces the previous M-REP G1 multicast address (226.1.1.1) by the new one, G2 (226.1.1.2, Figure 15).
This event triggers a new flooding process, creating a new alternative path around the second failure.
In this case, the path leads through the routers R11→ R13→ R15 of the area 1.

Figure 15. Second EM-REP run.

Our enhancement of the M-REP algorithm assumes, that the decapsulation of original unicast
packets of a protected flow from the carrier multicast packets is performed on an ABR router. The ABR
selection is performed according to the conditions specified in Section 5.2, which in our case is the
R16 router. The modification proposed in Section 5.2 stops the flooding of M-REP packets from one
area to other areas, except area 1. Router R16 replaces the destination address of the G2 M-REP
packets back to the original unicast one (i.e., 192.168.66.2 taken from MREPdestAddress header,
Figure 16). This converts the multicast communication back, and the flow from H11 to H42 is routed
as unicast again.

Figure 16. Restoration of EM-REP packet to original destination address.

The third and final simulated failure is scheduled at the time of 215 sims. The failure represents an
error of the R05 router, that is located inside of the backbone area 0. Here, the process of encapsulating
and PIM flooding is repeated. When this failure occurs, R01 becomes the next source router S and
begins encapsulating packets of the protected flow using the predefined M-REP multicast address.
The multicast address, as we mentioned, must be configured for the protected flow. The failure
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occurred in a different OSPF area than in the previous two cases. Our proposed solution reduces the
flooding from one OSPF area to another, so that M-REP can use the same multicast destination address
as in area 1, i.e., the multicast address 226.1.1.1.

Table 5 displays the output from OMNeT++ simulation, which shows how packets are handled in
the moment of the R05 router failure, and which destination addresses are used to deliver packets of
the protected flow. The M-REP constructs an alternative route that leads through routers R01→ R03
→ R04.

Table 5. The result of the third failure simulation.

Time Source/Destination Name Destination Address

215.00007242 →R01 UDPBasicAppData-185 192.168.66.2
215.00008484 R01→ R02 UDPBasicAppData-185 226.1.1.1
215.00008484 R01→ R03 UDPBasicAppData-185 226.1.1.1
215.00009726 R02→ R04 UDPBasicAppData-185 226.1.1.1
215.00009726 R02→ R23 UDPBasicAppData-185 226.1.1.1
215.00009726 R03→ R32 UDPBasicAppData-185 226.1.1.1
215.00010968 R04→ R41 UDPBasicAppData-185 226.1.1.1
215.0001221 R41→ R42 UDPBasicAppData-185 192.168.66.2

215.00013452 R42→ H42 UDPBasicAppData-185 192.168.66.2

6.2. Evaluation of the EM-REP Mechanism

The main advantage of the M-REP IPFRR mechanism is that the algorithm does not depend on
precomputations and even on the unicast routing protocol used. Respecting these properties, we may
argue that the M-REP IPFRR mechanism is unique compared to the analyzed ones, as well as other
existing IPFRR solutions. The extensions of the M-REP proposed in this paper solve several limitations
that have not been resolved in legacy M-REP proposal.

The enhancement described in Section 5.1 has introduced recovery mechanisms that support
fast reroute in the event of multiple and persistent connection and node failures thorough the whole
network. In situations when subsequent and recurring errors occur concurrently over time, the EM-REP
mechanism encapsulates protected flow into several specific multicast distribution trees, or (S, G)
traffic groups. For each multicast distribution group, its router S as the root of the distribution tree
encapsulates and floods packets through any of its functional links to all PIM-DM neighbors. Therefore,
even if a link or node failure occurs in several places, if there is still at least one possible path from
the source S to the destination D, the EM-REP mechanism can find it and use it as an alternative
path. This is a unique behavior of EM-REP that provides the 100% repair coverage. This behavior
was among other ones simulated by the complex scenario just described. Here we have simulated
three consecutive network failures. The simulation results confirmed expected core EM-REP behavior
(detection, encapsulation, and flooding), as well as the extended protection against multiple failures,
as we proposed in Section 5.1. The EM-REP mechanism has constructed several distribution trees and
protects the data of the specified protected flow from multiple failures. The mechanism ensures that all
packets of the protected flow were delivered to its destination D.

The second enhancement, which was described in Section 5.2, addresses the issue that in the
original M- REP mechanism, the destination host has to be directly connected to a network with a
router that performs decapsulation (router D). The extension also reduces a flooding process of M-REP
packets in a network with multiple routing areas.

Compared to other existing IPFRR mechanisms, the concept of the M-REP mechanism (as well as
its enhanced version EM-REP) brings several advantages in addition to the mentioned ones. Some of its
drawbacks are also known. An overview of advantages and disadvantages of the EM-REP mechanism
is given in the Table 6.
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Table 6. Features of M-REP mechanism.

Advantages Disadvantages

No pre-computation
Suitable for networks of any size
Independence of unicast routing protocols in general,
but with optimized feature set when using OSPF
100% repair coverage
Support of multiple failure repairs at the same time
Fix multiple failures at different times (solution
presented in Section 5.1)
Relatively easy implementation through
PIM-DM modification

Does not support multiaccess network segments,
i.e., only point-to-point links are supported
Random alternative route (hard to predetermine)
Packet modification (tunneling)
Flooding/pruning process of PIM-DM
distribution path

A more accurate comparison of the selected features with other existing IPFRR mechanisms is
provided in Table 7 below. As we can see, the EM-REP mechanism is unique in several specific areas.

Table 7. Comparison of the innovative M-REP mechanism with existing solutions.

Title
100% Repair

Coverage
Precalculations
(Precomputing)

Packet
Modification

Dependency on Link-State
Routing Protocols

EM-REP Yes No Yes No
ECMP FRR No Yes No No

BIER-TE (M) Yes Yes Yes No
Directed LFA Yes Yes Yes Yes

LFA No Yes No No
MoFRR No Yes No No

MPLS-TE FRR No Yes Yes No
MRC Yes Yes Yes Yes
MRT Yes Yes Yes Yes

Not-Via Addresses Yes Yes Yes Yes
Remote LFA No Yes Yes Yes

TI-LFA Yes Yes Yes Yes

6.3. Time of Repair: Algorithm Speed

The network recovery time usually consists of two parts. The first part consists of the time in
which a router is able to detect the failure of its link, or the unavailability of its connected neighbors.
In practice, a specialized protocol is usually used for this purpose. The most used protocol is the
Bidirectional Forwarding Detection (BFD), a protocol standardized by Internet Engineering Task Force
(IETF) in Request for Comments (RFC) 5880. Using BFD, the router can detect a connection failure with
a neighboring node in less than 30 ms, depending on the timer settings. Specifically, the mentioned
time of 30 ms can be achieved by setting the hello interval to 10 ms. If no hello message is received
from a neighboring node within three hello intervals, the BFD session with that neighbor is declared
invalid, i.e., the neighbor is considered unavailable. It is the state of unavailability that subsequently
triggers an IPFRR mechanism.

The second part, which defines the recovery time, is the amount of time required to create an
alternative path and resume an interrupted communication. This time depends mainly on the speed of
the specific IPFRR mechanism (or its algorithm). Current FRR mechanisms operate using a proactive
approach. This means that all alternative paths for all possible destination are calculated in advance
before the outage itself occurs. These preliminary calculations differ in their computational complexity
and time depending on the IPFRR mechanism used. At the same time, different IPFRR mechanisms
have different requirements regarding the required space needed to store their results. However, once a
failure is detected, the installation and use of a pre-calculated alternative path is immediate. Compared
to link failure detection, this time is minimal and negligible.
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However, the EM-REP mechanism operates in principle in a reactive manner. An alternative
path is created randomly as the result of flooding and pruning mechanisms used by our modified
PIM-DM (i.e., EM-REP). The distribution path (single-branched tree), as has been already mentioned,
is constructed using the principle of the first arrival of packets, i.e., packets that arrive first on individual
router interfaces after the flooding process. This subsequently creates interfaces of the first arrival
(PIM-DM RPF ports) and a chain of routers of an alternative path. Simulations show the speed of
network recovery achieved by the EM-REP mechanism is comparable, respectively the same, as the
network recovery speed achieved through the proactive FRR mechanisms. The main difference is that
the EM-REP mechanism does not require preparatory calculations or additional router resources.

On the other hand, the network load is initially higher, as is the case with the proactive FRR
mechanisms. This is the result of the initial EM-MREP flooding process. However, the EM-REP was
not designed to protect all flows affected by a failure. EM-REP protects only specific but important
customer data flows that require special treatment or lossless delivery through an ISP. These flows are
only a subset of all flows affected by the error. In addition, we expect that the EM-REP mechanism,
like other IPFRRs, will only work for a short time, not longer than a few tens of milliseconds or a few
seconds. It ends when the network convergence process is complete, the multicast tree is no longer
used, and packets of protected flows are routed again as unicast packets.

7. Conclusions

The paper presents the Enhanced Multicast Repair (EM-REP) FRR mechanism, which solves
several limitations of the legacy M-REP FRR mechanism. This means mainly support for fast reroute in
the event of continuous link and node failures throughout the whole network and that the destination
host does not have to be directly connected to a network with a router that performs decapsulation,
which also reduces a flooding process of M-REP packets in a network with multiple routing areas.

Both mechanisms belong to the family of Fast Reroute solutions. The EM-REP mechanism
presented in this paper, makes it possible to create an alternate backup path that allows packets to
bypass the failures of one or more links or nodes at a given time. To achieve this goal, the EM-REP has
been built on two cornerstones, the PIM-DM protocol and tunneling. The PIM-DM delivers multicast
data thorough a distribution tree constructed by the flooding and reverse pruning. The EM-REP is
based on this behavior, where in the event of a failure (or even multiple failures), for specific traffic
flow an alternate path is built by PIM-DM flooding and pruning. In this case, the router begins
encapsulating unicast packets of the protected flow into multicast packets flooded out and around the
failure. To ensure correct operation of routers, we have not modified the PIM-DM process as such,
i.e., for a common multicast traffic the PIM-DM process works as usual. However, for the correct
construction of alternative FRR paths (distribution trees), we have modified the PIM-DM RPF process,
where we use the rule of the first arrival. Alternative paths are created only for protected flows, so the
router must identify correct packets in some way. In short, we expect that flow identifiers are predefined
and preconfigured by the network administrator in advance. However, in future, some dynamic
distribution mechanism may be used, inspired, for example, by those used for a dynamic distribution
of Rendezvous Point (RP) addresses (Auto-RP, BSR Bootstrap Router mechanism), but here used for
the distribution of protected flow identifiers.

As has been already mentioned, most FRR mechanisms require the pre-calculation of alternative
routes for different network failure scenarios. On the one hand, these preparatory calculations have
undesirable effects on the router’s limited resources, such as CPU load and memory. On the other
hand, they may depend on a specific link-state routing protocol. The EM-REP mechanism does not
require any preparatory calculations, which is effective for IoT devices such as sensors.

Moreover, the EM-REP does not depend on any unicast routing protocol. In addition, although
EM-REP can bring benefits resulting from the use of a specific routing protocol supporting the
organization of unicast routing to areas, as is presented here for OSPF, it could work for IS-IS as
well. Furthermore, the EM-REP FRR mechanism provides 100% repair coverage for single as well as
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multiple failures occurring at different times and places in the network. Finally, EM-REP eliminates
the condition of directly connected destination to router D of legacy M-REP.

The EM-REP mechanism uses the generic flooding process of the PIM-DM protocol to provide
the protection for specific flows that expect special handling inside the network. The behavior and
goal are generic enough with a wider application domain. In the area of WSN and the IoT, it can be
used to distribute, for example, urgent messages across the WSN network or to assure the time-critical
delivery of important information from sensors to gateways or behind to analytic servers.

The EM-REP was fully implemented, and its correctness was tested using the OMNeT++
simulator. We have performed extensive tests of the implementation in different networking scenarios,
which validated the functional correctness of all the mechanism functions. The principle of the
mechanism is unique, and it is possible to apply it in other networks such as WSN, IoT architecture,
and other areas as well, which will be studied in future work.
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41. Cevher, S.; Ulutaş, M.; Altun, S.; Hökelek, I. Multiple routing configurations for fast re-route in software

defined networks. In Proceedings of the 2016 24th Signal Processing and Communication Application
Conference (SIU), Zonguldak, Turkey, 16–19 May 2016; pp. 993–996.
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Abstract: Today’s IP networks are experiencing a high increase in used and connected Internet
of Things (IoT) devices and related deployed critical services. This puts increased demands on
the reliability of underlayer transport networks. Therefore, modern networks must meet specific
qualitative and quantitative parameters to satisfy customer service demands in line with the most
common requirements of network fault tolerance and minimal packet loss. After a router or link
failure within the transport network, the network convergence process begins. This process can take
an unpredictable amount of time, usually depending on the size, the design of the network and the
routing protocol used. Several solutions have been developed to address these issues, where one
of which is the group of so-called Fast ReRoute (FRR) mechanisms. A general feature of these
mechanisms is the fact that the resilience to network connectivity failures is addressed by calculating
a pre-prepared alternative path. The path serves as a backup in the event of a network failure.
This paper presents a new Bit Repair (B-REP) FRR mechanism that uses a special BIER header field
(Bit-String) to explicitly indicate an alternative path used to route the packet. B-REP calculates an
alternative path in advance as a majority of existing FRR solutions. The advantage of B-REP is the
ability to define an alternative hop-by-hop path with full repair coverage throughout the network,
where, unlike other solutions, we propose the use of a standardized solution for this purpose. The area
of the B-REP application is communication networks working on the principle of packet switching,
which use some link-state routing protocol. Therefore, B-REP can be successfully used in the IoT
solutions especially in the field of ensuring communication from sensors in order to guarantee a
minimum packet loss during data transmission.

Keywords: internet of things (IoT); Fast Reroute; bit repair (B-REP); failure repair

1. Introduction

IoT architectures operate many types of different smart devices. The most used smart devices
in the IoT are sensors that can be connected to the network using several technologies. In most
cases, they are connected via wireless sensor networks (WSNs) [1–4]. With the growing popularity
of the Internet of Things solutions, the number of WSN deployments is growing, as is the number
of sensors connected in them, which of course leads to an increase in the amount of data generated
by these sensors. Such devices are no longer used only for simple tasks, but also in comprehensive
scenarios and services. Consequently, from the communication point of view, new challenges arise
here. The whole communication chain must meet new requirements not only for simple data delivery
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but also must guarantee some reliability parameters of different data transfers such as availability,
reliability, and network fault tolerance [5–8].

For example, if there is a connectivity loss or a change of network topology within the delivery
chain, routing protocols of external base stations (BS) networks [9,10], in analogy to the Open Shortest
Path Free (OSPF), respond to this change by re-converging the network [7,8,11–13]. During this process,
routing protocols must update their routing information. Therefore, routers affected by the failure
begin to send update messages to other routers that include recorded changes in the network topology.
Receiving routers can then respond to topological changes and adjust their routing decisions. The time
of the network convergence process depends mainly on the size and complexity of the network (number,
density of nodes and links), as well as the routing protocol used. In a period of network convergence,
network routers do not have valid routing information needed to deliver data properly. The loss,
duplication, or other negative effects on data flows may significantly increase, and applications,
services, or hosts may be unreachable, interrupted, or may provide unsatisfactory quality. This may be
unacceptable for the quality of some services, such as critical or real-time. To address this issue and
limit the impact of different network convergence times on the correct delivery of transmitted data,
the FRR mechanisms have been developed [14–17].

The primary feature of many existing FRR mechanisms is the proactive calculation of alternative
routes for each expected failure scenario. Alternative paths are calculated in advance on each individual
router locally and before an unexpected specific network failure occurs. Once a connectivity failure is
detected, the FRR mechanism of a local router quickly uses the pre-calculated alternative path to bypass
a faulty connection. A simplified example is illustrated in Figure 1. Here, in the event of a connection
failure of the link between the routers S and E, the S router uses a pre-prepared alternative path through
the router N1 to bypass the failure and successfully deliver critical data during the convergence period.
The alternative path is active and used at least until the network convergence process will complete.
Thus, the main idea of FRR is that their recovery time of the affected communication is much faster
than the convergence time of a routing protocol. This reduces the negative impact of failure on data
delivery (loss, delay).

Figure 1. An example of the Fast ReRoute protection.

To further limit the effects of the error and to speed up the process of using the alternative
route, FRR mechanisms may use other enhancement mechanisms, such as those for rapid detection of
connection failure or neighbor unavailability (for example, bidirectional forwarding detection–BFD).
These specialized mechanisms offer significantly faster detection of local failure than mechanisms
built-in into current routing protocols (e.g., OSPF, IS-IS, EIGRP Hello mechanisms).
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When using the FRR technology, the specific terms and definitions need to be introduced for
denoting routers with unique FRR behavior [18–22]. The network topology shown in Figure 1 will be
used for further explanation. The router that is detecting a link or neighboring router failure with the
further activation of the FRR repair mechanism is defined as the source router (S). Consequently, router S
becoming an active element of the FRR repair process (see Figure 1) referred to as the point of local
repair (PLR). Router D denotes the destination router under discussion. Finally, the next-hop routers
are specified by the routers N1, N2, N3, and others, which will compose the alternative path for FRR.
The router not actively involved in the FRR repair process is designated the R router (here R1).

The paper presents a new bit repair (B-REP) FRR mechanism (hereinafter B-REP). The B-REP
FRR mechanism is a type of proactive FRR mechanism. Unlike other FRR solutions, B-REP uses a
standardized BIER header-based solution to circumvent failures. Mainly we focused on the ability to
efficiently mark the entire alternative precalculated backup path thanks to its bit-string field. In addition,
compared to other existing solutions (such as LFA or R-LFA), the B-REP mechanism can provide
full repair coverage and repair all possible network failures within the topology. The B-REP can be
deployed in an IP network that uses a link-state protocol, such as for example OSPF or intermediate
system to intermediate system (IS-IS).

The B-REP is applicable to any network that operates the IP protocol stack and works with a
link-state routing protocol. However, the deployment of the B-REP mechanism is more suitable for
networks that are less dynamic, than usual WSN networks. B-REP works well for networks with
static network nodes (some IoT deployments), or those networks behind the WSN BS towards the
access/transport/ISP networks. In this environment, the B-REP mechanism provides the protection of
important data flows generated from IoT/WSN devices–sensors and other devices. Our B-REP solution
addresses the negative impacts of network failures and provides the solution that for the period of
convergence guarantees correct packet delivery.

The remainder of this paper is structured as follows: Section 2 contains a summary of the latest
knowledge in the FRR field and provides an analysis of existing solutions and their problem areas are
discussed. Section 3 proposes the new B-REP FRR mechanism. Section 4 focuses on the evaluation
of the B-REP mechanism and compares its features with other FRR solutions. Section 5 presents the
conclusions of our work and plans for future research.

2. Related Works

Several existing solutions dealing with rerouting have been proposed in the IoT and IP network
area. Reference [23] presents a new approach of jamming attack tolerant routing using multiple routes
constructed on specific zones. This method separates the network into a number of zones and routes
the candidate forward nodes of neighbor zones. When a system detects an attack, detour nodes in the
network determine zones for proper rerouting and reroute packets intended for victim nodes through
forwarding nodes in the obtained specific zones.

The authors of [24] present a comprehensive review of IoT sensing applications in WSNs, as well
as the problems and tasks that need to be overcome. Some of the problem areas identified by authors
are, for example, fault tolerance, the efficiency of the energy consumption, transmission interference,
cost feasibility, and proper integration of these components.

Based on the identified issues and on our analysis of the IP FRR mechanisms properties, we can
currently divide them into two generic groups/types. The first category of IP FRR mechanisms includes
all proactive FRR mechanisms. The second category contains a family of reactive FRR mechanisms.

A characteristic of proactive FRR mechanisms is that these mechanisms calculate the alternative
path in advance before a failure occurs. They act proactively when they already have alternative paths
ready to respond to an error, depending on the location of the error. In the event of a failure, this backup
path is then immediately installed into the routing table and used by a routing engine to redirect traffic
around the failure. The interruption of operation caused by a network failure is therefore only for
the time necessary to install a pre-prepared alternative route. This is considered as their undeniable
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advantage [25]. However, mechanisms in this category also have certain disadvantages identified.
These include such properties as the pre-computation, the dependence on link-state routing protocols,
complexity of internal algorithm [21,26–29].

One of the first mechanisms developed in the field of fast network recovery is the loop-free
alternates (LFA for short) mechanism. LFA uses alternative next-hop neighbors that are able to
deliver data without creating a routing loop. The selection of a suitable LFA candidate is ensured by
several mathematical conditions. The basic version of the LFA mechanism [21,26,27] is suitable for
certain topologies that are characterized by a high number of redundant links and suitable routing
metrics. For topologies that do not meet these parameters, an extension of the classical LFA has been
proposed, which is called the remote LFA (RLFA) [28,29]. RLFA has been proposed for situations
where, for some reason, it is not possible to find suitable next-hop candidates according to the LFA
conditions. RLFA uses tunneling mechanism to get around the failure towards remote tunnel end.
Compared to the original LFA, the R-LFA provides higher repair coverage.

Other existing proactive FRR mechanisms are built on different approaches. The equal-cost
multi-path (ECMP) [26,28] uses multiple routing paths that have the same metric in parallel.
Multiple routing configurations (MRC) [28,30,31] uses different routing tables, while not-via addresses
mechanisms [32,33] use specific addresses for explicit identification of failure. Furthermore, there are
several FRR mechanisms exist based on alternative trees [19,34,35]. Amongst them, the maximally
redundant trees (MRT) one is the most used [36,37].

The behavior of the reactive mechanism is different in that the alternative path is not calculated
in advance. The backup path is constructed as an immediate reaction to the failure of the link itself
and the protected flow transmitting through this link. Reactive FRR solutions do not calculate an
alternative path in advance. However, the backup path is created after failure detection.

Reactive FRR mechanisms are not very numerous. They include the innovative multicast repair
(M-REP) mechanism [36] and its enhanced version EM-REP [38]. The M-REP FRR mechanism uses
the multicast [39–41] routing protocol—protocol independent multicast—dense mode (PIM DM) to
flood traffic around failed element and create alternative FRR path. Enhanced version EM-REP adds
support for the repair of multiple failures and link-state routing protocol such as OSPF or IS-IS.

The mechanisms mentioned so far have focused on addressing failure protection and convergence
routing issues within the autonomous system (AS). Another FRR approach is represented by a
mechanism called SWIFT. SWIFT is an FRR mechanism that is designed for the border gateway protocol
(BGP), a protocol aimed at use for inter-AS routing. This mechanism is based on two approaches.
First, a BGP router runs the SWIFT deduction algorithm that locates the failure and then tries to predict
all prefixes that will be affected by the failure. The algorithm starts just after a router receives the
routing update that contains first withdraw route information (prefix). Based on the calculations of
this deduction algorithm, the router redirects the traffic to potentially affected prefixes to alternative
routes that are not influenced by the failure (Figure 2).

In the case of BGP, the failure affects many prefixes at once. Therefore, as the second approach,
the SWIFT introduces a new data plane coding scheme that allows the routing records concerned to be
updated in a quick and flexible manner.

With the advent of relatively new approaches such as software defined networking (SDN), the FRR
is emerging and being addressed in these application domains as well. The ability to calculate an
alternate path in SDN depends on the option whether the SDN controller has access to a device
imminently affected by a failure. As well as it depends on the round-trip time required for the
communication between the SDN controller and devices influenced by the failure. The area of SDN is
very diverse with a lot of proprietary approaches. The OpenFlow protocol is generally considered to be
the most common standardized abstraction of the SDN internal communication. OpenFlow is used to
install the data-match-action forwarding decisions applied through flow tables [42]. Therefore, as the
link/node fault protection techniques there is the OpenFlow fast-failover [43]. This technique only
operates in situations where the local node that detected the failure knows the alternative path.
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Unfortunately, such an alternative route may not always be available. In that case, the intervention of
an SDN controller is required. However, as the controller is deployed remotely it may not have access
to the node that detected the failure. If the controller is aware of the failure and the local node does not
have an alternative path, the controller will setup the redirection at another SDN node in the network.

Figure 2. Principle of FRR mechanism SWIFT for BGP protocol.

One possible solution is to implement a stateful mechanism for determining the condition of links
and other rules regarding alternative routes in each individual SDN node. There are several OpenFlow
extensions exist that address this issue. The following solutions can be mentioned here: OpenState [44],
FAST [44], and SPIDER [42]. For example, SPIDER is a neighbor detection mechanism inspired by
known techniques such as bidirectional forwarding detection (BFD) and multiprotocol label switching
(MPLS) FRR. Unlike other solutions that are based on OpenFlow, detection and redirection in SPIDER
are implemented exclusively in the data plane without the need to rely on a slower control plane [42].
This mechanism contains four basic methods:

• Local failover, a specific node directly detects a failure and reroutes traffic to the alternative path.
• Remote failover (Figure 3), a specific node (Figure 3, node 2) receives information from another node

about the failure (Figure 3, Tag = F) and reroutes traffic to the alternative path (Figure 3, node 5).
• Node testing (heartbeat request/reply), used to verify node availability.
• Path probing, nodes periodically generate packets to check the reachability of the node or the route.

 
Figure 3. SPIDER—remote failover method.
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An overview of the basic parameters of existing FRR solutions as the output of our research in this
area [18,38,45–47] is summarized in Table 1. In this table, we compared the most important properties
of existing FRR mechanisms such as repair coverage, proactive behavior, dependency on link-state
routing protocols, and prediction.

Table 1. Comparison of FRR solutions.

Solution
Full Repair
Coverage

Proactive Dependency on
Routing Protocols

Prediction
Behavior

BIER-TE Yes Yes No No
Directed LFA No Yes Yes No

LFA No Yes No No
MPLS-TE No Yes No No

MRC Yes Yes Yes No
MRT Yes Yes Yes No

Not-Via Yes Yes Yes No
Remote LFA No Yes Yes No

TI-LFA Yes Yes Yes No
SWIFT (BGP) Yes Yes Yes Yes

M-REP Yes No No No
EM-REP Yes No No No

BIER-TE-Bit Index Explicit Replication-Traffic Engineering. LFA-Loop-Free Alternate. MRC-Multiple Routing
Configurations. MRT-Maximally Redundant Trees. TI-LFA–Topology Independent Loop-Free Alternate.

2.1. Problem Areas

According to the analysis given in the previous section, we have identified several FRR problems
that can be classified into three basic areas which are described in the following subsections.

2.1.1. Full Repair Coverage

According to the state-of-the-art analysis, we can state that some existing FRR mechanisms
cannot provide full repair coverage. In other words, not all FRR mechanisms are able to repair and
construct alternative backup paths for all possible failure scenarios. Furthermore, we can state that
with the increasing repair coverage in most cases the complexity of the internal FRR algorithm also
grows [48]. This may be an issue for complex and frequently changing network environment where
routers with limited computation resources are installed, or low-priority FRR processes are used [48].
Therefore, one of the problem areas of current FRR solutions that provides full repair coverage is the
complexity of an internal algorithm.

2.1.2. Custom Alternative Path and Cost-Based Calculations

In some situations, a network administrator should also have the possibility to manually specify
an alternative path. The administrator can define a custom alternative path that can avoid a group of
routers potentially affected by the failure.

Existing FRR solutions such as LFA [33], R-LFA [16], TI-LFA [49] calculate alternative FRR paths
according to the link metrics of used routing protocols. The calculation and construction of alternative
paths must usually meet specific algorithm conditions. Only paths that satisfy them can be then
selected as valid alternative routes. In certain topological situations, problems may arise where an
alternative path exists, although it is possible that based on its metrics it does not meet mathematical
conditions of an algorithm and cannot be used as an alternative path. Therefore, some existing paths
are unnecessarily excluded under the given conditions. The alternative path is defined in each of the
existing FRR mechanisms differently (tunneling, adding specific bits in the IP header).
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2.1.3. Research Goal (Research Aims and Objectives)

In previous subsections, we have identified some of the limitations of current FRR solutions
that can be addressed and therefore offer new solutions that overcome them. Our work focused
on the development of a new FRR mechanism concerned with the identified issues. Then the main
contribution of this work is the proposal of the so-called Bit Repair (B-REP) algorithm. The B-REP
algorithm is designed to repair of all possible failures within the specific network (100% repair coverage)
with low calculation complexity.

The B-REP algorithm allows calculating an alternative path using standard link metrics or ignoring
them, which means calculation without considering the metric’s limitations. Accordingly, if a path
exists, it will be found and used. At the same time with the B-REP mechanism, an administrator can
define manually a custom alternative path.

Several FRR mechanisms use various proprietary solutions to define an alternative route and to
transit mechanisms related data. We opted for a standardized solution, namely multicast protocol–bit
index explicit replication (BIER) [50]. This protocol uses a standardized BIER header (Figure 4) that
contains a special field called bit-string (B-S, Figure 5). That allows us to use a header and its fields to
define an alternative path as well as to transfer user data.

0          1          2          3  

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

BIFT-id TC S TTL 

Nibble Ver BSL Entropy 

OAM Rsv DSCP Proto BFIR-id 

Bit-String (first 32 bits) 

Bit-String (last 32 bits) 

Figure 4. BIER header [51].

MSB                                

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 

                               LSB 

Figure 5. Bit-String.

Bit-string is an array of bits, in which each bit indicates exactly one specific router in the BIER
domain [52,53]. In other words, bit-string is an array data structure that efficiently stores router related
information. The bits are arranged from the least significant bit (LSB) to the most significant bit (MSB).
The use of bit-string in the FRR area will allow defining effectively an alternative backup path in the
event of a link or node failure. The B-S value with the specified bits represents the routers through
which the packet will be routed in the event of an error. It was the idea of using bit-strings that inspired
us to develop the B-REP mechanism. A similar idea was used by greedy algorithms designed for
fault-tolerant multicast delivery in the hypercube [54–56]. The authors suggested using a bit address
to select the optimal hop-by-ho routing.
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3. The Proposal of the B-REP FRR Mechanism

In this section, we provide a more detailed description of the B-REP mechanism operation
principles. As mentioned before, the B-REP belongs to FRR mechanisms. However, it is designed
to protect specific unicast flows delivered from customer devices or IoT sensors over the transport
network. This network comprising the devices responsible for data delivery (i.e., layer 3 routers) is
typically organized into administrative or policy areas or domains. For the proper operation of the
B-REP mechanism, two new parameters and one mandatory condition are introduced.

The first necessary parameter is the device or router identifier (ID). We require that each router
in such a common network domain must have a unique identifier. This means that if a given router
is assigned a certain ID, no other router can use it within the domain. Therefore, we propose a new
router ID, which we will call the B-REP router-ID (B-REP R-ID). The R-ID is similar to, for example,
the BFR-ID in BIER enabled networks [50] and is crucial for the proper operation of the B-REP.
The assignment process is not precisely specified. B-REP R-ID can be set manually (preferred option)
by the administrator for example, or it can be created and derived from another unique identifier
that is already assigned to the router. The second parameter is the bit-string (B-S) that is the special
variable length array where the B-REP IDs of B-REP enabled routers are defined. Thereby de facto
the whole alternative transport path can be defined. Being able to do this, we finally assume, as a
prerequisite for the proper functioning of B-REP, that some type of link-state (LS) routing protocol is
enabled and is running in the transport network. Link-state routing protocols provide all area routers
with accurate topological information about all other LS routers in the area and therefore allow B-REP
to specify precise bit string parameter as a definition of alternative paths applicable to different failure
scenarios. B-REP requires access to the LSDB database of the given LS protocol. The obtained data
are then processed by B-REP and the Dijkstra algorithm is used to calculate the alternative route.
Dijkstra can run as a specific low-priority process when the router’s central processing unit (CPU) is
idle. Therefore, the B-REP mechanism also calculates an alternative path during the CPU idle time.
The alternative B-REP route is then stored in the B-REP backup path (B-REP BP) table (Table 2).

Table 2. B-REP BP table.

Protected Interface Destination B-REP R-ID (OSPF Router ID) Bit-String Value

Interface R1-R3 3 (3.3.3.3) . . . 01110 (LSB)
Interface R1-R3 4 (4.4.4.4) . . . 01010 (LSB)

. . . . . . . . .

Let us show the use of these parameters on the example of a network running the OSPF routing
protocol (Figure 6). OSPF is a LS routing protocol. In OSPF all active routers must be assigned unique
router-IDs (R-ID). OSPF R-ID can be set manually or automatically. In the case of automatic assignment,
the OSPF R-ID is assigned based on one of the local IP addresses of the router. Therefore, as one of the
alternatives, it allows setting the B-REP R-ID according to the OSPF R-ID, which perfectly meets the
condition of uniqueness. The mapping process is not specified however there can be applied some
kind of algorithmic mapping. An example of R-ID and corresponding B-REP ID mapping is illustrated
in Table 3.
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Figure 6. Allocation of Bit-Strings by the Router ID.

Table 3. B-REP Table—Bit allocation according to Bit-String.

Router Router ID (OSPF) B-REP R-ID Bit-String Position (B-REP)

Router 1 1.1.1.1 1 . . . 00001 (LSB)
Router 2 2.2.2.2 2 . . . 00010
Router 3 3.3.3.3 3 . . . 00100
Router 4 4.4.4.4 4 . . . 01000
Router 5 5.5.5.5 5 . . . 10000

OSPF as an LS routing protocol that allows a router to obtain and maintain precise topological
information about all other routers, their interconnections, and network links of the area.
This information is identical on all routers, which store it locally in a database called the link-state
database (LSDB) database. Because all routers have the same LSDB databases that contain all topological
information, including all routers, each B-REP router will assign a unique B-REP R-ID to itself as well
as to all other routers in the area. As the next step, the router specifies corresponding bit-string values
for each area router. This information is stored, and operations are performed inside of the B-REP
Table (Table 3). The table is created by each B-REP router when the B-REP is activated and finally it will
be the same on each router. The table is constructed by sorting all routers of the given area according
to their OSPF router IDs ascending. Then the B-REP algorithm assigns them unique B-REP IDs and
positions in the bit-string (Table 3). Because the LSDB is the same on all routers, the final B-REP table
will be the same too. In case of a network failure, the content of the B-REP table is frozen because it
is used to construct an alternative reroute path. When the convergence of the OSPF protocol ends,
the process of creating the B-REP table is performed again, i.e., each B-REP router refreshes its own
B-REP table.

As we can see from the example, the router with the lowest OSPF Router ID is Router 1. Its OSPF
router ID is 1.1.1.1, therefore, it gets B-REP R-ID of 1. That gives R1 the least significant bit (LSB)
position in the bit-string ( . . . 00001, Table 3, Figure 6). The Router 2, which is the second with the OSPF
Router-ID 2.2.2.2 gets B-REP R-ID of 2 and the second position in bit-string ( . . . 00010, Table 3, Figure 6).

The basic idea of FRR mechanisms is to calculate an alternative route to bypass the local router’s
failure in advance. The B-REP mechanism maintains this idea, as it also preliminary calculates an
alternative route. Calculating an alternate route beforehand ensures that the routing engine of the
router is able to quickly install and use the alternative route in the event of an error. Each B-REP-enabled
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router calculates alternative paths based on the protected link. In FRR terminology, the protected
link is a link against whose failure (or by the failure of a directly connected neighbor) the network
wants to be preserved. By default, the protected link in B-REP is set manually by an administrator.
Next, based on the settings, B-REP calculates alternative paths to all destinations of protected flows
routed over the protected link in order to decrease the impact of the link failure. For the simulation
purposes, we expect one flow and one destination.

An alternative route is then used in the event of a protected link or its neighboring router
failure. The B-REP mechanism uses Dijkstra’s algorithm to calculate an alternative path for each given
destination by setting the protected link to a metric with a value at infinity.

When the router detects a connection failure with the primary next-hop router for a specific
destination, it becomes the S router. The destination of an alternate path in terms of reroute scheme is
the D router. In the considered case, it is Router 3 (Figure 7). The path from the router S to the router D
must bypass the local failure detected by router S.

Figure 7. Detection of a failure and the reaction of the B-REP mechanism.

In the case of a link failure and specific protected flow of the customer, the router S already has a
pre-calculated alternative path that contains all routers on the path including the destination router D.
Following the failure protection procedures, the router S encapsulates packets of the original unicast
protected flow with a new BIER header.

The BIER header includes the bit-string (Figure 8) field (BS field), which contains the exact
definition of the pre-calculated path along which the packet will be routed (Figure 6). In case of several
failures on the existing B-REP repair path, we assume the following behavior. The router that detects
the failure adds a new/modified bit-string value that specifies the new alternative path. This means
that packets are not again re-encapsulated, but only their LS field is modified. However, this property
is still under further investigation.
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Figure 8. B-REP encapsulation of the IP packet.

Using the example of topology and link metrics from the Figure 7, the alternative path from the
source to the destination is constructed via Router 2, Router 4 to Router 3 (Figure 9). The source router
S (Router 1) will start encapsulating the original packets of a protected flow with a new BIER header
immediately after the failure is detected. The router inserts the bit-string value “ . . . 01110” into the
BS field (Figure 9, mark 1) that specifies the alternative route via Routers 2, 4, and 3. That BS value
indicates the alternative path for other routers. An example of B-REP encapsulated packet is illustrated.

Figure 9. Example of a modified bit-string.

When a specific router, namely Router 2, receives a packet with a BIER header, it checks the
bit-string value, finds the associated bit with its B-REP R-ID, and sets it to 0. The new BS value on R2 in
our case is “ . . . 01100”. This operation ensures that the router that received the B-REP FRR packet does
not receive it again. Without this operation, the router could receive the same packet again resulting in
a micro-loop. After this operation, the router will need to specify the next-hop router on the way to the
destination. The router checks the bit-string, and if it finds that it has a directly connected neighbor
according to the bit-string value, it then forwards the packet to the given router. For our example,
Router 2 has directly connected Router 4 with the bit-string position 01000. Therefore, Router 2 sends
the packet to Router 4 (Figure 9, mark 2). Router 4 repeats the process and sends the packet to Router 3
(Figure 9, mark 3).

The bit-string field with a value that contains only one bit set to 1 indicates to a router that it is
the destination router D. Router D then sets the last bit to 0 and removes the BIER header, i.e., router
decapsulated the original packet. During the decapsulation process, the modified packet is restored to
its original state. Router D then routes the packet according to its unicast routing table.

In the presented example, such a packet is received by the router 3. Router 3 receives a packet
with the last bit set in the bit-string field (mark 4, 00100, Figure 9). Router 3, therefore, knows that it
becomes the destination router D (the last one). It removes the BIER header and routes the packet to its
destination based on the content of its unicast routing table as usual.
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For clarity, we can also describe the activities of the B-REP mechanism using the following
descriptive diagrams of B-REP activities. Figure 10 shows the process of B-REP activation and error
response. Figure 11 shows the packet processing used on each B-REP router.

FRR Activation
(Router becomes the Source 

router)

Encapsulation of The 
protected flow / inserting 

The Bit-String

Packet forwarding to a B-
REP next-hop 

(convergence in progress)

Initializiation of the B-REP 
process

Generation of the B-REP 
table 

(assigning B-REP R-IDs)

Waiting 
(Detection of a failure on a 

protected interface)

Calculation of B-REP BP 
table (Dijkstra)

End of Convergence - 
deactivation of B-REP FRR

Failure detected?

No Yes

Figure 10. Diagram of B-REP activation and error response process.

Arrival of a B-REP packet

NoPacket dropped

Analysis of Bit-String value

Has directly connected 
Next-hop?
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a next-hop

Only last bit=1 in the 
Bit-String?

Yes Decapsulation 
processNo

Figure 11. Processing of B-REP packet.
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4. Evaluation

In this section, we provide the evaluation of the proposed B-REP mechanism. In its verification,
we used simulations performed in the OMNeT ++ simulator. The results obtained from simulations
performed in the OMNeT++ simulator are presented. In addition, a comparison with other existing
FRR mechanisms has been performed.

4.1. Simulation in Deterministic Simulator

The correctness of the proposed B-REP FRR algorithm has been verified through the means
of simulations performed in the Objective Modular Network Testbed in C++ (OMNeT++) discrete
event simulator [57]. For the implementation of the algorithm, we used the INET [58] Framework
library. The INET library provides OSPF routing capabilities. We tested the accuracy of the algorithm
in several scenarios that simulated numerous types of failures for different topologies consisting of
different numbers of interconnected routers. In these scenarios, we focused mainly on examining the
appropriate delivery of packets belonging to the protected flow. These packets have to be correctly
delivered to its destination in the event of a single failure. In the following section, we present an
example of one of the comprehensive testing scenarios.

The topology used in the scenario is shown in Figure 12. It consists of the matrix of seventeen
routers and four hosts, which form the routing domain. As the unicast routing protocol, we used the
OSPFv2 protocol deployed in a single area deployment model. For the purpose of the simulation,
we generate a data flow originated from a host named the Source to the destination, the host H3.
This flow of data represents a protected flow of user packets, a correct delivery of which in the event of
a link failure is insured by the B-REP algorithm.

Figure 12. Simulation topology.

In a stable network situation, unicast packets are delivered from the source to H3 along the
shortest path selected by the OSPF (represented in Figures 12 and 13 by the red line). Next in this
scenario, we simulate a network failure, which is represented by shutting down the R6 router (all R6
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interfaces go down). We then focus on verifying how the B-REP algorithm calculates the alternative
path and how it uses it to protect user data in the event of the network failure.

 
Figure 13. Visual output from the OMNeT++ simulation.

We expect that based on the link metrics the second shortest path is selected as an alternative
(in Figures 12 and 13 represented by the green line), then the correct entries in the B-REP table of all
routers are created. We also examined the correct addition of BIER header to packets of the protected
flow affected by a failure, correct reroute to an alternative path, and routing based on the BIER header
to the destination router. Finally, we checked if all packets of the protected flow are correctly delivered.

The description of the simulation scenario is as follows. In the beginning, we need to wait the
50 simulation seconds (sims) that are required to complete all of the OSPF unicast routing processes,
i.e., the creation and synchronization of LSDBs and the calculation of unicast routing tables. Then, at the
time of 56 sims, the Source host starts generating its data flow towards the host H3. We call this flow a
protected flow. At the time of 60 sims, we simulate the failure on the primary routing path, where all
interfaces of the router R6 are turned off. This is where the B-REP mechanism starts working and
delivers packets of the protected flow using an alternative route. At the time 70 sims, we restore the
router R6 to original state. Here the B-REP FRR stops working and routers use their converged unicast
routing tables (Table 4).

Table 4. Description of the simulation scenario.

Time Description of Action

<50 Time necessary for the OSPF convergence and stabilization of network processes.
56 Source host begins generating the flow
60 Router R6 failure
70 Restoration of R6

In the simulation, the B-REP mechanism deactivates when the source router detects that the
protected interface is UP. In a real-life scenario, the B-REP will be deactivated by hold-down timer that
is set to specific period. The duration of this period should be long enough so that the network can
again successfully complete the convergence process.
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Algorithm Behavior and Simulation Outputs

At the beginning of the simulation, once all OSPF processes have been finished (<50 ms), routers
will compile their B-REP tables. Therefore, each router reads own OSPF LSDB, sorts the routers
according to router’s OSPF-ID, and assigns them unique B-REP R-ID.

Next, all B-REP enabled routers precalculate alternative paths for its protected interfaces and
protected flow according to OSPF LSDB. These pre-calculated backup paths are stored in B-REP
BP table.

At time 56 sims, the source host starts generating packets of the protected flow sent with
the destination address of the host H3. The B-REP algorithm is designed to protect only specific
customers’ flows, i.e., flows that are identified by their source and destination addresses. Addresses
as identifiers of protected flows must be preconfigured on the routers. Packets are delivered from
the source to H3 along the shortest route as is selected by OSPF. At the time 60 sims, the described
error occurs as is mentioned above. Disabling all interfaces of the R6 router will cause all its neighbors
to detect its unavailability and thus, the network change. The speed of detection depends on the
mechanism that routers use to check neighbors. Rapid failure detection can be guaranteed, for example,
by a standardized BFD mechanism.

Next, all affected routers (R1, R2, R3, R5, R7, R9, R10, and R11) through OSPF update
messages will begin flooding their new OSPF link-state advertisement (LSA) updates and begin
the network convergence process. However, this process can take an unpredictable amount of time.
Therefore, when the router R1 detects that the output interface with its primary next-hop router is
no longer available, it begins to use B-REP. The R1 becomes the B-REP source router S. Subsequently,
R1 start encapsulating unicast packets of the protected flows with a BIER header, into which it
inserts the Bit-String routing value of the alternative path. The bit-string contains information about
the pre-computed alternative path that will be used to route packets around the detected failure.
This alternative path goes via R5 → R10 → R15 → R16 and is represented with the BS value of
000000010100010010 (Figure 14, Table 5).

 
Figure 14. Inserting Bit-String (Source router).

Table 5. B-REP table.

Bit-String Name OSPF R-ID B-REP ID

000000000000000010 R16 (Destination router) 192.168.3.1 2
000000000000001000 R1 (Source router) 192.168.1.2 4
000000000000010000 R15 10.0.0.173 5
000000000100000000 R10 10.0.0.137 9
000000010000000000 R5 10.0.0.109 11

Afterward, the packet with a new BIER header is subsequently routed to the next-hop router R5.
Take note that, if the packet has a B-REP header, packet is not routed directly through the routing
engine, but it is processed and routed through the B-REP process.

The explanation of Figure 14 is as follows: 192.168.1.2–OSPF router ID, 10.0.0.14–OSPF router ID
of next next-hop router for the B-REP routing, 000000010100010010–bit-string that is inserted to the
packet with BIER header.

The R5 receives the packet and starts to analyze its bit-string value. Accordingly, the R5
router detects its next-hop router, which is the R10 router with the B-REP ID = 9 (Table 5) and
OSPF R-ID = 10.0.0.137. Subsequently, R5 modifies the BS value of the packet by setting its bit to zero.
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Then R5 immediately selects an outgoing interface that leads to the R10 neighbor and forwards the
packet towards R10 (Figure 15).

 
Figure 15. Processing of B-REP packet (R5).

Routers R10 and R15 repeat the same process as the R5 router forwards a packet to their next-hops
(which is R15, respectively R16). The behavior is changed on the R16 router as it is the destination
router D. R16 receives the packet, analyses the Bit-string value, and recognizes that only one bit in the
bit-string is set to 1. This indicates that R16 is a decapsulation router. Therefore, R16 removes the BIER
header and restores the packet of the protected flow to its original format (Figure 16). The decapsulation
router is the end of the B-REP alternative path.

 
Figure 16. Output from the OMNeT++ console.

The behavior described above can be observed on the output obtained from the OMNeT++ console
listed in Table 6. We may see that at the time 56 sims, the source host starts sending packets of the
protected data flow intended to the host H3. Packets follow the shortest route via routers: R1→ R6→
R11→ R16→ H3 (Table 6, green lines). At 60 sims, we simulate the failure of the R6 router. R1 detects
its unavailability using the BFD connection failure detection mechanism. Therefore, the R1 becomes the
Source router S and starts using the B-REP pre-calculated alternative path which goes through R1→ R5
→ R10 → R15 → R16 → R10 (Table 6, blue lines). At the same time, all R6 neighbors are starting
the OSPF update process. Until the OSPF R1 process completes and will provide actualized routing
information, R1 will insert the pre-calculated path into the bit-string field of packet’s header. According
to obtained simulation results, packets were successfully delivered using the B-REP algorithm around
the failure router (Table 6, blue lines). At 70 sims, the router R6 is restored (all interfaces go UP),
which means the Source router detects reconnection with R6 and disables B-REP mechanism. Packets
are routed via original route as before (Table 6, black lines).

4.2. Evaluation of the B-REP Mechanism

The B-REP algorithm implementation uses the SPF algorithm in conjunction with any type of LS
routing protocol, although we used OSPF for the pilot implementation. The B-REP SPF algorithm is
applied to calculate the alternative shortest path used in the event of a failure. The main advantage
of the B-REP FRR mechanism is that the algorithm implements an efficient and standardized way to
mark an alternative path using the B-S field.

In the B-REP we use the bit-string to exactly define hop-by-hop routing behavior, where due to
B-S we can precisely define the whole alternative path of routers chain. This feature might be used for
an administrator to manually configure the alternative route in the event of a need.
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Table 6. Output from the OMNeT++ simulation.

Time Source/Destination Name Destination Address

0.079876921815 R12 –> R16 OSPF_HelloPacket IPv4: 10.0.0.161 > 224.0.0.5

N
et

w
or

k
co

nv
er

ge
nc

e

0.079977739817 R15 –> R16 OSPF_HelloPacket IPv4: 10.0.0.173 > 224.0.0.5
0.081024165641 R1 –> R6 OSPF_HelloPacket IPv4: 10.0.0.5 > 224.0.0.5
0.081275865377 R10 –> R13 OSPF_HelloPacket IPv4: 10.0.0.125 > 224.0.0.5
0.082012804148 R6 –> R9 OSPF_HelloPacket IPv4: 10.0.0.29 > 224.0.0.5
0.082307311152 R14 –> R10 OSPF_HelloPacket IPv4: 10.0.0.134 > 224.0.0.5
0.079876921815 R12 –> R16 OSPF_HelloPacket IPv4: 10.0.0.161 > 224.0.0.5
0.079977739817 R15 –> R16 OSPF_HelloPacket IPv4: 10.0.0.173 > 224.0.0.5

. . . the output has
been shortened . . .

56.00006842 →R1 UDPBasicAppData-185 192.168.3.2

N
et

w
or

k
w

it
ho

ut
er

ro
rs56.00008084 R01→ R06 UDPBasicAppData-185 192.168.3.2

56.00009326 R06→ R11 UDPBasicAppData-185 192.168.3.2
56.00010568 R11→ R16 UDPBasicAppData-185 192.168.3.2
56.0001181 R16→ H3 UDPBasicAppData-185 192.168.3.2
58.00007242 →R1 UDPBasicAppData-185 192.168.3.2
58.00008484 R1→ R06 UDPBasicAppData-185 192.168.3.2
58.00009726 R06→ R11 UDPBasicAppData-185 192.168.3.2
58.00010968 R11→ R16 UDPBasicAppData-185 192.168.3.2
58.0001221 R16→ H3 UDPBasicAppData-185 192.168.3.2

. . . the output has
been shortened . . .

60.00009726 →R1 UDPBasicAppData-B-REP 192.168.3.2

B-
R

EP
FA

ST
R

ER
O

U
TE

60.00010968 R1→ R5 UDPBasicAppData-B-REP 192.168.3.2
60.0001221 R5→ R10 UDPBasicAppData-B-REP 192.168.3.2
60.00013452 R10→ R15 UDPBasicAppData-B-REP 192.168.3.2
60.00014694 R15→ R16 UDPBasicAppData-B-REP 192.168.3.2
60.00015936 R10→ H3 UDPBasicAppData-B-REP 192.168.3.2
60.00017178 →R1 UDPBasicAppData-B-REP 192.168.3.2
60.0001842 R1→ R5 UDPBasicAppData-B-REP 192.168.3.2
60.00019662 R5→ R10 UDPBasicAppData-B-REP 192.168.3.2
60.00020904 R10→ R15 UDPBasicAppData-B-REP 192.168.3.2
60.00022146 R15→ R16 UDPBasicAppData-B-REP 192.168.3.2
60.00023388 R16→ H3 UDPBasicAppData-B-REP 192.168.3.2

. . . the output has
been shortened . . .

70.00007242 →R1 UDPBasicAppData-185 192.168.3.2

R
es

to
ra

ti
on70.00008484 R01→ R06 UDPBasicAppData-185 192.168.3.2

70.00009726 R06→ R11 UDPBasicAppData-185 192.168.3.2
70.00010968 R11→ R16 UDPBasicAppData-185 192.168.3.2
70.0001221 R16→ H3 UDPBasicAppData-185 192.168.3.2

Possibility of the explicitly defined alternative path can not only define the backup path close to a
failed element in the network but also across the whole area which statistically can also be damaged.

Compared to other existing FRR mechanisms, the B-REP mechanism brings the new approach of
defining alternative path (bit-string) into the FRR area and provides advantages in comparison with
other mechanisms such as custom alternative path, easy implementation into existing architecture
because of bit-string and 100% repair coverage. A summary of the advantages and disadvantages of
the B-REP mechanism is given in Table 7.
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Table 7. Properties of the B-REP algorithm.

Advantages Disadvantages

Suitable for networks of any size Pre-computation
Applicable for a link-state routing protocol Encapsulation packet overhead

100% repair coverage
Possibility to define a custom path

Relatively easy implementation (Bit-String)

A more exact comparison of the selected features with other existing FRR solutions is presented
in Table 8 below. In this table we compare possibility of repairing all failures within the network,
precomputing, modification of packets and support of custom alternative path.

Table 8. Comparison of the B-REP mechanism with existing solutions.

Title
100% Repair

Coverage
Custom

Alternative Path
Precomputing

Packet
Modification

B-REP Yes Yes Yes Yes
EM-REP Yes No No Yes

ECMP FRR No No Yes No
BIER-TE (M) Yes No Yes Yes
Directed LFA Yes Yes Yes Yes

LFA No No Yes No
MPLS-TE FRR No Yes Yes Yes

MRC Yes Yes Yes Yes
MRT Yes No Yes Yes

Not-Via
Addresses Yes No Yes Yes

Remote LFA No No Yes Yes
TI-LFA Yes No Yes Yes

The biggest time-consuming operation during the FRR process is the detection of link or node
failure. For these purposes, the bidirectional forwarding detection (BFD) protocol is used. The BFD
protocol is standardized by IETF in RFC 5880. Usually, the detection of the failure by BFD protocol is
less than 30 ms depending on the timer settings. Another part of rerouting is switching to an alternate
FRR path.

Existing proactive FRR solutions calculate alternative path in advance. Therefore, the rerouting
time of the specific FRR mechanism is minimal because the alternative path is prepared and switchovers
to that path immediately. B-REP algorithm calculates alternative path in advance, therefore its speed
of recovery after link or node failure depends only on the time of failure detection, as is characteristic
of proactive mechanisms.

5. Conclusions

The paper presents the bit-repair (B-REP) FRR mechanism, which provides advanced fast reroute
solutions for IoT and IP network infrastructures. B-REP uses a standardized BIER header with a special
bit-string field. That allows us to use a standardized header and its fields to define an alternative path
as well as to transfer user data. The bit-string, in addition, allows us to efficiently define an exact
alternative FRR path, which can be calculated by the Dijkstra algorithm or even manually defined by
the administrator.

Some existing mechanisms, such as LFA or remote LFA calculate an alternative path according
to specific metric conditions. However, in topologies with inappropriate metrics, these mechanisms
are not able to choose an alternative path, but our algorithm is. We also add the ability to ignore
metric-based calculations in our proposal, allowing us to select any possible physical alternative
path. This mechanism can provide link or node protection and is suitable for any link-state protocols.
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These properties of the B-REP algorithm make it possible to achieve full repair coverage, which provides
the protection against all possible failures in the network if a physically alternative path is presented.

The B-REP mechanism, as a proactive FRR mechanism, shares with other FRR mechanisms the
properties of this family, which are identified as limitations. This includes CPU consumption during
preliminary calculations and memory consumption for storing them. With FRR mechanisms that
create a remote alternate path, B-REP uses the encapsulation of the original packets, which of course
increases the overhead of the transmitted data. However, this limitation is partially addressed by using
the Bit-String to define the entire transmission path. The speed of existing proactive FRR mechanisms
including B-REP is similar, but the differences are in the way how they calculate alternative FRR path,
how effective the results are and how the alternative path is constructed. According to our research,
there is no FRR mechanism of all solutions. All of them have some advantages and disadvantages and
B-REP brings his perspective on the solution to the issue.

The B-REP mechanism was fully implemented, and its correctness was tested using the OMNeT++
discrete event simulator. We have performed various extensive tests of the implementation in different
network topologies, which validated the functional correctness of all B-REP sides. The use of Bit-String
is unique, and it is possible to apply it in WSN networks, IoT design, and other areas as well, which will
be studied in future work. Besides that, our future work will focus on the investigation of other related
B-REP research issues, such as the addressing of multiple error occurrence, B-REP resource demands,
and the B-REP bit-string-based source routing. We are also preparing the implementation of several
existing FRR mechanisms into the OMNeT++ simulation tool, which will allow a better comparison of
existing solutions and bring new knowledge in the field.
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Abstract: In this paper, the novel study of the multilayered network model for the disrupted
infrastructure of the 5G mobile network is introduced. The aim of this study is to present the new
way of incorporating different types of networks, such as Wireless Sensor Networks (WSN), Mobile
Ad-Hoc Networks (MANET), and DRONET Networks into one fully functional multilayered network.
The proposed multilayered network model also presents the resilient way to deal with infrastructure
disruption due to different reasons, such as disaster scenarios or malicious actions. In the near future,
new network technologies of 5G networks and the phenomenon known as the Internet of Things
(IoT) will empower the functionality of different types of networks and interconnects them into
one complex network. The proposed concept is oriented on resilient, smart city applications such
as public safety and health and it is able to provide critical communication when fixed network
infrastructure is destroyed by deploying smart sensors and unmanned aerial vehicles. The provided
simulations shows that the proposed multilayered network concept is able to perform better than
traditional WSN network in term of delivery time, average number of hops and data rate speed,
when disruption scenario occurs.

Keywords: WSN; MANET; DRONET; multilayered network model; 5G; IoT; smart sensors

1. Introduction

New generation networks, also known as 5G networks, are slowly becoming the part of our
lives. In the future, they will bring new opportunities and different views of the network of today.
With the phenomenon known as the Internet of Things (IoT), the Internet will become increasingly
complex, smart, and pervasive. Upcoming trends include smart homes, smart cities and Industry 4.0
with different applications, such as industrial automation, public health and information systems,
city management, energy efficiency and public safety. Everything will be possible thanks to the new
type of mobile networks, called heterogeneous network that will work as one functional complex
network. New 5G networks are considered to be a promising technology that incorporates different
types of networks to provide needed functionality and applications. Massive transport of the IoT data
will require to use the alternative type of mobile network such as Wireless Sensor Networks (WSN),
Mobile Ad-Hoc Networks (MANET), Drone Networks (DRONET) and use their benefits.

One of the urgent goals for the next generation networks are to provide uninterrupted public safety
and health service in different scenarios, where fixed infrastructure will be disrupted. This scenario
includes natural disasters (earthquakes, fires, floods, hurricanes), human errors (nuclear, chemical,
biological, radiological exposures or railway and car accidents), and malicious criminal actions
(terrorists or cyber-attacks) [1]. Other goals for designers of Public Protection and Disaster Relief
(PPDR) agencies are not only to provide a reliable communication network for public safety agencies
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and departments such as police, emergency, etc., but to provide the data services to all people
during emergency and disaster situations, where existing fixed communication infrastructure could
be destroyed [2,3].

The one possible solution to these problems could be a resilient multilayered network model,
which is able to provide necessary services even in unpredictable situations mentioned above. In this
paper, the multilayered network model composed of Wireless Sensor Networks (WSN), Mobile
Ad-Hoc Networks (MANET), and Drone Networks (DRONET) will be introduced. WSN networks
are considered to be a type of IoT network composed of numerous low energy sensors, which
are responsible for collecting measured data. WSN sensors could be situated in different types
of environments, such as hospitals for collecting critical health data, on the beach to collect sea level
data before the tsunami waves or to the amount of CO2 and quality of the air during fires. Collected
data are then distributed in a multihop ad-hoc manner to cloud data centers for processing.

Our proposal deals with destroyed fixed infrastructures, where fixed Access Points are not
functional. Urgent data from the WSN network cannot be delivered and this could lead to system
errors or misleading information on the server-side. The solution of this problem could be the MANET
network, which is an autonomous self-organized network that could offer support for rescue operations
and was used before by the military to surveying inaccessible areas. Thanks to the support of mobility,
higher data rates, and lower energy constraints, urgent data could be delivered from the WSN network
through the MANET network to another operational Access Point in a multihop manner with respect
to device-to-device (D2D) communication principals. The reach can be extended by using unmanned
aerial vehicles (UAVs) such as drones in DRONET network. UAVs can be used for data collection, or for
delivery of urgent data from isolated MANET subnetworks, which were created by the movement of
MANET nodes.

The aim of this study is to provide innovative and resilient way to deal with the failure or
disruption of fixed infrastructure for upcoming 5G networks and its urgent applications. With a unique
combination of WSN, MANET, and DRONET networks, it is possible to preserve the functionality of
urgent applications, such as public health and safety, in different adverse situations. Based on this
motivation, the multilayered model was build in order to use the advantages of mentioned networks
and also empower the potential of new generation 5G networks and IoT solutions. The simulations of
the proposed multilayered model show that it is able to provide a fully functional backup solution that
preserves functionality and service demands required by 5G standards.

2. Related Work

In recent years, many studies investigated the possibilities of different networks convergence
scenarios. Most of the works include MANET networks, WSN networks, Vehicular Ad-Hoc Networks
(VANET) or networks composed of unmanned aerial vehicles (UAVs). Bellavista et al. [4] proposed a
MANET and WSN convergence network model to support a cost-effective realization of wide-scale
urban monitoring applications. The authors assumed a tree-based data collection for WSN with generic
tree-based protocol to easily enable its deployment and immediate usage with all emerging collection
solutions and standard specifications. The MANET network organized in small local clusters acts as a
WSN backbone network that allows urgent data to pass.

Erdelj et al. [1] described the advances in wireless sensor network (WSN) technology and
unmanned aerial vehicles (UAVs) to enhance the ability of network-assisted disaster prediction,
assessment, and response. UAVs are responsible for the data collection from fixed WSN sensors
deployed in different areas. The authors introduced recommendations for WSN and UAV use
during different disaster stages, but there are missing technology and protocol background. In [5],
the solution was extended about the measurement of major UAV communication technologies and
authors discussed the possible communications technology with Quality of Service (QoS) point of
view. A conceptual mobile UAV station for disaster management was proposed as well.

56



Sensors 2020, 20, 5491

Mukherjee and Biswas [6] propose IoT network hierarchy comprising the Internet, WLAN and/or
Internet gateway, MANET and WSN networks. Wireless sensor nodes were deployed in an IoT system
that collecting data from the environment and sent them to the gateway node. Data can be directly sent
to the Internet at the highest hierarchy level through WLAN Access Point or Internet gateway. MANET
nodes are acting as intermediate nodes responsible for collecting data from WSN nodes if the direct
Internet gateway is not available. Different communication technologies along with protocol stacks are
also discussed [6]. In this work [6] to overcome interference between MANET (Wi-Fi IEEE802.11b) and
WSN (ZigBee IEEE802.15.4) communication, the authors defined usable non-overlapping channels for
WSN and MANET. Other related works considering convergence scenarios are [7–9].

Unlike the research presented above that interconnects different variations of networks, in our
proposal, we introduce a convergence scenario that interconnects WSN, MANET, and DRONET
networks into a layered model with the ability to collect data and send it to the cloud services
for processing. The layers are independent, but in case of network disruption, urgent data can
pass layers based on a system of gateways that enables the interconnection of multiple layers.
For each network layer, we provide communication technology and routing protocols recommendation.
Besides that, our contribution includes the description of necessary changing and exceptions for routing
protocol deployed on each layer (i.e., network) that allows the transporting of urgent data through
multiple layers in the multilayered network model. In particular, in DRONET layer, we provide a
simplified mechanism for UAV management in order to cover MANET nodes by slicing MANET
networks into clusters. The main aim of this proposal is to provide a conceptual way for critical
data of urgent applications to be continuously delivered in disrupted network scenarios caused by
unpredictable situations.

3. Proposal of Multilayered Network Model for Mobile Network Infrastructure Disruption

3.1. Overview

The proposed multilayered network model (MNM) is composed of three layers that accommodate
three different types of wireless networks. The networks used in this multilayered concept are WSN,
MANET, and DRONET. The main idea of this network model is to provide a backup network for
destroying 5G and its infrastructure. In the case of MNM, WSN layer is supposed to provide IoT data
collection functionality with the high number of static low energy wireless sensors. We assumed those
data collected by the WSN network will be processed by cloud applications. Therefore, these data
need to be transferred out of the WSN network to the Internet by gateways such as an Access Point
(AP) of the Wi-Fi network. In the 5G network disruption scenario, we assumed that WSN gateways are
unable to send data through AP since the fixed infrastructure is destroyed. In this case, data transfer
to the part of the WSN network where Access Point is available could be very expensive in the term
of energy consumption, data overload, delivery time, and so on. There is also a possibility that no
functional Access Point exists in the WSN network.

Therefore, the ability to transfer critical data to the Internet could be handled by mobile inertial
sensors in the MANET network [10]. Nodes of MANET network are not strictly energy-constrained
and with mobility, higher radio ranges and data transfers are able to transfer data to the functional AP.
There is also a possibility that the MANET network could fall apart into isolated sub-networks because
of the mobility of nodes. This disadvantage is handled in MNM by UAVs of DRONET network. UAVs
with appropriate communication technologies are able to communicate over long distances in the air
without obstacles. DRONET network in MNM si playing the role of backbone network, which can
transfer critical data from MANET sub-network without functional AP to the part of MANET network
where the functional AP is presented. The structure of MNM is displayed in Figure 1.

Structure of MNM describes how this network model works. For example, WSN layer could be
divided into three sub-WSN networks which all has its own connection to the Cloud on the Internet.
The red area under WSN sub-network displayed at the left bottom expresses the part of fixed network

57



Sensors 2020, 20, 5491

that is disrupted. Since the AP connection to the Cloud is not functional, the special type of WSN
sensor, called WSN gateway, passes critical data to the nearest mobile sensor of the MANET network.
However, the isolated MANET sub-network could also suffer from not functional AP, so the node
pass obtained data from the WSN network to the nearest MANET gateway - the MANET node chosen
by network to be a gateway to the DRONET layer. This gateway is directly connected to the UAV of
DRONET network. UAV than looks for the best opportunity to deliver critical data to the MANET
sub-network with functional AP. Therefore, the data are transferred through another UAV to MANET
sub-network, where AP connection to the Cloud is operational. The whole path from source WSN
node to Cloud is displayed by orange colour.

WSN gateway

WSN layer

WSN/MANET connectivityDRONET connectivityDRONET/MANET connectivityMANET connectivity
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MANET layer
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Figure 1. Structure of MNM.

Kazemzadeh et al. [11] presented a survey that addresses optimal multilayered network design
identified by flow and design connectivity. Based on this survey, the MNM can be identified as a
three-layer network model with one-to-one flow-connectivity design, where each layer is supporting
or is supported by only one other layer. Urgent data from the WSN layer can be passed to the MANET
layer and then to DRONET layer, while direct flow from WSN layer to DRONET layer does not exist.
In MNM, the only urgent data in network disruption scenario can pass between layers, which is
commodity of WSN layer. Therefore, MNM falls into multilayer single flow-type network, where
only one layer has a commodity to route. When disruption scenario does not occur, the layers act
independently and do not communicate.

In the following sections, the detailed functionality of all layers and interlayers interactivity will
be described.

3.2. WSN Layer

The WSN layer in the MNM plays a role of the IoT network. It is composed of multiple low-energy
wireless sensors that can be deployed in different environments. The biggest advantages of WSN
networks are their localized and self-configuring capabilities, which can enable easier large-scale
deployments even in inaccessible terrain. Market research suggests that WSN networks will be soon
adopted by urban areas, mainly for public safety, localization, and environmental monitoring [4].

Sensors of WSN layer can communicate through different types of communication standards
focused on low energy consumption and compatibility with a wireless interface of mobile devices.
The most suitable standards for WSN layer are Bluetooth Low Energy (Bluetooth LE), Developers
Alliance for Standards Harmonization of ISO 18000-7 (DASH7) and ZigBee IEEE 802.15.4 [12,13].
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From the networking-layer point of view, the Bluetooth LE is designed for short ranges and
higher data ranges. The main problem is energy consumption in the continuous data stream, where
the energy consumption is almost similar with standard Bluetooth. Another problem is the supported
star topology. Bluetooth LE operates primarily using ad hoc piconets, where the master device controls
up to seven slaves per piconet. Slaves communicate only with the master and do not communicate
with each other. However, a slave device may participate in one or more piconets [12]. This topology
makes Bluetooth LE unsuitable for most of the WSN monitoring scenarios.

DASH7 is an open-source Wireless Sensor and Actuator Network protocol that provides
multi-year battery life, long coverage range up to 2 km, and relatively low data rate down to 9.6 Kbps.
The advantages are simple design and cheap chipset. However, its architecture is upload-centric,
which means that it does not support mesh routing [13].

ZigBee [14] is one of the most suitable technologies for NMN. It able to communicate over
distances from 10 to 50 m and with maximum transfer data rates of 250 Kbps. Newest embedded
devices are able to communicate with lower transfer rates of 20 and 40 Kbit/s [15]. It is well analyzed
and it is possible to adapt it to different deployment environments. With the combination with
6LoWPAN protocol [16], it provides powerful usability for WSN-Internet deployment. In the mesh
network topology, 6LoWPAN protocol can enable connection of WSN sensors with the Internet by
the edge router and it seamlessly combines IPv6 with standard IEEE 802.15.4 by performing header
compression, fragmentation and reassembly. In addition, it supports the transition between IPv6
and IPv4. Another powerful specification for ZigBee is IPv6 Routing Protocol for Low-power and
loss networks (RPL) [17]. RPL is basically an IPv6 multi-hop routing protocol that is suitable as a
routing-layer protocol for ZigBee and is also enabled to connect WSN sensor nodes to the Internet.
It adopts several techniques to tune routing for data collection optimization but requires a full-fledged
IPv6 stack.

LoRa is a proprietary wireless data communication technology which specifies only a PHY
layer. A popular MAC for use with LoRa is the open LoRaWAN specification. LoRa enables
secure bi-directional, low cost and mobile communication for IoT, smart city, machine to machine
(M2M) and industrial applications [18]. LoRa is a preferred technology for IoT embedded systems
because of its long-range, high capacity of nodes in network, long battery life, bi-directional, secured
and efficient network, interference immunity [18,19]. WSN makes use of Low-Power Wide-Area
Networks (LPWANs), a wireless technology to transmit data over long distances with minimal power
consumption. LoRaWAN is one of the most successful LPWAN technologies despite its low data rate
and because of its low deployment and management costs. An experimental study on the range of
LoRaWAN showed that it can achieve ranges up to 7.5 km using SF10 and packets with 10 bytes of
payload [18]. The LoRaWAN technology transfer rates range between 0.3 kbps and 50 kbps. Since LoRa
technology assures very large communication distances for an extremely low bandwidth, the standard
is suitable for applications where a reduced amount of data is transferred and the information collected
from the sensors does not change rapidly over time. In [19], the authors present multiple applications of
LoRaWAN technology for WSN with IoT, such as water quality monitoring, agriculture, underground
sensor networks or smart city. LoRaWAN is therefore another suitable technology for MNM.

Based on Zigbee, Bluetooth and WISA standards [20], several enhancements/related standards or
products have been presented like the WirelessHART [21] and ISA 100.11a [22].

WirelessHART is an industrial control protocol that is extension of the Highway Addressable
Remote Transducer (HART) communication protocol. It is designed to be reliable, easy to use,
and interoperable protocol deployed in process control applications, alerting and monitoring systems.
WirelessHART has low power consumption compared to ZigBee with higher security standards, and it
can also establish large networks and can support different communication topologies [21]. However,
while WirelessHART offers several features that complement its suitability in industry, it fails to offer
appropriate solutions to facilitate interoperability. It is also not compatible with IP-based devices and
the IoT [23].
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ISA100.11a is a wireless network solution for IWSNs (Industrial WSN), developed by International
Society of Automation (ISA). Like WirelessHART, it targets industrial applications in automation,
process control and monitoring. It has the features of low power consumption, reliability, scalability,
and security as well as high real-time data transfer [22]. It operates on 2.4 GHz frequency band,
supports high data rates up to 250 kpbs [22]. The specification of an upper data link layer, network
layer, UDP and TCP and application layer are defined. In addition, ISA100.11a is IP enabled and
supports IPv6. Unlike WirelessHART, not all devices in ISA100.11a network must have routing
capability. Without it, devices must be within one hop of a routing-capable device or the gateway.
In larger networks, this disadvantage makes ISA100.11a unsuitable for MNM.

The best solution for MNM is ZigBee standard since it supports 6LoWPAN and RPL protocols to
connect WSN nodes to the Internet. With appropriate routing protocols are also possible to establish
the system of WSN gateways needed to provide interlayer communication. The role of WSN gateways
will be further discussed in Section 3.5.

3.3. MANET Layer

The MANET network is usually composed of devices such as smartphones, tablets, laptops
and so on. MANET layer in the MNM is composed of mobile smart sensors with communication
based on IEEE 802.11 Wi-Fi using an Ad-Hoc mode. The advantages of the MANET network are the
autonomous and self-organized network mobile nodes. Therefore, the establishment of the network is
quick without needing fixed infrastructure, which enables MANET to be used in different scenarios
and environments. The reason MANET is chosen as the second layer in MNM is due to the fact that
MANET nodes are not strictly resource-constrained and offers longer radio ranges along with higher
data rates. Standards like 802.11n offer data rate range from 54 Mbps to 600 Mbps with outdoor radio
range up to 250 m [24]. With mobility, it is possible to send urgent data from the WSN layer through
the MANET layer to the nearest functional AP.

The crucial part of MANET layer is communication without interference with other devices
and with high spectrum efficiency in the highly congested 5G environment. One of the solutions to
achieve higher spectral efficiency in 5G environment is D2D communication. Iqbal et al. [25] categorize
D2D communication as Inband (licensed) and Outband (unlicenced) on the bases of spectrum in
which D2D communication occurs. In Inband communication, D2D users share cellular resources,
while in Outband communication is used to eliminate interference between D2D users and cellular
users. It works in the unlicensed spectrum where Wi-Fi, Bluetooth and ZigBee operates. In terms
of MANET networks, the solution to these problems is Cognitive Radio of Cognitive Radio Ad-Hoc
Networks (CRAHN).

3.3.1. Cognitive Radio in MANET Layer

In [26] we introduce the Adaptive Routing for CR-MANET (AR-CRM) based on Fuzzy logic.
This routing method is based on functional blocks that can provide the functionalities of MANET nodes
to sense spectrum, provide intelligent management of Wi-Fi channels and routing communication.
In the MNM it is possible to implement methods for spectrum sensing and intelligent method for
channel management, which can result in lower interference between MANET nodes that uses Wi-Fi
communication interfaces. Spectrum sensing provides input data for Fuzzy logic based on SIR
(Signal-to Interference Ratio) calculated from RSSI (Received Signal Strength Indicator) and Traffic.
The output of precisely adjusted membership functions of Fuzzy logic provides the set of the best
optimal channels for each device.

With this method the manage Wi-Fi channels according to the WSN channels is also possible.
If the WSN layer uses the standard IEEE 802.15.4 ZigBee, the interference among MANET nodes can
occur. The authors in [6] describes standard IEEE 802.11b/g/n/ax (Wi-Fi) channels from 1 to 13 in the
range of 2401 MHz to 2495 MHz. The Zigbee standard IEEE 802.15.4 uses 16 frequency channels (from
‘11’ to ‘26’) each of 2 MHz. Wi-Fi and ZigBee channels depiction can be seen in Figure 2.
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Frequency 2405   2410    2415  2420   2425    2430  2435   2440   2445    2450    2455   2460   2465  2470   2475   2480      
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Figure 2. Frequency channels of Wi-Fi IEEE802.11 and ZigBee IEEE802.15.4 [6].

With the assumption of existing sensing methods for discovery of Zigbee channels, it is possible
to arrange non-interfere MANET channels for each ZigBee channel based on the fuzzy logic model
introduced with AR-CRM. Therefore, it would be possible to set MANET channels among MANET
nodes according to nearby WSN channels to avoid interference. This paper does not describe the
method of interference avoidance between the MANET and WSN nodes. The purpose of this section is
to show the possible way to accomplish this problem. However, the AR-CRM is still possible to use as
a protocol in the MNM MANET layer for interference avoidance among MANET nodes.

3.4. DRONET Layer

DRONET layer is composed of UAVs, also called drones. This layer in MNM is playing the role
of back-up or backbone network. The reason is that MANET networks could split into subnetworks
because of nodes mobility. Therefore, some MANET subnetworks could end-up without connectivity
for functional AP. The main idea is to cover MANET subnetworks with UAVs of DRONET layer.
With appropriate communication technologies of the DRONET layer it is possible to transfer urgent
data over long distances from one MANET subnetwork to another with functional Access Point.

To perform such functionality, UAVs needs to support two protocol stacks. For DRONET
communication, it is possible to use Wi-Fi standard IEEE 802.11 with appropriate MANET routing
protocol to communicate with MANET nodes on the ground. For the communication between UAVs,
it is possible to establish WiMAX IEEE 802.16 [27] communication with WiMAX routing protocol.
This solution of two communication standards can overcome the interference of DRONET UAV’s with
MANET nodes. The WiMAX standard for the single-carrier modulation air interface, also known as
WirelessMAN-SC [28], operates in the 10–66 GHz band with typical channel bandwidths of 25 MHz
or 28 MHz. The raw data rates excesses 120 Mbps. In practice, the drone can carry the Raspberry Pi
single-board computer with both Wi-Fi and WiMAX modules.

The assumption for the functionality of the DRONET network in MNM is the presence of a central
point, which in this case will represent the so-called dock. Like MANET nodes, UAVs has also limited
energy resources. Therefore, after some time it is necessary to replace used UAV by another UAV with
a fully charged battery. The dock in MNM will serve as the headquarters for the DRONET network
abilities to organize UAVs, replace fresh UAVs with drained UAVs and charge them or sends them to
the required locations of the operation area.

Therefore, the dock will implement WiMAX communication technology. Beside UAVs organizing,
the dock will also perform energy-intensive operations, such as clustering. Clustering will be required
for the division of MANET nodes into clusters which will be covered by DRONES. This approach will
be discussed in the followed section. An example of a such a dock for UAVs was presented in [5].
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Sanches-Garcia et al. [29] show that the most prefered communication technology for DRONET
network is Wi-Fi standard IEEE 802.11. It could be used for UAV to UAV communication technology
as well as UAV to MANET nodes on the ground. However, for the communication between UAVs,
it is possible to establish WiMAX IEEE 802.16 communication with WiMAX routing protocol [27].
This solution of two communication standards can overcome the interference of DRONET UAV’s
with MANET nodes, which can be useful with the large number of MANET nodes in the network.
To perform such functionality, UAVs needs to support two protocol stacks. Therefore, it is possible
to use Wi-Fi standard IEEE 802.11 with appropriate MANET routing protocol to communicate with
MANET nodes on the ground, and WiMAX with an appropriate routing protocol to communicate
among UAVs.

The WiMAX standard for the single-carrier modulation air interface, also known as
WirelessMAN-SC [28], operates in the 10–66 GHz band with typical channel bandwidths of 25 MHz
or 28 MHz. The raw data rates excesses 120 Mbps. In practice, the drone can carry the Raspberry Pi
single-board computer with both Wi-Fi and WiMAX modules.

3.5. Inter-Layer Communication

In this section, the inter-layer communication will be described. We assume that all layers operate
independently. The WSN network requires the existence of communication based on IPv6, which
enables WSN nodes to reach the Access Point. The best solution to this is ZigBee with 6LoWPAN or
RPL protocol mentioned in Section 3.2. The MNM approach is using a system of gateways, called
WSN gateways. The WSN sensors are therefore divided into two types: WSN sensor node and WSN
gateway sensors. In the network disruption scenario, WSN gateway sensors will serve as a gateway
for urgent data to the higher layers. The ordinary WSN sensor nodes will use IEEE 802.15.4 ZigBee
communication technology to communicate with other sensors or WSN gateway sensors. On the other
hand, beside ZigBee standard, WSN gateway sensors will also use IEEE 802.11 Wi-Fi. Therefore, WSN
gateway sensors need to implement a dual protocol stack that is depicted in Figure 3.

I v6 withP
6LoWPAN

IEEE 802.15.4

I v6 withP
6LoWPAN

IEEE 802.15.4 IEEE 802.11

I v6P

IEEE 802.11

I v6P

SENSOR
MANET
NODE

SENSOR
GATEWAY

Figure 3. The example of dual protocol stack used in WSN gateway sensors.

Based on the dual protocol stack, WSN gateway senors will be able to communicate with WSN
sensor nodes as well as MANET nodes. This scenario is depicted in Figure 4, where the source WSN
sensor node is unable to send urgent data to AP_1 because of the disrupted link. However, urgent
data can be delivered through the another WSN gateway sensor and MANET layer nodes to the
functional AP_2.

WSN sensor
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Figure 4. The example of communication between WSN sensor nodes, WSN gateway sensors and
MANET layer nodes.
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At the Data Link OSI layer, WSN sensor nodes use ZigBee, while WSN gateway sensors use
both ZigBee and Wi-Fi. On the Network layer, WSN sensor nodes will use IPv6 routing protocol
such as 6LoWPAN.In this paper, higher layers are not considered, which is highlighted by dotted
parts in Figure 3. However, in terms of energy consumption, light protocols should be used, such as
the UDP transport protocol on the Transport layer. UDP protocol is lighter than TCP and is useful
for energy-constrained WSN sensors and WSN gateway sensors. Examples of protocols used in
higher layers include Constrained Application Protocol (CoAP) for constrained RESTful Environment
running over UDP with lightweight Efficient XML Interchange (EXI) protocol which is a counterpart of
XML. Since MANET nodes are not strict energy-constrained and MANET network is an independent
network, it is possible to use the TCP transport protocol. However, if critical data are transported in
disruption scenario, used protocol in the transport layer has to be UDP. Therefore, the Transport layer
of MANET nodes has to be flexible.

To use the WSN gateway system and optimize energy consumption, the routing protocol used
in WSN should be cluster-based or use sink-mobility, where elected cluster-head or sink node will
act as a gateway to higher MNM layers. The appropriate routing protocols will be described closely
in Section 4.1.

The only used communication technology in MANET layer of MNM will be IEEE 802.11 Wi-Fi
standard. From the WSN layer point of view, only the WSN gateway sensors are able to send urgent
data to the MANET layer. On the other hand, all MANET nodes are able to receive those data.
To maintain the integrity of these two layers, it is recommended for the MANET network to use
the routing protocol based on IPv6 addressing. This will ensure that the MANET node will be able
to deliver critical data to the access point within the 5G network and will also not require reverse
conversion between IPv4 and IPv6.

The third layer of the DRONET network uses IEEE 802.11 Wi-Fi standard to connect to nodes
of the MANET layer. Based on Wi-Fi standard is possible for UAV of DRONET layer to search for
MANET nodes from the air and establish communication. However, the MANET network can be quite
large in terms of several nodes and spread over a large area. In order to cover the MANET network
with the UAV, it is necessary to perform an area exploration and identify the network topology. Based
on the size of the MANET network, using clustering algorithms, it is possible to divide MANET nodes
into individual logical subnets in which one Cluster Head (CH) will be selected. This CH will serve
as MANET gateway for other MANET nodes in the cluster when urgent data needs to be sent to the
DRONET layer. The information about clustering and MANET gateway selection will be discussed in
Section 5.1.

Besides the Wi-Fi standard, UAV uses the WiMAX IEEE 802.16 standard for communications
among other UAVs and the dock. All UAVs needs to use dual protocol stack in the same way as WSN
gateway sensors, which is depicted in Figure 5.

MANET I v6P
routing
protocol

IEEE 802.16

WiMAX
routing
protocol

IEEE 802.16

UAV
MANET
NODE

UAV

MANET I v6P
routing
protocol

IEEE 802.11IEEE 802.11

WiMAX
routing
protocol

Figure 5. The example of dual protocol stack used in MANET node and UAV.

The first protocol stack implemented in UAV uses IEEE 802.11 Wi-Fi standard on the Data Link
OSI layer and IPv6 MANET routing protocol on the Network layer. The second protocol stack used
IEEE 802.16 WiMAX standard on the Data Link OSI layer and appropriate WiMAX routing protocol
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on the Network layer. Based on this approach, the UAV is able to communicate with MANET nodes
and other UAV, which is depicted in Figure 6.
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Figure 6. The example of communication between MANET nodes, MANET gateways and UAVs.

The scenario depicted in Figure 6 describes WSN source node that sends urgent data to AP_1.
Since the link is disrupted, urgent data are transferred to the MANET layer through the WSN gateway
sensor. MANET node is also unable to deliver urgent data to the same AP_1. Therefore, urgent data
are transferred to DRONET layer through the MANET gateway in order to find another MANET
subnet with functional AP_2.

4. Routing in MNM

As described in previous sections, the MNM is composed of three layers that work independently,
so the routing protocols on each layer also works independently. The network disruption scenario
is the exceptional situation, in which routing protocols used by each layer need to provide required
actions to recognize urgent data and deliver it to the Cloud through AP. Therefore, the content of
this section will focus on the recommendations of appropriate routing techniques and algorithms for
individual layers and also on their necessary modifications for proper functioning in MNM.

4.1. Routing in WSN Layer

The routing of urgent data begins in the WSN layer. The sensors of the WSN layer periodically
measure data and routes them into cloud services on the Internet if the AP is available on the network.
In Section 3.2. we provide technology recommendations for WSN layer. The best way to make WSN
data propagation to the Internet is the implementation of the routing protocols based on IPv6 protocols.

The most suitable technology for MNM is IEEE 802.15.4 ZigBee with 6LoWPAN or RPL protocol.
In the MNM, we assume that sensors in the WSN layer will be fixed without mobility and also will be
able to communicate in a multihop manner. The authors in [30] provide a protocols survey based on
6LoWPAN technology. Protocols are classified based on multihop support, Network or Host-based
mobility or presence of local entity among other specifications. The classification of routing protocols
with multihop support can be seen in Figure 7.

The same authors also point out that proactive protocols are most suitable for WSN with
6LoWPAN, since, it helps to reduce the handover delay by reducing the configuration time and
also to avoid the disconnection of nodes, which reduces the data loss rate. Therefore, it is useful to use
protocols in the Proactive branch chart. Another important division is based on mobility. The authors
described Micro and Macro mobility, where the “Micro mobility” refers to the node mobility within
the same sensor network domain and “Macro mobility”refers to the node mobility between different
sensor networks. Since sensors in MNM are fixed, the maximum allowed mobility of sensor node is
Micro mobility. Since WSN layer in MNM uses the gateway system, the best suitable routing protocols
based on presented assumptions are Based-Cluster [31] and RPL-Weight [32].

In the case of the Based-Cluster protocol, the main advantage is network architecture based on a
clustering tree topology, which leads from the lowest layers of sensors to one leading sensor (Cluster
Head), which in the case of MNM can be considered to be a WSN gateway sensor. RPL-Weight is a
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hierarchical protocol based on Directed Acyclic Graph (DAG), which defines a network topology and
uses Destination Oriented DAG (DODAG) algorithm for routing. It supports sink node mobility, which
reduces power consumption and to increase the network lifetime. This is also very useful for MNM,
where the sink node can act as a gateway to the MANET Layer or AP. The clustering tree topology of
Based-Cluster protocol and sink node mobility of the RPL-Weight protocol are shown in Figure 8.
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Figure 7. WSN protocols based on 6LoWPAN with multi-hop support [30].
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Figure 8. The example of Based-Cluster and RPL-Weight routing mechanisms.

However, both Based-Cluster and RPL-Weight protocols are not designed to support urgent
data transmission through WSN gateway sensors to the MANET layer. Therefore, it is important to
implement an exception mechanism for those or other deployed protocols. The algorithm responsible
for the routing of urgent data in WSN layer of MNM is proposed in flowchart depicted in Figure 9.
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Figure 9. The WSN Layer routing flowchart.

This algorithm needs to be implemented as an exception to the main routing algorithm. In the
beginning, if AP is available in the network, all measured data are processed as usual by the main
routing algorithm. If AP is not available, measured data needs to be evaluated based on Threshold.
This threshold is set based on type or nature of measured data that evaluates them as urgent. Since the
sink routing model is considered, it is possible to assume, those nodes near the sink node connected to
MANET layer will be asked to forward packets more frequently as nodes that are far. This could affect
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the energy consumption of those nodes and also cause traffic congestion. To address this problem
and also lower the traffic load in the MANET layer, WSN sink node will forward only urgent data to
MANET layer when AP is not accessible.

In order to lower processing on WSN gateway or sink node respectively, the process of urgent data
evaluation is running on all nodes. When AP is not accessible and data are evaluated as non-urgent,
nodes drop the data. Urgent data are transferred to the WSN gateway, which looks for an available
MANET node. If the MANET node is accessible, data are transferred to the MANET layer, otherwise,
data are processed by Data Backup algorithm described by Algorithm 1.

Algorithm 1: Data Backup algorithm for storing urgent data
input : Data from NodeID→ DataID
if DataID is not Repository ? then

if Previous DataID from NodeID in Repository? then
Detete previous DataID in Repository

end

if AP is accessible then
send Data → AP
Status ← Succesfull
Return : Status

else
DataID → Repository
set: TimerID ← time
Status ← Continue
Return : Status

end

else

if TimerID == 0 then
Delete DataID in Repository
Status ← Fail
Return : Status

else

if AP is accessible then
send Data → AP
Status ← Succesfull
Return : Status

else
Upadte TimerID
Status ← Continue
Return : Status

end

end

end

A data backup algorithm is used to prevent dropping of urgent data if the MANET node is not
available at the specific time for WSN gateway. The main idea is to store urgent data for a specific
time. The node then waits for the MANET node or AP availability. If the time for giving data runs out,
urgent data are dropped.

We assume that input data can be identified by its origin node with a unique ID. Then the input
data are associated with the node’s ID and marked as DataID.

In the beginning, DataID is checked, if the gateway node has an entry for the same data in the
repository. If not, the algorithm then checks, if the gateway has an entry for input data from the same
node according to its ID. If yes, it means that the gateway node obtained fresher data from the same
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node. Therefore, older data identified by the same node are deleted. Then the gateway node tries to
access AP and if this attempt is successful, the algorithm returns the “Successful” status of the main
algorithm. If AP is not accessible, then DataID is stored to the repository and associated with TimerID.
This timer refers exactly to the stored DataID. Then the algorithm returns “Continue” status to the
main algorithm.

If the gateway node has DataID stored in its repository, the algorithm checks if TimerID is equal
to zero. If yes, DataID is deleted and algorithm returns “Fail” status to the main algorithm. Otherwise,
the gateway node attempts to access AP and the main algorithm returns “Successful” status to the
main algorithm if AP is available. If AP is not accessible, TimerID is decreased and “Continue” status
is returned to the main algorithm.

4.2. Routing in MANET Layer

Routing in MANET layer of MNM is independent of routing in WSN layer when a local entity
such as AP is available to all devices. When communication with AP is disrupted, sensors of WSN
layer are unable to deliver its measured data to cloud services. Sensors, therefore, start to evaluate
their data and produces only urgent data. Only those data are allowed to enter the MANET layer in
order to enhance the delivery process. We assume that WSN gateway sensor is capable of using dual
protocol stack with IEEE 802.11 WiFi connectivity. This allows the WSN gateway sensor to be seen by
MANET nodes and vice versa. WSN gateway sensor is therefore allowed to send urgent data to any
available MANET node.

Since WSN layer in MNM uses IPv6 protocol, it should be implemented in MANET layer as well.
The routing protocol for MANET layer in MNM should be proactive, since topology maintained by
proactive routing protocols is required for DRONET clustering algorithm. The example of MANET
IPv6 protocols are IPv6 enabled DSR [33], AODV6 [34] or IPv6 OLSR [35]. Those routing protocols,
however, do not support interference avoidance such as AR-CRM mentioned in Section 3.3.1. On the
other hand, AR-CRM was not designed to support IPv6. This problem needs to be addressed by
implementing interference avoidance mechanism of AR-CRM into mentioned routing protocols or
implementing IPv6 into AR-CRM. It is also important to collect GPS positions since that information
about topology could be used by DRONET layer to perform its clustering analyses. None of this is the
scope of this paper and we assume that missing functionalities mentioned above are implemented.

Regardless of the selected routing protocol, the exception mechanism for urgent data delivery
needs to be implemented to deployed routing protocol in order to work in MNM. The implemented
exception helps main routing algorithm to recognize urgent data from WSN and provide necessary
operations. This mechanism is described by flowchart depicted in Figure 10.

In the beginning, the MANET node that obtained urgent data needs to encapsulate IPv6 packet
from WSN layer to recognize if obtained data are indeed urgent. If not, obtained data is recognized as
not urgent and MANET node drops this data. If the obtained data are urgent, MANET node tries to
access AP. If AP is available in the MANET network, data are sent to AP. If not, the MANET node is
looking for MANET gateway.

If the MANET gateway is not recognized or is not available, the Data Backup algorithm described
in Section 4.1 is called. If coming status from the Data Backup is Continue, algorithm check again for
MANET gateway availability. If the status is Fail, the node drops the data. Otherwise, the status is
Successful and it means the data was successfully delivered to AP and exception algorithm ends.

If MANET gateway node is available, urgent data is delivered to it. MANET gateway than check
for UAV availability. If UAV is available, data are sent to DRONET layer and exception algorithm ends.
If UAV is not available, gateway node calls Data Backup algorithm that stores data or tries to deliver it
to AP. The urgent data are then dropped or the exception algorithm checks for UAV availability again
according to the status obtained from Data Backup algorithm.
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Figure 10. The MANET Layer routing flowchart.

5. Routing in DRONET Layer

The routing in DRONET layer is composed of two stages. The first stage is the Initial and search
for MANET nodes to obtain positions of all nodes and possibly all MANET networks in the area.
The second stage is routing itself, where the UAV communicates with MANET gateway nodes and
within other Drones in order to provide a backup network for critical data transmission.
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5.1. Initial and Search Stage of DRONET Layer

The main role of the Initial and search stage is to continuously search for MANET nodes in the
desired area. Therefore, we assume that the operating area is known and it can be divided into multiple
sub-areas. The size of sub-areas should be picked according to the UAVs antenna coverage perimeter.
Another assumption is considering a local entity that is in fact the dock with operational PC and
antenna. When the disruption of fixed infrastructure in the area occurs, the dock initiates the Initial
and search stage until the disruption is over.

Dock continuously sends UAV’s to all areas. The UAV is looking for MANET node. We assume
that all UAVs are equipped with MANET IEEE 802.11 Wi-Fi communication technology and they are
capable of discovering MANET nodes in the ground. When the UAV discovers the MANET node,
it obtains the Topology info from each node along with GPS positions of all nodes in the network [36].
That information is sent back to the dock, where the clustering algorithm is provided. It is possible
to use multiple clustering algorithms, such as simple lowest-ID or highest-connectivity (degree)
algorithm [37], or more complex algorithms such as Particle Swarm Optimization (PSO) [38]. The dock
returns the result of the clustering algorithm along with the cluster heads selections. The UAV then
takes a position of the MANET gateway node and notifies it about cluster head election and nodes
participated in its cluster. The MANET gateway node is then responsible for notification of other
MANET nodes about its election.

Covered by UAV 1 Covered by UAV 2

Covered by UAV 3

DOCK

Figure 11. Example of multiple encountered cluster in the area.

When multiple clusters are discovered, UAV takes the position of free cluster and dock send
another UAVs takes positions of remained clusters. The multiple clusters can occur if the MANET
network contains a larger number of nodes. The situation is depicted in Figure 11, where the left upper
part contains MANET network that was divided into two clusters, marked by magenta and green
colour. The UAV that discovered the network covers one cluster and dock in the middle of the area
sends another UAV to cover the second cluster. All steps of Initial and search stage are described by
the flowchart in Figure 12.

The first step includes input in the form of information about the area. Then the area is divided
into N subareas based on area size and coverage perimeter of UAV’s antenna. Then, all subareas
are marked by associated information SUBAREAINFO(N) as “not searched”. Algorithms proceed
with an endless While loop, which termination is initiated by the ending of disruption scenario.
One by one, UAVs are continuously sent to all subareas that are marked either as "searched” or
“not searched” and at the same time as “uncovered”. Only areas marked as “covered” are not searched
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again. This is because even previously searched subareas can exhibit new uncovered MANET nodes
or MANET subnets.
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Figure 12. The DRONET initial and search stage flowchart.
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If the MANET nodes are not discovered in the particular subarea, this area is marked as “searched”
and UAV proceed to another subarea. If the MANET node is discovered, UAV request TopologyINFO,
which includes the topology of the network and GPS positions of all nodes in the network, where
discovered node participates. TopologyINFO is sent to the dock, where clustering is performed.
The results of clustering are sent back to the UAV, which informs nodes about Cluster Head and
participation in the cluster.

The algorithm then proceeds according to resulted clusters. If multiple clusters appear, UAV
covers the randomly selected cluster and dock send another UAVs to cover remained clusters. Then,
all subareas belonging to covered clusters are marked as “searched” and “covered”.

5.2. Routing Stage of DRONET Layer

Routing stage in DRONET layer begins after the Initial and search stage, where at least two UAVs
are connected to each other. As a communication technology, UAVs of DRONET layer in MNM should
use at least IEEE 802.11 Wi-Fi. However, in terms of possible interference, it is better to use second
technology such as IEEE 802.16 WiMAX. The same as in WSN layer, the UAVs, therefore, needs to
implement dual protocol stack.

The earliest version of WiMAX is based on IEEE 802.16 and is optimized for fixed and roaming
access. This solution was further extended to support portability and mobility based on IEEE 802.16e,
also known as Mobile WiMAX. In recent years, multiple studies provide performance comparisons
of routing protocols for WiMAX. Raseed et al. [39] perform a comparison of DSDV, DSR and AODV
routing protocols, where table-driven protocol DSDV has the best performance in terms of the packet
delivery fraction parameter. On the contrary, a AB Rahman [40] suggests, AODV outperforms DSR
and DSDV routing protocols. The performance comparison in [41] shows that in a mobile environment,
ZRP and AODV perform better than DSR and OLSR. Pathak et al. [42] also consider the performance
of routing protocols for sending Health-care data over the WiMAX network. The results show that
from studied protocols AODV, OLSR, ZRP and the LAR1, the last mentioned can offer better results in
sending telemedicine data over the wireless channel with high throughput and better reproducibility.

In MNM, the reactive protocol is suggested, since periodic updates can be energy-demanding on
limited UAVs resources. The deployed routing protocol also needs to implement necessary adjustments.
We assume that the UAV is able to extract information about AP availability from topology obtained
from a MANET gateway node. Therefore, this information should be taken into account in the routing
metrics. The routing algorithm is described by the flowchart depicted in Figure 13.

The routing algorithm begins with urgent data obtained from the MANET layer. UAV than check
for available UAV that has connectivity to MANET network with accessible AP. If UAV with MANET
connectivity to accessible AP is not available, the Data Backup algorithm for DRONET layer is called.
This algorithm store data and set timer. If the timer is zero, Data Backup returns Fail Status. If Continue
status is returned, UAV check for UAV with MANET connectivity to accessible AP again. Otherwise,
data are dropped. The timer is decremented and Continue status is returned. Since the DRONET
layer is not connected to AP, Data Backup algorithm presented by Algorithm 1 needs to be edited.
Data Backup algorithm for DRONET layer is, therefore, described by Algorithm 2.

If UAV with MANET connectivity to accessible AP is available, the urgent data are transported
to particular UAV. This UAV then tries to send data to the MANET gateway node. If this node is
not available, the main algorithm calls Data Backup. If the returned status is Continue, UAV check
MANET gateway node again. Otherwise, data are dropped.
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Algorithm 2: Data Backup algorithm for DRONET layer
input : Data from NodeID→ DataID
if DataID is not Repository? then

if New DataID from NodeID in Repository? then
do: delete previous DataID in Repository
go to: line 6

else
DataID → Repository, set: TimerID ← time
Status ← Begin
Return : Status

end

else

if TimerID == 0 then
Delete DataID in Repository
Status ← Fail
Return : Status

else
Update TimerID
Status ← Continue
Return : Status

end

end
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Figure 13. DRONET routing stage algorithm flowchart.
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6. Simulations and Results

Based on the theoretical analysis of the MNM concept, simulations in the Matlab environment
were designed to simulate the behavior and forwarding of urgent data within the model. The aim of
these simulations is to point out the fact that in case of disruption scenario of the fixed infrastructure
of 5G and IoT networks, the proposed concept of MNM can take over the role of critical applications
and services. Simulations point out that the interconnection of several networks into a hierarchically
composed multilayer model has advantages over the use of purely wireless sensor networks in the form
of transmission of critical data to functional access points with higher transmission speed and lower
delay. The exact description of the simulation scenarios will be provided in following subsections.

Simulations in Matlab do not account rerouting, network reconfiguration and do not use a lot
of network parameters like other simulators such as Ns-3 or OPNET Modeler. However, Matlab
enables us to simplify the concept of MNM network and provide proof of concept. With Matlab,
it is also possible to use a variety of different mobility models for MANET networks such as
Random-Way Point or social-based mobility model described in [43]. Matlab also provides possibilities
to implement computationally intensive algorithms such as PSO for clustering. In future, we planed to
merge Matlab implemented algorithms with OPNET Modeler to further extend simulations with all
network parameters.

6.1. Simulation Scenarios

The simulations of the MNM concept were divided into three simulation scenarios, which are
intended to illustrate the advantage of using multiple layers of the MNM model compared to the
deployment of only WSN networks in the area affected by the disruption of fixed 5G and IoT infrastructure.

The simulation presupposes that there is an area where the fixed infrastructure has been disrupted
and there is only one functional AP. Another prerequisite is the location of the WSN wireless sensors in
the area intended for data collection, while the occurrence of mobile MANET devices is also considered
in the same area. In the network disruption scenario, UAVs of DRONET networks are also present,
arranged in the area to cover the MANET network.

6.1.1. Simulation Scenario 1

This simulation scenario is intended to highlight the benefits of adding a MANET layer to a WSN
network. The scenario itself consists of a 100 m × 100 m simulation area, where 400 WSN sensors
are randomly distributed. The simulation assumes the use of IEEE 802.15.4 ZigBee communication
technology with the RPL-Weigth routing protocol using the 6LoWPAN in WSN layer.

Based on ZigBee technology, a radio range between WSN sensors is set to 10 m with a data rate of
30 Kbps. Data rate was randomly generated on each link between WSN sensors in the range of ±50%.
This range should take into account the unforeseen effects of the environment on the data rate.

Besides the WSN layer sensors, 20 MANET nodes are also randomly placed in the area. MANET
nodes uses IEEE 802.11 Wi-Fi technology with the 802.11n standard for communication and IPv6 OLSR
protocol. This allows the nodes to set the radio range to 40 m at a data rate of 100 Mbps.

Data rates of MANET layer were randomly generated on each MANET link from the range of
±50%. There is also one AP in the network, which has the same radio range and data rate as MANET

nodes. The individual variables of the simulation scenario can be seen in Table 1.
In this scenario, one WSN sensor is chosen as a source node that attempts to send urgent data

for processing to the relevant application or service on the Internet. The role of routing protocols in
all simulation scenarios mentioned in this paper used by each layer of MNM is to find the optimal
routing path. All routing paths are selected according to the data rates generated on each link and
number of hops in therm of Dijkstra shortest path algorithm.

To illustrate the benefits over traditional WSN network and two layers of WSN and MANET networks,
a single access point in the network was strategically placed sequentially in three different positions:
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• Position 1—left upper corner of the simulation area, relatively in close proximity to AP
• Position 2—in the middle of simulation area
• Position 3—right lower corner of the simulation area. The farthest point from WSN source sensor

The positions of AP mentioned above with devices placed in the simulation area are depicted in
Figure 14a for WSN scenario and in Figure 15a for WSN-MANET scenario. Optimal routing paths for both
scenarios are depicted on second part of mentioned figures marked as Figure 14b and Figure 15b respectivel.

Figure 14 illustrates the network layout with WSN nodes (blue markers), WSN sensor gateways
(green markers) and AP depicted by the Wi-Fi router illustration. The WSN sensor gateways are
selected by the RPL-Weight protocol in the sense of so-called “sink mobility” (Section 4.1). WSN source
sensor is marked with the ID number of 393 and highlighted by a blue mark with a red edge.

Figure 15 illustrates the first layer of the WSN sensors (blue marks) with WSN sensor gateways
(green marks). The MANET nodes (red marks) of second layer are distributed evenly throughout the
area. There is an AP depicted by Wi-Fi router illustration and the WSN source sensor depicted by a
blue mark with a red edge and ID number of 393.

These simulation scenarios were run 1000 times, always with the same position distribution of
WSN and MANET nodes in an effort to illustrate the difference in performance and parameters of the
two networks.

Table 1. Scenario 1 simulation variables

Variable Value

Area size [m] 100 × 100
WSN sensors number 400
WSN sensors radio range [m] 10
WSN sensors data rate [Kbps] 30
MANET nodes number 20
MANET nodes radio range [m] 40
MANET nodes data rate [Mbps] 100
AP number 1
AP radio range [m] 40
AP data rate [Mbps] 100
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Figure 14. (a) Example of simulation scenario 1 with all positions of AP for WSN network. (b) Example
of optimal routing path from WSNT source sensor to AP deployed in Position 2 (in the middle of the
simulation area).
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Figure 15. (a) Example of simulation scenario 1 with all positions of AP for WSN-MANET network.
(b) Example of optimal routing path from WSN-MANET source sensor to AP deployed in Position 2
(in the middle of the simulation area).

6.1.2. Simulation Scenario 2

The second simulation scenario extends the first scenario by adding a DRONET layer to the
multilayered model, which performance will be compared to the traditional WSN network depicted
in Figure 14. The distribution of WSN nodes with their parameters and technologies is the same as
in the case of the first simulation scenario.The number and parameters of MANET nodes remained
unchanged, but some positions of MANET nodes were partially modified in order to divide the
original MANET network into two subnets. This change was made to simulate the division of the
MANET network into individual subnets in order to use UAVs of the DRONET network.

The UAVs uses IEEE 802.16 WiMAX technology with the AODV protocol to communicate with
other UAVs and dock. Therefore, the radio range of UAVs was set to 200 m with a data rate of 250 Mbps.
The number of UAVs and their distribution in the area is determined by the number of clusters and
their location in the area. The PSO clustering algorithm was used in this task, which divided the
individual MANET nodes into 4 clusters or logical subnets based on positions of the MANET nodes.
The output of the clustering algorithm can be seen in Figure 16.
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Figure 16. The example of the PSO clustering output.
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Based on the assumptions mentioned above, the variables of the simulation scenario 2 were set
according to Table 2.

Table 2. Scenario 2 simulation variables

Variable Value

Area size [m] 100 × 100
WSN sensors number 400
WSN sensors radio range [m] 10
WSN sensors data rate [Kbps] 30
MANET nodes number 20
MANET nodes radio range [m] 40
MANET nodes data rate [Mbps] 100
AP number 1
AP radio range [m] 40
AP data rate [Mbps] 100
Number of UAV 4 (based on clustering algorithm)
DRONET radio range [m] 200
DRONET data rate [Mbps] 250

As in the first simulation scenario, three different access point positions were used in the second
simulation scenario as well. The specific locations coincide with the first simulation scenario and
together with the locations of the WSN, MANET and UAV nodes are depicted in Figure 17. As in the
case of the first simulation scenario, the second simulation scenario was run 1.000 times for all AP
positions with the same initial positions of WSN, MANET and UAV.
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Figure 17. Example of simulation scenario 2 with the positions of AP, WSN, MANET and UAV nodes.

6.1.3. Simulation Scenario 3

The third simulation scenario is focused on the ability of the MNM concept to collect data by
MANET nodes from the WSN network. The scenario consists of 2000 WSN sensors, which are static.
Mobile MANET nodes were also placed in the simulation area, but the number of those nodes will be
changed from 50 to 75 and 100. The movement of nodes was based on Random-Way Point mobility
model with the speed of nodes set at 5 km/h, or 1.4 ms respectively, which is the speed of human
walk. Radio ranges of MANET nodes were set to 50 m. This simulation scenario aims to observe the
time that MANET nodes needs to cover all WSN nodes compared to WSN gateway sensors with its
radio range. If the WSN sensor or WSN gateway sensor are within radio ranges of MANET nodes,
we assume that contact is negotiated and data transfer can occur. The simulation begins with the
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initial position of MANET nodes that starts to move. The simulation ends when all WSN sensors or
WSN gateway sensors are covered by MANET nodes at least one time. The simulations were run 1000
times with the same initial positions of WSN sensors, WSN gateway sensors and MANET nodes. This
simulation with the position of WSN sensors, WSN gateway sensors and MANET nodes is depicted in
Figure 18. The simulation variables are set according to Table 3.
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Figure 18. Example of simulation scenario 3. The brown circles are illustrations of MANET node’s
radio ranges.

Table 3. Scenario 3 simulation variables

Variable Value

Area size [m] 500 × 500
WSN sensors number 2000
WSN sensors radio range [m] 10
MANET nodes number 50, 75, 100
MANET nodes radio range [m] 50
Speed of MANET nodes [m/s] 1.4
Mobility model Random-Way Point

6.1.4. Results of Simulation Scenario 1

In the first simulation scenario, we consider a WSN network with wireless sensors and WSN
gateways according to the “sink mobility” of the RPL-Weight protocol. In all simulations, only one
AP was functional and its positions were changed according to the description in Section 6.1.1. In the
case of WSN-MANET simulation, the routing protocol starts at WSN sensor 393, which is the source
of urgent data. This sensor searches an optimal routing path to the WSN gateway sensor, which
transfers data to the MANET node if AP is not in its radio range. The MANET network, then transfers
urgent data to the functional AP by optimal routing path. Amount of urgent data was set to 100 KB.
The results are examined data rates, the time required to transfer the data, and the number of hops
from the source node to the access point.

The first result examines the total average delivery time of 100 Kb urgent data from the source
sensor to the AP. This result is depicted by the graph in Figure 19. The graph shows the total average
time required to deliver data via the traditional WSN network and via WSN-MANET network within
the multilayer network model. The time required to redirect data on individual devices was not
considered in these simulations.
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Figure 19. The total average delivery time of 100 Kb urgent data from the source sensor to the AP.

In the case of the WSN-MANET network, it is possible to observe a double component of time
in bar graphs. Full time is composed of the time required for urgent data transmission via the WSN
network and subsequently via the MANET network. With the help of this graphical representation,
it can be seen that the majority of the total time required to transmit data is formed by the time
required to transmit data over the WSN network. Therefore, it is possible to say that MANET network
significantly speeds up data transmission.

The overall result for all AP positions shows a significant reduction of data transfer time in the case
of WSN-MANET model, with the trend being more pronounced when the distance between the WSN
source sensor and AP increases. Although the total data delivery time in the WSN network increases
significantly with increased distance between the WSN source sensor and AP, in the WSN-MANET
network this trend increases only very slowly. This is due to the fact that the delivery time of the WSN
component is almost the same for each AP position since the WSN sensor gate was available for one
jump in most cases and also due to MANET data rate, where transmission of 100 Kb urgent data is fast.

The second result depicted by the graph in Figure 20 expresses the average number of hops from
the source WSN sensor to the AP. As with the first result, hops in the WSN-MANET network graph
bar are represented as individual components of WSN and MANET networks.
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Figure 20. The average number of hops from source WSN sensor to AP.
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In contrast to the first result, increasing transmission time of WSN-MANET network through
all AP positions shows insignificant trend, while the increasing trend of hops in the case of the
WSN-MANET network in the case of the second result is more pronounced. However, the number
of hops in the WSN-MANET network is lower in each simulation. For position 1, the number of
hops decreases approximately by 42%, while for the other positions the interconnection of WSN and
MANET networks reduces the number of hops by more than 50%. This reduction increases with the
highest distance between the source WSN sensor and AP. The reason is the fact that in addition the
highest transmission speeds, the nodes of the MANET network provide also a higher radio range.

The third result (Table 4) shows the average values of the data rate that was achieved on the
individual optimal paths in the case of 100 Kb urgent data delivery. Those values were achieved by
averaging the data rates achieved on the individual parts of the optimal paths.

Table 4. The average data rates in 100 Kb urgent data delivery from source WSN sensor to AP.

The Average Data Rates in 100 Kb Urgent Data Delivery [Mbps]
WSN WSN-MANET

AP Position Average Standard Deviation Average Standard Deviation
Position 1 0.0264 0.0035 45.41 17.74
Position 2 0.0276 0.0035 68.97 14.17
Position 3 0.0275 0.0025 82.00 10.29

Table 4 shows that the data rates in the case of urgent data transmission via the WSN network
are many times lower than in the case of urgent data transmission via the MANET network. In the
WSN network, the average data rate ranges from 26 to 28 Kbps, while in the case of the WSN-MANET
network data rate ranges from 45 to 82 Mbps. It is also possible to observe an increasing trend of
the average data rate in the case of the WSN-MANET network. This phenomenon is caused by the
fact that transmission of the data with increasing distance between the source WSN node and AP
takes place in an increasing part of the MANET network. This fact is supported by the second result
in Figure 20, where the number of hops in MANET networks is highest in the case of AP Position 3.
A higher number of hops in the MANET part of WSN-MANET network resulted in a higher average
data rate.

6.1.5. Results of Simulation Scenario 2

The second simulation scenario adds UAV devices of DRONET layer to the WSN-MANET
network, which complement the concept of MNM. This concept will be compared with the
WSN network the same way as in the case of the first simulation scenario. In the case of the
WSN-MANET-DRONET network, routing protocols use the same algorithm to find optimal paths like
in scenario 1. To save energy in the DRONET layer, routing protocols deliver urgent data primarily
using the MANET layer. Despite UAV accessibility, urgent data are transferred to DRONET layer
only if the AP is not presented in a particular MANET subnet. The example of this scenario with the
optimal routing path is depicted in Figure 21.

The routing starts at the WSN layer, where the source WSN sensor finds the most optimal path
in terms of the number of hops and data rate to the nearest WSN gateway sensor, which delivers
the urgent data to the nearest MANET node. If functional AP is presented in the MANET subnet,
the urgent data are transferred to this point. If the AP is not presented in the MANET subnet, the data
are routed to the nearest available MANET gateway. Those MANET gateways are known because of
the clustering algorithm performed by DRONET layer. After transferring the data to the DRONET
network, the corresponding UAV selects the routing path according to OSLR routing protocol to
the UAV, which is connected to the MANET subnet with functional AP. After the urgent data are
transferred back to the new MANET subnet, the routing algorithm looks for the most optimal path to
the AP.
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Figure 21. The example of optimal routing path in WSN-MANET-DRONET network. (a) Expample of
optimal routing path through WSN and MANET layer. (b) Example of optimal routing path through
WSN, MANET and DRONET layer.

The first result shows the total average delivery time of 100 Kb of urgent data from the source
WSN sensor to the AP. However, in addition to WSN-MANET networks, these simulations also include
DRONET networks. Therefore, it is possible to see a total of 3 delivery time components within AP
Position 3 in the bar graph of WSN-MANET-DRONET network (Figure 22).
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Figure 22. The total average delivery time of 100 Kb urgent data from the source sensor to the AP.

In the case of Position 1 and 2, the DRONET network was not used due to the direct connectivity
of the MANET network with the AP. The DRONET layer was used in simulation with the AP on
Position 3 since AP is in the separate MANET subnet. Even the farthest AP was reached quickly in
terms of delivery time, despite the use of three layers. WSN-MANET-DRONET network reduces
the delivery time of urgent data on Position 1 by almost 70% compared to WSN layer. In the case of
Position 2, this difference has already increased to about 79% and in the third position by 90%. The time
component of the DRONET network is responsible for the significant decreasing of the delivery time
at Position 3 due to the highest data rate on the routing path. At this data rate, the time component
of transferring 100 Kb of urgent data is very small. Despite the higher number of hops and distance
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between the source WSN sensor and AP, the DRONET layer was able to reduce the time of delivery
that is comparable to the results on Position 1 and 2.

The second result depicted in Figure 23 shows the average number of hops between the source
WSN node and AP. This result complements the informative value of the first result, as the achieved
delivery times depend on the number of hops. Based on hops, it is possible to see why the time
contribution of the MANET network in Position 3 was the highest.
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Figure 23. The average number of hops from source WSN sensor to AP.

The reason is the fact that most of the data transmission took place via the MANET network.
On average, almost 6 hops within the MANET network in Position 3 compared to 1 to 3 hops within the
MANET network in Position 1 and 2. In the overall comparison with the WSN network, the number
of hops was reduced by 40 to 45% in the case of WSN-MANET-DRONET network. The third result
presented in a tabular illustration (Table 5) shows the average data rates achieved on optimal routing
paths when transmitting 100 Kb of urgent data. In the case of the WSN network, data rate ranges from
approximately 27–28 Kbps, while interconnection of the WSN-MANET-DRONET network resulting
in an average data rate ranges from 44 to 87 Mbps. An important factor of this increasing trend are
the higher data rates of MANET and DRONET networks. This shows a great advantage over the
deployment of the classic WSN network in the case of fixed infrastructure disruption.

Table 5. The average data rates in 100 Kb urgent data delivery from source WSN sensor to AP.

The Average Data Rates in 100 Kb Urgent Data Delivery [Mbps]
WSN WSN-MANET-DRONET

AP Position Average Standard Deviation Average Standard Deviation
Position 1 0.0278 0.0034 44.51 16.26
Position 2 0.0274 0.0032 66.89 12.24
Position 3 0.0279 0.0024 87.29 11.64

6.1.6. Results of Simulation Scenario 3

The third simulation scenario deals with data collection of MNM concept. The MANET layer,
which is hierarchically located above the WSN layer, is responsible for data collection in case of
disruption of the fixed infrastructure. When disruption of the fixed infrastructure occurs, the WSN
sensors transfer urgent data to the nearest WSN gateway sensor, which tries to locate MANET nodes if
AP is unavailable. If the MANET node is not close to the WSN gateway sensor, the gateway stores the
urgent data in its cache and waits for contact with MANET node. Therefore, it is crucial to compare
the times needed to collect data by MANET nodes from WSN nodes and WSN gateway sensors.
Those results are depicted in Figure 24.
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Figure 24. The average time needed to cover all WSN sensors and WSN gateway sensors.

Since the number of WSN gateway sensors is lower than the number of WSN sensors, results
show that time needed to cover the last WSN sensor by MANET nodes is higher compared to the time
needed to cover the last WSN gateway sensor. It can be also observed that with an increasing number
of nodes, the time required to cover all nodes is lower. With twice the number of nodes, the time is
even more than twice as low. This is due to the fact that the highest percentage of WSN nodes and
gateways are covered with the same radio range of MANET nodes during the initial node distribution.
More importantly, the time required to collect data from each WSN gateway sensor is approximately
30% lower than the time required to collect data from each WSN sensor.

A further reduction in the number of sensor gates would contribute to even less time, but a low
number of gates would also increase energy costs and traffic at these nodes, as a “sink mobility” model
is considered, where all communication converges to a single point. In the end, this result proves that
the system of the gateway in the WSN network is useful for data collection in terms of time.

7. Brief Discussion about Future Steps of Proposed MNM Model

In these sections we will discuss the our future steps of the research.

7.1. Energy Consumption of Proposed MNM Model

A lot of the research activity today is focused on research into energy consumption in the routing
process for either wireless networks or multilayered networks such as [44–46]. The energy is also
considered in terms of UAV management [47,48]. In our paper, energy is also considered in different
areas. For example, in a DRONET network, the presence of a central point (dock) is considered, which
is responsible for UAV management, charging of drained UAVs, and performing energy-intensive
operations, such as clustering. Energy is also considered in interlayer communication (Section 3.5),
where using of light protocols such as UDP, CoAP or EXI is advised.

In the WSN network, the sink routing model is considered, so it is possible to assume, those nodes
near the sink node connected to the MANET layer will be asked to forward packets more frequently.
To address this problem and also lower the traffic load and energy consumption, the WSN sink node
will forward only urgent data. In the DRONET layer the reactive protocol is suggested since periodic
updates can be energy-demanding on limited UAVs resources. Also, urgent data are transferred to the
DRONET layer only if the AP is not presented in a particular MANET subnet.

Although energy consumption in MNM is considered, it is nevertheless not evaluated in this
paper. Energy consumption in MNM is a however important issue and its evaluation is part of future
research, which needs to address multiple areas from network design to management of nodes and
routing protocols.
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7.2. Security Aspects of Proposed MNM Model

Security is very important and broadly discussed term in 5G networks. The goals of security
solutions are to provide privacy, authentication, integrity, non-repudiation, and confidentiality [49–51].
Base on heterogeneity of the Internet of Thing-based systems, the proposed systems will need support
different solutions and algorithms in the sense of security, privacy, secure transmission of information
over the networks, interoperability and data management [52]. Based on the characteristics of networks,
we have to take into account different items from the security solutions point of view. In MNM model,
the term security gains importance, because this model integrates different types of wireless networks
with specific technical challenges to attack vulnerabilities.

In MNM, public safety is a very important part of the security solution. Our solution enables to
increase public safety by possibilities to transport emergency information between users without any
infrastructure in a disaster and crisis. We must note that our solution does not record any sensitive
information about users, we only deal with technology point of view.

A second look for security is a network and information security. Each network (MANET,
DRONET, WSN, and Sensor) of the MNM model have varied security challenges. In the field of
security, we will solve the problem of secure and robust transmission between different a source
and destination nodes. Secure routing in sensor networks is a very hard problem due to inherent
properties in comparison with MANET, DRONET and different types of wireless networks. In the
field of security, our research activities in MNM model will be focused on:

• secure and robust communication between different wireless networks during disaster situations,
• secure and reliable transmission of the IoT information between a source and destination nodes

over the wireless different networks,
• increase information and cybersecurity of the IoT by using the novel cryptographic techniques

and blockchain algorithms to eliminate unauthorized access and malicious attacks.

Due to the nature of the proposed solution of the MNM, we will implement the game theory,
namely cooperative, non-cooperative and evolution games to the process of finding reliable and secure
communication paths between mobile terminals to transport IoT data. The game theory also gives
us the possibilities to select reliable communication paths between terminals regarding the actual
situation in the networks, and we will eliminate the different malicious nodes located in the networks.

Another solution is implementation trust-based routing algorithms to transport of the IoT data
between isolated islands of the terminals with limited connectivity. We are working on the blockchain
routing algorithm to provide a secure path selection between the source and destination nodes.
The main idea of all security solutions is to provide secure communication between mobile terminals to
provide robust, reliable and secure communication between mobile terminals to transmission IoT data.
Another idea of the MNM is to provide a secure public safety network to communication between
different terminals without any infrastructure.

8. Conclusions

In this paper, the new multilayered network model (MNM) for the disrupted infrastructure of the
5G mobile network was introduced. The main goal of this paper is to present possibilities and ideas,
which describes how multilayered network models can be built and which technologies and routing
protocols is possible to implement.

Therefore, the MNM concept is composed of three independent layers of networks, which are
capable of collaboration if disruption of fixed infrastructure occurs. The whole model is able to perform
data collection at WSN layer using sensors, which mimic the IoT behaviour by sending those data
to the Cloud. If disruption scenario occurs, only urgent data are allowed to pass into higher layers
through the introduced system of WSN gateways. The disrupted part of the network can be bypassed
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with MANET nodes of MANET layer, which offers longer radio ranges and higher data rates and
thus faster delivery. If MANET subnetworks are unable to deliver urgent data, it is possible to use
backbone DRONET network, which offers even longer radio ranges and higher data rates. The UAVs
of DRONET are able to discover MANET nodes and perform clustering mechanism to effectively
cover MANET subnetworks with UAVs. Along with MNM, recommendations for use of possible
wireless technologies with routing protocols were provided. In addition to these recommendations,
the exception mechanism for urgent data delivery in routing algorithms was introduced to all layers.

In order to show that the concept is capable of providing the intended functionalities and also
highlighting the differences between typical WSN network and MNM, simplified Matlab simulations
were provided. More complex simulations in simulators, such as OPNET Modeler or Ns-3, are in the
process of preparation and will be included in future papers.

The MNM model provides new possibilities to use wireless networks without any infrastructure
as a public safety network. This model should be used not only during an emergency and crises
to transport IoT data between different terminals and sensors. MNM model enables to increase the
mobility of the mobile terminals, design new services and applications as well.

Future research also includes implementation of IPv6 routing to Adaptive Routing protocol for
CR-MANET (AR-CRM) in order to provide methods for spectrum sensing and intelligent method for
channel management, which can result in lower interference between MANET nodes. Another step is
to provide research of Fuzzy logic inside AR-CRM and spectrum sensing methods in order to manage
MANET channels according ZigBee channels in WSN network. A detailed study of critical areas such
as access control, both network and information security as well as evaluation of energy consumption
in each layer by presenting a multilayered network model will be the subject of future studies and
publications. The proposed MNM concept needs improvements, especially in the security area, which
is mandatory for future networks. Improvements are also needed in terms of UAV management in
DRONET network, where the complex algorithm needs to be established based on energy consumption
constrains, security and privacy.
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Abstract: Bedsores are one of the severe problems which could affect a long-term lying subject
in the hospitals or the hospice. To prevent lying bedsores, we present a smart Internet of Things
(IoT) system for detecting the position of a lying person using novel textile pressure sensors. To
build such a system, it is necessary to use different technologies and techniques. We used sixty-
four of our novel textile pressure sensors based on electrically conductive yarn and the Velostat to
collect the information about the pressure distribution of the lying person. Using Message Queuing
Telemetry Transport (MQTT) protocol and Arduino-based hardware, we send measured data to
the server. On the server side, there is a Node-RED application responsible for data collection,
evaluation, and provisioning. We are using a neural network to classify the subject lying posture
on the separate device because of the computation complexity. We created the challenging dataset
from the observation of twenty-one people in four lying positions. We achieved a best classification
precision of 92% for fourth class (right side posture type). On the other hand, the best recall (91%)
for first class (supine posture type) was obtained. The best F1 score (84%) was achieved for first
class (supine posture type). After the classification, we send the information to the staff desktop
application. The application reminds employees when it is necessary to change the lying position of
individual subjects and thus prevent bedsores.

Keywords: smart sensor; IoT system; Velostat; pressure sensor; convolutional neural network; data
classification; position detection

1. Introduction

The expected population development shows that the process of population aging
will intensify in the coming years and will deepen long into the future. Therefore, one
of the state authorities’ priorities is the aging of the population and the quality of their
life. This priority is focusing on the health insurance of older fellow citizens, including
assistance in the field of social security. A lot of elderly people rely on the help of either
their family members or the hospice employees. Many of them are long-term lying subjects
for health reasons. There is a significant risk of bedsores in long-term lying subjects. This
risk is also present in patients hospitalized for a long time. The problems described above
are the primary motivation for this article. To prevent lying bedsores, we have designed a
smart IoT system for detecting the position of a lying person using novel textile pressure
sensors. The proposed system is intended to help hospital and hospice staff, but also family
members who take care of a person in the prevention of lying bedsores. Sixty-four novel
textile pressure sensors placed on the mattress toppers provide us with information about
the position of the lying subject. We transfer this information to the cloud, evaluate it, and
then display it on a desktop application. The application reminds employees when it is
necessary to change the lying position of individual subjects and thus prevent bedsores.

There are several papers published with a similar topic to our proposed complex
solution. Authors in [1] presented a complex system based on an artificial neural network
for in-bed posture classification. Unlike our solution, they used the commercially available
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pressure sensor mattress. The mattress consists of a 2.5 mm-thick bedsheet containing
a matrix of 64 × 27 textile made piezo-resistive pressure sensors. They carried out the
experiments on 12 healthy adults using histogram of gradients and local binary patterns
feature extraction and feed-forward artificial neural network as a classification method.
The method classifies the lying posture into one of the four postures (supine, prone, left,
and right lateral side). They achieved accuracy at 97.9%. As the authors stated in the
conclusion, their presented work did not offer a comprehensive solution to the problem. It
presents a potential technique to make a fundamental step towards prevention.

Authors in [2–4] proposed the solution based on their own version of the bedsheet-
sensing element. Hong [2], in his research article, presents a smart care bed for elderly
patients. The smart bed features several pressure sensors FSR 408 and FSR 406. Their
primary motivation was to prevent falls and bedsores. As the final implementation, he
presented a real-time pressure-sensing algorithm capable of deciding on the possibilities of
bedsores and falling accidents by considering both the intensity and the duration of the
pressure of specific body parts. Abdelmoghith et al. [3] provide a solution that reduces
the possibility of developing bedsores for long-term patients. They created an IoT-based
healthcare monitoring system based on their prototype of a mattress. They used FSR 406
pressure sensors for body pressure distribution and DHT11 for temperature measurement.
The proposed system did not classify the lying person’s posture but only monitored the
subject’s mobility. The system provides crucial information using a mobile application
based on the collected data. Authors in [4] also use the sensors from the FSR family to
determine the pressure distribution of the lying person. They demonstrated the concept
of a pressure sensing/monitoring system for pressure ulcer prevention. They equipped
the bedsheet with 16 sensors and measured their resistance using an Arduino-based board.
However, they did not solve the problem of laying person posture classification and provide
only the concept of smart bedsheet.

The findings presented in [5] offer another approach to preventing bedsores. They
used wearable computing and a deep learning approach to pressure ulcer prevention. To
get the information about the lying person, they used a non-invasive system of wearable
sensors based on inertial sensor. They can estimate the positions of the patients, and
send an alert signal when the subject remains in the same position for too long a period.
The disadvantage of this solution is that the lying person has to wear the same piece of
electronic equipment. Authors in [6] propose a similar solution. They used a comprehensive
approach for designing a sensor system that uses a single accelerometer along with machine
learning algorithms for in-bed lying posture classification. They evaluated nine different
accelerometer positions on the human body and they achieved the best F1 scores at 97.8%
in lying postures detection.

In the papers mentioned above, authors use commercially available pressure sensors
in their prototypes or accelerometer to get information about the lying person. On the
other hand, the works presented in [7–9] propose the solution for pressure distribution
measurement based on their own sensors. For instance, Saenz-Cogollo et al. [7] present
a pressure mapping mat for tele-home care applications. They developed a mat-like
pressure mapping system based on a single layer textile sensor. The sensor is fabricated by
embroidering silver-coated yarns on a piece of light cotton fabric and creating pressure-
sensitive resistive elements by stamping the conductive polymer at the crossing points
of conductive stitches. The mat consists of an array of 32 × 32 sensing elements. They
demonstrated the functionality and performance by comparing the proposed mat with the
commercial pressure platform. Li et al. [8] present a low-cost textile smart map for step
pressure sensing based on multiple layer structure with polyester textile, conductive copper
taffeta, and Velostat. The matrix of sensors consists of 8 × 10 sensing points. They used
an Arduino-based board for transferring the measured data into the personal computer
for evaluation and visualization. The study presented in [9] describes a low-cost smart
portable sitting mat that can measure the sitting plantar pressure distribution in real-time.
The smart mat consists of 576 pressure-sensing elements made by a low-cost E-Textile. The
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presented solution uses voltage feedback non-scanning electrode to eliminate the cross-talk
effect between the sensing elements. The primary goal of the presented work is the creation
of a low-cost and effective sensing pressure mat.

Our system relies on novel textile pressure sensors based on electrically conductive
yarn and the Velostat. Suprapto et al., in their study [10], also rely on the Velostat-based
pressure sensors. They presented a characteristic of a 32 × 32 sensor matrix for foot pressure
distribution measurements. The single proposed sensor is constructed from dual electrodes
placed on the top and underneath Velostat as the sensing material with a size of 7 × 7 mm.
Based on their findings, the proposed sensor shows a relatively linear force–conductance
response. A similar sensor design is presented by the authors in [11]. Their sensor is an
easy-to-build textile pressure sensor created from low-cost conventional anti-static sheets
and conductive woven fabrics. The sensor consists of three layers, the top conductive layer,
the middle low-density polyethylene with a carbon sheet, and the bottom conductive layer.
The size of the sensor is approximately 23 × 23 mm. From the evaluated characteristics,
they concluded that the proposed design is suitable for didactic, healthcare, and lifestyle
applications. Authors in [12,13] also described Velostat-based pressure sensors; moreover,
the sensor design pattern is the same. The sensor consists of three layers, where the Velostat
is in the middle. Tihak and Boskovic [14] carried out the experiments demonstrating the
development of pressure sensor using Velostat. They presented typical problems and also
discussed the causes and possible remedies. Lin and Seet [15] present an improved design
of a textile pressure sensor. The sensor is constructed of conductive yarns and a dual-layer
piezoresistive polymer (Velostat) as the sensing material. The sensor size is 10 × 10 mm.
The proposed sensor can detect the load up to 1000 kPa with a relatively linear response.

The structure of our paper is as follows. The next chapter describes the IoT system
proposal in detail, the novel textile pressure sensors development, hardware development,
and whole topper production. Software descriptions follow next. We will give a view of
how communications work between the system parts and will describe the Node-RED
and desktop applications. Then, we will present the neural network used for lying posture
classification and achieved results from our experiments. The discussion and conclusion
section are at the end of our paper.

2. IoT System Proposal

Our primary goal was to create a smart IoT-based system for the detection of the
position of a laying person in bed. The system should help staff who take care of long-term
lying persons. The main task is to warn the staff that the person is lying in one position for a
long time and it is necessary to change the lying person’s position. In this way, it is possible
to prevent unwanted bedsores. Figure 1 shows the proposal for the system concept.

The system consists of one or more Arduino-based hardware solutions with attached
pressure sensors on the mattress topper, the server, computation development board, and
software application on the personal computer (PC). For every bed, 64 novel sensors
detect the pressure distribution. Because the bed is usually placed in the same place, the
hardware solution runs from the electrical network and does not need a battery power
source. The network-attached storage from QNAP holds the server solution. It features the
Message Queuing Telemetry Transport (MQTT) broker for communication, Node-RED for
the logic, and Mongo database for data storage. For the position classification, we use the
neural network. The neural network needs a lot of computation power. Because of this
requirement, computation runs on a separate device.

In our case, it is the Nvidia Jetson TX2 development board. On the PC runs a Qt-based
desktop application where the user interacts with the system. The communication flow is
as follows:

• Arduino collects and sends pressure distribution to the server.
• Server receives and stores the data. Then the server requests the development board

for data evaluation.
• The user gets all information from the server in the desktop application on the PC.
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We will provide detailed information about the individual parts of our solution in the
next sections.

Figure 1. A smart IoT-based system concept proposal.

2.1. Sensor Design

The overall design of an intelligent topper should meet several requirements that
are critical to its conventional use. One of the main requirements for long-term use is
the application of an electrically conductive thread, which is not significantly damaged
by abrasion and common detergents. Other relevant parameters are simple industrial
production, low consumption of electrically conductive textile materials, the comfort of a
person lying on a bed, or resistance of the conductive paths of the mattress to mechanical
damage or tearing. In our designs and experiments, we tested three electroconductive yarns.
Figure 2a shows two 50 mm copper wires with a silver coating blended with polyester
yarns. Figure 2b illustrates the Elitex yarn based on polyamide yarns by a chemical silver
coating. Figure 2c shows the third yarn, 3 ltex yarn based on two blended multifilaments
of polyamide yarns by chemical silver coating with antioxidant treatment.

Based on our experiences with sewing electroconductive patterns, we chose the 3 eltex
yarn with antioxidant treatment. Its core consists of polyamide coated by pure silver with
a fineness of 278 dtex and surface electrical resistance of 260 Ω/m. The yarns based on
the two blended 50 μm Cu/Ag wire with polyester yarns are uncomfortable for humans.
Similarly, the Elitex yarn is not suitable for long-time use. The reason is the peeling of the
silver layer from the surface of the fiber during washing and subsequent mechanical stress.
The selected yarn is gentle on the human skin, it is more resistant to the oxidation process,
and it has better embroidery properties. Our motivation was to choose a yarn that will
be suitable for sewing with embroidery machines, and the design pattern will be strong
enough and reliable even in cases of an extreme load, and also resistant to ordinary.

The primary sensor design was based on the change of resistance or capacitance
principle. Moreover, electrodes will be embroidered in one step, fully textile, and fabricated
on one or two textile layers. Following these conditions, we have developed and fabricated
more than 30 designs. We focused on determining the influence of various factors that affect
the production process or the overall parameters of the sensor. These include, for example,
the stitch type and the number of yarn cross-connections, the type, and construction of
electroconductive yarn, embroidering speed, and continuity of seeding with minimizing the
number of yarn cuts, time and temperature of ironing. Figure 3 shows relevant milestone
designs. The sensor abbreviation is explained in the following Table 1.
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(a) (b) (c) 

Figure 2. Electroconductive yarns with chemical analysis. (a) Two 50 mm Cu/Ag wires blended with
polyester yarns; (b) Elitex yarn; (c) 3 ltex yarn with antioxidant treatment.

The sensing place at the topper covers approximately 0.7 m2. This is an area where a
person lies with an average figure and a weight of 90 kg. The sensing surface on which a
person lies is defined by his/her shoulders and buttocks. Moreover, this part of a person’s
body accounts for about 60 percent of a person’s total weight with an average load of
approximately 7 g/cm2. In experiments, we used a load weight of 11.5 kg to simulate the
pressure of the human body. The load is placed on the sensor through a dielectric plate
with a size of 40 × 40 mm which reaches a pressure equivalent to 100 times the human
load (718 g/cm2). It simulates extreme human strain and sensor resistance when a person
is moving on a mattress. The goal is to achieve a change in measured values by at least
two orders of magnitude with the lowest possible consumption of electrically conductive
yarn. Table 2 presents the sensor’s details and measured values. We used Velostat as the
middle layer between the top and bottom electrodes in the sensor design. Velostat is a
piezo-resistive material with high volume resistivity (<500/cm) and a thickness of only
200 microns. The Velostat is pressure sensitive, so squeezing it will reduce the resistance.
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(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Figure 3. Sensing node designs in Wilcom DecoStudio and their fabrications. (a) PC2D; (b) PC3H;
(c) PC3I; (d) PC3J; (e) PC3K; (f) PR4A; (g) PR4B; (h) PR4C.

Table 1. The definition of the sensor’s abbreviations.

Abbreviation Definition

P Physical quantity, P—pressure
R Measuring principle, R—resistance, C—capacitance
4 Generation, 1,2,3,4
B Version, A,B . . . L
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Table 2. Description of sensing node design based on the resistivity.

Mark Description Layers Physical Quantity Fixation Uncompressed Compressed

PC2D φ 40 mm, stitch pattern: line 2
Capacity mode

Glue
5.5 pF 10.0 pF

Resistivity mode with Velostat 6.5 kΩ 5.0 kΩ
PC3H φ 40 mm, stitch pattern: kite 3 Resistivity mode with Velostat Glue 7.5 kΩ 1.2 kΩ
PC3I φ 40 mm, stitch pattern: kite soft ironing 3 Resistivity mode with Velostat Glue 8.5 kΩ 4.3 kΩ
PC3J φ 40 mm, stitch pattern: kite hard ironing 3 Resistivity mode with Velostat Glue 105 kΩ 1.0 kΩ
PC3K φ 30 mm, stitch pattern: kite strong fixation 3 Resistivity mode with Velostat Glue 1.6 kΩ 7.0 Ω
PR4A φ 30 mm, stitch pattern: line soft fixation 3 Resistivity mode with Velostat Stitch 22.0 kΩ 200.0 Ω
PR4B φ 40 mm, stitch pattern: line less fixation 3 Resistivity mode with Velostat Stitch 400.0 kΩ 4.0 kΩ
PR4C φ 40 mm, stitch pattern: line less fixation 3 Resistivity mode with Velostat Stitch 10.0 MΩ 5.0 kΩ

As it can be seen in Figure 4a, the design marked as PR4C achieved the highest change
in resistance. Figure 4b illustrates the top and transversal view of the best design.

  
(a) (b) 

Figure 4. Measuring node realized by PR4C design. (a) Top view; (b) transversal view:
(1) polyurethane foam, (2) electrically conductive yarn, (3) nonconductive yarn, (4) Velostat foil, (5)
base fabric, (6) fixation with nonconductive yarn.

The developed primary sensor or sensing node of the intelligent topper should have
the simplest design possible because it is a challenge to embroider a big sensor area. It
will be used as a part of a sensing matrix of eight-by-eight sensing nodes, which should
be sufficient to classify the person’s sleep posture and to detect his/her activity during
the night.

2.2. Hardware Design

We described the pressure sensor in previous part. Now it is necessary to design
hardware solutions to measure, collect, and send the data to the server. In our design, we
used a NodeMcu microcontroller. The NodeMcu is an Arduino-based board where the
central processor is ESP8266. The communication via Wi-Fi with the server is also provided
by this processor. The main advantage of this board is that it can be directly connected
to the Wi-Fi and processing the data from sensors at the same time from one source
code. The board features 16 general-purpose input–output pins and one analog input. In
the hardware design, we followed the findings presented in [10–12]. We developed an
electronic setup, which can measure each sensor pressure in the matrix of sensors using
multiplexers. Figure 5 shows the proposed schematic.

Each sensor in the matrix of sensors is represented by its resistance Rs in parallel
with a parasitic capacitance Cp. Rtop and Rbottom represent the yarn resistance. While our
proposed novel sensor decreases the resistance with the applied pressure, we adjust the
sensor sensing ability by adding R2 resistance in the front of trans-impedance amplifiers.
NodeMCU manages the Mux1 and Mux2 to select a particular sensor sequentially, where
Mux1 is responsible for selecting the column in the matrix and Mux2 for the row. We use
the resistance Rdrain to reduce the effect of Cp by referring the non-active columns to the
ground. To minimalize the cross-talk between rows of the matrix, we added the trans-
impedance amplifiers for each row. Usage of the trans-impedance amplifiers allows us to
measure voltage Vsignal that is inversely proportional to the measuring sensor resistance.
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Figure 5. Schematic of the hardware solution based on multiplexers, the trans-impedance amplifiers, and NodeMCU board.

The Figure 6 illustrates the source code flowchart diagram. The diagram starts with
the initialization of all the necessary components. Then, the general input/output pins
and communication peripheries enter the default state. Using provided Wi-Fi credentials,
the NodeMcu connects to the Wi-Fi network. If the connection to the network fails,
the system waits for 5 s and then repeats this operation until the successful login. The
next step is a connection to the MQTT broker using pre-defined credentials. The MQTT
protocol communication is provided by an external library—Adafruit MQTT Library
ESP8266. To establish the MQTT connection, we need the client instance of the class
Adafruit_MQTT_Client. The client connects to the MQTT broker. We have to create an
additional object for receiving the responses from the broker. The instance of the class
Adafruit_MQTT_Subscribe provides such an interface. An Adafruit_MQTT_Publish class
provides the application programming interface (API) for sending data. After a successful
connection, the object from Adafruit_MQTT_Subscribe class fetches the data from the
MQTT broker using the channel identifier for reading commands. On the server side, the
MQTT broker resends the commands from the desktop application on the PC. The valid
commands are to start and stop the measurements. The measurement is performed in
cycles every 1 s. We are using two analog multiplexers to select the particular sensor in the
matrix of sensors on the output and input side.

The first multiplexer sets the output voltage on a specific output and similarly, the
second multiplexer sets the specific input, which transfers the signal to the NodeMcu. On
the NodeMcu, we are measuring the signal amplitude using an analog input pin. The
signal amplitude increases with the dropping resistance. After finishing the measurement
of the signals, NodeMcu initiates sequential data sending to the server. It is necessary
to send data sequentially because of the processor ram limitation. The data are sent in
JavaScript Object Notation (JSON) format using Adafruit_MQTT_Publish object.

96



Sensors 2021, 21, 206

 

Figure 6. NodeMcu source code flowchart for pressure data acquisition and sending to the server.

2.3. Topper Design and Production

Based on realized experiments mentioned in Section 2.1, we decided to use the pres-
sure sensor with Velostat foil. The overall topper’s design consists of a partial pressure
sensor creating a structure of eight by eight sensing nodes. We set the sensor diameter to
40 mm with 100 mm distances in horizontal and vertical axes. Figure 7 shows the sensor
design for both layers.

The fabrication of the sensor starts by drawing a mesh of eight by eight dots on the
base fabric. They mark the center of each sensing point. It is necessary because the overall
sensor is too big to fabricate at one step and the material of the base fabric is a little bit
elastic. Moreover, the precise final composition of both layers relative to one sensor at all
64 nodes is difficult to manufacture. We embroidered the partial sensors in the marked
positions. In our prototype, we used the nonconductive viscose-based yarn for upper
embroidery and silver-coated polyamide yarn as bottom embroidering filaments. After
that, the rest of the connecting lines and connectors were embroidered too. It is a fact,
that topper will be placed on the standard PolyURethane (PUR) foam mattress. From this
point of view, the sensor prototype should be massive with a robust design able to resist
a crackdown of the electroconductive yarns when a human is moving over the bed. For
this reason, we secured the connections between sensor nodes by triple stitching. Figure 8
illustrates the fabrication of the sensor’s layers.
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(a) (b) 

Figure 7. Final topper’s pressure matrix design with eight by eight sensing nodes. (a) Top layer; (b) bottom layer.

  
(a) (b) 

Figure 8. Embroidered patterns. (a) Top layer; (b) bottom layer.

As the next step, we inserted circle Velostat foils between the fabricated layers in the
positions of the sensors. Using the embroidery machine, we fixed both layers of the sensors.
Finally, we stabilized the sensor matrix and applied it to the polyurethane foam. Figure 9
illustrates the final smart topper with our novel sensors.

 

Figure 9. Final topper production applied on 40 mm polyurethane foam.
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The topper was created as a liner of polyurethane foam for a standard mattress of
2000 mm by 900 mm dimension. We chose to experimentally position it on the topper’s base
fabric. The upper limit of the sensor location was determined by the shoulder position and
its value was 550 mm from the edge of the topper. Likewise, the lower limit is determined
by the buttocks at a distance of 1250 mm. The place between the shoulders and buttocks
represents the dominant body footprint of a person.

Overall topper design was composed by Wilcom DecoStudio software, that produces
a digital embroidery pattern of stitches. Both patterns have been stored on a PC hard
drive as a file with EMB (Embroidery format) extension and DST (Data Stitch Tajima)
for a programmable embroidery machine. Further, they were embroidered by Barudan
BEXT-S1501CII separately.

2.4. IoT System Design

The central unit of our IoT system is the NAS from QNAP [16,17]. This unit runs
programs and server services that provide connectivity, management, data storage, and
communication between the system peripheries. Two primary services are running on
the server:

• QIoT suite.
• Mongo DB [18,19].

The QIoT suite is an application, which could be installed directly from the appli-
cation center on NAS. QIoT suite is a complete and practical IoT private cloud platform
for building and managing IoT applications. It integrates different services, which are
necessary to provide a complex solution in the IoT world, into one application. The QIoT
suite leverages popular tools like the MQTT broker [17,20], Node-RED, Freeboard, and
supports multiple protocols and dashboards. MongoDB is a popular, general-purpose,
document-based, distributed database, which is common in a cloud solution and IoT world.
We use MongoDB for data storage and provision. Figure 10 shows the flowchart of the
system data flow.

 

Figure 10. The system communication data flow between system components.

The primary data flow is as follows:

1. NodeMCU sends the measured data from the sensors to the QIoT using the MQTT
protocol. On the QIot side, we are using Node-RED for data processing.

2. QIot receives the data, stores them to MongoDB, and issues the HTTP query to the
Jetson X2 for data classification.

3. After the classification, QIot updates the record in the database with classified posture
and sends the data to the desktop application.

4. The staff gets the current lying posture and other information.

2.4.1. Node-RED Application

The Node-RED application implements the logic part of the IoT system for detecting
the position of a lying person using the private cloud platform. In our solution, we used
two primary flows with the deployed application:

• A data processing flow.
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• A command processing flow.

Figure 11 shows the command processing flow. HTTP request–response communication
model implements the command processing in our solution. The flow starts with the input
HTTP node. There is one compulsory argument in the HTTP request—command type.

 

Figure 11. The Node-RED command processing flow for things based on HTTP request–response communication model.

There are two valid values for command type, controlSending, and manageStorage.
Use controlSending type to start or stop sending data from the topper. In this scenario,
function Start measurement and Stop measurement prepares the command message and
Qbroker out node sends the message to the topper. The arguments from the HTTP request
appear in Node-RED as a JSON object. An example of such a JSON command is:

{
“type”:”controlSending”,
“cmd”:”1”
}

The manageStorage type serves as an API point during the experimental measure-
ments and data acquisition for training and testing neural networks. We will describe this
command type later in the section Data Acquisition. The Figure 12 illustrates the data
processing flow.

 

Figure 12. The Node-RED data processing flow for data collection, evaluation, propagation, and storage.

The flow starts with Qbroker in node. This input node listens on the topic “pressure-
Data.” The purpose of this flow is to collect, evaluate, and propagate the topper pressure
data. The example of receiving data on the node is:
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“payload”: {
“row”:4,
“data”: [“52.00”,”52.00”,”86.00”,”122.00”,”132.00”,”113.00”,”32.00”,”38.00”]
}

Because of the NodeMCU ram limitation, we have to send the measured data in
sequences. Therefore we need eight messages to send data from one measurement. One
message contains the pressure data from one row in the matrix of sensors. The row tag
indicates the row position. The function Accumulate data serves as a buffer function for
one measurement. The IP network could cause different delays and therefore function task
is to check the row order, sort the data if necessary, and prepare data from one measurement
for later evaluation. The next two switch blocks inspect the data format and integrity. The
next block is the Prepare data function. The function checks the topper state and prepares
the data for the evaluation in the neural network. Afterward, the switch block validates the
topper state. HTTP request–response block sends the data for evaluation in JSON format
as a parameter in the HTTP request to the Jetson module. Data looks like:

payload: {
timestamp: 1605683032,
subjectID: “subjet12”,
notes: ““,
data: [
[7, 8, 12, 12, 20, 123, 0, 0],
[8, 10, 27, 21, 28, 26, 0, 0],
[2, 9, 6, 8, 12, 8, 0, 0],
[6, 11, 11, 16, 22, 13, 3, 0],
[19, 32, 39, 95, 103, 66, 8, 0],
[13, 16, 16, 28, 51, 24, 1, 0],
[18, 20, 24, 47, 82, 40, 6, 0],
[0, 0, 4, 10, 12, 6, 0, 0],
],
request: “evaluate”
}

After the evaluation in the Jetson module, the next function processes the HTTP
response and sends information to the desktop application using web-socket and store all
data to the database.

2.4.2. Data Provisioning in Neural Network Training

There is one more flow in our application. This flow serves as an API point for neural
network training purposes. The Figure 13 shows this flow.

 

Figure 13. The Node-RED flow providing the application programming interface (API) for neural network based on HTTP
request–response communication model.

The flow starts with HTTP in node, where there are two compulsory parameters in
the HTTP request, the pose identification, and request type. Based on the request tag, the
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function block Prepare DB query prepares the query for getting the data from the database.
There are two valid request types, training, and testing. For training purposes, 70% of the
data are used for one pose. The rest (30%) use the neural network for testing. The HTTP
out node response contains all valid data from databases in JSON format.

2.4.3. Desktop Application

We created a desktop application for the operating staff using the Qt framework.
Figure 14 illustrates a primary application screen.

 

Figure 14. Desktop application for informing the staff about the subject identification, current state,
current position, duration of the current position, and time to the next position change.

The application is using HTTP request–response model to send commands to start or
stop measurements. Actual data like subject identification, current state, current position,
duration of the current position, and time to the next position change give the staff the
information about the subject lying on the smart topper. There is also a graphical repre-
sentation of the current state of the lying subject. The red color represents the maximal
pressure, while the blue color represents minimal or non-pressure on a particular sensor
in the matrix of sensors. The displayed value represents the pressure in numerical form.
This number goes from 0 to 140. The 0 value describes the state when there is no pressure
applied to the sensor. The value of 140 represents the maximum load, which the sensor is
capable of measuring.

3. Experimental Results

We will present the obtained experimental results in this section. First, we will provide
the results from the single sensor resistive response measurements. Then, we will describe
the data acquisition for training purposes. In the end, we will provide the results for lying
posture detection using a Convolutional Neural Network (CNN) [21,22].

3.1. Single Sensor Resistive Response Measurements

We performed the resistive response of a single-sensor element to a load of 10 N
over 200 cycles. We measured the sensor resistance every 100 ms. Figure 15a illustrates
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the obtained response. There is a little variability in zero load resistance and also with
the applied load. The minimum measured resistance during the response measurements
was 1.5 kΩ, but with more applied force, the resistance goes down to 300 Ω, and this
value is stable. The zero-load variability makes no difference in our system. The proposed
hardware solution is most sensitive in the range of 10 kΩ, more precisely from 22 to 32 kΩ.
Therefore, small variation in a range more than 32 kΩ does not affect the system. This was
the reason why we added a 22 kΩ resistor in the front of trans-impedance amplifiers.
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Figure 15. (a) The resistive response of a single-sensor element to a load of 10 N over 200 cycles. (b) The value of output
signal as a function of the changing resistance.

We determined the value of the resistor based on the performed analysis of the output
value change in the response of changing the resistance with a potentiometer. Figure 15b
describes this observation.

3.2. Data Acquisition

We had to create a dataset based on our proposed smart topper for neural network
learning. Together, we collected data from 21 subjects, of which 3 were women and 18 men.
The subjects’ weights varied from 45 to 125 Kg. The database was divided into training and
a test set randomly. In our case, we used data collected from 15 subjects for training. The
data collected from the remaining six subjects serve to test the performance of the trained
model. In our work, we determined four different postures for laying person classification,
namely supine, the left side, prone, and the right side. Figure 16 shows samples of pressure
images acquired from different subjects lying in one of the four postures. As mentioned
above, the subject’s weight varies a lot. Based on the wide weight variance, posture
classification is a very challenging task. For example, when we compared the pressure
distribution of one posture for the subject with the lowest weight and the heaviest subject,
the difference was enormous.

We created an automated graphical tool for data collection and annotated storage in
the MongoDB on the server and used the hardware described in the previous section on
hardware design. The measurements repeat every second. The measuring range is from
zero to 140. Zero means minimal or no pressure applied on the sensor, while 140 represents
the maximal pressure on the sensors. Each subject spent 30 s in each posture. After ten
seconds of measurement, we asked the subject to stand up and lay down in the same
posture but in a different position. The subject could lay in any desired position for the
given posture that feels comfortable. In the end, we had 120 samples for each subject,
30 samples per posture. For training purposes, 450 samples were used for one pose. The
remaining 180 samples use neural network for testing (see Table 3).
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Figure 16. Pressure distribution example for lying postures, Supine: (a) subject 1, (b) subject 2, Left side: (c) subject 1,
(d) subject 2, Prone: (e) subject 1, (f) subject 2, Right side: (g) subject 1, (h) subject 2.

Table 3. Dataset (four different postures).

Posture Type Class Train Test

Supine 1 450 180
Left side 2 450 180

Prone 3 450 180
Right side 4 450 180

3.3. Proposed Methodology Using Modified CNN

This section describes the structure of the proposed CNN (Figure 17). The convolu-
tional neural network classifies an input image into categories: supine, the left side, prone,
and the right side. We performed the experiments using modified CNN and the precision,
recall, and F1 parameter represents the achieved results. The model of the modified CNN
consists of these primary layers:

keras.Input(shape=input_shape),
layers.Conv2D(16, kernel_size=(3, 3), activation=“relu”),
layers.Conv2D(32, kernel_size=(3, 3), activation=“relu”),
layers.Conv2D(32, kernel_size=(3, 3), activation=“relu”),
layers.Flatten(),
layers.Dropout(0.25),
layers.Dense(num_classes, activation=“softmax”),

Figure 17. The block diagram of the modified convolutional neural network (CNN).

104



Sensors 2021, 21, 206

These basic operations (layers) form the core of almost every convolutional neural
network. The task of the first layers is to extract the necessary samples from the input
data. These first three layers are usually repeated several times. As you can see in Table 4,
the layer consists of several functional maps. The main task of the functional map is the
extraction of selected features using a convolution filter. The samples are then combined
into feature map within the fully interconnected layers and perform a final operation called
classification [23–25]. This modified CNN divides into nine main blocks (see Figure 17):

1. Reshaping the input data as vectors.
2. This block describes the 2D CNN layer which has 16 feature maps with a 3 × 3 kernel

dimension. This layer creates a feature map to predict the class probabilities for
each feature by applying a filter (kernel). The activation function uses the Rectified
Linear Unit.

3. The MaxPooling layer with a size of 2 × 2 was used. These layers are inserted between
the individual convolution layers to reduce the computation time.

4. This block uses the 2D CNN with the same parameters as in step 2, but the number of
feature maps into value 32 was doubled.

5. The MaxPooling layer with a size of 2 × 2 was used. These layers are inserted between
the individual convolution layers to reduce the computation time. The output from
the feature map of the last convolution layer or subsampling layer (MaxPooling layer)
is transformed into a one-dimensional vector.

6. In the block 6, the 2D CNN with same parameters as in step 4 was used.
7. In this step, dense layer with non-linearity activation function (ReLU) was used.
8. In this step, the dropout layer with a probability of 0.25 was added to prevent overtraining.
9. The last layer is the SoftMax function. The goal of this layer is to normalize the

output of individual neurons to match the obtained probabilities (validation of the
training progress).

Table 4. The structure of the modified CNN (layers description).

Layer Type Output Shape Parameters

conv2d_21 (Conv2D) (None, 6, 6, 16) 160
conv2d_22 (Conv2D) (None, 4, 4, 32) 4640
conv2d_23 (Conv2D) (None, 2, 2, 32) 9248

flatten_7 (Flatten) (None, 128) 0
dropout_7 (Dropout) (None, 128) 0

dense_7 (Dense) (None, 4) 516

In the other words, our modified CNN is trying to learn more and more abstract
features. In the initial layers this network encodes low-level features such as edge detectors.
In the following layers, the features for shapes such as multicolor gradients are described.
In the last layers, there are features for individual objects or very complex shapes. Firstly,
the input for CNN is data (8 × 8) which passes through the convolutional layer. These
convolutional layers consist of a set of filters that are used to extract local image features.
The activation function in the neural network determines the values of the outputs of the
individual neurons based on their internal potential (the internal potential is calculated by
multiplying the weights with the input). In our case, the Rectified Linear Unit (ReLu) as
an activation function was used (this is a nonlinear function). Next, CNN applies the Max
Pooling layer (sub-sampling) layer. In the Pooling operation, the feature map is divided
into several sub-windows. Only the maximum value of each window is then left. The
outputs from the individual windows are combined to create a new scaled-down feature
map. When we apply this to all maps, a new set of feature maps is created, which then
forms as an input to the next convolution layer, where the whole process is repeated. After
the Max Pooling operation, the convolutional layer output is flattened through a fully
connected layer. Finally, there is a SoftMax output layer for image classification. The
SoftMax function assigns to each class the probability that the input image belongs to the
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appropriate class. The sum of all probabilities is equal to 1. The output from last layer (fully
connected layer) can be used as a descriptor for other machine learning algorithms [24–26].

The confusion matrix (Table 5) holds the results from each tested method. This matrix
summarizes the result of the classification and has rows indexed by output variable classes
(reality) and columns by classes that the model predicted (estimation/prediction). The
rows of the confusion matrix represent the actual class (supine, the left side, prone, and the
right side). In our case, 180 samples in each row for testing were used. On the other hand,
the column of confusion matrix represents the predicted class (supine, the left side, prone,
and the right side).

Table 5. The achieved results using modified CNN for data classification (confusion matrix).

Class (Actual/Predicted) Supine Left Side PRONE Right Side

Supine 164 14 2 0
Left side 12 161 7 0

Prone 10 27 131 12
Right side 23 10 11 136

Based on the experiments carried out, the supine posture classification achieved the
best results at 0.84 in the term of the F1 parameter (see Table 6). On the other hand, the
prone posture classification gets the lowest value at 0.79 from all postures (see Table 5). The
resulting accuracy is obtained as the sum of correctly predicted samples to the sums of all
samples (0.82).

Table 6. The evaluation criterion of the modified CNN.

Class Precision Recall F1 score

Supine 0.78 0.91 0.84
Left side 0.76 0.89 0.82

Prone 0.87 0.73 0.79
Right side 0.92 0.76 0.83

The parameters (P, R, F1) were calculated from the obtained values (see Table 6). The
precision is the ratio between True Positive (TP) and the sum of positive data (True Positive
(TP) + False Positive (FP)). The recall is the ratio between True Positive (TP) and the sum of
data from the actual class (True Positive (TP) + False Negative (FN)) as shown in Figure 18.
The F1 score is a combination of precision and recall (weighted average value of precision
and recall). The TP value indicates the number of correctly classified patterns of the class
true, the value FP indicates the number of incorrectly classified patterns of the class true.
The value TN indicates the number of incorrectly classified patterns of class false, and the
value FN represents the number of incorrectly classified patterns of class false.
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Figure 18. The evaluation metrices (precision, recall, F1 score).

4. Discussion

We have presented a smart IoT system for detecting the position of a lying person
using novel textile pressure sensors. We introduced our novel textile pressure sensor based
on the electrically conductive yarn and the Velostat. Our sensors showed a relatively
stable resistive response. When we compare it with the pressure sensor presented in [7],
which is also fabricated by sewing, their sensor provides a more stable resistive response
to ours and is easier to manufacture. On the other hand, our sensor design is more robust
and tear-resistant. Other works [10–12,15] use Velostat as the sensing element in their
pressure sensors, but they do not use the sewing machine. In the comparison with other
presented sensors, our sensor showed the biggest difference in measuring the resistance
with the no-load and maximal load. For example, the resistance changes from 6 kΩ to
approximately 700 Ω for the sensor presented in [10], respectively, from 2.5 kΩ to 400 Ω for
the sensor proposed in [11]. The advantage of our sensor is also that it is based on materials
which are gentle on the human skin and can be in direct contact with it.

To obtain the pressure distribution of the lying subject, we used sixty-four sensors.
We created a matrix of sensors with eight rows and fabricated it on the base fabric. The
final topper consisted of 40 mm thin polyurethane foam for a standard mattress of 2000
by 900 mm where the matrix of sensors is on the top side. Authors in [1] rely on the
commercially available mattress for getting the laying person pressure distribution. The
mattress has significantly more sensing points over our solution (1728). On the other
hand, the works presented in [2–4] uses their version of the bedsheet sensing element
and the number of the sensing elements used is 45 [2], 12 [3], 16 [4], respectively. They
used commercially available sensors from the FSR family and only attach these sensors to
the bed or sheet. The work presented in [1–4], and also our solution, use a non-invasive
method and without electronics attached to the subject for the prevention of bedsores. In
comparison, the works presented in [5,6] are also non-invasive, but they use an electronic
component that needs to be attached to the subject. This can cause some level of discomfort
for long-term patients.

In the end, we presented a complex solution for bedsores prevention based on our
novel pressure sensor and deep learning. We determined four different postures for laying
subject classification, namely supine, the left side, prone, and the right side. We created
a challenging dataset and collect the data from 21 subjects. Three of them were women,
and 18 were men. The dataset is challenging because the subject weight varies from 45
to 125 kg and the subject could choose the comfortable lying position in each posture. In
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terms of classification accuracy comparison, the work presented in [1], is the closest to
our solution. These authors also used four different postures for classification, and their
dataset consists of data from the observation of 12 healthy adults. The big disadvantage
shown by classification accuracy comparison is that they have a more precise pressure
distribution over our solution. They achieved a high testing prediction accuracy of 97.9%
while our solution’s accuracy is 82.22% with the best F1 score of 84%. On the other hand,
the solution presented in [2] achieved the lying posture recognition 87.3% and they have
only three different postures, left lateral, supine, and right lateral. The solution based on a
deep learning approach and an electronic component attached to the subject [5] achieved a
high accuracy of 99.56% with F1 1.00%. They used six different postures for classification,
where they added sitting and movement posture over our solution. The accelerometer-
based solution presented in [6] also achieved a high F1 score that ranges from 95.2% to
97.8%. Overall, the accelerometer-based solution gets better classification results over the
sheet-based solution, but there is a disadvantage that the subject has to wear a piece of
electronic equipment.

5. Conclusions

In this paper, we presented a complex IoT-based solution for detecting the position
of a lying person. We produced a smart topper based on our novel pressure sensor for
measuring the pressure distribution of the lying person. The novel sensor is based on the
electrically conductive yarn and the Velostat. The performed experiments indicate a stable
resistive response. We demonstrated the functionality of the whole solution and presented
the application to the operating staff using the challenging dataset, which consists of data
from 21 subjects. The modified CNN network classifies the collected data into one of the
four lying postures. Our modified CNN achieved an overall accuracy of 82.22% and with
the best F1 score of 84%.
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Abstract: Present systems for road traffic surveillance largely utilize MEMS magnetometers for the
purpose of vehicle detection and classification. Magnetoresistive sensing or LR oscillation circuitry
are technologies providing the sensors with the competitive advantage which lies in the energy
efficiency and low price. There are several chip suppliers on the market who specialize in the
development of these sensors. The aim of this paper is to compare available sensors from the
viewpoint of their suitability for traffic measurements. A summary of the achieved results is given
in the form of the score for each sensor. The introduced sensor chart should provide the audience
with knowledge about pros and cons of sensors, especially if intended for the purposes of road traffic
surveillance. The authors in this research focused on the specific situation of road traffic monitoring
with magnetometers placed at the roadside.

Keywords: magnetometer; traffic; vehicle; classification; measurement; detection

1. Introduction

At present, non-intrusive automatic traffic counters are mainly used for short-term
road traffic surveys. The counters are located mostly next to the road (e.g., cameras and
microwave radars), across the road (pneumatic counters), or directly on the road surface in
the middle of the traffic lane (magnetic traffic counters). In recent years, research and devel-
opment have focused on counters based on magnetometers, which are already commonly
used as a replacement for induction loops built into the road pavement. The possibility
to use magnetometers placed next to the road is verified, which is very advantageous
from the point of view of short-term surveys. However, it brings several challenges that
need to be solved. One of the important ones is that in such a location the response from
passing vehicles is much lower than when the sensor is located directly in the middle of
the lane. Moreover, the amplitude of the record decreases significantly as the distance in-
creases. Therefore, it is necessary to choose a suitable magnetometer that will be sufficiently
sensitive and reliable, especially under real traffic conditions.

Currently, magnetometers based on micro-electro-mechanical systems (MEMS) tech-
nology are mainly used for vehicle detection. The situation on the MEMS market is
evolving and several sensors (e.g., the HMC5983, Honeywell, Charlotte, NC, USA and
the LSM303DLHC, STMicroelectronics, Geneva, Switzerland), which we have used in
the past [1], are no longer available. Our intention is to compare the currently available
magnetometers in terms of their suitability for vehicle detection if the sensor is located next
to the road. Recently we compared 10 different sensors in the laboratory [2,3] from which
we selected the four best. Now we are mainly interested in realistically achievable vehicle
detection results.

Most vehicles are still based on internal combustion engines, which do not generate a
significant magnetic field of their own. Detection of vehicles by magnetometers is based on
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the effect of ferromagnetic materials contained in vehicles on the Earth’s magnetic field. As
the magnitude of the Earth’s magnetic field is approximately 50 μT, it is necessary to focus
on sensors with the highest possible sensitivity. Sensitivity is usually expressed in terms of
the number of quantization steps per μT (LSB/μT).

The paper is organized as follows: Section 2 is focused on the state-of-the-art in the
area of magnetometers used for traffic survey. In Section 3, basic parameters of selected
sensors are presented. Section 4 contains a description of hardware used in all experiments.
Section 5 is devoted to the laboratory experiments. In Section 6, the results of real-world
measurements are presented and discussed. Detection algorithm and results are described
in Section 7. Section 8 summarizes results of the sensor evaluation. Finally, Section 9
contains brief conclusions and a description of future research plans.

2. Related Work

The intelligent transportation systems (ITS) of the 21st century demand reliable, real-
time vehicle volume and classification information. Different systems for different purposes
integrate digital anisotropic magnetometers in their designs, as for example in parking
lots [4], for stop detection at signalized intersections [5], for real-time traffic surveillance [6],
etc. However, most magnetometer sensors applied in the field of traffic monitoring and
classification are low-cost and energy-efficient substitutes of other technologies, such as
for example inductive loops or cameras. Scenarios of traffic monitoring and vehicle classi-
fication were also the intended application areas of the sensors investigated throughout
the paper. An extensive body of research is still carried out in this field, whilst findings in
following articles were considered during our measurements.

The authors in [7] focused on the utilization of magnetometer sensors for length-based
vehicle classification, where through their computationally efficient classification model
reached classification accuracy of 97.70% by using of the anisotropic magnetoresistance
(AMR) effect.

In [8], the authors through the usage of a HMC1502 AMR magnetometer (Honeywell)
presented an efficient approach to the modeling and classification of vehicles using their
magnetic signatures. They proposed a sensor-dependent approach for modeling the
obtained magnetic signature of each vehicle. The orientation of the used magnetometer
was towards the Y and Z-axis components of the magnetic field.

The utilization of cost-effective solution for on-road traffic monitoring based on the
usage of RM3100 magnetometers (PNI Sensor Corporation, Santa Rosa, CA, USA), was
introduced in [9]. The authors, through modelling of the local magnetic field perturbations
caused by moving vehicles, extracted the magnetic waveform characteristics for vehicle
identification and speed estimation. They equipped their system with wireless connectivity
to broadcast the information about vehicle types, volume and speeds.

The authors in [10] also used a cheap AMR magnetometer, installed roadside, for road
vehicle recognition and classification. Their system was used for measuring magnetic field
changes for the detection of passing vehicles, and for recognition of vehicle types. Mel
frequency cepstral coefficients were introduced to analyze vehicle magnetic signals and
extract them as vehicle features with the representation of cepstrum, frame energy, and gap
cepstrum of magnetic signals. According to this analysis they presented a special algorithm
for the classification of the magnetic features of four typical types of vehicles—sedans,
vans, trucks and buses.

The authors in [11] proved the advantages of using of AMR magnetometers over
Hall sensors, giant magnetoresistance (GMR) sensors, and tunneling magnetoresistance
(TMR) sensors as a low cost as well as low power solution for vehicle detection sensing. In
their research, they used two AMR sensor nodes spaced 1 m apart based on HMC5883L
magnetometers (Honeywell) to measure vehicle speeds on the road. According to the
sampling frequency limit their system could measure vehicle speeds up to 100 km/h.

Research in [12] described the possibility of adding another sensor to magnetometers
for vehicle tracking on roadways to build a low-cost, low-complexity vehicle tracking
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sensor platform for highway traffic monitoring. Their approach was based on multirate
particle filtering that fused the measurements from two different sensors. The sensors were
an accelerometer and a magnetometer, and they operated with different sampling rates.

The authors in [13] utilized a FXOS8700 magnetometer as the basis of the presented
smart wireless sensor for traffic monitoring with efficient and reliable algorithms for vehicle
detection, speed and length estimation and classification. They introduced this AMR sensor
as a suitable alternative for inductive loop sensors. Their system was portable, reliable, and
cost-effective with an affordable price of 50 USD. The authors claimed 99.98% detection
accuracy, 97.11% speed estimation accuracy, and 97% length-based vehicle classification
accuracy.

Detection of vehicles based on HMC5883L magnetometers was presented in [14].
The sensors were placed roadside and measured traffic in the adjacent lane. The authors
proposed adapting a threshold state machine algorithm to detect vehicles. Their sensor
system is wireless, compact, and cost-effective while achieving high accuracy and viability
in urban environments.

A comprehensive analysis of traffic surveillance based on magnetic technology and
the corresponding wireless sensor networks, pointing out vehicle detection and counting,
speed estimation and vehicle classification applications was presented in [15]. The authors
developed a low-cost and energy-efficient type of multi-function wireless traffic magnetic
sensor for vehicle detection at the jam flow conditions. Honeywell HMC1001 and HMC1002
magnetic sensors were used for this purpose.

The advantages of magnetic detector-based sensors compared to other technologies
were also presented in [16]. The authors there presented a single magnetic detector system
based on a Honeywell HMC5843 magnetometer. They presented a technique for false
detection filtering where the vehicle classes are estimated using a feedforward neural
network which was implemented in the detector control unit. For the training of the neural
network the back-propagation algorithm was used with different training parameters.

A three axis digital HMR2300 AMR magnetometer (Honeywell) was used for the road
vehicle classification in [17]. The vehicles were classified into four groups—hatchbacks,
sedans, buses, and (MPVs). Authors developed classification algorithm based on analy-
sis of time domain and frequency domain features in combination with three common
classification algorithms in pattern recognition.

Magneto-inductive RM3100 sensors were used in [18] for road vehicles velocity es-
timation. The developed magnetic sensor system employed wireless connectivity, while
it was cost-effective, and environmental-friendly. Through modelling of local magnetic
field perturbations caused by a moving vehicle, the authors extracted the characteristics of
magnetic waveforms for speed estimation.

HMC2003 three-axis magnetic sensor boards with HMC100x AMR sensing chips were
used in the system presented in [19]. The authors built a roadside magnetic sensor system
for vehicle detection.

The authors in [20] built a vehicle detection system as a wireless sensor network
composed of a collection of sensor nodes put in the center of a lane with access point box
used for the data collection.

In [21] a vehicle detection state machine for magnetometer sensors for n-motorway
lanes with multiple lane changes is presented. The proposed method can be used for
suppressing the interference from a vehicle in an adjacent lane and lane changing.

QMC5883L modules, based on Honeywell HMC5883L AMR magnetometers, were
used for the vehicle detection in [22] and could reliably detect the presence of a vehicle in a
parking spot when placed under the front or rear axle of the vehicle.

LIS3MDL AMR magnetometers (STMicroelectronics) were used for the purposes of
vehicle presence detection in [23]. The authors in this paper introduced a self-powered and
autonomous sensing node equipped with supercapacitors, solar-based energy harvester
and wake-up trigger prototype together with a Bluetooth Low-Energy (BLE) radio. The
developed triggering system consumes only 150 nA.
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Different AMR magnetometers were discussed in [24]—HMC1001, HMC1021 (both
Honeywell), KMZ51 (NXP Semiconductors, Eindhoven, The Netherlands) and AFF755B
(Sensitec GmbH, Wetzlar, Germany). According to the analysis, a new construction of
sensors intended for vehicle detection experiments was presented.

The use of the magnetometers found in smartphones for the purposes of vehicle
detection was presented in [25]. The system was used for the locating of street parking
places by pedestrians.

From the analysis above is evident that the usage of AMR magnetometers for the
purposes of road vehicle detection is very common, especially due to their relatively high
accuracy which is in the contrast with low price and energy-efficiency which these sensors
provide. After application of specific algorithms, these sensors can be easily used for
almost full traffic surveillance, which involves vehicle classification, estimation of vehicle
speed or traffic jam detection, eventually as a part of specific sensor systems [26]. After
the implementation of appropriate software, magnetometer sensors could also provide
a value-added contribution into the area of traffic surveillance, where other technologies
take the role, as for example in sensing drunken drivers [27], as a part of driving assistance
systems [28], for the edge traffic flow detection [29], as energy-efficient substitution of cam-
eras for the detection and classification of road vehicles [30], or for the traffic abnormality
detection [31] etc.

Other low-cost technologies which could be used for vehicle detection were summa-
rized in [32]. The authors summarized the progress in the area to help identify the sensing
technologies with relatively high detection accuracy together with cost effectiveness and
ease of installation. Special attention was paid to wireless battery-powered detectors of
small dimensions that can be quickly and effortlessly installed alongside traffic lanes with-
out any additional supporting structures. The methods of collecting traffic flow data were
described in [33]. The authors tried to establish a low-cost wireless sensor network for
providing data to advanced intelligent transportation system. The authors in [34] investi-
gated a low-cost sensor network architecture for temporary installation on city streets as
an alternative to commonly used rubber hoses. They presented the low-cost, low energy
sensor together with the sensor location model. A case study with the installation of a set
of proposed devices was presented to demonstrate its viability.

Different AMR magnetometers, as for example RM3100 (PNI Sensor Corporation),
LIS3MDL (STMicroelectronics) or FXOS8700 sensors (NXP Semiconductors) have been
used in some of the above articles. However, a direct comparison of the properties and
performance of these sensors is lacking. The aim of this article is to compare these sensors
and select the most suitable one for the implementation of the road traffic sensors that can
be placed at the roadside.

3. Description of Sensors

The design of a road traffic sensor is a complex task. One of the most important steps
is to select a suitable sensor. In [2,3] we tested 10 magnetometers in the laboratory. One of
the main requirements when choosing magnetometers was their commercial availability.
During testing, we focused on the size of the noise and the repeatability of measurements
at different magnitudes of the magnetic field. For an analysis of magnetometers accuracy in
terms of vehicle detection when placed by roadside, we selected the three best magnetome-
ters (the RM3100, FXOS8700, and LIS3MDL or LSM303C). We also added the MLX90393
sensor, which is designed mainly for low-power devices. The next section lists the basic
parameters of each selected sensor.

3.1. RM3100

This sensor manufactured by the PNI Sensor Corporation is exceptional in all respects.
It is only tested sensor that does not use magneto-resistive technology, but rather is based
on a LR oscillation circuit. It uses the property that the effective inductance of the coil is
directly proportional to the magnitude of the magnetic field parallel to the orientation of the
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coil. The sensor uses three external coils connected to the control chip. Sampling frequency,
scan sensitivity, and noise size are all related to the cycle count (CC) parameter, which can
be set in the range 0-65535. Low CC values allow a high sampling rate to be used, but
the resolution is lower. The situation is reversed for higher CC values. The manufacturer
recommends using CC values in the range of 30–400. A different CC value can be set for
each channel. The number of sensed channels affects the maximum sampling frequency. For
CC = 50, the maximum sampling frequency is 1600/(number of channels). Magnetic field
measurement range of the sensor is ±800 μT and the sensitivity is 75 LSB/μT for the default
value of CC (200). This sensor is the only one of our selection to encode outputs using
24 bits. Other sensors are 16-bit. In addition to its advantages (high sampling frequency
and high sensitivity), this sensor also has disadvantages: due to the need for external coils,
the sensor is relatively large and also relatively expensive—especially compared to other
sensors (see Table 1).

Table 1. Important parameters of sensors.

Sensor
Range
[μT]

Sensitivity
[LSB/μT]

Sampling
Frequency [Hz]

Unite Price
[€]

RM3100 ±800 >100 1 1600/n 1 12.75
LIS3MDL/LSM303C ±400 68.42 80/155 1.37

FXOS8700 ±1200 10 800 3.41
MLX90393 ±4800 6.21 717 1.65

1 Depends on Cycle Count setting.

3.2. LSM303C and LIS3MDL

These are representatives of the magnetometers manufactured by STMicroelectronics.
In addition to the magnetometer, the LSM303C also includes an accelerometer, both of
which are completely independent. The magnetometers of both sensors have very similar
properties. In terms of management registers, they are almost identical. It can be said that
the LIS3MDL is an improved version of the LSM303C magnetometer. The main difference
is that the LIS3MDL supports the ranges ±4, ±8, ±12 and ±16 Gauss (±400 to ±1600 μT)
and the “FAST” mode with support for a sampling frequency of 155 to 1000 Hz (depending
on the required output quality). Interestingly, although the LSM303C has a single ±16
Gauss range according to the datasheet it is also possible to use (undocumented) ±4, ±8
and ±12 Gauss settings. The main advantage of these sensors is their higher sensitivity,
which is for the range ±4 Gauss at the level of 6842 LSB/Gauss (or 68.42 LSB/μT). A certain
limitation is the relatively low sampling frequency—for the LSM303C only 80 Hz and for
the LIS3MDL 155 Hz (at maximum quality). The configuration of the sensors is relatively
simple and consists in the selection of the range, sampling frequency and quality.

3.3. FXOS8700

The FXOS8700 from NXP Semiconductors includes an accelerometer in addition to
the magnetometer. The range of the sensor is quite large: ±1200 μT. This is associated
with a lower sensitivity of 10 LSB/μT. The main advantage of the sensor is the high
sampling frequency of 800 Hz, which does not depend on the number of measured channels.
However, if we want to use an accelerometer at the same time as the magnetometer, the
maximum sampling frequency will be halved, i.e., 400 Hz. The amount of noise can be
affected by the over sample ratio (OSR) setting, the maximum size of which depends on
the sampling frequency.

3.4. MLX90393

This sensor from Melexis is designed for low-power applications. The sampling
frequency of the sensor can be up to 700 Hz and depends on the over sample ratio setting
and the way the output is filtered, with 8 different levels of filtration available. The
sensitivity of the sensor is higher in the XY plane than in the Z axis and can reach a
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maximum of 6.211 LSB/μT for the X and Y axes and 3.406 LSB/μT for the Z axis. The
sensitivity depends on the gain of the analog part and the method of selecting the 16 bits of
output from the internal 19-bit analog-to-digital converter, with each channel having its
own settings.

The main parameters of all the sensors, including average prices from most com-
mon shops dedicated to electronic components (we compare prices from the supplier
mouser.com), are summarized in Table 1.

4. Hardware Platform

To be able to test all sensors under the same conditions, particular break-out boards
of the respective sensors were purchased. A break-out board makes it easy to use a single
electrical component when adding the pins to the small package of magnetometer what
allows connecting the board to a higher circuit. This makes it relatively easy to use. We
decided to use RaspberryPi 3 Model B+ as the control board for setting up the sensor
parameters, to start/end measurements and to store measured values in SD card. For this
purpose, a special shield was designed and developed for RaspberryPi (see Figures 1 and 2).

Figure 1. Block schematic of the developed measurement board.

Figure 2. Completed measurement board with all magnetometer break-out boards installed in the
top and Bluetooth module installed in the bottom (all attached to the developed shield).
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All selected sensors support serial peripheral interface (SPI) and inter-integrated
circuit (I2C) communication interfaces. During our experiments, we used I2C in FAST
mode (400 kHz). It can be seen also in the figures above, where all magnetometer break-
out boards communicate with RaspberryPi via I2C interface. The Bluetooth module is
connected through universal asynchronous receiver-transmitter (UART) interface. The
measurement board also contains one indicating RGB LED diode and one development
button for starting/stopping and resetting the measurements. External connectors allow
connection of other possible sensors. Power supply was provided through standard 10 Ah
Li-Ion Mini USB power bank, what was sufficient for the measurements lasting. Later on a
developed Android application, which allowed an Android smartphone to connect to the
measurement board, was used for the remote control of measurement and data download
through Bluetooth. After all necessary testing procedures, the measurement board was
further used for the sensors’ performance evaluation.

5. Laboratory Measurements

The real environment test of the sensors took place on the two-lane road I/64 in the
First, we performed measurements in the laboratory to determine the effect of RaspberryPi
(RPi) on the sensors. We tested two configurations: 1—placement of the expansion board
directly on the RPi, 2—expansion board on the cable, approx. 40 cm from the RPi. For both
configurations, two types of measurements were performed: scanning by each sensor
separately and scanning by all sensors at once. During the measurements, the sensors
were placed min. 2 m aside from sources of interference (computers, wiring). The length
of each measurement was at least 20 seconds so that the number of readings was at least
2000 for each sensor. The measured values were stored in SD card located on the RPi and
evaluated offline.

The settings of sensors were adjusted to maximize their sensitivity, while the sampling
frequency was approximately 100 Hz. The main parameters of the sensors were set as
follows (in parentheses is the actual sampling frequency—fs):

• RM3100: Cycle Count = 300 (fs = 104 Hz)
• LIS3MDL: range ±400 μT, Ultra-high-performance mode, FAST mode (fs = 157 Hz)
• FXOS8700: OSR = 8 (fs = 103 Hz)
• MLX90393: DIG_FILT = 2, OSR = 3, GAIN_SEL = 7 (fs = 96 Hz).

For each measurement, we calculated the variance, which reflects the magnitude of
the noise. The measured noise is the sum of the sensor’s own noise and the noise induced
from the environment. The results of measurements performed for each sensor separately
are given in Table 2.

Table 2. Variance of noise for individual measurements [μT2].

Axis X RM3100 LIS3MDL FXOS8700 MLX90393

Board on RPi 0.01885 0.061643 0.187634 0.863626
Board on cable 0.015285 0.062874 0.16698 0.845773
Difference [%] −18.9 +2.0 −11.0 −2.1

Axis Y RM3100 LIS3MDL FXOS8700 MLX90393
Board on RPi 0.00279 0.05997 0.158713 0.729022

Board on cable 0.002567 0.05807 0.152333 0.736557
Difference [%] −8.0 −3.2 −4.0 +1.0

Axis Z RM3100 LIS3MDL FXOS8700 MLX90393
Board on RPi 0.004791 0.12119 0.374178 1.942289

Board on cable 0.003306 0.1206965 0.369923 1.768549
Difference [%] −31.0 −0.4 −1.1 −8.9

If we sort the sensors according to the size of the noise (from the smallest), the
following order applies: RM3100, LIS3MDL, FXOS8700, MLX90393. The same order
applies to all axes.
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We expected that the measurement with sensors on the cable would contain the least
noise, as the noise sources on the RPi will be more distant from the sensors. This has also
been confirmed. With two minor exceptions, the amount of noise is lower for sensors
located on a cable. However, the differences are relatively small, within a few percent. The
only exception is the RM3100 sensor, which has very low intrinsic noise and at the same
time high sensitivity. Therefore, it was most significantly affected by the noise generated
by RPi. Nevertheless, even in the worst case (axis X), the amount of noise of the RM3100 is
more than 3 times lower than that of the second-best sensor—LIS3MDL.

From a practical point of view, we are most interested in the X-axis, which is oriented
towards the road if the sensors are located directly on the RPi and it is placed on the ground
(parallel to the road). Differences between measurements of up to 19% were found in
this axis.

In the second measurement, the magnetic field was sensed by all sensors at once.
This means more current consumption and more frequent communication via the I2C bus.
Therefore, we expected that the measured noise would be higher than in the previous
measurement. The measurement results are shown in Table 3.

Table 3. Variance of noise for joint measurements [μT2].

Axis X RM3100 LIS3MDL FXOS8700 MLX90393

Board on RPi 0.012109 0.071062 0.241074 0.907603
Board on cable 0.023884 0.065095 0.216764 0.890775
Difference [%] +97.2 −8.4 −10.1 −1.8

Axis Y RM3100 LIS3MDL FXOS8700 MLX90393
Board on RPi 0.002546 0.074101 0.195486 0.721353

Board on cable 0.002911 0.059963 0.160871 0.762524
Difference [%] +14.3 −19.1 −17.7 + 5.7

Axis Z RM3100 LIS3MDL FXOS8700 MLX90393
Board on RPi 0.005866 0.185112 0.438575 1.896881

Board on cable 0.003518 0.126429 0.447737 1.861972
Difference [%] −40.0 −31.7 + 2.1 −1.8

This measurement is more important to us because it corresponds to a situation
of measuring vehicle records simultaneously with all sensors. The order of the sensors
in terms of noise remained unchanged. When comparing the results with the previous
measurement, we see that in almost all cases there was an increase in the measured noise.
In the X-axis, which we are most interested in, the biggest percentage difference was with
the FXOS8700 sensor—a change from 0.16698 (Table 2, board on cable) to 0.216764 (Table 3)
represents an increase of almost 30%.

As in the first measurement, better results are obtained with the sensor board on
the cable. The most notable exception is the RM3100 sensor, which has almost twice the
noise in the X-axis compared to the placement of the sensors on the board. The X-axis was
oriented parallel to the cable, and this apparently caused higher measured noise with this
most sensitive sensor.

It should be noted that the comparison of sensors is not perfect. The differences in the
measured noise are certainly also influenced by the mutual position of the sensor and RPi.
However, this cannot be avoided, as we want to measure the deformation of the earth’s
magnetic field by vehicles in real traffic with all sensors at once. The sensors are therefore
necessarily differently oriented with respect to the individual noise sources.

After considering the results, we decided that due to the much simpler manipulation,
we will use an expansion board located directly on the RPi during real measurements.
Although this placement of expansion board increases the amount of measured noise
(usually by a few percent) it should not significantly affect the performance of the sensors
in detecting vehicles.
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6. Real Traffic Measurements

The real environment test of the sensors took place on the two-lane road I/64 in the
village of Porúbka (Slovakia) with daily traffic of 27,228 veh/day and rush-hour traffic of
2,051 veh/h (14% of trucks) measured by a Sierzega SR4 radar during a testing day. We
performed two measurements at different distances of the sensors from the lane. In the first
case, the sensor was placed on the outer edge of the road line and in the second case, it was
at a distance of 0.5 m from the road line. In the previous measurements in [2], we evaluated
the effect of sensor placement—we tested the placement directly on the ground and at a
height of 30 cm above the ground. We found that the difference between the measured
values is not significant. In these measurements, we decided to place the sensor directly
on the ground. We wanted the sensor to be inconspicuous because we had found in the
past that drivers tended to bypass the sensor when it was clearly visible and marked with
a traffic cone.

Measurements were taken between 16:45 and 17:30. We set the duration of both
measurements so that the number of captured vehicles is approximately 100. For evaluation,
passing vehicles were also recorded by a camera (with a frame rate of 24 fr/s). Figure 3
shows the location of the sensors during the measurements, the orientation of the axes
relative to the road, and the location of the camera. The picture also shows a view of the
measuring set.

Figure 3. Sensor placement and view of the measuring set.

During the first measurement, 88 vehicles were recorded, of which 74 were cars, nine
vans, three buses and two trucks. In the second measurement, there were 94 vehicles, of
which 86 were cars, seven vans and one truck. Based on the camera recording, each vehicle
was assigned a type and time of passage (accurate to 1/24 s).

First, we evaluated the amount of noise from the measured data. According to the
camera recording, we found a section in which no vehicles passed, and we calculated the
variance. The length of the section was 20 s (comparable to noise measurements in the
laboratory). The results are shown in Table 4.

Table 4. Amount of noise in real conditions [μT2].

Sensor
Measurement 1 Measurement 2

X Y Z X Y Z

RM3100 0.0028 0.0011 0.0104 0.0089 0.0007 0.0228
LIS3MDL 0.0899 0.0650 0.0935 0.0720 0.0692 0.1019
FXOS8700 0.1939 0.1740 0.4627 0.1823 0.1482 0.4200
MLX90393 0.6430 0.5899 1.7458 0.6419 0.6464 1.6755

Approximately the same level of noise was recorded in both measurements. The
biggest differences are with the most sensitive sensor RM3100. If we compare a similar
measurement performed in the laboratory (Table 3—joint measurement, placement of the
expansion board on RPi), we find that in most cases slightly lower noise was measured
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in the exterior than in the interior. This result can be explained by stronger sources of
interfering electromagnetic noise in the interior.

A much more important indicator of sensor quality is the achievable signal-to-noise
ratio (SNR). Assuming a constant noise level, this ratio will depend on the distance of the
sensor from the vehicle and the size of the passing vehicle. Based on the camera record, we
found records of ten passenger cars and calculated the average SNR. The results are shown
in Table 5. We used Equation (1) to calculate the SNR:

SNR = 10log
var(CAR)

var(NOISE)
(1)

where var() represents the variance of a given signal and corresponds to its power.

Table 5. Mean SNR [dB] of a passenger car.

Sensor
Measurement 1 Measurement 2

X Y Z X Y Z

RM3100 30.0 33.1 14.7 22.5 27.9 11.7
LIS3MDL 11.7 10.2 5.9 8.4 6.8 2.3
FXOS8700 10.9 9.1 3.2 6.9 5.0 1.2
MLX90393 6.4 4.2 1.1 3.5 1.6 0.3

This measurement fully showed the capabilities of the sensors, especially the sensi-
tivity to relatively small changes in the Earth’s magnetic field caused by the passage of
vehicles. The worst is again the MLX90393 sensor. This result was to be expected due to
the low sensitivity of this sensor and at the same time its relatively high intrinsic noise. The
RM3100 sensor achieved the best result, but the LIS3MDL provided good results too. This
measurement also indicated the importance of placing the sensor as close as possible to the
lane. Increasing the distance by 0.5 m resulted in a significant decrease in SNR (depending
on the axis, the difference is from 3 to 8 dB for the RM3100 sensor). We assumed that the
best results would be achieved in the X axis, which is oriented perpendicular to the road
axis, and this was confirmed. An exception is the RM3100 sensor, which achieved the best
SNR ratio in the Y axis (3.1–5.4 dB higher than in the X axis). It should be possible to use
the values measured in both axes for the detection and eventual classification of vehicles.
The Z axis at this sensor location contains the smallest information content.

The different SNR level for the individual sensors is also visible in Figure 4, which
shows the record of the Ford Focus combi with all sensors in the X-axis and in Figure 5, which
shows a short part of recorded data by all sensors in the X-axis during both measurements.

From the records in Figure 5, it is possible to observe a significant influence of the
quality of the used sensor (sensitivity and intrinsic noise) and the distance of sensors from
the road (measurement 1 versus measurement 2). Significantly higher deformation of the
Earth’s magnetic field caused by real passage of vehicle was recorded by RM3100 and
LIS3MDL sensors, and it is about 10 times higher in comparison with deformations obtained
by FXOS8700 a MLX90393 sensors. The recorded deformation of magnetic field is reduced
about half by moving all sensors by 0.5 m. Displayed results confirm that the RM3100
sensor is the best and the MLX90393 sensor is the worst of the tested magnetometers. The
red dots in the figure mark the passing vehicle.

The most important test is to evaluate the success of vehicle detection by individual
sensors. As part of pre-processing, it is necessary to remove noise and the DC component
(offset) of the signal from the measured signals. The DC component of the signal depends
on the size of the Earth’s magnetic field and is generally different at each place on Earth.
A low-pass filter was used to suppress noise. After frequency analysis of the measured
signals, we found that the useful signal contains frequency components up to about 2 Hz.
Therefore, we chose the frequency of the low-pass filter at 2.5 Hz. The attenuation of the
higher frequency components was 60 dB per decade. The DC component of the signal was
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calculated as the arithmetic mean of the values in that part of the signal where no vehicles
passed. After removing the DC component, we found that the signals in some sensor axes
still exhibited a certain offset that varied linearly over time. This linear offset was identified
and removed. Only the RM3100 did not contain a linear offset in any axis. The worst in
this respect was the LIS3MDL sensor, whose offset sometimes seemed to “float“. Note that
in real operation an algorithm for continuous offset detection and removal must be used.

Figure 4. Record of Ford Focus combi in X axis.

We used two different approaches to detect vehicles—in the first case we evaluated
only the signal in the most important X-axis and in the second case we also used data
measured in other axes. In both cases, we intentionally used a simple detection algorithm
to highlight the influence of the sensor properties (especially intrinsic noise and sensitivity)
on the results obtained. A sophisticated detection algorithm could partially erase the
differences between the individual sensors.
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Figure 5. Comparison of recorded data by all sensors during both test measurements.

7. Detection Algorithm

The algorithm is based on the detection of the signal crossing over one threshold value.
Therefore, the input signal must be non-negative (e.g., signal energy). When evaluating the
signal, we considered the real properties of the vehicles and the traffic itself, namely the
length of the vehicle and the gap between the vehicles. The length of vehicles is usually
greater than 4 m. This, at a speed of 50 km/h (the municipal speed limit in Slovakia) and a
sampling frequency of 100 Hz, represents approximately 29 samples per vehicle. The same
goes for the gap between vehicles. We tested different settings for both parameters and
selected the settings that achieved the best results. In one case the minimum vehicle length
was 14 samples and the sample gap 21, in the other case the values 30 and 60 were used.
The basic principle of the detection algorithm is shown in Figure 6. The algorithm assumes
input signal with removed noise and zero offset.
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Figure 6. Detection algorithm principle.

The algorithm successively compares all samples with the threshold. After exceeding
the threshold, the length of the gap between the vehicles is checked. If the gap is sufficient,
we assume that this is the beginning of the new vehicle record. If the gap is too small, we
consider the record to be a continuation of the previous vehicle’s record. This part of the
algorithm is not shown in Figure 6 for the sake of clarity. After detecting the vehicle, the
algorithm waits for the signal to drop below a threshold value. The length of the vehicle is
given by the number of samples that are above the threshold. The length must be greater
than the given minimum value. In Figure 7 is an example of a gap that is too short and a
gap that is long enough.
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Figure 7. Example of gap length evaluation.

7.1. Application Scenario No.1—The Detection Based on the Single Signal

The energy of the most significant component of the signal (X-axis), which is propor-
tional to the square of the signal, was used as the input signal for the detection algorithm.
Example of the signal energy for the best sensor RM3100 and the worst sensor MLX90393
is shown in Figure 8. An important fact is that the input signal from the RM3100 sensor
remains almost three times larger than the input signal from the MLX90393 due to its
higher sensitivity and low level of intrinsic noise. This has a direct effect on the success
of the detection, especially in cases of very low response from the passing vehicle (e.g., if
the vehicle passed in the measuring profile at a greater distance from the sensors). This
case can be observed from the detection results of both sensors, for both measurements
in the graphs in Figure 8, where the results of detection by a given sensor are displayed
(green and blue dots), as well as the actual vehicle crossings determined from the camera
recording (real passage of vehicle, red dots). The method of evaluation and the results of
the detection itself for all sensors are given below for both measurements.

The vehicle detection results based on the input signal are highly dependent on the
specific value of the threshold. When choosing it, a compromise must be made between the
number of undetected vehicles and the number of false positives. The lower the threshold,
the more vehicles we can detect. However, at the same time, the algorithm is more prone
to exceeding the threshold value due to noise or offset change, which is a false positive.
Since we do not know in advance which threshold is the best, we performed detection for
different thresholds. Figure 9 shows the dependence of the number of undetected vehicles
on the size of the threshold value for all sensors.
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Figure 8. Comparison of the change of the input signal for detection at measurement 1 and measurement 2 for two selected
sensors—RM3100 and MLX90393.

Figure 9. Number of undetected vehicles at different threshold level.

The number of undetected vehicles is expected to increase with increasing threshold
size. This does not only apply to very low threshold levels, when several records are
“merged” into one, especially for sensors with higher intrinsic noise. The best result was
achieved by the RM3100 sensor. It is followed by FXOS8700 and at the end LIS3MDL with
MLX90393 were placed. Given the proclaimed, relatively high sensitivity of the LIS3MDL
sensor and the amount of noise and SNR compared to the FXOS8700 sensor, this result is
quite surprising.

Figure 10 shows the dependence of the number of false positives on the size of the
threshold value. Due to the higher noise of the LIS3MDL, FXOS8700 and MLX90393
sensors, frequent false detections occur at low thresholds.
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Figure 10. Number of false positives at different threshold level.

Figure 11 shows the total number of errors—the sum of undetected vehicles and false
positives.

Figure 11. Total number of errors at different threshold level.

All three last images were obtained for parameter settings 14/21 (minimum vehicle
length and minimum gap). For the 30/60 setting, the number of undetected vehicles
increases, and the number of false positives decreases. In both cases, the reason is the
tightening of requirements.

The best sensor is the RM3100, which can keep false positives low over a wide range of
threshold levels. This is due to the very low noise of this sensor. Upon closer examination
of the reasons of false positives for the RM3100 sensor, we found that they were all caused
by the passage of trucks in the opposite direction. It is a “tax” for its high sensitivity.

Comparing Figures 9 and 10, we see that sensors achieve the best results at different
threshold levels. A trade-off needs to be made between the sensor’s ability to detect
vehicles and the number of false positives. In this respect, the RM3100 sensor is again the
best. The detection ability of this sensor is not as sensitive to the level of the threshold as it
is for other sensors. This allows to choose a threshold value that is optimal in both respects.

Table 6 shows the optimal threshold level for each sensor together with the achieved
results. We determined the optimal threshold level by taking the minimum of the sum of
undetected vehicles and false positives.
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Table 6. Optimal threshold level and detection results for measurement 1.

Detection
Parameters

Observed
Characteristics

RM3100 LIS3MDL FXOS8700 MLX90393

14/21

Threshold 0.8 0.9 0.8 0.7
Undetected 3 (3.4%) 9 (10.2%) 7 (8.0%) 7 (8.0%)

False 8 (9.1%) 9 (10.2%) 7 (8.0%) 10 (11.4%)
Errors 11 18 14 17

30/60

Threshold 1.2 0.9 0.9 0.7
Undetected 8 (9.1%) 12 (13.6%) 10 (11.4%) 11 (12.5%)

False 3 (3.4%) 2 (2.3%) 3 (3.4%) 2 (2.3%)
Errors 11 14 13 13

For all sensors, the best results were obtained for detection parameters 30/60. In this
case, there are more undetected vehicles and a low number of false positives. If we require
a lower number of undetected vehicles, it is better to use the 14/21 setting.

The results of the second measurement, with the sensor located at a distance of 0.5 m
from the lane, are shown in Table 7.

Table 7. Optimal threshold level and detection results for measurement 2.

Detection
Parameters

Observed
Characteristics

RM3100 LIS3MDL FXOS8700 MLX90393

14/21

Threshold 0.5 0.3 0.8 0.8
Undetected 1 (1.1%) 1 (1.1%) 5 (5.3%) 10 (10.6%)

False 5 (5.3%) 9 (9.6%) 3 (3.2%) 3 (3.2%)
Errors 6 10 8 13

30/60

Threshold 1.4 0.3 0.8 0.8
Undetected 7 (7.4%) 9 (9.6%) 5 (5.3%) 11 (11.7%)

False 2 (2.1%) 9 (9.6%) 2 (2.1%) 2 (2.1%)
Errors 9 18 7 13

Despite the greater distance of the sensor from the road, the sensors achieved better
results than in the first measurement. This result may seem paradoxical, but it cannot be
generalized. The change in magnetic field caused by large vehicles in the opposite direction
can be detected by sensors and usually manifests as false positive but can also cause the
records of several vehicles to be combined into one. Of course, the composition of the
vehicles in both directions was not the same in both measurements, so different number
of false positives and/or combined records were generated. The influence of oncoming
vehicles can be reduced by using several sensors placed parallel to the road. Exploring this
option is beyond the objectives of this article.

7.2. Application Scenario No.2—The Detection Based on the Multiple Signals

In this section, we focused on identifying opportunities to improve detection through
the use of signals measured in different axes. We examined all combinations of signals
measured in two axes, while we used the following relations to combine two signals into
one: A2 + B2, (A + B)2, abs(A) + abs(B) and arctan(A/B) (according to [19]). For the sensors
RM3100, FXOS8700 and MLX90393, the best results were obtained with the sum of the
signal energies in the X and Y axes, i.e. X2 + Y2. Only the LIS3MDL sensor shows the best
results for the combined signal X2 + Z2. Table 8 shows the best results obtained for the first
measurement.
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Table 8. Detection parameters and results for measurement 1.

Observed
Characteristics

RM3100 LIS3MDL FXOS8700 MLX90393

Detection parameters 14/21 14/21 14/21 14/21
Axes X2 + Y2 X2 + Z2 X2 + Y2 X2 + Y2

Threshold 0.9 1.4 1.3 0.9
Undetected 3 (3.4%) 5 (5.7%) 6 (6.8%) 8 (9.1%)

False 3 (3.4%) 3 (3.4%) 4 (4.5%) 5 (5.7%)
Errors 6 8 10 13

Change in% 45 33 23 0

The use of values from two axes led to significantly better, or at least the same, results
as when using one axis (comparison with Table 6). This time, better results were obtained
for detection parameters 14/21. This is because adding the energies of the two signals
increases the width of the vehicle’s recording and decreases the gap between vehicles. If a
longer gap is required (60 vs. 21), the vehicle records are removed more frequently. Adding
the two signals also requires increasing the size of the threshold. The LIS3MDL sensor
is the only one to achieve the best results for the combination of X and Z axes. For other
sensors, the combination of X and Y axes is the best.

We evaluated the second measurement in the same way. For all sensors, the best
results were obtained for the combined signal X2 + Y2. Table 9 shows the achieved results.

Table 9. Detection parameters and results for measurement 2.

Observed
Characteristics

RM3100 LIS3MDL FXOS8700 MLX90393

Detection parameters 14/21 14/21 14/21 14/21
Axes X2 + Y2 X2 + Y2 X2 + Y2 X2 + Y2

Threshold 0.6 1.0 1.2 0.9
Undetected 1 (1.1%) 1 (1.1%) 7 (7.4%) 8 (8.5%)

False 5 (5.3%) 10 (10.6%) 2 (2.1%) 2 (2.1%)
Errors 6 11 9 10

Change in% 0 −10 −28 23

Unlike the first measurement, the results have now only been improved for the
MLX90393 sensor. The results of the RM3100 did not improve and the results of the
other two sensors were even worse. The percentage of deterioration looks significant, but
in reality, it was only an increase in the number of errors by one and two (respectively
LIS3MDL and FXOS8700).

8. Summary of Results

To determine the real properties of the sensors (RM3100, LIS3MDL, FXOS8700, and
MLX90393), measurements were performed in the laboratory and under real conditions.
Measurements in the laboratory were aimed at determining the amount of noise that can be
expected when measuring with the sensors. The magnitude of the measured noise depends
on the sensor’s own noise, the noise generated by the sensing device and the ambient noise.
We minimized the ambient noise mainly by increasing the distance of the sensors from the
main sources of interference (computers and electrical wiring). The effect of the sensing
device itself, which is based on the RPi, was tested in two ways—by placing the expansion
board with sensors directly on the RPi and by distancing the expansion board from the RPi
with a cable.

The first measurement was performed for each sensor separately. The measurement
results showed that the magnitude of the measured noise is lower when placing the
expansion board on the cable. The differences of noise level were small, within a few
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percent. Significant differences were recorded only for the RM3100 sensor, which is the
most sensitive of all tested sensors.

In the second measurement, the noise was measured simultaneously by all sensors.
Simultaneous sensing by all sensors causes increased current consumption and also more
frequent communication via the I2C bus, which is reflected in an increase in the measured
noise. The largest percentage difference compared to the first measurement was recorded
for the FXOS8700 sensor (almost 30% for the X-axis). As in the first measurement, lower
noise was measured when the expansion board was placed on the cable. The exception
was the RM3100 sensor, which recorded in the X-axis almost twice as much noise on the
cable as on the board. This anomaly was caused by the orientation of the cable parallel to
the X-axis of the sensor and its high sensitivity.

In both measurements in the laboratory, the order of the sensors according to the
amount of noise was as follows (sorted from the smallest noise to the largest): RM3100,
LIS3MDL, FXOS8700 and MLX90393.

Despite the higher measured noise value (usually by a few percent), we decided to
use sensors placed directly on the expansion board in further measurements. The decisive
factor was the much simpler handling of the sensing device.

The performance of sensors in vehicle detection was tested in two measurements
performed on a local two-lane road. In the first case, the sensor was placed on the outer
edge of the road line and in the second case, it was at a distance of 0.5 m from the road line.
First, we evaluated the amount of noise, which was slightly lower than in the laboratory
measurements. This is due to the smaller number of sources of interfering electromagnetic
noise in the exterior.

The ability of the sensors to detect the vehicle is largely dependent on the magnitude
of the signal-to-noise ratio, i.e., the SNR. Therefore, for both measurements, we calculated
the average SNR value from the records of ten passenger cars. This measurement showed
how important it is to place the sensor as close to the lane as possible. Increasing the
distance by 0.5 m results in a significant decrease in SNR (depending on the axis, the
difference is from 3 to 8 dB for the RM3100 sensor). The highest SNR values were recorded
by the RM3100 sensor. This test also showed that the highest SNR is achieved in the X and
Y axes.

In order to compare the performance of sensors in vehicle detection, an algorithm
based on the evaluation of the measured signal energy transition over a threshold value was
used. The X-axis signal was used for evaluation. During preprocessing the DC component
was removed from the measured signal and the noise was suppressed by a low-pass filter.
Only the RM3100 sensor has not any offset. The worst in terms of preprocessing is the
LIS3MDL sensor, whose offset seems to “float”. For the other sensors, the offset was a
linear function of time.

The performance of the detection algorithm depends on the level of the threshold.
Therefore, we evaluated each sensor for different threshold levels. In addition to the size
of the threshold, we tested various settings for the minimum length of the vehicle and
the minimum gap between vehicles. When comparing sensor performance, we used the
best settings found for each sensor separately. We evaluated the number of undetected
vehicles and the number of false positives. The RM3100 sensor achieved the best results in
both measurements. The high sensitivity of the RM3100 sensor causes a low number of
undetected vehicles (3.4% and 1.1% in the first and second measurements) but on the other
hand a higher number of false positives, which were caused by the detection of vehicles
moving in the far lane. This sensor is also the least sensitive to the specified threshold level.
The increased sensitivity of other sensors to the size of the threshold in practice means
higher demands on the processing of input data, as well as on the detection algorithm itself.
From this point of view, the RM3100 sensor offers a certain stability during detection, even
in the most unfavorable detection conditions (e.g., greater distance of the vehicle from the
sensor when passing through the measuring profile, lower volume of ferromagnetic parts
in the vehicle, etc.).
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We also tested the possibility of improving detection by using signals measured in
multiple axes. The results obtained are ambiguous. In the first measurement, the detection
was improved for three sensors, but in the second measurement only for one sensor and for
the other two, the results were even worsened. From this point of view, the RM3100 sensor
was again the best, which achieved an improvement of 45% in the first measurement and
in the second there was neither improvement nor deterioration of the results.

A summary of the achieved results is given in Table 10 in the form of the score.
We determined the order of individual sensors for each evaluated area. When evaluat-
ing the success of the detection, we took into account the average of the results of both
measurements.

Table 10. Summary of the achieved results.

Parameter RM3100 LIS3MDL FXOS8700 MLX90393

Sensitivity 1 2–3 2–3 4
Noise level 1 2 3 4

SNR 1 2 3 4
Offset 1 4 2 3

Detection—one axis 1 3–4 2 3–4
Detection—two axes 1 3 2 4

Size 4 1 3 2
Price 4 1 3 2

Energy consumption 1 4 3 1 2
1 Based on datasheet values.

For the overall evaluation, we considered only the first six criteria. Size, price, and
energy consumption are not very important for the development of a sensor for short-term
traffic survey.

The RM3100 sensor was the best in all important areas. Its high sensitivity and low
noise allow the best detection of vehicles, even at a greater distance of the sensor from the
road. The disadvantage of high sensitivity is the higher susceptibility to errors caused by
the passage of vehicles in the opposite direction, which, however, can be eliminated by a
more sophisticated detection algorithm. In second place is FXOS8700, closely followed by
LIS3MDL. The MLX90393 sensor was placed last, which is mainly due to its higher noise
combined with lower sensitivity. However, even its results are not unusable, especially
when measuring near the lane. At longer distances (more than 1.0 m), there is a significant
increase in the risk that the response from a passing vehicle will be literally “buried” in the
sensor’s own noise.

9. Conclusions

Our goal was to compare selected magnetometers in terms of the possibility of their
use to detect vehicles when placing the sensor next to the road. An expansion board for
the RaspberryPi was designed for simultaneous measurement with all sensors. With the
created sensing device, initial tests were performed under laboratory conditions, while we
evaluated the amount of noise measured by the sensors at different configurations of the
measuring device.

The most important were the measurements made on the road with real traffic. We
performed two measurements at different distances from the road. We evaluated the
measured signals using an algorithm for vehicle detection based on signal energy. We
found the best settings of the detection algorithm parameters for each sensor. We also
investigated the possibility of vehicle detection based on the evaluation of signals from
several axes of the magnetometer.

The order of the sensors was as follows: RM3100, FXOS8700, LIS3MDL and MLX90393.
The RM3100 sensor achieved the best results in all tests. This sensor has the highest
sensitivity and the lowest intrinsic noise. These features allow the sensor to be placed
at greater distances from the road, which is very important due to the possibility of
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placing automatic traffic counters during traffic surveys. A good feature of the RM3100
is also the possibility of increasing its sensitivity at lower sampling frequency and/or a
smaller number of scanned axes. The main disadvantages of the RM3100 include its larger
dimensions and by far the highest price.

These results are only the first stage in designing a suitable sensor for the magnetic
traffic counter to be placed at the roadside.

The analysis presented in the paper will serve to the future research when the special
sensor node for traffic surveillance will be designed. With respect to the paper findings,
magnetometer RM3100 will be used as the main sensing unit for this node. According
to the SoA analysis in Section 2, it is expected that magnetometer pair spaced by the
exact distance of min. 10 cm will provide sufficient performance for accurate road vehicle
detection even in if vehicle will pass during traffic jam. For detection purposes, bandpass
filter together with local maxima detection on correlated signals from both magnetometers
should be applied. Vehicle classification will be then based on the convolutional neural
network applied to the recorded detections. For this purpose, the building of robust dataset
belongs to one of the most important tasks of our future research.
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Abstract: In this paper, an overlapping-resistant Internet of Things (IoT) solution for a Bluetooth
Low Energy (BLE)-based indoor tracking system (BLE-ITS) is presented. The BLE-ITS is a promising,
inexpensive alternative to the well-known GPS. It can be used in human traffic analysis, such as
indoor tourist facilities. Tourists or other customers are tagged by a unique MAC address assigned to
a simple and energy-saving BLE beacon emitter. Their location is determined by a distributed and
scalable network of popular Raspberry Pi microcomputers equipped with BLE and WiFi/Ethernet
modules. Only simple triggered messages in the form of login records (LRs) are sent to a server,
where the so-called path vectors (PVs) and interest profile (IPr) are set. The authors implemented the
prototype and demonstrated its usefulness in a controlled environment. As it is shown in the paper,
the solution is highly overlap-resistant and mitigates the so-called multilocation problem.

Keywords: Internet of Things; Bluetooth; indoor tracking; mobile localization

1. Introduction

Innovation in the tourism sector is linked to modern solutions such as Internet of
Things (IoT), distributed sensor networks (DSN), cloud computing, mobile communica-
tion, and machine learning [1]. Smart tourism should provide tour information and tour
guidance services before, during, and after the trip. Thus, it requires the implementation
of additional solutions to support the process of their development. Two main groups of
requirements for smart tourism solutions can be distinguished. The first group is related
to customers (visitors). They should be able to remotely plan a specific date and route of
the tour and to obtain proposed paths of seeing and basic information about expositions,
as well as weather forecasts or free parking places. Moreover, tourists want to receive
information about his/her current position, propositions for further routes, and additional
information about a given object. An appropriate tour report including the tourist’s profile
of interest and related information would also be appreciated after a finished visit.

The second group of functionalities is addressed to the management. They usually
want to monitor the number of visitors in a given period, free places for given exhibition
routes, and information about critical situations (overloads, emergencies, etc.). Some
solutions such as automated pedestrian counters make it possible to understand how
and when such facilities are being used. Unfortunately, existing solutions have many
drawbacks: they are expensive, they do not provide information either about the sequence
of visits (tracking functionality) or the individual preferences of the visitor, and they do
not deliver personalized feedback.

This article focuses on one of the basic and very useful new functionalities, which is ob-
taining reliable statistical data about the degree of interest in each specific attraction—point
of interest (POI)—both from a global and individual point of view. Gathering data about
the level of interest in individual POIs allows park managers to better adapt the tourist offer
and have more appropriate staff management. In addition, obtaining information about

Sensors 2021, 21, 329. https://doi.org/10.3390/s21020329 https://www.mdpi.com/journal/sensors
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the individual interest of a person (so-called interest profile—IPr) significantly supports
the targeting process, i.e., customizing the individual offer. For this reason, it would be
expedient to develop a solution that allows anonymous estimation of profiles of interest for
individual clients. This becomes possible thanks to the use of IoT solutions and a location
method based on Bluetooth Low Energy technology.

2. IoT/BLE-Based Positioning and Tracking Systems

The Internet of Things concept is currently one of the fastest growing ICT technologies,
which has a significant impact on and benefits science and the economy. These solutions
are based on the idea of linking everyday objects into a computer network, mainly for
the exchange, processing, and analysis of data [2]. The IoT has been functioning in global
solutions for many years, although not directly under the current name. According to the
IoT analytics report [3], the concept of the Internet of Things usually covers areas of the
so-called smart city and connected industry and building, but also appears in the areas of
smart sales or agriculture.

One of the most important components of the IoT architecture is the distributed sensor
network (DSN). In the considered case, the DSN should primarily provide information
about the customer’s location at a given time. There are many methods for locating
and tracking a person or an object. The predominant mechanisms for tracking humans
involve the use of video surveillance systems. These systems require a human operator to
monitor the CCTV images at a central location. Loss of concentration usually occurs when
fatigue sets in [4]. Vehicles and other objects are usually tracked using trackers whose
implementation is based on the Global Positioning System (GPS). These systems display
the location of a vehicle within a specified time frame. GPS, however, supports outdoor
navigation since it requires line-of-sight operation with at least three satellites [5]. Another
technique for implementing a tracking system is by using radio frequency identification
(RFID). RFID uses either passive or active tags to track objects [6]. Passive RFID tracking is
widespread in shops and libraries where tags are attached to products and are checked as
they leave the shop by passing through receivers near the doors. Active RFID is popularly
used in warehouses and locations such as airports where a larger range is needed. RFID
tracking uses ultra-low power and there is no need for line-of-sight operation. While RFID
tags are very cheap, small, and suitable for tracking objects, the sensors are considerably
more expensive and require extensive configuration and software installation [7]. RFID
signals are easily blocked by objects and other radio waves. One more method for tracking
objects is based on GSM communication technology. The GSM equipment communicates
with the GSM network through relay stations. The time at which the signals arrive, together
with the angle of arrival from at least three stations, allows location detection through
triangulation [8]. The main problem with GSM is the inaccuracy in location due to its
limited coverage in densely populated areas [9].

The global navigation satellite system (GNSS) is the dominating technology for global
positioning systems (GPSs), but since the GNSS signals are not able to penetrate buildings,
other technologies should be used for indoor positioning systems (IPS). Methods using
WiFi, ultra-wideband (UWB) [10], Zigbee [11], or visible light communication (VLC) were
proposed. WiFi is often used for coarse urban localization with accuracy of tens of meters,
but some methods for IPS were also developed [12]. The recent developments in Bluetooth
technology have created new opportunities for IPS. Especially, Bluetooth Low Energy (BLE)
supports low-cost, low-power beacons [13,14] that can be easily distributed. Moreover, BLE
is available in all recent smartphones and many other mobile devices. However, BLE-based
localization brings new challenges caused by the unique properties of BLE signals.

Indoor localization systems (ILSs) are based on measuring signals sent by transmitters.
Various techniques are used for this purpose: time of arrival (TOA), time difference of
arrival (TDOA), angle of arrival (AOA), and received signal strength indication (RSSI).
Among them, only RSSI may be applied without additional hardware for existing wireless
technologies. The most commonly used RSSI-based methods of localization are: trilatera-
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tion, fingerprinting, and triangulation. Trilateration (or multilateration) [15–17] is based
on measuring the signal strength by computing the distance between a client device and
three (or more) access points with known positions. This method is simple, but since RSSI
tends to fluctuate, the accuracy is low (about 2–4 m.). Fingerprinting is performed in two
phases. During the first step (the offline phase), for each position the RSSI from several
access points is recorded and stored in the fingerprint database. During the second step
(online tracking phase), the current RSSI is compared with the values stored in the database
and the closest match returns the position. This method provides acceptable accuracy
(0.6–1.3 m), but in case of any changes, the database has to be updated. In the case of the
triangulation method, the position is determined by measuring angles of signals received
from at least three access points.

A lot of ILSs are applying the fingerprinting method. In [18], BLE was applied in
offline training as well as online locating phases of the ILS. In this method, a Gaussian filter
is used for the preprocessing of the signals received from BLE beacons. An ILS based on
fingerprinting which uses various densities of beacons was presented in [19]. In [20], a
method reducing the effort required for creating the fingerprinting map and determining
the beacon positions was proposed. The method is based on graph-based optimization and
uses the pedestrian dead reckoning method. Based on RSSI readings collected by a user
walking in a region, the constraints for adjacent poses are generated. Then, the optimal set
of poses constructing the fingerprinting map as well as the estimated positions of beacons
is generated.

Since fingerprinting is known as not efficient due to the long-time location learning
phase, some improvements enhancing the location accuracy were proposed. A hybrid
approach based on fingerprinting and trilateration [21] uses a gradient filter for RSSI
estimation. In weighted centroid localization (WCL) [22], a weight is assigned to each
beacon for computing the distance. The weight is the inversed distance applied to a given
degree. Thus, the beacon nearest to the location has the highest weight. In [23], a method
based on fingerprinting and WCL was presented.

To achieve higher accuracy in trilateration-based methods, the inter Ring Localization
Algorithm (iRingLA) was proposed [24]. Instead of one circle representing the distance
from the beacon, in IRingLA, rings are used. The width of the ring corresponds to the RSSI
measurement error. Then, the position is estimated as the most probable position from the
intersection of at least three rings. Since the value of RSSI may depend on many factors
other than the distance between devices, in [25], a method using more parameters was
proposed. Instead of one instantaneous value for the RSSI/distance ratio, the reference
RSSI and path lost index as well as error are computed as average values from experimental
measurements of the RSSI. This way, the accuracy of 0.4 m was obtained.

Kalman-based fusion of trilateration and dead reckoning [26] enabled achieving a
position accuracy of less than one meter. Dead reckoning estimates the client position
assuming that the start position is known. The final position is estimated as a function
of the step length and the total number of steps. An accelerometer, magnetometer, and
orientation sensor are used in the localization process. A Kalman filter is used as a fusion
center to compute the final position by merging positions obtained by the two fused
methods. Another approach applying trilateration and Kalman filtering was proposed
in [27]. In this method, the channel diversity is used to mitigate the effect of fast fading and
the effect of interference during RSSI measurements. Kalman filtering is used for reducing
the error caused by wrong RSSI measurements.

An example of a BLE-based localization system for smart home power management is
given in [28]. The ILS is used for identification of the user location and power management
using mobile devices. In [29], a system based on BLE beacons and dongles was used for user
monitoring. To improve the accuracy, a machine learning algorithm was used. InLoc [30] is
a system based on beacons and smartphones, which may be used for monitoring, tracking,
guiding, emergency evacuation, and meeting planners. In [31], the Monte Carlo localization
(MCL) method was presented. MCL is a technique for indoor localization using mobile
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phones with an accelerometer, compass, and BLE beacons. Some of the recent reviews of
indoor localization systems and technologies are given in [32,33].

3. Sensor Network for Tourist Path—General Description

The preliminary concept of the system, general data structures, and some simulation
analyses were presented in our previous works [34–36]. The presented system is primarily
developed for collecting information on so-called interest profiles (activity profiles) for
people visiting various types of indoor tourist attractions, such as museums or exhibitions.
This means that for each client, a sequence of specific data denoted as a path vector (PV)
should be obtained. The PV represents which attractions were visited, in what order, and
how much interest they aroused for the visitor.

It should be noted that individual attractions (POIs—points of interest) can be located
relatively close to each other, in particular several exhibitions can be placed in one museum
room. Analysis of available indoor location methods indicates that the most advantageous
solution is the BLE technology. In the related literature, the basic parameter subject to
optimization is the position accuracy. As mentioned, positioning techniques based on BLE
can be divided into range-based method (RbM) using triangulation (trilateration), and
fingerprint-based methods (FbM) using a predefined reference fingerprint map (RFM). The
disadvantage of the RbM approach is primarily the unreliability and inadequacy of the
propagation models used in distance estimation. The location of the signal detector and the
features of the POI objects (i.e., size and electrical conductivity) have a key impact on signal
attenuation. This requires individual calibration of the propagation models to effectively
estimate the position. Such activities are tedious and time-consuming and indicate that an
RFM would be a better approach. However, in this case, the problem may be the instability
of Bluetooth emitters, which requires obtaining an RFM for each of them.

This article focuses on the most important requirement of the developed system,
which is obtaining information describing the interest profile of a particular visitor. It is
worth noticing that, due to the spatial size of the POI, typically from several to tens of
meters, the location accuracy has low importance. This means that the appearance of a
specific person near a given POI may be dichotomous. Taking into account the specificity
of distributed amusement parks, in the proposed system architecture, only one scanner
could be associated with one POI. The possibility of using multiple scanners is being
considered to improve the system’s reliability and fault tolerance; however, this solution
raises system costs. In the further part of the research, it was assumed that only one
Bluetooth signal scanner/receiver is connected to one POI. Another assumption is to locate
the signal detectors at a fixed position associated with the POI, while the visitors should
be equipped with mobile signal transmitters. In the other proposed solutions, the role of
the transmitter is often played by the client’s personal mobile device, but such a solution
threatens the anonymity of visitors. In order to ensure good privacy, it is recommended to
equip visitors with portable emitting devices such as dedicated battery-powered beacons.
In the presented solution, beacons equipped with the CSR101x series chipset (for BT 4.1) or
the CSR102x series (for BT 5.0) were proposed.

The scheme of the system is shown in Figure 1. The BLE signal detection can be
based on a popular single-board Raspberry Pi microcomputer typically equipped with
802.15.4 BLE 4.1 modules and proper 802.3 and 802.11 network interfaces. The devices
are connected to an IPv4 network capable of carrying information to the server. For the
purposes of demonstration, the role of the network may be a dedicated VLAN, separated
from the university network infrastructure. The prototype server was based on the influxDB
solution.
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Figure 1. General diagram of the sensor network for a tourist path.

Areas of the detector’s range (detection area—DA) should cover the whole POI. In
typical variants known from other similar solutions, the emitters are located in fixed points
near each attraction. This allows modifying the DA size using the Tx Power parameter
setting option. In the proposed system, the emitters are located on the mobile client
side, thus DAs will have rather comparable ranges. Meanwhile, the actual POIs in the
park may be of different sizes. This will require a different approach to determining the
parameter denoted as the interest level (IL), which represents the degree of interest in an
attraction. Initially, this value can be related to the period of time that a visitor spent near
a given attraction. Then, the key issue is to correctly recognize the moment of entry to
the DA (so-called login time in—LTin) and the moment of definitive leave from the DA
(LTout). However, this is not the only option. An alternative method of determining the IL
parameter not directly related to the LTin and LTout timestamps will also be proposed.

The basic version of the system assumes that the individual POIs are so far apart that
the corresponding DAs do not overlap. This is an assumption that may or may not be
fulfilled, despite the specificity of the tourist facilities as theme parks. A client visiting
individual attractions will leave behind a characteristic trace in the form of a so-called path
vector (PV), which is a sequence of ILs. Basing on the PVs, information about the individual
interest profile (IP) can be easily obtained. However, it should also consider situations
where two or more DAs are overlapped, i.e., emitter signals are received simultaneously by
two or more POI detectors. This is primarily a result of short proximity of attractions and
may result in acquisition of false or uncertain statistical data. In contrast to the RbM and
FbM methods, where it is a normal and desirable state, in the presented concept, it leads to
an unacceptable phenomenon of multilocation. An additional assumption of the solution
is to assign a given person to one and only attraction at a given time. The problem can only
be slightly mitigated by adjusting the power level of Tx emitters. The goal is therefore to
develop a method that can allow identifying the visitor’s position as accurately as possible.
For this reason, the development and testing of a proper data processing algorithm became
necessary. Implementation of the algorithm should take place on scanning devices (in the
SBC RPI 4B default), and the software was further called middleware.
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4. Measurement Methodology

4.1. Experimental Procedures

The development of a prototype solution was preceded by a number of localization
experiments. These experiments were divided into two phases. The main goal of the
first phase was to develop a localization algorithm and choose its parameters for assuring
the best localization consistency in a controlled laboratory environment. During this
phase, a proprietary application for the Android 7+ operating system was used. The
prototype application, called BleSkaner+, was run on smartphones. The application uses
the Bluetooth 4.0+ interface for scanning nearby Bluetooth Low Energy (BLE) devices
using a standard Android API [37]. For receiving as many beacon signals as possible, it
uses the lowest latency mode available (ScanSettings.SCAN_MODE_LOW_LATENCY).
Although the low latency mode is the most energy-consuming one, the application seems
to have minimal influence on the total device battery life. For most of the devices used
in the experiment, the BLE scan was automatically stopped by the operating system after
about 30 min. For assuring a continuous measurement, the scan process is automatically
restarted every 25 min. Research results show that the loss of signals during the restart
may be neglected. The application stores scan results in CSV files in the device’s file system.
These files may also be synchronized with an FTP server. The raw data were then analyzed
in PTC Mathcad and free statistic software PAST 3.21 [38].

First, basic tests of the reliability of the scanning process were carried out (A experi-
ment). The research included the influence of beacon interval (BI) values on basic signal
statistics. Then, the focus was on analyzing the position agreements. In the B and C
experiments, 4 POIs (areas 1–4) and one client were included in the research model. Since
the network data transmission was not fully implemented in the application, BleSkaner+
was run on the mobile side, and Bluetooth emitters (B1–B4) were stationary. Experiments
were conducted in two variants: multiroom (weak overlapping) and single room (strong
overlapping). Figure 2 shows the arrangement of POIs in the room.

Figure 2. Beacon arrangement during the first phase of the experiment: (A) scanning process reliability; (B) multiroom with
weak overlapping; (C) single room with strong overlapping.

The second phase of the experiment focused on obtaining data in an environment
similar to real-life conditions. For making it possible, a prototype sensor network was built,
where models of attractions (POIs) were included. Multimedia presentations displayed
on 17” screen notebooks were considered as attractions. Presentations were focused on
tourism and entertainment, and each was 3 to 5 min long. Initially, 12 attractions were
prepared, and 9 of them were included in the experiment. The POIs were located in the halls
of a two-story building, and they were separated by at least 10 m of distance. The precise
location of POIs is given in Table 1. Every POI was supplemented with an Android device,
which was stationary during the experiment. As previously, the BleSkaner+ application
was used for scanning mobile Bluetooth beacons carried by visitors. The collected raw data
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were processed according to the developed algorithm and supported by the middleware
software described in Section 4.3.

Table 1. 3D position of points of interest (POIs) (attractions) used in the second stage of the experi-
ment. The number of stair steps is used for the Z coordinate.

POI X [m] Y [m] Z [step]

START/FINISH 0 24 27
01 1 14 27
02 0 2 30
03 10 0 30
05 32 1 30
06 46 1 30
07 51 0 0
08 39 0 0
11 4 0 0
12 2 10 3

During the research, Bluetooth iNode tags were used as beacon emitters. These tags
use the Qualcomm® CSR1011 QFN chip and are powered by CR2032-type batteries. The
tag’s beacon interval (BI) may be freely changed in a wide range from 320 ms to 10.24 s,
and the Tx power of each tag is adjustable in a range from −18 to +8 dBm. For making sure
the results are as precise as possible, for each tag, the Tx power was set to the maximum of
+8 dB, and the BI was set to a minimal span of 0.32 s.

The model included 9 POIs and 15 different beacons. Full sequences of visiting for
32 persons were recorded. Visitors were mostly university students. One PV was not fully
registered (only two of nine attractions), probably due to the emitter malfunction. Thus, the
reliability of beacon emitters reached about 97.5%. Visiting time was in the range from 6 to
37 min, 13.5 min on average, and the median was 9 min. Average time spent for visiting
one attraction was about 60 s.

4.2. Sensor Data Processing

A prototypical sensor network should be capable of estimating the interest profile
data based on RSSI signals from BLE emitters. Due to the variability and unpredictability
of Bluetooth signal propagation conditions, individual interpretation of the received values
is required. Moreover, the radio wave interference phenomena due to the simultaneous
operation of many devices result in an asynchronous and incomplete RSSI acquisition. In
particular, many of the data packets sent by an emitter will not be correctly received and
interpreted by a receiver. Therefore, the first step was to develop and test the aggregation
and smoothing algorithm, which would compute a synchronized and smoothed waveform
from the asynchronous time series of raw RSSI values. This conversion allowed the missing
signal to be represented by a value of 0 instead of null. Additionally, as the RSSI value is
an interval variable, we decided to convert it into a ratio variable named Vout. In other
words, the input RSSI data series are smoothed and scaled to more intuitive values in the
range 0–100.

The next step is to define a decision algorithm that would qualify a moving object as
present in the DA (DA presence). As a result, it became possible to obtain information about
the object’s LTin and LTout. As the last element of the data processing, a special converter
was designed. It accepts Vout and DA presence variables as the input and converts them to
a login record whose structure was presented by the authors in [34,35]. Summarizing, the
gathered data were processed according to the developed algorithm presented in Figure 3.
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Figure 3. Smoothing-aggregation algorithm.

The variables used in the algorithm are: RSSI (in dBm), Norm(i)—scaled value for the
i-th interval, and Vout(i)—output value for the i-th interval. The algorithm parameters are:

• INT—aggregation interval for a time series;
• dump—smoothing factor (blanking), number in the range 0–1;
• RSSImin and RSSImax—cut-off thresholds for RSSI values, determined based on the

RSSI percentile distribution.

The algorithm is as follows:

1. Set INT, dump, RSSImin, RSSImax, and Vout (0) = 0.
2. For the given i-th INT interval, obtain the corresponding RSSI values.

If no RSSI, then calculate

Vout(i) = [Vout(i − 1)]·dump, (1)

otherwise, calculate the average value of the corresponding RSSI (RSSIavg), scale it to
Norm(i) by Formula (1b), and calculate the actual Vout value (1c):

Norm(i) = 100·1 − dump
dump

·
⎧⎨
⎩

0 if RSSIavg(i) < RSSImin
RSSIavg−RSSImin
RSSImax−RSSImin if RSSImin < RSSIavg(i) < RSSImax

1 if RSSIavg(i) > RSSImax
(2)

Vout(i) = [Vout(i − 1) + Norm(i)]·dump (3)

and go to the next INT (increment i).
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The process of scaling raw RSSI values essentially came down to using a look-up table
(LUT) mapping RSSI(i) values to Norm(i) values. The general linear threshold shape of the
transformation function is depicted in Figure 4.

 

Figure 4. Piece-wise linear normalizing function for received signal strength indication (RSSI) to
Norm transform.

The key issue encountered while using the LUT in working conditions was the prob-
lem of setting the right values for the RSSImin and RSSImax cut-off thresholds. The
assumption was made that the thresholds should represent certain values from the RSSI
centile distribution. This hypothesis arose from the fact that the distribution of RSSI values
usually does not have the feature of normality, which was also demonstrated by other
authors [39]. For this reason, three possible approaches were considered:

• Static approach—threshold values are constant over time and identical for each emitter–
scanner pair. This approach is the simplest to implement and the fastest in operation.
The accuracy of the results raises doubts, given that the propagation conditions, the
power of the transmitters, and the sensitivity of the receivers need not be constant.

• Dynamic approach—constant over time, but each emitter–scanner pair is assigned
an individual threshold value. This approach is simple to implement and it is the
most reliable; however, it can only be realized a posteriori, i.e., when all tourists have
finished visiting the park. The complete state of the park would be determined, e.g., at
the end of the day, which, due to the purpose of this research, turns out to be the best
solution. This approach was applied to the results of phase I and phase II experiments.

• Adaptive approach (self-learning)—the threshold values are adjusted for each emitter–
scanner pair during the scanning process. This approach allows self-correcting the
cut-off thresholds using the historical data of recorded RSSI signals, which are stored
in the form of cumulative histograms. Such histograms allow determining specific
RSSI percentiles with ease.

Another important issue was the selection of the decision threshold for the Vout value,
which was used to determine the tourist’s presence in the DA. In the basic variant, the
discrimination algorithm assumes no overlapping. In this situation, a simple decision rule
has been proposed, which tests whether the Vout signal exceeds the threshold value. The
discrimination algorithm qualifies a beacon (person) as present in the DA (detection area)
based on the value of Vout; in particular, it allows determining LTin and LTout information.

The proposed fixed threshold method performs simple discrimination with a threshold
value proportional to max (Vout) for each emitter–scanner pair. The proposed formula is
as follows:

Thresh_value = η·max(Vout) (4)

where the η coefficient is chosen experimentally.
For the phase 1 experiment data, the decision whether an object has entered or left the

DA was made when the Vout value, respectively, exceeded or dropped below the threshold
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of 20% of the maximum value. The disadvantage of this method is quite significant—it can
be properly realized only after the end of the tourist’s sightseeing.

Characteristics of the adaptive approach applied to the aggregation-smoothing algo-
rithm suggest that a constant Thresh_value may be sufficient because the Vout values are
already normalized. However, it turns out that short-term signal loss becomes a problem
because it results in unusually long intervals between two received packets. During the
experiments, it was observed that the length of a critical signal break is a period of 2 to 6 s.
RSSI values received after the critical break were called break-RSSI. In this case, due to the
qualities of the smoothing algorithm, the Vout reaches much lower maximum values. For
this reason, it becomes necessary to propose an additional correction algorithm.

Suppose that for each emitter–scanner pair, TimeBreaks stores the values of time inter-
vals between two consecutive receiving RSSI values. By default, the values of TimeBreaks
should be equal to the aggregation interval. Higher values signify disturbances in the
process of obtaining location data. They should also be accompanied by rather low RSSI
values, although for each scanner, the situation may be different. If higher TimeBreaks
values are accompanied by stronger RSSI signals, this becomes a problem because it neg-
atively affects Vout values. It can easily be observed that if the RSSI signal is registered
every N intervals, then the Vout may approach the following limit:

max(Vout) =
dump

1 − dumpN ·max(Norm) (5)

Therefore, the recommended formula for calculating the decision threshold is given
as follows:

Thresh_value = η·max(Vout)· 1 − dump
1 − dumpN (6)

The value of N can be determined adaptively based on the distribution of those
TimeBreaks values that correspond to break-RSSIs. The following formula for calculating
the N was proposed:

(a) Determine the median (med) of a subset of TimeBreaks values such that 1 s < Time-
Break < 6 s;

(b) Select the larger value from max (1, med −2).

If the signals are received frequently enough, then N = 1 and Formula (6) comes down
to (4). In critical situations when N > 1, the decision threshold value will be lowered,
compensating the potential error.

4.3. Prototype Middleware Implementation

Prototype middleware algorithms, described in the previous subsection, were im-
plemented in Python programming language. In order for the application to be able to
efficiently utilize multiple cores of RPi’s System on a Chip (up to four cores in the case of
RPi 3B+ or RPi 4), the program logic has been divided into several processes that were
designed using the consumer–producer software design pattern. The communication
between processes is carried out using synchronized FIFO (First In, First Out) queues (the
Queue class from the Python multiprocessing module).

The first process, named BLEScanner, is responsible for scanning BLE devices. RSSI
acquisition is performed using the commonly recognized bluepy library. However, during
the middleware’s development process, one shortcoming of the library’s scanner class
was discovered, and for this reason a custom scanner class derived from the default one
was implemented. BLEScanner can be configured to use bluepy’s active scanning, as well
as a passive mode. Furthermore, the scan’s timeout can be adjusted. Moreover, RSSI
measurements can be optionally filtered by MAC addresses of the scanned devices (a list
of allowed MACs can be provided).

Experiments conducted with the use of iNode tags showed that a scan timeout closely
matching the advertisement time (beacon interval, BI) of tags should be avoided because
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in such a situation, the longest signal breaks were observed (up to several seconds). Based
on the outcomes of the experiments, and because the shortest BI that can be set for iNode
tags is 0.32 s, the decision was made to use active scanning with a timeout of 200 ms. This
configuration provided the best results regarding the average number of acquired RSSI
values per MAC per second (2.65), with relatively short and rare maximum signal breaks
(1.2 s).

The second middleware process, named VoutProducer, receives raw RSSI measure-
ments from the BLEScanner and converts them to Vout using the smoothing-aggregation
algorithm described in Section 4.2:

• The aggregation interval (INT) was set to 1 s;
• The dump smoothing factor was set to 0.8 (it is configurable);
• For adjusting RSSImin and RSSImax cut-off thresholds for RSSI values, an adaptive

(self-learning) approach was implemented, which uses cumulative histograms.

In order for the self-learning algorithm to adapt the cut-off thresholds dynamically
and accurately even for the shortest tourist visits in POIs, it was decided to update the
RSSImin and RSSImax every time 10 new RSSI values accumulated in a histogram. This
computation was performed separately for each scanned BLE device because cumulative
histograms are associated with individual MACs.

The third middleware process, named LRProducer, analyzes Vout signals, determines
tourists’ presence in the DA, and converts Vout to login records. Vout values are aggregated
individually for each BLE device in intervals named time slots (TSs). By default, a TS
lasts 5 s, but its duration can be adjusted (also in real time). Time slots are synchronous—
this means that each RPi calculates login records (LRs) in the same intervals. Moreover,
LRProducer computes LRs only when the Vout signal reaches a certain threshold level
(lower signals are discarded).

Since each of the previously described processes should be able to process (consume)
some input data, as well as output (produce) some other data, to unify this behavior, an
abstract ProcessWithIOQueues class was implemented. Most middleware processes are
derived from this abstract class, which greatly simplifies the communication between them.
Moreover, this solution also provides an easy way to configure many different consumers
for data produced by a particular process, e.g., the BLEScanner can output scan data
simultaneously to the VoutProducer and to some other process that transmits raw RSSI
values to the central server, where they are saved in the InfluxDB database.

The nature of this research led to a strong need for conducting many comprehen-
sive and thorough application tests. For this reason, the software was equipped with a
sophisticated logging subsystem:

• Each process can log its own messages to a separate file;
• Root-level logging aggregates messages from all processes, sorts them by a timestamp

using a heap queue, and outputs them to a single file (it is mainly used for reporting
abnormal situations, i.e., warnings and errors);

• Messages can also be sent to syslog, which is the standard logging solution for Unix-
like operating systems.

To supplement the application with the logging capabilities described above, an
additional ProcessWithLogger class was implemented, which became the parent class for
the ProcessWithIOQueues class. To better utilize RPi’s SoC, the final stage of logging (the
interaction with the file system and syslog) is conducted in a separate process named
LoggerProcess, which communicates with other middleware processes using a dedicated
synchronized FIFO log queue.

The main application process is responsible for managing the middleware’s config-
uration, starting individual processes, and stopping them when a shutdown request is
received.
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5. Results and Discussion

5.1. Phase 1A Experiment—Reliability of the Scanning Process

Using the tools presented in Section 4, the RSSI values for the case shown in Figure 2A
were collected. The sequence of changes was (1–2–3–2–) × 10, with 30 s presence in each
area. Thus, the total scanning time was 4 × 10 × 30 s = 20 min, whereby 25% of the total
time was spent in AREAs 2 and 3 and 50% in AREA 1. The measurement was repeated for
three different BIs: 0.32 s (2690 analyzed RSSI values), 1.28 s (672 analyzed RSSI values),
and 5.12 s (180 analyzed RSSI values). Basic statistical measures were calculated, along with
the distribution of numerical data (histograms). The base for the analysis was primarily
RSSI values in the typical range: −100 to −30 dBm. Moreover, unexpected interruptions
(so-called breakTime) were taken into account. Interruption was assumed critical if its time
span was longer than ceil(3·BI).

Table 2 presents three representative parameters of a set of RSSI values: packet
processing efficiency (PPE), RSSI median, and RSSI interquartile range (IQR). PPE is
computed as a ratio of the number of received packets to the theoretical number of packets
sent by a packet emitter, resulting from the presupposed BI. Due to the observation that the
distribution of data was skewed instead of normal, median and IQR statistical measures
were used.

Table 2. Basic statistical parameters of “A” scanning experiment.

BI [s] ALL AREA1 AREA2 AREA3

PPE. [%]

0.32 71.72 82.51 45.44 76.48
1.28 72.27 78.93 53.19 78.51
5.12 77.57 87.07 61.44 75.09

Median

0.32 −73 −71 −79 −75
1.28 −73 −71 −76 −74
5.12 −72 −66 −77 −72

IQR 0.32 8 10 5 5
1.28 9 10 7 6
5.12 12 13.5 6.5 5

The PPE reliability factor reached 70% and more, which means that, e.g., for BI = 0.32 s,
~two independent signal strength measurements per second are anticipated. As expected,
the average signal strength for AREA 1 was the highest, as was the PPE. In AREAs 2 and
3, more but comparably separated, the signal strength is noticeably weaker. Particularly,
it was noticed that the signal from AREA 2 is weaker due to a metal locker placed in the
room, which reduced propagation of the signal. Different signal parameters are reflected in
the distribution (histograms) of the measurements, with a decrease in PPE from 80% to a
mere 45% and an exceptionally high rate of critically weak signals (RSSI < −80 dBm), as
shown in Figure 5.

The results show a slight improvement in the signal quality for longer beacon intervals.
This indicates that in less dynamic scenarios, the BI could be increased, not only for the
sake of energy savings, but also due to the improved reliability of the data transmission.

With respect to the breakTime, it was verified that for BI = 0.32 s, less than 2% of received
packets were preceded by critical interruptions longer than 1 s, whereby the maximum
interruption was 3 s for AREAs 1 and 3 and up to 8 se for AREA 2. For BI = 1.28, the share
of critical interruptions (>4 s) was about 4.4%, whereby the maximum interruption was 12 s
for AREAs 1 and 3 and up to 27 s for AREA 2. For BI = 5.12 s, no maximum interruption
was longer than 20 s, whereby about 3.3% lasted longer than 15 s.
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Figure 5. Statistical parameters of Bluetooth Low Energy (BLE) signals for different values of the beacon interval.

5.2. Phase 1B Experiment—Position Agreement Test for Multiroom Weak Overlapping Case

In this part of the experiments, the RSSI values for the case shown in Figure 2B were
recorded. The sequence of changes was (1–2–3–4–3–2–) × 5, with 30 s presence in each
area. Thus, the total scanning time was 5 × 6 × 30 s = 15 min, whereby ~16.7% of the total
time was spent in AREAs 1 and 4 and ~33.3% in AREAs 2 and 3.

Figure 6 shows the processed time series. The values INT = 1 s and dump = 0.65 were
adopted, while RSSImin and RSSImax were estimated from the percentile distribution of
RSSI values for levels 0.4 and 0.95, respectively.

Figure 6. Processed Vout time series.

Next, the processed data were classified according to the “Winner Takes All” (WTA)
principle. This means that the classification was based only on the highest Vout value
criterion. An additional condition was introduced—the ratio of the highest Vout value to
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the second one must exceed the given threshold h. Otherwise, the algorithm will return 0,
indicating that the person is outside of any DA. The algorithm is as follows:

1. For a given aggregation interval INT, create a so-called fingerprint vector (FV) con-
taining the corresponding Vout values;

2. Sort the FV in descending order -> FVsort;
3. Check if (FVsort [0] < Thresh_value) or (FVsort[0]/FVsort[1] < h):

if the condition is true, then positions [INT] = 0;
otherwise, positions [INT] = index + 1, where the index should satisfy formula: FV
[index] = FVsort [0].

The result of the algorithm is a time-dependent relationship representing the belonging
of a given person to a particular DA. This time series has been named the decision function
(DF). It is assumed below that individual POIs are identified by natural numbers from 1,
whereas 0 denotes a position outside of any DA. The results are shown in Figure 7. The h
value was assumed to be 1.

Figure 7. Graph showing the real position (solid line) vs. the estimated decision function (DF—dashed line) determined in
phase 1B experiments using the proposed algorithms.

In order to objectively estimate the accuracy of the positioning, the following numerical
measures were proposed:

• Position agreement (PA)—percentage of compliance of relevant values in real position
and DF time series;

• Visit period error (VP error)—the relative difference between the real and estimated
time spent in the area.

The highest PA, ~96.1%, was obtained for dump = 0.65 and low_perc = 0.4. As
expected in the extreme positions (Area 1 and Area 4), the PA is greater, in the order of
98–99%. In addition, a location error often occurs during crossing area boundaries, which
is a normal and acceptable situation. The VP error for individual positions was 2.7% for
AREA1, 0.7% for AREA2, 3.7% for AREA3, and 3.3% for AREA4, and the total average
error was ~ 2.4%.

5.3. Phase 1C Experiment—Position Agreement Test for Single Room Strong Overlaping Case

In this phase, the RSSI values for the case shown in Figure 2C were recorded. The
sequence of changes was (1–2–3–4–) × 6, with 30 s presence in each area. Thus, the total
scanning time was 4 × 6 × 30 s = 12 min, whereby ~25% of the total time was spent
in AREAs 1–4. In addition, the experiment was carried out in two variants: the more
favorable—back to the room, facing the emitter (best case), and the less favorable—front
facing the room, back to the emitter (worst case). This is due to the fact that the beacon
emitter was placed in the form of a necklace, located at the front at the level of the chest. It
was to be expected that the propagation conditions along the emitter–scanner path would
be different, mainly due to the wave absorption by the human body. This way, the effect of
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either the translational or rotational position was studied. Similarly, to experiment B, the
position agreement was determined—Figure 8.

Figure 8. Graph showing the real position (solid line) vs. estimated decision function (DF) (dashed line) determined in
phase 1C experiments using the proposed algorithms.

Despite the relatively close location of the emitters and strong overlapping, the best-
case variant achieved the PA value at 97.9%. However, in the worst-case variant, as
expected, the compliance was unacceptably low and estimated to a maximum of ~ 73%.
The average RSSI values recorded from the emitter, appropriate for a given position in
individual positions for best-case and worst-case scenarios, were also compared. The
differences were from 4 to even 10 dBm, depending on a particular location. This points
to the unreliability of FRM-based localization methods, suggesting the need for a higher
number of detectors.

5.4. Discriminant Analysis vs. WTA Approach

An effective way of assessing the ability to discriminate profiles is to perform a linear
discriminant analysis (LDA). The objective of the LDA is to estimate discriminant functions
that are a linear combination of independent variables that will discriminate between the
categories of the dependent variable in the most effective manner. It also evaluates the
accuracy of the classification. In the considered case, the canonical variate analysis (CVA)
method was used [38]. Results for phase 1C experiments are presented in Figure 9.

147



Sensors 2021, 21, 329

Figure 9. Linear discriminant analysis using the CVA method for worst-case and best-case variants of phase 1C experiments
(confusion matrices included).

The number of samples in the considered case was 720 and corresponded to the
signal measurements for every second from four scanners. The classes correspond to four
locations (scanners) and there should be 180 observations in each of them. As shown in the
inset table in Figure 9, the number of classified samples presented in a diagonal position
for each class slightly differs from 180.

In the best-case scenario, the discriminatory effectiveness of the CVA method and
the method based on the WTA criterion was similar. On the other hand, in the worst-case
scenario, the discriminatory effectiveness was theoretically improved from around 73%
to around 80%, which unfortunately is still low. This means that when all four values are
taken into account during the discrimination analysis, the system’s locational capability
can only improve slightly. Moreover, the conducted experiments led to an interesting
observation. People who were close to an attraction, but were facing the opposite direction,
were more often qualified as absent (position 0). This may have a positive impact on the
resulting statistics of interest profile measurements.

5.5. Phase 2 Experiment—Results

During the experiment, a total of 96,502 packets were analyzed, with an average of
715 per minute. Only one emitter out of 32 was temporarily inactive (for seven out of
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nine POIs). The reliability level has been estimated at 97.5%, which is acceptable from a
practical point of view. Median value of beacons registered for one client for one POI was
182, interquartile range: (IQ: 97—356). On average, the system processed approximately
three beacons/s, which is a similar value to the number of beacons sent by one emitter.
An important element of the solution developed in phase 2 (middleware) is the Vout and
DA presence converter to record login, as conversion to an LR is an important element
of the IoT architecture. A login record is a structured unit of information, representing
one event, i.e., the presence of an emitter (tourist) in a given DA (attraction). During the
experiment, a total of 1093 LRs were registered, i.e., on average ~ 34 per visitor. About
52% of LRs had a time shorter than 5 s. On the other hand, the number of LRs with a VT
of 10 s or more was 379 (~ 12 per visitor). In further analysis, only LRs with a time of 5 s
or longer were accepted. The average number of accepted LRs generated by one scanner
was 1.44 per minute, where for visitors who devoted more than 1 minute to one attraction
(11 people known as long-term visitors), this parameter was 1.2 per minute, while for the
other visitors (21 people known as short-term visitors), this parameter was 1.57 per minute.
It can be assumed that in a situation where ~20 people would be present at the same time
in the DA, the related scanner will generate an average of ~ 30 LRs per minute, which
should enable their smooth transfer to the central server even when using low-bandwidth
technology such as LoRaWAN.

An example of the Vout time series for one of the visitors is shown in Figure 10. There
is a clear signal overlap which leads to the problem of multilocation.

 

Figure 10. Vout time series for a representative visitor.

The overlapping factor has been introduced as the ratio of the overlap time to the
total visiting time. This coefficient was determined for each visitor independently, in two
variants:

• Vout overlapping (Voverlap)—a situation where the Vout value is nonzero for at least
two scanners simultaneously. It is an indicator of the physical signal overlap;

• LR overlapping (LRoverlap)—a situation where the time intervals of two or more LRs
collide with each other, interpreted as an unacceptable multilocation situation (being
simultaneously in two or more DAs).

First of all, it is advised to minimize LRoverlap equal to 0, while Voverlap can be
greater than 0. Note that in the absence of the proposed analytical solutions, the LRoverlap
value is equal to Voverlap. The average value of the Voverlap coefficient for 32 PVs was
approximately 68% (mean = 0.6826, stdev = 0.1632). This means that only in ~ 32% of
the visit time would the location be unambiguous. Moreover, the degree of multilocation
for Voverlap was found to be 3 to 7 (i.e., in some cases, a maximum of seven scanners

149



Sensors 2021, 21, 329

simultaneously generated a nonzero Vout signal). Such low efficiency is unacceptable from
a practical point of view.

Thanks to the implementation of middleware algorithms, the average LRoverlap value
was clearly lower: average ~ 0.1455, stdev = 0.0595, max 0.375. This means that, on average,
the visitor’s location is practically undefined due to multilocation only for ~1/7 of the
visiting time. Furthermore, the degree of multilocation was not greater than 3.

The research also suggests that the value of the overlapping factor depends on the
time of the visit. The average Voverlap values turned out to be slightly lower (~0.6) for
long-time visitors compared to short-time visitors (~0.72); however, the differences are at
the border of statistical significance (t-test for CI = 0.95, p ~ 5.9%). A stronger difference
was observed for LRoverlap, where 0.115 vs. 0.161 values were estimated, respectively.

5.6. IoT Architecture vs. LR Overlapping

As mentioned above, a login record (LR) is a structured unit of information repre-
senting the event characterized by the presence of a particular emitter (tourist) in a given
DA (attraction). The Vout to LR conversion performed by the scanner is optional, as it
is possible to send Vout data directly to the central server. However, sending just login
records can significantly reduce the amount of information being transmitted. In the basic
version of the system, it is required to send one information frame per second per MAC.
Meanwhile, the conducted experiments demonstrated that the average number of informa-
tion frames sent by a scanner can be as low as 1.5 frames per minute per MAC, which is
about 40 times less than the theoretical number. This observation makes the idea of using
dedicated network technologies such as LoRaWAN very plausible.

Each login record contains the following information:

• POI (point of interest, attraction) identifier;
• Beacon (tourist) identifier (MAC, beaconId, etc.);
• The moment in time of entering the DA (LTin, short for login time in);
• Visit time (VP, short for visit period) or equivalent information about the moment at

the time of leaving the DA (LTout, short for login time out), where VP = LTout-LTin+1;
• Additionally, the level of tourist interest in the attraction (IL, short for interest level).

The value of the IL parameter is calculated as the Vout cumulative value in a period
of time determined by the LTin and LTout timestamps. To be more precise, this calculation
requires knowledge of the discriminant function corresponding to the Vout values, and
then the whole formula can be written as follows:

IL(POI) =
∫ TOUT

TIN

Vout(t)·[DF(t) = POI_Id]·dt (7)

It should be noted that IL can also be represented as information about the average
signal strength. However, the original representation as cumulative signal strength allows
a simple aggregation of LRs in a situation when a particular tourist has visited a given DA
several times.

Login records can be synchronous or asynchronous. Synchronous LRs are calculated
in specific moments in time, e.g., once every 5 s, 10 s, or 30 s. Additionally, an LR will not
be sent by the scanner if the Vout value is below the decision threshold level, which makes
it easier to tackle the problem of overlapping. Asynchronous LRs are sent the moment
the LTin and LTout parameters have been determined—this approach was used during
the research stage. However, with asynchronous LRs, there is always a risk of system
starvation when the VP is very long. In such a situation, it is recommended to segment the
LRs into shorter fragments (periodic LRs).

In the context of the topics discussed so far, a certain issue of great practical significance
emerges—the problem of multilocation. The simplest solution to the overlapping problem
involves comparing the value of Vout signals and choosing the strongest one at any moment
in time. Based on this information, a decision about the tourist current location should
be made, as was done during the phase 1 experiments. However, it requires a centralized
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approach which necessitates sending raw RSSI data, or at least Vout values, to the server
where the decision will be determined. This solution reduces beacon scanners to the role of
signal retransmitters and is not conformable to the concept of edge computing and IoT.

The IoT approach assumes that the server receives data only in the form of LRs, i.e.,
without the Vout values. Despite that, the authors devised a solution to the overlapping
problem. As a comparative criterion, a simple parameter was proposed, calculated as the
ratio of IL to VP, representing the average value of Vout. The analysis of data acquired
during the experiment allowed comparing both methods and assessing the consistency of
the results produced by the IoT approach with the results computed by the theoretically
more effective centralized approach. The average effectiveness of the IoT approach (IoT
agree) compared to the central one was about 96.7 ± 1.8%. For long-term visitors, the
effectiveness was even higher—about 98 ± 1%. This means that the decisions made only
on the basis of LRs data are almost identical to those determined with the centralized
approach. Detail information for all 32 visitors is presented in Table 3.

Table 3. Voverlap vs. LRoverlap values for observed visitors—details.

Client_Id

Total
Visit
Time
[min]

Scanned Beacons
/min

Number
of LRs

LR
Density [LR/min]

Vout
Overlap

[%]

MaxOverlap
for

Vout
LR oVerlapping [%]

IoT_Agree
[%]

C01 10 270.5 11 1.10 74.33 5 12.00 97.33
C02 9 243.1 12 1.33 72.22 4 14.81 95.19
C03 12 192.6 18 1.50 81.25 5 15.97 97.36
C04 8 323.1 10 1.25 92.08 5 15.83 96.25
C05 9 53.9 17 1.89 33.89 3 14.26 99.63
C06 7 214.4 9 1.29 72.86 4 14.76 96.19
C07 8 172.8 11 1.38 53.96 5 13.33 97.71
C08 7 207.3 11 1.57 65.24 5 14.76 94.29
C09 8 205.1 14 1.75 73.75 5 13.75 97.50
C10 6 227.3 11 1.83 77.50 4 17.50 94.72
C11 9 291.2 13 1.44 81.85 7 21.67 96.30
C12 8 222.4 15 1.88 71.04 6 17.92 93.75
C13 8 174.1 13 1.63 76.67 5 13.33 95.83
C14 8 259.1 10 1.25 78.33 5 14.38 95.63
C15 8 228.1 13 1.63 68.54 5 11.04 97.08
C16 25 264.4 23 0.92 77.67 5 9.87 97.87
C17 30 235.3 28 0.93 52.44 5 10.89 98.61
C18 12 234.0 32 2.67 80.69 6 37.50 90.83
C19 8 294.1 15 1.88 79.79 5 18.33 95.42
C20 8 237.1 11 1.38 79.58 4 15.42 95.21
C21 7 163.1 14 2.00 48.57 3 20.48 96.43
C22 8 234.6 11 1.38 77.92 4 12.92 97.29
C23 13 186.8 24 1.85 72.14 3 23.33 97.18
C24 18 232.1 32 1.78 65.93 5 18.61 95.65
C25 31 257.7 21 0.68 58.76 4 7.47 99.14
C26 37 75.4 60 1.62 27.03 3 13.15 97.57
C27 15 200.4 17 1.13 76.67 5 11.11 97.22
C28 15 217.5 20 1.33 64.11 5 9.00 98.44
C29 14 167.4 13 0.93 28.45 4 3.57 98.69
C30 12 257.4 12 1.00 75.69 5 9.03 97.22
C31 28 318.9 25 0.89 92.08 5 9.64 98.99
C32 25 315.0 29 1.16 53.13 6 9.93 98.27

The basic innovation of the described solution concerns transferring a significant
part of the decision-making process from the central server to intermediate devices—
IoT gateways, built on the basis of SBCs (Single Board Computers). In the proposed
solution, a set of special packets called LRs is sent instead raw packets. The most visible
advantage concerns increasing the involvement of intermediary scanning units in the
location detection process, limiting data transfer to the most important ones (see scanned
beacons/min vs. LR density/min in Table 3), relieving the central server and database,
and making the architecture more flexible. At the same time, as shown in the IoT_agree
parameter in Table 3, the level of localization accuracy is only from ~1 to ~5% worse than
in traditional, centralized solutions. It should also be noted that the IoT approach in its
current state does not require communication between RPis. This makes the proposed
solution less complex and, at the same time, satisfactorily effective.
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6. Conclusions

This article presents the concept and pilot implementation of an indoor tracking
system, whose main purpose is acquiring relevant information about the behavior of
visitors. The concept of this work was to create a tourist service system, but it may be
more widely used. The precise position of a person is not so important in this case (unlike
in GPS-like systems), but rather the interest level of a person for each POI is, which is
represented by an integrated value of a properly scaled RSSI rather than the duration of the
visit. Such an approach makes the process of acquiring the most important data concerning
a visit easier. The problem, however, is the strong overlapping of signals, especially in the
case of short proximity to other POIs. This leads to the multilocation problem, which makes
neither the proper recognition of a path nor computing the correct values of the interest
level parameter possible. In the paper, a solution to this problem was proposed, where
properly prepared signals in individual time windows are compared and the WTA (Winner
Takes All) principle is applied. Conducted experiments show that such an approach gives
satisfactory results.

Currently, the proposed system is run as a distributed sensory network built on the
basis of popular Raspberry Pi 4B SBCs. Raw RSSI data are retrieved with the help of the
widely known bluepy library and then it can be processed using the middleware presented
in this article. It is intended that the output in the form of integrated LR packets is delivered
to the InfluxDB database system, dedicated to retrieving and processing time series. In the
centralized system, decisions concerning the identification of location and computing IL
parameters for each POI are taken. Further plans include creating software for collecting ILs
sequences (so-called behavior vector) and their statistical analysis. It is worth mentioning
that the architecture of the proposed solution allows for integration of the system with
alternative solutions using, e.g., tracking with the use of GPS technology.
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Abstract: The growing demand for extensive and reliable structural health monitoring resulted in
the development of advanced optical sensing systems (OSS) that in conjunction with wireless optical
networks (WON) are capable of extending the reach of optical sensing to places where fibre provision
is not feasible. To support this effort, the paper proposes a new type of a variable weight code called
multiweight zero cross-correlation (MW-ZCC) code for its application in wireless optical networks
based optical code division multiple access (WON-OCDMA). The code provides improved quality
of service (QoS) and better support for simultaneous transmission of video surveillance, comms
and sensor data by reducing the impact of multiple access interference (MAI). The MW-ZCC code’s
power of two code-weight properties provide enhanced support for the needed service differentiation
provisioning. The performance of this novel code has been studied by simulations. This investigation
revealed that for a minimum allowable bit error rate of 10−3, 10−9 and 10−12 when supporting
triple-play services (sensing, datacomms and video surveillance, respectively), the proposed WON-
OCDMA using MW-ZCC codes could support up to 32 simultaneous services over transmission
distances up to 32 km in the presence of moderate atmospheric turbulence.

Keywords: optical sensors; vibration sensing; quality of service differentiation; wireless optical
networks; free space optics; multiwavelength laser; optical code division multiple access (OCDMA)

1. Introduction

Optical sensors have found their application in structural health monitoring (SHM)
thanks to their small size, high accuracy and immunity to electromagnetic noise [1]. The use
of optical multiplexing techniques has advanced the capacity, capabilities and performance
of sensor networks in terms of the number of sensing points while lowering system
complexity and cost [2]. Optical fibres that carry sensor signals have also been used
as sensing elements themselves. The successful application of optical sensing in the
construction industry has been reported for different monitoring purposes including gas
leakage [3], temperature [4], strain [5], structure vibration [6], reinforced concrete beams [7]
and building cladding systems [8].

It is essential to monitor civil structures to appraise the structural condition to be
able to predict the internal damages at an early stage [9,10]. Several fibre-optic methods
and tools have been developed for vibration monitoring. In 2001, a fibre Bragg gratings
(FBG) coupled with a broadband light source were exploited to detect vibrations based
on the light intensity modulation produced by vibrating FBG [11]. The feasibility of a
fully distributed vibration sensing was evaluated based on a fibre diversity detection
sensor [12]. An intensity-modulated fibre-optic accelerometer was also developed for
vibration monitoring of wind turbine blades [13].
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Collecting and transporting data from optical sensors for their processing is the role
of the optical sensor network (OSN). Optical multiplexing techniques including time
and wavelength division multiplexing [14] and optical code division multiple access
(OCDMA) have been adopted to connect distributed sensing points [15]. In wavelength
division multiplexing, each sensor is assigned a single wavelength from the source optical
spectrum [16]. Time division multiplexing dedicates different time slots to individual
sensors. For OCDMA sensor networks both, synchronous and asynchronous architectures
have been proposed [17] with focus on exploring different coding techniques. For example,
a spectral amplitude coding (SAC) offers a reasonable multiple access interference (MAI)
cancellation, simplicity of implementation [18] and the ability to support a differentiated
quality of service (QoS) by varying code-weight [19]. Using the variable-weight SAC (VW-
SAC) coding an efficient OCDMA communication system for supporting the vibration
sensing of unequally distributed points has been proposed [6].

Most research has focused on equally distributed sensor points, where the received op-
tical power (ROP) by each sensor should be similar. However, in SHM, most structures are
distributed with different distances, and therefore it is not possible to set up an equidistant
sensor network. This leads to a near-far problem. It should be noted that the use of optical
amplifiers to compensate for losses is possible but increases the system noise as well as the
cost of the network. To resolve this problem and support the vibration sensing of unequally
distributed points, an SAC-OCDMA system was developed and proposed [20]. Similarly,
for the VW-SAC system, different code families [18,19,21,22] and detection techniques [23]
have been proposed. A successful experimental proof of concept for its use in optical
communication has been already reported [24].

Optical fibres have a large bandwidth. This provides a temptation to extend the
already existing fibre infrastructure to support SHM. However, it might not be the most
cost-effective to install optical fibre for monitoring hard-to-reach places. Wireless optical
networks (WON) are an elegant solution where the implementation of fibre is impractical
or not cost-effective [25]. The integration of OCDMA and WON systems can provide the
desired solution [26,27]. Wireless OCDMA systems have already been deployed to support
healthcare monitoring applications [28]. However, the majority of developed OCDMA
codes have too high cross-correlation thus not suitable for WON and SHM applications.
Inspired by ZCC [29] and MDW [30], this paper proposes a Multi-Weight-Zero Cross-
Correlation (MW-ZCC) code for use in WON-OCDMA systems that is capable of carrying
simultaneously SHM, including video surveillance data.

The paper is organised as follows. Section 2 describes the MW-ZCC code construction,
Section 3 the architecture of WON-OCDMA for a sensor system and explains the code
detection and design. Section 4 focuses on the main results, and Section 5 presents analytical
results; this is followed by Sections 6 and 7.

2. Code Construction

The novel MW-ZCC code for SAC-OCDMA system is matrix-based, and its construc-
tion follows a series of simple steps described below.

Step 1: The code is based on an X × N matrix where a number of lines N represents
a number of codes (i.e., users or sensors · · · ) and a number of columns N represents a
number of chips, respectively. Thus the base matrix produces X code sequences with code
length N. The cornerstone of each matrix is a matrix, H0 where:

H0 =

[
0 1 1
1 0 0

]
(1)

This matrix is utilised for increasing the number of users and weights using a simple
replacement technique.
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Step 2: A new matrix Hj can be generated from the existing H(j−1) matrix using a
replacement technique as follows:

Hj =

[
0 H(j−1) H(j−1)

H(j−1) 0 0

]
(2)

Step 3: When the replacement (H(j−1)) is done, there will be blank spaces in the newly
generated matrix Hj which are filled in by a series of ‘0’s according to the matrix size;
therefore, all the created matrices are symmetrical.

For example, in the earlier substitution, R = 1, we have:

Hj =

[
0 H0 H0

H0 0 0

]

=

⎡
⎢⎢⎣

0 0 0 0 1 1 0 1 1
0 0 0 1 0 0 1 0 0
0 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0

⎤
⎥⎥⎦

(3)

Step 4: To generate higher code weights and users, another replacement is required.
Now we use R = 2:

Hj =

[
0 H1 H1

H1 0 0

]

=

⎡
⎢⎢⎣

0 0 0 0 H0 H0 0 H0 H0
0 0 0 H0 0 0 H0 0 0
0 H0 H0 0 0 0 0 0 0

H0 0 0 0 0 0 0 0 0

⎤
⎥⎥⎦

(4)

If W is the code weight, X is the number of codewords (i.e., the number of users), and
N will be the length of the constructed code. The described code generation procedure
produces multiple weight codes all with code-weights of power of 2:

Wi = 2i 0 ≤ i ≤ R + 1 (5)

The highest achievable code-weight, Wmax for the proposed code is, therefore, 2R + 1.
From this, the number of the required replacement, R can be calculated:

R = Log2Wmax − 1 (6)

Similarly, a number of the generated codes (signature), X (i.e., users) is obtained by
2R + 1, and the code length can be calculated as N = 3R+1.

Step 5: To achieve code-weights increments without increasing the number of users,
the matrix can simply be multiplied horizontally. For example, a double code weight and
double code length can be achieved as

W ′
i = 2Wi (7)

and
N′

i = 2N (8)

Step 6: If it is only desired to increase the number of users without the code-weight
increase, the mapping technique is applied to double the number of users.

In Equation (9) matrix H′ illustrates the increment of the code-weight while in
Equation (10), matrix Ĥ denotes the increase in the number of users, as was explained in
steps 5 and 6 respectively. Here, the the code-weight which were initially 4, 2 and 1 had
been increased to 8, 4 and 2 while the number of users has been maintained as 4:
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H′ =⎡
⎢⎢⎣

0 0 0 0 1 1 0 1 1 0 0 0 0 1 1 0 1 1
0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 1 0 0
0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

⎤
⎥⎥⎦ (9)

Ĥ =⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 1 1 0 1 1
0 0 0 1 0 0 1 0 0
0 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0

0 0 0 0 1 1 0 1 1
0 0 0 1 0 0 1 0 0
0 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10)

All empty spaces are filled by “0”s. Thus, the number of users has increased from four
to eight while the number of code-weight is maintained as four. The total length of the
resulting code, NT after the mapping is dependent on the number of mapping, M, and can
be attained by NT = M × N, where N is the length of the matrix before mapping. M can
be attained by XT/W. Here XT is the total number of users.

3. System Description

Figure 1 illustrates the layout of the combined OCDMA and WON system. The
OCDMA utilises a multiwavelength laser source based on [31]. This multiwavelength
laser generates 90 wavelengths λ1 to λM spectrally separated by 20 GHz into so-called
wavelength chips. Set of k wavelength is then distributed towards V video surveillance
transmitters while a set of p wavelengths is distributed towards B transmitters used for
structural vibration sensing. Note V × k + B × p = M were the number of generated
wavelength by the laser.

Video surveillance data from each transmitter are carried by a dedicated MW-ZCC
code with a code weight of k. Each code uses the assigned subset of wavelengths i to (i + k)
from a dedicated k × 1 array waveguide grating (AWG). A Mach-Zehnder modulator that
follows performs NRZ on-off keying modulation of the Video surveillance signal on the
code. Finally, signals from all video transmitters are combined by a (V + B)× 1 power
coupler and send for optical amplification before being broadcasted into free space towards
the receiver. On a reception side, a 1 × (V + B) power coupler sends a copy of the received
spectrum to each decoder. The code detection is handled by fibre Bragg gratings (FBGs).
Decoded data are sent to a user photodetector (PIN) for optical to electrical conversion.
Finally, data are analysed. In this experiment, a bit error rate (BER) analyser is used to
assess the quality of received signals in order to evaluate the system performance.

For vibration sensing, a set of B (p × 1) AWGs is used to form a unique code with
the code-weight of p at each vibration sensing point. (see Figure 1). There, a collimator
mounted on the sensing box works as a code modulator to imprint the vibrations. In
conducted simulations, a Mach-Zehnder modulator has been utilised to imitate the detri-
mental behaviour of the collimator used in vibration sensors. Three different frequencies
of 70, 140 and 210 MHz were used to represent low, medium and high vibration, which are
adopted from previous experimental research [6]. In the real world, the vibration intensity
is not the discrete number; its range depends on the physical nature of the monitored
structure and variations of the quiver. Before broadcasting, data from all vibration sensors
are sent to an (V + B)× 1 power coupler followed by an optical amplifier. On the receiving
side, FBGs are used to filter out the individual codes. The decoded codes carrying vibration
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data are then converted into electrical domain by PIN photodetectors and sent for analyses;
this experiment uses an oscilloscope with fast Fourier transform module.

Figure 1. Diagram of WON-OCDMA hybrid system for video surveillance and vibration sensing monitoring.

4. Simulation Results

During the simulation, it was assumed there are four communication data channels
coexisting with two video surveillance transmitters and two sensing points transmitters.
Based on the MW-ZCC codes, code-weights of 4, 2, and 1 were assigned for video, data
and sensing services, respectively. Used codes and associated wavelength code carriers are
presented in Figure 2. The system performance was simulated using OptiSystem version
12 software, and default values were used for the optical and electrical components.

Figure 2. Codes composition for the proposed WON-OCDMA system for video surveillance, data and vibration services.

Three different vibration frequencies (see Table 1) monitored by two sensor nodes
N1 and N2 were used to demonstrate the performance of the proposed system shown in
Figure 1.
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Table 1. Vibration frequencies monitored by nodes N1 and N2.

Node Exp1 Exp2 Exp3

N1 70 MHz 0 MHz 210 MHz
N2 0 MHz 210 MHz 140 MHz

The bit rate for data and video services was set to 1.25 Gbps to follow the ANSI T1.105
standard of OC-24. The lasers power for each wavelength chip was set to 0 dBm. The
bandwidth for AWGs at the vibration sensing points and FBGs at the monitoring side
was considered as 50 GHz. The Mach-Zehnder modulator extinction ratio was 30 dB, and
the noise figure for the optical amplifier was 4 dB. The WON transmitter and receiver
aperture diameter were set to 5 and 20 cm, respectively. The PIN photodetectors were used
with responsivity was 1 A/W and thermal noise of 10−22 W/Hz. In the WON channel,
the assumed attenuation was set constant at 4 dB/km. The performance of the system
was evaluated for WON affected by moderate turbulence (case when atmosphere index
refraction structure is 10−14 m−2/3 [32]). The received power from sensing nodes N1 and
N2 in Experiments 1 to 3 is shown in Figure 3a–c, respectively. The plotted RF signals are
photodetector responses to received optical signals from two vibrations sensing nodes after
2 km transmission in WON under medium turbulence. Data represent weak, medium
and high-level vibrations with frequencies of 68.1, 140.4 and 208.2 MHz, respectively.
Figure 3a,b are related to scenarios in which only one sensor is affected by vibrations,
while in Figure 3c both sensors are simultaneously affected (i.e., modulated). In all three
scenarios, video data transmissions were active. By comparing those three plots, it can be
seen that the signals from other sensors and video surveillance data have a negligible effect
on the quality of retrieved signal for individual vibration sensors.

(a) (b)

(c)

Figure 3. RF signal received from nodes N1 and N2 in experiments 1–3 (a–c) indicated in Table 1.
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Example of SNR of the signal s from a sensing node N2 under conditions depicted in
Figure 3c received over WON as a function of transmission distance is shown in Figure 4.
The green line is the detectability limit. Maintaining an SNR of 15 dB, which is considered
as the minimum recoverable value [6].

Example of received vibration signal (210 MHz and 140 MHz) from two sensing nodes
N1 and N2, respectively after 3.2 km transmitted in WON with moderate turbulence is
depicted in Figure 5. The eye diagrams for the worst-case scenario data and surveillance
video are shown in Figure 6. After 3.2 km transmission, the BER values for data and
video are 10−9 and 10−13, respectively. The signals from the vibration sensing were also
retrievable at this distance with SNR of 15.4 and 16.1 dB for node N1 and N2, respectively.

Figure 4. Example of SNR of the received signal from sensing none N2 as a function of transmission
distance. The green line is the detectability limit.

Figure 5. Example of received RF signal from sensing nodes N1 and N2 after 3.2 km transmitted in
WON with moderate turbulence.
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(a) (b)

Figure 6. Eye diagram of signals related to (a) data service and (b) video surveillance data after 3.2 km propagation
in atmosphere.

5. Theoretical Analysis

To analyse the results obtained, we assume each sensing point acts as a data transmitter
operating at the same data rate and using OOK modulation. This analysis aims to provide
a lower bound of the system capacity.

The SNR of a consecutive fibre optic communication system is attained as [23]:

SNR =
〈I〉2

〈I2〉 =
I2
b

i2nb
(11)

where i2nb is the power of noise sources that exist in the photocurrent and Ib is the mean
acquired photocurrent at the receiver. It can be determined as:

Ib = RbWhPr (12)

where Pr is the achieved optical power per wavelength, R is the photodiode responsivity,
b is a bit value and is equal to 1, and where the specified subscriber transmit bit “1”,
elsewhere it is zero. Wh is the count of wavelengths for the users in group h which are
retrieved by the photodetector. Their values depend on the detection technique and the
coding technique. For complementary subtraction Wh = W because all frequencies of the
users are received by the photodetector. Nevertheless, in the direct decoding, that is the
technique used for decoding the MW-ZCC, the Wh figure is reliant on the used coding
technique. For example, Wh is equal to 1 when the utilised code has a modified quadratic
congruence, 2 for MDW code and W for ZCC.

In addition, parameter i2nb represents the variance of the total noise power, and for the
SAC-OCDMA set-up which employs a multiwavelength laser, it is attained by [33,34]:

i2nb = i2RINb + i2shb + i2th (13)
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where i2RINb, i2th and i2shb are the variance of the noises incidental to the relative intensity
noise (RIN), thermal noise and shot noise. i2shb is expressed as:

i2shb = 2EbWhPrBe (14)

Be denotes the electrical bandwidth, where E represents the electron’s charge. With the
assumption that the number of disturbing signal transmitting bit “1” at every wavelength
for all the users are the same, the mean value for x is:

x =
W2

h (K − 1)
2N

(15)

Since RIN occurs at the transmitter and all other interfering users cause crosstalk with
the desired user signal, it is concluded that Wh = W and

i2RINb = RIN(bWPr + xPc)
2Be (16)

where RIN is the noise factor. The thermal noise can be achieved by:

i2th =
4KBTBe

RL
(17)

where T is temperature, KB is the Boltzmann constant, and RL is the load resistor. Then the
power variance of the total noise is calculated as:

i2n = i2RIN + i2sh + i2th (18)

To obtain the SNR, considering that the probability of sending bit ‘1’ by every user is
1/2, then the RIN, as well as the shot noise, must be divided by 2. Therefore, the total SNR
can be achieved by:

SNR =
R2W2

h P2|r
RIN

2 (WPr)2Be + EWhPrBe +
4KBTBe

RL

(19)

where Pr in a SAC-CDMA operating in WON is obtained as:

Pr =
PtD2e−ΩL

N(θL)2 (20)

Here, Pt is the total sent power into the free space medium, D is the diameter of
the utilised receiver aperture, N denotes the code length, Ω represents the attenuation
coefficient, L is the total length of WON medium, and the θ is the beam divergence. To
achieve BER as the system performance parameter, the air turbulence effect should be taken
into account. The intensity of the turbulences is measured by a Rytov variance, which is
attained by:

σ2
R = 1.23C2

nK7/6
ownL11/6 (21)

here C2
n is the refractive index structure coefficient and Kown = 2π/λ is the optical

wave number.
The system behaviour and reliability are denoted by the probability density function

(PDF) of the randomly fading irradiance. Utilising Gamma − Gamma distribution, the pdf
of the terms of normalised irradiance I is given by [35]

PG(I) =
2(αβ)

(α+β)
2

Γ(α)Γ(β)
I
[
(α+β)

2 −1
]
Kα−β(2

√
αβI) (22)
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where Γ(.) is the Gamma function, and K(α−β) is the qualified Bessel function of the second
kind of order α − β. The α and β factors represent the effective number of small and
large-scale twists of the scattering atmosphere and are calculated as

α =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

exp

⎡
⎢⎢⎢⎢⎣

0.49σ2(
1 + 1.11σ

12
5

R

) 7
6

⎤
⎥⎥⎥⎥⎦ − 1

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

−1

(23)

and

β =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

exp

⎡
⎢⎢⎢⎢⎣

0.51σ2(
1 + 0.69σ

12
5

R

) 5
6

⎤
⎥⎥⎥⎥⎦ − 1

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

−1

(24)

The BER of an optical signal which has been transmitted in the Gamma˘Gamma
distributed medium can be obtained as [36]:

BER =
∫ ∞

0
BER0(I)PG(I)dI (25)

where BER0(I) represents the BER of the signal conveyed in the additive white Gaussian
noise (AWGN) channel and is calculated as

BER0(I) = Q

(√
I2γ̂

2

)
(26)

where
Q(γ) =

1
2

er f c(
y√
2
) (27)

Here, γ̂ is the average electrical SNR and er f c(y) is the complementary error function.

5.1. Obtained Results

The values for the exploited parameters in the investigation were selected to allow for
comparison with previous research and are summarised in Table 2.

Table 2. Summary of the parameters used for system investigation.

Symbol Parameter Value

θ Beam divergence 0.5 mrad
λ Operating wavelength 1550 nm
D Receiver aperture diameter 8 cm
Be Electrical bandwidth 2.5 GHz
σ2

R Rytov variance 1
Ω Weather attenuation 3 dB/km
Pc Crosstalk power −30 dBm
Pt Total transmitted power 20 dBm

Figure 7 illustrates the performance of WON-OCDMA system with 8 MW-ZCC code
words as a function of the received optical power (ROP) per chip. As can be observed,
users with higher code-weights provide greater performance.
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Figure 7. Probability of error versus ROP per code for concurrently transmitting users using code
weight W of 2, 4 and 8.

The calculated number of simultaneous users (data services and vibration point
sensors) using MW-ZCC codes as data carriers is shown in Figure 8. It was assumed that
services are evenly represented in the systems. Assuming the minimum allowable BER
of 10−3, 10−9 and 10−12 to support triple-play services, WON-OCDMA employing novel
MW-ZCC codes can support up to 32 simultaneous subscribers. In the OOK modulation, a
BER of 10−3 is equivalent to an SNR of 15 dB.

Figure 8. Probability of error versus total number of users as a function of code weight W of 2, 4, 8.

The performance degradation due to increased transmission distance in the atmo-
sphere under moderate turbulence with 32 simultaneous users’ (including transmission
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from 10 sensing points) was investigated using simulation set-up in OptiSystem software.
The result is illustrated in Figure 9, indicating a successful transmission up to 2 km.

Figure 9. Probability of error versus transmission distance in moderate turbulence for concurrently
transmitting users with weights 2, 4 and 8.

6. Discussion

The research presented in this study addresses the functionality gap between emerging
optical sensor networks and urban SHM in order to leverage efficient remote vibration
sensing of constructed sites. Despite the broad adoption of optical sensing in SHM, there
are several challenges when it comes to monitoring various structures located in hard-to-
reach areas. To address the needs, this paper proposes a new family of MW-ZCC codes for
use in advanced monitoring systems for carrying information collected by optical sensors
monitoring structural vibration. The proposed codes were investigated in WON-OCDMA
system that does not require any traffic management or synchronisation.

It was shown that the proposed approach could also be effectively implemented
without any undesirable interference or crass talk on other simultaneous communication
services, including remote video surveillance. The novel family of MW-ZCC codes can
support high-performance optical transmission systems that need to provide QoS differ-
entiation in free space applications. As shown, MW-ZCC codes are well suited for use
in WON-OCDMA systems even when used as single-weight codes because of their low
cross-correlation properties. Since they are easy to convert into codes with the power of
two code-weigh, they are well suited to support the desired QoS differentiation.

7. Conclusions

This paper proposes a novel MW-ZCC coding scheme with a low cross-correlation
function for WON-OCDMA system. Codes are easy to convert into multiweight power
of two codes, thus suitable for supporting a variety of QoS services in WON, including
sensing, datacomms and video surveillance applications.

The effect of a free space transmission with medium turbulence on the signal trans-
mission and received optical power was analysed. The simulations results revealed that for
a minimum allowable BER of 10−3, 10−9, when supporting triple-play services (sensing,
datacomms and video surveillance), the proposed WON-OCDMA employing MW-ZCC
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codes could carry up to 32 services simultaneously at a distance of 32 km in the presence of
moderate turbulence in the atmosphere.

The research results presented in this paper thus offer conceptual approaches for engi-
neering of future OCDMA-based wireless optical networks supporting triple-play services.
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Abstract: Underwater wireless sensor networks are currently seeing broad research in various
applications for human benefits. Large numbers of sensor nodes are being deployed in rivers
and oceans to monitor the underwater environment. In the paper, we propose an energy-efficient
clustering multi-hop routing protocol (EECMR) which can balance the energy consumption of these
nodes and increase their network lifetime. The network area is divided into layers with regard to
the depth level. The data sensed by the nodes are transmitted to a sink via a multi-hop routing path.
The cluster head is selected according to the depth of the node and its residual energy. To transmit
data from the node to the sink, the cluster head aggregates the data packet of all cluster members and
then forwards them to the upper layer of the sink node. The simulation results show that EECMR is
effective in terms of network lifetime and the nodes’ energy consumption.

Keywords: underwater wireless sensor network; energy-efficient; clustering; depth-based routing

1. Introduction

The ecosystem on Earth mainly consists of water, which covers more than 75% of
its surface. Water covers the Earth in many forms as rivers, lakes, and oceans and plays
a crucial role in human life and for other animals. Technological developments have
allowed sensors to be deployed for the exploration of nature’s forest, river, and lake en-
vironments. These sensors are embedded with smart sensing and intelligent computing
and are capable of communicating with each other. Underwater wireless sensor networks
(UWSNs) consist of many autonomous sensor nodes, which are considered homogeneous
nodes and limited in energy [1,2]. These underwater sensor nodes are deployed in rivers
or seas to detect the characteristics present in the water environment, such as tempera-
ture, current flow, pressure, and water quality. This type of data is aggregated at a data
processing station according to different types of applications. From observation of the
environment, humans gain many benefits for many applications, such as environmental
monitoring, disaster forecasting, military surveillance, and assisted navigation. In particu-
lar, detailed examination of the underwater environment assists humans in the observation
of marine life, disaster forecasting, water pollution monitoring, and sea exploration [3,4].
The hardware architecture of underwater sensor nodes is described in [5]. The internal ar-
chitecture of an underwater sensor node consists of several modules: memory, an acoustic
modem, a sensor, sensor interface circuitry, a control processor unit (onboard controller),
and a power supply. The underwater sensor node can be used to measure underwater
characteristics such as temperature, density, acidity, chemicals, conductivity, pH, hydrogen,
dissolved methane gas, and turbidity.

Figure 1 depicts the network model of UWSNs [1–3]. The UWSN consists of un-
derwater sensor nodes, a sink node, and an onshore base station. In Figure 1, the nodes
located near the sink directly transmit data to the sink, while the other nodes form clusters.
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The underwater sensor nodes transmit their data to the sink at the surface. The sink then
forwards the aggregated data to the nearest base station on the mainland. The sink node is
equipped with two types of transceivers: (1) a radio transceiver, which can communicate
with the base station by radio frequency; and (2) an acoustic transceiver for communication
with the sensor nodes. The underwater node is embedded with an acoustic transceiver for
transmission between nodes. The transmission medium of the underwater environment is
different to that of a terrestrial wireless sensor network (TWSN) with respect to channel
modeling, path loss, and topology [2,3]. The underwater wireless sensor nodes are moved
by currents with velocities of around 1–3 m/s. The acoustic channel is modeled differently
from the radio propagation channel.

Figure 1. Underwater wireless sensor network (UWSN) model.

In both TWSNs and UWSNs, data packets are sent from a sensor node to the base
station via either a one-hop path or a multi-hop path. It is necessary to route the data
packet from one node to another node without loss. Since each sensor node is equipped
with a battery, which may be difficult to replace or charge, the re-transmission of data
packets may consume high energy, which results in a short network lifetime or many dead
nodes. In TWSNs, many clustering protocols have been developed to minimize the energy
consumption of sensors while successfully transmitting data packets to the destination.
In TWSNs, all nodes are homogeneous and energy-constrained, and a low-energy adaptive
clustering hierarchy (LEACH) successfully reduces the energy consumption of nodes while
maintaining their network lifetime [6]. In [7], a clustering protocol for UWSNs was re-
viewed, demonstrating that the clustering protocol is suitable for underwater transmission.
As with clustering in TWSNs, the clustering protocol is designed to reduce the control
information, resulting in a reduction in the overall energy consumption, extended node
lifetime, and greater network reliability. However, as a result of the effect of the current
on the underwater sensor node, the cluster protocol should maintain connectivity to the
network to ensure full coverage. In [8], a depth-based routing protocol (DBR) was devel-
oped to route a packet from any sensor to the sink node according to the node’s depth level.
The DBR allows nodes to forward data to the node at a higher layer near the sink.
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In the present paper, we develop a clustering protocol with regard to the location of
nodes and residual energy of nodes. We propose an energy-efficient clustering multi-hop
routing protocol (EECMR) for UWSNs so that each node can maintain its transmission link
to the sink node at the surface and its neighbor sensor nodes. Our contribution through
this work is as follows:

• The underwater sensor nodes update the routing path and cluster to connect to the
sink without disruption. The sink collects data, which are then transmitted to an
onshore gateway.

• Three types of node: cluster head (CH), cluster member (CM), and cluster relay (CR).
If a node is the cluster head, the role of the node can be an aggregation node. If a
node is the cluster relay, the node forwards data from two clusters at two depth
levels. Otherwise, nodes are designated as a cluster member and only send data to the
cluster head.

• The underwater sensors calculate the weight according to the node’s depth and
residual energy to elect to become the cluster head.

• The routing protocol takes into account the number of cluster members and load
balancing parameters so that the node selects the best route to the destination.

The remainder of the paper is organized as follows: Section 2 reviews the existing
clustering routing protocols for UWSNs; Section 3 introduces and analyzes the energy-
efficient clustering multi-hop routing protocol; Section 4 presents an evaluation of network
performance in comparison to the LEACH protocol and DBR routing protocol; Section 5
concludes the paper.

2. Related Works

UWSNs have attracted many researchers over the last decade because of their enor-
mous variety of application. Many literature reviews of routing protocols for UWSNs
categorizing the routing protocols in terms of the routing strategy have been presented [9].
The routing protocol for UWSNs has two types: localization-based and localization-free
protocols. The localization-based routing protocol requires the location of nodes to find the
routing path from the node to the sink. Despite this, the localization-free protocol uses the
depth measurement of the sensor node to establish the routes to the sink. The depth of the
sensor node is measured by the pressure sensors equipped on the node. The localization-
free protocol has more advantages than the other in terms of scalability. Due to the mobility
of nodes, the routes can be constructed by using the depth if the network topology changes.

In [7], several cluster protocols for UWSNs are reviewed in terms of cluster stability,
delay efficiency, load balancing, and energy efficiency. The network requires a capability of
100% coverage due to the long transmission range and high node mobility. The clustering
protocols in UWSNs select the cluster heads and cluster members depending on the
location of nodes, types of generated packets, priority of nodes, the energy consumption,
and the latency of data. A clustering protocol should achieve high network performance
with respect to a high packet delivery ratio, low latency, and a long network lifetime.
Some clustering protocols are reviewed in detail in this section.

In [10], a clustered-based routing protocol allows the sensors to form clusters according
to their depth and energy. The localization-free routing protocol, which is called the energy-
efficient routing protocol based on layers and unequal clusters (EERBLC), selects the
routing path according to the link quality and residual energy. It presumes that each sensor
node does not need its location to set up a cluster. A node calculates a cost according
to its residual energy and forwarding ratio. In this protocol, the header nodes selection
procedure does not consider the duration of the cluster head and the location of nodes
according to the sink. If nodes play the role of the cluster head for a long duration of time,
it may become a hot spot, causing a dead node.

Another study applied LEACH in UWSNs to establish a cluster [11]. The study also
improved LEACH, providing Controlled-LEACH (C-LEACH). C-LEACH deploys a control
node at the center of a network’s topology, and the control nodes process the clustering
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protocol, resulting in a longer network lifetime compared to LEACH. The C-LEACH
protocol may take a long time to process the cluster algorithm because the control nodes
should transmit to all nodes in the network.

In [12], the authors developed an adaptive node clustering routing protocol for smart
ocean UWSNs based on an optimization technique. The network is divided into a cluster
in which the cluster head is selected according to the available energy in the sensor node.
The re-transmission may cause high latency or duplicated packets at the receiver while
selecting the cluster members.

In [13], network deployment is divided into layers in which each layer has a fixed
depth value and area width. The multi-layer cluster-based energy-efficient (MLCEE) rout-
ing protocol increases network lifetime while reducing the end-to-end delay of a packet.
The MLCEE protocol allows the node to calculate its layer; the node then commences broad-
casting messages to form a cluster. Since the network is divided into many depth layers,
the node adopts the role of forwarder depending on its residual energy and probability.

In [14], a topology control energy balance protocol (TCEB) was implemented for
UWSNs. The protocol considers the node’s energy and path loss as the factors to select
a cluster head. The topology control protocol is represented as a non-cooperative game.
Each node can become the cluster head depending on the set of strategies and set of pay-
offs for the game. The pay-off function is denoted as the function of residual energy and
the path loss of one-hop distance and aims to balance the energy consumption of all nodes.

In [15], another clustering protocol scheme was applied for multi-hop routing in
UWSNs. The scheme allows nodes to change energy consumption while maintaining
excellent network performance. The energy optimization clustering algorithm (EOCA)
requires a node to communicate to neighbors within the effective communication range.
Each node calculates the total transmission delay between the node and the sink and
then elects to become a cluster head according to the value of the total transmission delay.
The depth of each node was also used to find a forwarder before sending the packet to
the sink. The nodes send data packets to the cluster head or directly to the sink; therefore,
the energy consumption at the nodes can be balanced.

In [16], an energy-balanced unequal layering clustering (EULC) algorithm was de-
signed for UWSNs to reduce energy consumption in inter-cluster communications.
The EULC creates clusters of varying size within the same layer to solve the “hot spot”
issue. The depth of network deployment is divided into layers based on the communication
radius. The sensor nodes calculate the weight with respect to the residual energy of the
node, the distance to the sink node, and the node degree. The node with the highest weight
elects to become the cluster head. The node stores the information of the neighbor cluster
head and then calculates the routing selected function to all the neighbor cluster heads
according to the distance between the node and the residual energy. The node selects the
next-hop cluster head with the smallest selected routing function value.

In [17], the author implemented a simplified balanced energy adaptive routing
(S-BEAR) based on a dynamic cluster K-means algorithm. The cluster heads are selected
randomly. The nodes join the cluster with the minimum Euclid distance to the cluster head.
The cluster head then transmits data to the sink using multi-hop communications.

In [18], autonomous unmanned vehicles (AUVs) were deployed underwater for cluster
formation, cluster head selection, and scheduling the transmission and wake-up sleep
cycle. Since the cluster heads have to wait for the AUVs to collect data, packet delay may
increase as a result of the waiting time at the cluster head.

In [19], a clustering vector-based forwarding algorithm (CVBF) performed clustering
with the assistance of a virtual sink for each cluster. The network space is divided into
equal cuboids, each cuboid being considered a cluster in which the node near the sink
adopts the role of virtual sink.

In [20], the authors presented an energy-optimized path unaware layered routing
protocol (E-PULRP) for UWSNs. The network is divided into layers, forming a layered
structure around the central sink node. A potential relay node is identified from each layer.
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The transmission around the sink is divided into a set of concentric shells which produce
the layered structure. Communication from the node to the sink follows a multi-hop
path through the relay node at each layer. Therefore, the E-PULRP protocol preserves
energy consumption.

There remains some issues and challenges of clustering protocols in UWSNs. The type
of nodes and the depth of nodes should be considered because the nodes may generate
different types of data such as temperature, density, acidity, chemicals, conductivity, pH,
and hydrogen which are categorized into different types of priority level. Therefore,
nodes which generate high traffic priority should have higher priority and higher reliability
to transmit data to the sink. In addition, the nodes located near the sink always aggregate
data from other nodes which may cause a hot spot and dead nodes. Therefore, nodes should
change the cluster head role after some time.

In [21], the authors reviewed and compared the routing protocols to select the for-
warding node in a UWSN. Most of the routing protocols are multi-hop localization-free
protocols which are energy-efficient and reliable. Therefore, the routing protocols for
UWSNs should consider the depth of the node, energy consumption, and multi-hop routes
in order to develop an efficient, reliable routing protocol. In addition, the clustering proto-
col for UWSNs shows the benefits in terms of high network coverage, high connectivity,
and adaptivity to the dynamic environment. It should be noted that the existing routing
protocols have some limitations. However, it is necessary to consider the role of the cluster
relay and cluster head duration in minimizing energy consumption. The longer the nodes
are at the cluster head, the more energy the nodes consume. In the paper, we propose a
clustering protocol which takes into account the residual energy and the depth of nodes.
The proposed protocol is described in the following section. A qualitative comparison of
the clustering protocols is presented and discussed in Section 3.

3. Energy-Efficient Clustering Multi-Hop Routing Protocol

3.1. Network Model

The network scenario consists of N dynamic nodes which are randomly and sparsely
deployed in a three-dimensional scenario L × L × L. Figure 1 illustrates the network.
The data source is the sensed data in the water medium. The data are collected by the un-
derwater sensor nodes. The sensed data are temperature, current flow, and pressure [1–4].
Underwater sensor nodes are equipped with acoustic modems to communicate with other
nodes in the water medium. The sink node is deployed at the center of the surface and
equipped with both acoustic and radio frequency (RF) modems; the sink’s acoustic modems
receive data from the underwater sensor nodes, and the RF modem transmits data to the
base station on the shore. We assumed that our network scenario was similar to the net-
works in [8–10]. The underwater sensor nodes are mobile due to water currents with
velocities of around 1–3 m/s; therefore, the topology changes rapidly. A table of notations
is listed in Table 1. The assumptions of the network can be described as follows:

• The node knows its location and the location of the sink node upon first deployment.
• Nodes can become either the cluster head, cluster relay, or cluster member.
• The cluster head is rotated between the sensor nodes to conserve energy.

Table 1. Table of notations.

Notations Description

N Number of nodes
S0 Sink node
Si Sensor node index i, 1 ≤ i ≤ N

L × L × L Three-dimensional network deployment
Tx Transmission range of node

ndepth Number of layers
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Table 1. Cont.

Notations Description

Nei(Si) List of neighbors of node Si
Dm Depth layer index m, 0 ≤ m ≤ ndepth

Lst(Dm) List of sensor nodes at depth Dm
TL Transmission loss of acoustic signal

αTL(f ) Absorption coefficient for the medium
Wi Weight of sensor node Si

d(i,j) Distance between node Si and node Sj
d(i,S0) Distance between node Si and the sink

The depth of deployment can be divided into layers, where each layer is defined by
the transmission range of the node or sink, as given in (1):

ndepth =
L

Tx
, (1)

where L is the depth of network deployment and Tx is the transmission range of the node
or sink.

In the paper, we divide the depth of the network, as shown in Figure 1. The depth
of the network is divided into four cases: (1) the sink node at the surface, denoted D0;
(2) nodes stay near the surface, whose depth is D1; (3) nodes stay in the water, whose depth
is D2; (4) nodes stay near the seabed, whose depth is D3, where D3 > D2 > D1 > D0. The role
of the nodes can be explained as follows:

• Each layer has several clusters, each cluster having one cluster head and a cluster
member. For example, node S3 is the cluster head at depth D1 and node S9 is the
cluster head at depth D2.

• Nodes located at the border of two layers can adopt the role of cluster relay, which for-
wards the data of the deeper layer to the sink. For example, node S5 becomes a cluster
relay which forwards the data of cluster S9 to cluster S3 and then transmits to the
sink node.

• Node S13 located at the seabed takes the multi-hop routing path to the sink via clusters
of S12–S9–S5–S3–S1–sink. The propagation loss model of the underwater acoustic chan-
nel is assumed, as in [3]. Since the signals propagate vertically, attenuation increases,
which is proportional to increasing distance. The transmission loss is calculated
as follows:

TL = kTL × 10lgr + αTLr × 10−3, (2)

where TL represents the transmission loss in dB; kTL is the spreading factor, which indicates
the spreading loss, its value depending on the water depth and corresponding to the
propagation geometry; kTL = 1 in shallow water and cylindrical spreading; kTL = 2 for deep
water and spherical spreading; αTL represents the absorption coefficient of the medium,
which depends on the frequency, its unit being dB/km; r is the distance between the
receiver and transmitter. The absorption coefficient for the medium is measured in dB/km
for f in kHz; the equation for calculation is as follows:

αTL( f ) = 0.11
f 2

1 + f 2 + 44
f 2

4100 + f 2 + 2.75 × 10−4 f 2 + 0.003, (3)

The absorption coefficient increases with increasing frequency. In UWSNs, the fre-
quency is approximately 30 kHz; the absorption coefficient is less than 10 dB/km. The ab-
sorption coefficient is derived for chemical absorption in seawater in terms of acoustic
frequency, pressure, acidity, temperature, and salinity. The constant values are calculated
using Thorp’s expression, which denotes the relaxation frequency for different chemical
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absorptions, the value of the acidic component and pH of the seawater, and the depth
pressure of the seawater. Interested readers can refer to [22] for more details.

Based on the energy consumption model presented in [3,8,9], the least transmis-
sion power required at the transmitter to achieve power level P0 at the receiver can be
expressed by

Ptx = P0 × d2 × 10(αTL( f )/10), (4)

where P0 is the received power, d is the distance between the transmitter and receiver,
and αTL(f ) is the absorption coefficient, which is shown in Figure 2.

Figure 2. Absorption coefficient for the medium.

Since the characteristic of an acoustic wave in an underwater transmission medium is
different from that of a radio wave, the energy consumption of wireless sensor networks
cannot be applied to UWSNs. In the present paper, we apply the energy consumption
model of the underwater acoustic channel as adopted in [3,12]. To transmit k bits of data
over distance d with a data rate R, the energy consumed is defined as follows:

ETx(k, d) = k × Eelec +
k
R

Ptx, (5)

where Eelec is the energy consumption to route 1 bit of data, and PTx is the transmitted
power, which is shown in equation (4).

To receive k bits of data, the receiver radio energy consumption can be expressed as

ERx(k) = kPr, (6)

where Pr is a constant dependent on the device.
To fuse k bits of data, the energy consumption can be defined as

EDA(k) = k × EDA0 (7)

where EDA0 is the energy consumed by fusing one bit of data, which can be taken as
5 nJ/bit.

Since nodes are mobile due to the water current, we deploy random movement for
nodes during the operating time. The current velocity is 1–3 m/s.

3.2. Energy-Efficient Clustering Multi-Hop Routing Protocol

The proposed energy-efficient clustering multi-hop routing protocol (EECMR) con-
sists of two phases: a set-up phase and a steady-state phase. Cluster formation consists of
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sub-phases: broadcast information, cluster head selection, cluster formation, and schedul-
ing transmission.

In EECMR, the node becomes a CH, CM, or CR. For example, the node becomes a
CH in the first round, the node becomes a CR in the second round, and the node may
become a CM in the third round. Each node calculates a weight value based on the residual
energy and distance to the sink. The weight of each node is used to decide whether or not
to become a cluster head for the current round. The weight of Si is calculated as follows:

Wi =
Δt
T

+ α
d(i, S0)

L
+ β

ERes
EInit

(8)

where d(i,S0) denotes the distance between node Si and the sink, ERes denotes the residual
energy, EInit denotes the initial energy, α and β denote the coefficient such that α + β = 1,
Δt denotes the time for which the nodes adopt the role of cluster head, and T is the total
operating time.

The EECMR protocol is described in Algorithm 1. At the start t0, the node does
not have information about the surrounding environment. In State 1 from lines 3 to 7,
each node broadcasts a “HELLO” message to the neighbors. The message includes infor-
mation of the location and estimated distance to the sink. According to the successfully
received “HELLO” message, nodes store their neighbors’ information in order to select
the cluster, which is shown in lines 8 to 11. To prevent a long waiting time, the timeout
value is set to the maximum propagation delay of one hop, as in [8]. The maximal propaga-
tion delay is calculated as τ = Tx/v0, where Tx is the maximum transmission range and
v0 = 1.5 × 103 m/s is the speed of sound propagation in the water.

Each node can elect to become a cluster head according to the weight compared to that
of its neighbors, as in State 2 in Algorithm 1. If the node has the highest weight compared
to that of its neighbors, the node will broadcast the “JOIN” message to its neighbors in
order to form a cluster, as indicated in lines 14 to 17. Otherwise, the node will wait for the
“JOIN” message; if the node receives only one message, it will become a cluster member of
the cluster. If the node receives many “JOIN” messages, it will select the sender node with
the highest received power or the node with the nearest distance.

We assume that the cluster can be formed between the nearby nodes to reduce energy
consumption and transmission time. However, because the nodes at depth D2 and D3 may
not transmit data directly to the sink due to the limited transmission range, we assume that
some nodes will become the CR to forward data to the sink.

State 3 of Algorithm 1 shows the steps in the selection of the relay node. Assumed nodes
which are not the CH will become a CR or CM. From lines 24 to 26, if the node receives
the “JOIN” message from both Dm and Dm−1, which are broadcasted by nodes of upper
and lower depths, the node elects to become a CR, which will be a forwarder in the routing
path. From lines 28 to 29, the nodes only receive a “JOIN” message from the CHs at the
same depth. The nodes send a “RESPONSE” message to the CH to confirm the cluster ID.

State 4 of Algorithm 1 and its multi-hop routing path creation show how the cluster at
the deeper layer can forward the packet to the sink via the forwarders or the CR. In line 33,
if the CH Si receives a “RELAY” message from Sk, node Si checks the depth of Sk. From lines
34 to 35, if node Sk is located near the surface, then node Si or Dm(Sk) < Dm(Si), and node Si
adds Sk as a relay node.

The cluster head schedules the transmission of all cluster members as a time division
multiple access (TDMA). The data will be transmitted in the steady phase. The cluster head
is selected at the beginning of each superframe in order to balance the load and energy for
each node.
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Algorithm 1. Energy-Efficient Clustering Multi-Hop Routing Protocol.

Input: node ID, position, initial energy, generated packets
Output: cluster {cluster ID, CH, CM}, CRs

1. State 1: Network Initialization
2. For each node Si
3. Calculate weight Wi as in (8)
4. Broadcast HELLO = {node ID, position, Dm, Wi, residual energy, history of cluster head}
5. End For

6. While t < timeout do
7. Receive HELLO from other nodes
8. Create list of neighbors at each node Nei(Si) = {Nei(Si) ∪ Sj | d(i,j) < R}
9. End While

10. State 2: Nodes elect to become cluster head
11. For each node Si
12. {Sk, Max(Wk)} = max{(Wi,Wj), Sj ε Nei(Si)}
13. If Si has the Max(Wk)
14. Broadcast JOIN = {Cluster ID, maximum number of cluster member, Dm}
15. Elect to become cluster head
16. Else

17. Wait for JOIN message from the cluster head
18. End If

19. End For

20. State 3. Relay node selection

21. For All nodes are not assigned as CH
22. If Sj receives JOIN messages from two nodes at Dm and Dm−1, respectively
23. Broadcast RELAY = {node ID, Dm, Cluster ID(Dm), Cluster ID(Dm−1)}
24. Become a relay node which can coordinate the routing path
25. Else

26. Send the RESPONSE message to the CH
27. RESPONSE = {node ID, cluster ID, Dm}
28. End If

29. End For

30. State 4. Multi-hop routing path creation
31. For all nodes that receive RELAY message
32. Find Dm and node ID Sk of RELAY message
33. If node Si is the CH and Dm(Sk) < Dm(Si)
34. Add node Sk as the relay node of Si
35. End If

36. End For

3.3. Qualitative Comparison of Clustering Protocols

In this subsection, we provide a qualitative comparison of the clustering protocols for
UWSNs with different aspects.

The clustering protocols can take into account many metrics which describe the net-
work topology, such as distance to the sink or other nodes, number of neighbors, path loss,
location of the node, and residual energy. Even though each protocol uses different metrics
to select the cluster head, they mostly focus on the residual energy of the node and the
distance between the node to the sink. To increase network reliability, some clustering
protocols select an assisted node which can assume the role of the sink [9,12,18] or the
control node [10]. The assisted node can receive data from the sensor node or control the
network topology. As a result, the energy consumption of the nodes may be reduced by
conserving the node’s energy. However, some clustering protocols are only presented
and evaluated in two-dimensional (2D) deployment, whereas in the network scenarios of
UWSNs, the deployment is three-dimensional (3D). To investigate the clustering protocol
with an assisted node in 3D, our proposed EECMR protocol groups the sensor nodes with

177



Sensors 2021, 21, 627

regard to the residual energy, cluster head duration, and distance to the sink. Among the
clustering protocols, only EECMR considers the duration of the cluster head and cluster
relay or assisted node in 3D, whereas the others do not consider the duration of the cluster
head. A qualitative comparison of the clustering protocols is presented in Table 2.

Table 2. Qualitative comparison of clustering protocols.

Protocols Parameters to Select the Cluster Head Network Assisted Node Energy

LEACH [5] Random value 2D None Yes
DBR [7] Depth-based, holding time of packets 3D None Yes

EERBLC [9] Residual energy, random value,
number of layers 3D Two sinks Yes

C-LEACH [10] Distance, location of the node 2D Control node Yes
MLCEE [12] Fitness value, small Hop_ID and low number of layers 3D Two sinks Yes
TCEB [13] Residual energy, number of neighbors, path loss 2D None Yes

EOCA [14] Number of neighbor nodes, residual energy, distance to
the sink node 2D None Yes

EULC [15] Residual energy, distance to
the sink node 3D None Yes

S-BEAR [16] Distance to the sink 2D None Yes
CVBF [18] Residual energy, vector-based routing 3D Virtual sink Yes

EECMR Residual energy, duration of the cluster head,
distance to the sink 3D Cluster relay Yes

4. Performance Evaluation

We implemented the EECMR protocol and compared it to LEACH [5], DBR [7],
and EERBLC [9] in terms of network lifetime and residual energy. DBR, LEACH, and EERBLC
were selected for performance comparison since the three protocols consider the clustering
and depth of the routing protocol. Network performance was compared using the MATLAB
simulation tool. The simulation parameters were set up as in [10,12].

4.1. Simulation Environment

The network scenario consists of dynamic nodes deployed sparsely in a three-
dimensional environment. The water current causes node movements, which change
the topology rapidly. The sink is located at the center of the surface, as shown in Figure 1.
The simulation parameters are shown in Table 3. According to the sensed data, the node
can generate one or two packets for transmission. The transmission range of each node
varies from 150 to 200 m [10,12]. The underwater sensor nodes are mobile, with the cur-
rent at 1–3 m/s, which causes changes in the network deployment [10]. In the study,
the network deployment was changed after every 100 rounds in order to evaluate the
network’s mobility. The transmission range of nodes was varied in order to evaluate
different network scenarios.

Table 3. Simulation parameters.

Simulation Parameters Value

Network deployment area 500 × 500 × 500 m
Number of nodes 50 to 450

Generated packets at each node 1 or 2 data packets
Transmission range 150 m, 200 m
Acoustic frequency 30 kHz

Transmit power 2 W
Receive power 0.1 W

Initial node energy 5 Joules
Number of sink nodes 1

Data packet size 200 bits
Rounds 1000
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An example of a network after the implementation of EECRM is shown in Figure 3.
Each node is represented as a CM, CH, or CR. The sink is located at the surface, which is
represented as a red star in the figure. In order to easily visualize the cluster, we deployed
50 nodes in a volume of 100 × 100 × 100 m. We assumed that the nodes nearest to the sink
would become the main forwarder for other nodes, the nodes at the seabed would select
the cluster to join, and some nodes at the border of two depth layers would act as the relay
which connects the cluster head of the deeper cluster to the sink.

Figure 3. Network deployment after clustering.

4.2. Simulation Results
4.2.1. Network Lifetime

In this work, the network lifetime is defined as the total time that the nodes are alive,
which can be considered the number of rounds. When the residual energy of a node
decreases to zero, the node is considered a dead node. In our simulation, we compared
three protocols to evaluate the network lifetime while varying the number of nodes in
1000 rounds, as shown in Figure 4. In Figure 4a, we consider a network of 450 nodes in
1000 rounds with a transmission range at 200 m; the results show that nodes began to run
out of energy at round 300 for LEACH, DBR, EEBLC, and EECMR. The number of dead
nodes of the proposed protocol was the lowest compared to the other protocols.

In Figure 4b, we varied the number of nodes in 1000 rounds with the transmission
range at 200 m. The LEACH protocol had the highest number of dead nodes compared to
the DBR, EEBLC, and EECMR. Since EECMR allows the nodes to form a cluster according
to their depth level, nodes only communicate with the nodes at the same depth level in
the same cluster. However, nodes in the LEACH protocol became cluster heads in turns
according to the generated random number. The nodes may have consumed high energy
as a result of increasing the number of transmissions during cluster formation. In EEBLC,
the clustering allows unequal clusters in the networks in which nodes can elect to become
cluster head considering the number of neighbors and its residual energy. As a result,
the number of dead nodes in EEBLC is lower than that of DBR and LEACH, as in Figure 4.
In the case of DBR, instead of forming into clusters, the nodes sent data to the sink via a
multi-hop routing path according to their depth level. The node would send packets to
the forwarder node at the upper depth level without considering the number of neighbors
sending packets to the same destination. The forwarder node may have had a high load,
which causes high energy consumption while sending packets.

179



Sensors 2021, 21, 627

 
(a) (b) 

(c) (d)

Figure 4. Number of dead nodes: (a) Transmission range 200 m, 450 nodes in 1000 rounds; (b) Transmission range 200 m,
nodes 50 to 450; (c) Transmission range 150 m, 450 nodes in 1000 rounds; (d) Transmission range 150 m, nodes 50 to 450.

In Figure 4c,d, we evaluate the network performance when the transmission range was
150 m. It is clear that the network performance depended on the transmission range of the
node. The number of dead nodes of the three protocols was higher when the transmission
range decreased. However, the network performance of clustering protocols of LEACH,
EEBLC, and EECMR was similar, which was better than DBR. Therefore, the clustering
protocol showed better performance than the multi-path routing protocol.

4.2.2. Residual Energy at the Nodes

In Figure 5, the residual energy of the nodes is shown in different network scenarios.
At each round, the nodes generated packets and then forwarded them to the sink node.
In Figure 5a, the residual energy of the node decreased according to the timeline, while the
number of rounds increased. It is clear that our EECMR performed better in terms of
conserving energy; the residual energy in EECMR was higher than that of DBR, LEACH,
and EEBLC. DBR was developed for routing protocols in underwater wireless sensor
networks, so DBR performed better than LEACH. EEBLC allows nodes to become the
cluster head in turns according to their location and residual energy, and the nodes can
save energy when varying the number of nodes and transmission range.

In Figure 5b, we varied the number of nodes in the network, while three protocols
decreased the residual energy. Despite this, the residual energy in EECMR was higher
than in EEBLC, LEACH, or DBR. However, the residual energy of the nodes in LEACH
declined quickly compared to EECMR. This can be explained as follows. In a dense network
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deployment, the nodes consume higher energy to perform more communication tasks,
such as transmitting and receiving packets to the larger number of nodes. The nodes
in EECMR can act as a cluster head or cluster relay; therefore, the cluster head has the
information of its cluster member, which reduces the number of transmissions between
nodes. As noted in the previous section, the number of dead nodes in EECMR is less
because the nodes conserve energy while sending packets. EEBLC performs better than
the others in the case of a low transmission range which ensures a long network lifetime.
In LEACH, the node that elects to become a cluster head broadcasts information to the three-
dimensional area network; as a consequence, the node consumes more energy. In DBR,
the node selects the upper-level depth to become its forwarder. If the number of nodes
increases, the forwarder may receive more packets, and then it sends these to the upper-
level depth before reaching the sink. More transmission at the nodes and forwarders leads
to high energy consumption, as shown in Figure 5.

 
(a) (b) 

(c) (d)

Figure 5. Average residual energy of a node: (a) Transmission range 200 m, 450 nodes in 1000 rounds; (b) Transmission
range 200 m, nodes 50 to 450; (c) Transmission range 150 m, 450 nodes in 1000 rounds; (d) Transmission range 150 m,
nodes 50 to 450.

In Figure 5c,d, the decrease in the transmission range led to higher energy consump-
tion in EECMR, EEBLC, LEACH, and DBR. These protocols gradually diminished the
residual energy with respect to the number of rounds. When increasing the number of
rounds with a low transmission range, EERBLC performs better than EECMR. When the
number of nodes increases, LEACH and EEBLC perform better than EECMR in the case
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of a low number of nodes; EECMR performs better than LEACH in the case of dense
deployment.

In a comparison of the residual energy performance with different transmission ranges
in EECMR, the residual energy for a 200 m transmission distance was higher than a 150 m
transmission range. This can be explained as follows. The cluster heads in EECMR
aggregate the data of all cluster members and then forward these to the cluster relay which
belongs to another cluster. Since the number of data packets is re-transmitted via multi-
hop, the amount of energy consumption increases. In addition, the change in the network
topology causes the re-established cluster to consume energy-transmitting and -receiving
control packets. However, the total received packets at the sink should be considered.
This is presented in the next section.

4.2.3. Received Packets at the Sink Node

We assume that all the sensed data of nodes will be received at the sink. In the
network deployment, the network topology changes every 100 rounds, which may cause a
failure to receive packets at the cluster head and cluster relay. This is because the distance
from a cluster member to the cluster head is greater than the transmission range and
the received packets at the cluster head or cluster member may fail as a result of a low
level of received power. Therefore, the cluster must be re-established, and a new cluster
head, cluster member, and cluster relay must be selected. In Figure 6, the total received
packets at the sink are evaluated in four cases. In Figure 6a,c, despite different transmission
ranges, the received packets in EECMR are higher than in LEACH, EEBLC, or DBR. It is
noted that the received packets at the sink increase when the transmission range increases.
The number of total received packets in the EECMR scheme is occasionally different,
which causes high jitters. Despite this, the increase in transmission range leads to a lower
residual energy at the node, as shown in Figure 5. This can be considered a pay-off with
respect to the transmission range and network performance.

In Figure 6b,d, the received packets at the sink are shown according to the number
of rounds. Due to the number of packets at the sensor node or the number of clusters at
each round, the results in the timeline fluctuate. In total, the received packets at the sinks
in EECMR are higher than other protocols, which results in high throughput and a more
reliable network.

 
(a) (b) 

Figure 6. Cont.
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(c) (d)

Figure 6. Received packets at the sink: (a) Transmission range 200 m, 450 nodes in 1000 rounds; (b) Transmission range 200 m,
nodes 50 to 450; (c) Transmission range 150 m, 450 nodes in 1000 rounds; (d) Transmission range 150 m, nodes 50 to 450.

5. Conclusions

In this work, we propose the energy protocol EECMR for routing data packets in
UWSNs. EECMR is a depth-based clustering protocol that uses the depth level of the node
to select cluster head nodes and forwarder nodes for multi-hop routing. EECMR considers
the residual energy of the node which elects cluster heads in turns. The nodes can change
roles as cluster head, cluster member, and cluster relay. The cluster relay node forwards
data from a deeper level to the sink. With the aid of a cluster relay, the energy consumption
for transmission is decreased, leading to fewer dead nodes. The simulation results showed
that EECMR achieves better performance in terms of higher residual energy, longer network
lifetime, and higher received packets at the sink. Although the proposed protocol can
properly select the cluster head and cluster relay according to the depth level and residual
energy, the high energy consumption at the cluster relay between different depth levels
may result in re-clustering or frequent re-clustering. However, the clustering protocol may
cause high latency due to the multi-hop routing path. The different types of sensor nodes
will have different data priorities, an issue which must be addressed in future work.

In addition, several issues remain open for future work, including optimization of the
network topology and implementation of the clustering protocol in firmware to support
UWSN application in oceans. In our future work, we will implement the clustering
protocols into firmware to investigate the practical performance.
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Abstract: In this paper, a portable three-dimensional (3D) scanning system for the accurate char-
acterization of large raw material (e.g., cereal grain, coal, etc.) stockpiles is presented. The system
comprises an array of high resolution millimeter-wave radars and a cm-level accuracy positioning
system to accurately characterize large stockpiles by means of a high-resolution 3D map, making it
suitable for automation purposes. A control unit manages the data received by the sensors, which
are sent to a computer system for processing. As a proof of concept, the entire sensor system is
evaluated in a real environment for electromagnetically scan a scaled stockpile of coal, used in the
industry for handling raw materials. In addition, a highly efficient processing adaptive algorithm
that may reconstruct the scanned structure in real-time has been introduced, enabling continuous
dynamic updating of the information. Results are compared with those from a photogrammetry-like
technique, revealing an excellent agreement.

Keywords: mm-wave radars; GNSS-RTK positioning; wireless technology; electromagnetic scanning;
point cloud

1. Introduction

Industry 4.0 entails the full interconnection between systems and devices and the
employment of massive amounts of data to make predictive decision models. These new
challenges are of vital importance to the development of the fourth industrial revolution
and settle the basis to the full automation of industrial processes. The machine to machine
(M2M) communication is a key challenge to be faced in this context, being crucial for
avoiding collisions among machines or with surrounding obstacles and hence, it has
attracted the interest of many researchers [1,2]. It should be noticed that there is a large
amount of contributions that deal with collision avoidance among vehicles [3–6]. These
systems are usually based on detecting objects or structures in a certain perimeter and
emitting signals to the machine, so that it can dodge them. However, this bare detection is
not enough to fully automatize certain processes, nor to provide an instantaneous decision
based on the gathered data. Consequently, additional information is sometimes required,
such as the shape and/or volume of certain structures or areas, whose constant update
is usually needed, as it may be subjected to continuous changes. Moreover, industrial
environments are usually exposed to hazardous conditions, which have to also be taken
into account.

Accordingly, the searching of non-invasive techniques to retrieve the actual topogra-
phy of different areas has been widely pursued during the recent years, as it has a great
number of applications not only for industrial solutions, but also for analyzing dense
forested terrains [7] or ever-changing river surfaces [8].
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The information regarding space availability and stored material in certain areas such
as docks, industrial plants and/or warehouses is of vital importance for planning and
managing processes. An interesting case of use is the analysis of the available stockpile of
raw materials in the mining, agriculture, construction and energy industries. The infor-
mation about these stockpiles is crucial for adjusting different processes such as buffering,
blending, stacking, reclaiming and transporting procedures, as well as for achieving a
homogeneous stockpile, which would be useful for optimizing the storage space.

The material from these stockpiles is placed by stackers from above and it is withdrawn
by means of reclaimers. Reclaimers have only two degrees of freedom (longitudinal
position and angle of incline), so if they are not commanded to a place with enough
material they are very inefficient, resulting in a low extraction rate with the subsequent
cost. For this reason, profiling stockpiles with robust sensors is very relevant as it enables
to optimize the performance of the overall system. Currently, the longitudinal position and
angle of incline of the reclaimer is chosen manually, requiring workers and being prone
to error.

Mathematical and geometrical models have been recently developed for estimating
the stockpile shape [9,10]. However, they take certain assumptions or consider ideal
geometries that prevent accurately predicting the real stockpile topography [11]. An
out-of-date or erroneous information about the current state of the stockpile can lead to
overfilling or empty spaces (rat-holing), which may cause damage to the equipment [12]
and/or an inaccurate managing of the available material, both causing long production
downtimes. Moreover, the continuous stacking and reclaiming processes conducted at
irregular intervals may lead to unpredictable shapes of the stockpile and prevent the fully
automation of the processes. Therefore, the continuous dynamic monitoring of the stockpile
is crucial for avoiding the aforementioned issues and optimizing the production costs.

The methods employed to experimentally determine the shape of stockpile raw mate-
rials have evolved during the last years, starting from the well-known Yo-Yo technique,
which consisted of tying a weight to a rope for determining the stockpile height, to the
deployment of different systems based on ultrasonic, radar and laser technologies [13].

There are several factors that define the most suitable technology for analyzing stock-
pile raw materials: material type and characteristics, environmental conditions, budget,
maintenance, ease of use and installation, accuracy, external requirements (such as electrical
power supply) and safety. Considering the aforementioned factors, it can be concluded
that the most appropriate technology for determining the geometrical properties of the
stockpiles, relies on non-invasive time-of-flight sensors [12].

Ultrasonic sensors, such as acoustic solid scanners, with wavelengths ranging from
1000 m to 100 m, have fallen into disuse as the measurements are affected by machinery
noises, nearby structures, temperature, smoke and wind, as well as by other particles in
the air. Moreover, they offer a slow updating rate (long latency) and low coverage [14].
Until the last few years, infrared sensors (with wavelengths ranging from 100 μm to 1 μm)
have been the preferred devices for scanning stockpiles. Then, the topographic micro pulse
light detection and ranging (LiDAR) technology, which provides a surface map, became of
great importance for industrial companies, since it is currently moving towards the full
automation of processes [11–16]. However, this technology is not suitable for areas with
dense dust, smoke or gas, as the emitted signals suffer a high diffraction on these particles
and it also requires permanent cleaning and maintenance [14]. In addition, the LiDAR
technology may be affected by the ambient light and hence, brightness or darkness has a
great impact on the detected light, which varies depending on the material surface colour
(darker colour materials provide lower reflectivity), affecting the ability of the sensor to
determine distances accurately [12,16].

Up to now radar technology has been underestimated, primarily due to its high man-
ufacturing costs. However, the reduction of production costs, due to the mass-production
of mm-wave radars, makes it a promising alternative to attain high resolution scanners.
This technology is more suitable to work under harsh conditions, as it is robust against
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dust as well as independent of light or atmospheric conditions, in contrast to ultrasonic
and infrared technologies. Moreover, it requires minimal maintenance, which is vital as the
sensors are usually installed in emplacements with difficult access [14].

Geo-referencing the radar measurements during the scanning process is essential
for post-processing the retrieved data and reconstructing the stockpile shape. In this
context, encoders as well as Global Navigation Satellite System (GNSS) solutions have been
adopted [15–19]. However, the former one, which is the most widely used in the literature,
usually provides a relatively low resolution for imaging purposes, as it is designed to
provide a coarse estimation of the position and its information is not always prepared to be
read from external systems. Moreover, it usually entails moving the sensor through fixed
paths (normally rails). Regarding the GNSS, it is very flexible, but the raw positioning
accuracy is in the order of several tenths of centimeters.

Aiming at developing a versatile and portable solution, the scanner movement should
not be restricted to a predefined path and, hence, a precise technique for geo-referencing
the radar measurements is required. Consequently, Real-Time Kinematic (RTK) solutions,
which are based on differential GNSS measurements, are ideal for determining the sensors
position, as they provide cm-level accuracy position data [20]. Indeed, this geo-referring
accuracy is in agreement with the degree of precision provided by the radars.

There are several commercial solutions, provided by companies such as Indurad [14]
and ION [21], which use different sensors to scan, model and reconstruct stockpiles. How-
ever, these companies employ strategically positioned radars, minimizing the amount of
sensors, but at the expense of a precise measurement, above all when the target is at grazing
angles. Moreover, the companies do not unveil much information about the employed
sensors, scanning processes and post-processing techniques, as they develop profitable
ad-hoc solutions, which are highly customized according to the client specifications, as
mentioned in [11]. Therefore, these ad-hoc solutions usually result in high costs (in the order
of tens of thousands of euros [12]) and external maintenance.

Other works deal with simulated [17] or extremely small scaled laboratory exper-
iments [11,12,17,18,22,23]. Hence, they did not consider real measured data, which is
affected by more complex features such as noise, weather conditions and reflectivity from
surrounding elements. Indeed, the measured data in a real environment can be formed by
an unstructured point cloud which can be noisy, sparse and incomplete [11] and several
methods have to be used to discard unwanted data, such as segmentation, noise filters
and/or boundary detector techniques.

In addition, the multiple issues that usually appear during the installation and ad-
justment of the final system are not taken into account in these simple and limited-scope
experiments.

In this paper, a robust and highly precise radar-based system to continuously scan
large areas and reconstruct their topography, also suitable for managing and planning
processes, is presented. Contrary to most systems described in literature, such as LiDAR,
radar technology is employed, taking advantage of its performance under hazardous
environmental conditions (e.g., dust, moisture) or in the absence of light. In addition,
a highly precise positioning system, with an accuracy in the order of that of the radar
subsystem, is deployed, allowing the merger of the point clouds of all the radars acquired
at different positions, enhancing the accuracy of the resulting topography of the stockpile
and enabling the scanning through irregular paths. Geo-referred radar measurements are
processed, resulting in a dynamic reconstruction of the scanned structure in real-time and,
hence, allowing the system to make instantaneous decisions. Consequently, the proposed
system also targets improving the automation level of stockpile-related industry processes.
As a proof of concept, the entire sensor system has been tested in a simulated environment
for scanning a stockpile-alike model, as well as in a realistic environment for scanning a
scaled coal stockpile.
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2. Materials and Methods

2.1. Three-Dimensional (3D) Profiling of Stockpiles

In order to determine the profile of stockpiles, the sensor fusion scheme shown in
Figure 1 is proposed. In this setup, several radar sensors are placed along the crane bridge
that is part of the stockpile management system, and which can be moved arbitrarily
through a rail system. In contrast to conventional systems, the proposed setup takes
advantage of this movement to provide a high resolution three-dimension image of the
stockpile with centimeter accuracy. In addition, positioning modules are used to track
the position of the radars. Position and radar data are broadcasted to a laptop in order to
compose the stockpile image. Thus, three subsystems are considered: (i) radar subsystem,
(ii) positioning subsystem and (iii) communication and control subsystem.

 

Figure 1. Side-view of the proposed system embedded into the crane-bridge of a stockpile management system.

In this setup, radar modules are in charge of detecting the range to the target and,
therefore, they can be considered as the core sensors of the setup. In conventional setups,
two options are typically used. In the first one, radars are placed on fixed positions in order
to monitor the stockpile from above. Nonetheless, this kind of setup has several drawbacks.
First, the view angle of each radar is limited as the stockpile or other mechanical elements
could block the signal, preventing imaging some areas. As a consequence, several radars
must be strategically placed in order to provide full coverage. These positions must be
optimized for each stockpile facility, entailing a higher development time and increasing
the cost of the solution. Moreover, the distance between the radars and the stockpile is
larger in this setup, and hence the image resolution worsens [24]. The second option places
one or two radars over the stockpile, typically in the top of the mobile crane bridge. This
type of setup is very effective to calculate the height of the stockpile, but it is not able to
provide images with grazing angles.

In the proposed solution, multistatic radar modules are placed along the crane bridge,
which is typically designed with an angle close to the angle of repose of the materials. This
disposal allows to achieve improved image resolutions (as the radars are usually closer
to the stockpile) and avoids losing information at grazing angles. Additionally, the use
of multistatic radars enables calculating a point cloud of scatterers by means of synthetic
aperture radar [24]. The distance between the radars is chosen so that the overall coverage
covers the entire stockpile. It is relevant to note that the distance from the stockpile to the
radar modules has an impact in the point cloud resolution, as it is inversely proportional to
such a distance [24].

Regarding the positioning subsystem, it is in charge of measuring the positions, so that
the point clouds taken from different arbitrary positions can be merged. Since mm-wave
radars can provide a resolution in the order of a few centimeters, it is important to use a
positioning system with a similar accuracy, since the final stockpile resolution is dominated
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by the worst case. For this reason, a GNSS-RTK system is used because its accuracy is in
the order of 1 cm.

Regarding the number of positioning modules, since the radars are expected to lay
along a virtual line, two positioning modules are enough in order to track this line. These
tracking modules should be as separated as possible in order to minimize potential align-
ment errors.

It is interesting to observe that radar data could be merged to create a synthetic
aperture radar from arbitrary positions [25,26]. This kind of processing is very powerful
as it enables very high resolution images such as the one used for people screening [27].
However, this kind of data fusion requires a spatial data sampling much smaller than the
working wavelength (less than 1 cm) [28] and, consequently, it is discarded in this work.

The last subsystem is designed to perform communication and control duties, using
a control unit attached to the crane bridge. This subsystem is in charge of controlling the
data flow among the subsystems, synchronizing the data retrieved from the radar and posi-
tioning subsystems and sending the data to a processing unit, which is basically a standard
computer. A workflow of the proposed system and the aforementioned interconnection
between the subsystems is presented in Figure 2.

 

Figure 2. Workflow of the proposed system.

The retrieved information from the radars and rover modules is merged on the laptop
for processing and visualization purposes (as it is indicated in Figure 2). However, the
point clouds provided by the radars at each measurement position are defined according to
the local coordinate system (LCS) of each radar, which is neither fixed (as the radars will be
moved during the scan process) nor common for all radars. Therefore, these point clouds
should be manipulated to refer them to a global coordinate system (GCS), which is fixed
and common to all the radars and the whole system, forming a unified point cloud. For this
purpose, several coordinate system transformations, which are explained in Appendix A,
are performed.

2.2. Components

In the demonstrator used in this paper (see Figure 3), two platforms with wheels
are built to accommodate a foldable ladder mimicking a piece of the crane bridge. The
radar modules are fixed using ad-hoc 3D printed structures and the control unit consists of
a laptop.
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Figure 3. Scheme of the proposed system.

After analyzing the commercial off-the-shelf sensors, the IWR1443 radar modules,
operating in the frequency band from 76 to 81 GHz and manufactured by Texas Instru-
ments [29] were selected for several reasons: integration of the radiofrequency elements on
the board, easily control through a USB to UART interface and maximum range between
150 to 200 m (much larger than the maximum typical ranges in the order of 30–40 m
commonly required [12,30]). In addition, they can be configured to provide not only the
detected objects using a point cloud representation, but also the intensity of each point,
which will be useful for spatial filtering unwanted echoes.

Each module comprises three transmitting and four receiving channels, allowing us
to create a virtual array of twelve receiving channels and hence, improving the angular
resolution. Each transmitting and receiving channel is composed of an array of three series
fed patches with a 3dB-beamwidth of 28◦ × 56◦.

The radar modules are directly connected to the control unit using USB to micro USB
cables (which is the radar interface in Figure 3) and they are configured to provide a point
cloud as their output data. The configuration of the radar parameters has to be conducted
taking into account the deploying environment. Indeed, employing a proper configuration,
it is possible to filter some spurious and undesired points, mainly caused by different
factors: double reflections happening close to the radars, channel coupling or any other
unwanted reflections. An ad-hoc GUI application running on the control unit, which sends
configuration commands to the radars, was developed to configure the radars in the field.
The main adjustable configuration commands are: the constant false alarm rate (CFAR),
direct current (DC) and static clutter removal and peak grouping (which groups points by
range and/or velocity).

Among the available GNSS-RTKs on the market, the ones manufactured by Emlid were
chosen, because at the time they were acquired they offered one of the best performance-
price ratio. A Reach RS2 module [31] is intended to act as a base station, sending correction
data to two Reach M2 modules [32] that will work as rovers and will be placed on the
ladder, providing a 7 to 14 mm positioning accuracy.

The GNSS-RTK communication with the control unit is based on a client-server
architecture and a text protocol for acquiring latitude, longitude and height information. A
Wi-Fi network is deployed to enable interchanging information between the GNSS-RTKs
modules among them and with the control unit (positioning interface in Figure 3).

A portable dual band router TP-Link M7450 is used to establish the wireless communi-
cations between the subsystems, using the standard 802.11b/g/n and allowing to manage
the control unit remotely through a laptop. For the proposed application, a Raspberry
Pi 4 is used as the control unit of the system. However, it should be highlighted that
the software implemented to manage and receive information from the sensors using the
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Raspberry Pi 4, can be adapted to any other control unit device, such as a programmable
logic controller (PLC).

Finally, the commercial software Matlab is chosen to run the code in charge of process-
ing the data and reconstructing and rendering the surface on the laptop.

3. Results

Two measurement set-ups have been considered. In the first one, the stockpile of
material is simulated using air bubble aluminum laminations supported by adjustable
photography background supports. This set-up, hereinafter referred to stockpile-alike
model, has been deployed in the outdoors of the research group laboratory, and has been
primarily devoted to analyzing and debugging the system performance, as well as for
calibrating the sensors. It has also allowed us to adjust the data processing technique for
reconstructing the structure.

The second set-up, which will be called a real environment, is composed of a scaled
stockpile of coal deposited on the Gijón seaport.

3.1. Stockpile-alike Environment

This section presents the measurement results obtained with the stockpile-alike envi-
ronment. Once the required programs to control the sensors and fetch the measured data
have been developed, the sensors arrangement on the ladder was set. After several tests, it
was found that the best configuration for the radars and the rover modules on the ladder
corresponds to the one presented in Figure 4a, where the rover modules are placed on the
top and bottom of the ladder, being the radars on the middle. Each sensor is placed in the
middle of each rung, being separated by 30 cm from each other, and no empty rung is left
among the sensors. Taking into account that the distance from the ladder to the material is
in the order of 70 cm, this setup provides a proper coverage of the scanned structure with
an adequate sensors signal footprint, avoiding uncovered areas.

 
(a) 

 
(b) 

 
(c) 

Figure 4. (a) Scheme of the sensors arrangement on the ladder; (b) lateral and (c) front views of the stockpile-alike model.

191



Sensors 2021, 21, 757

The stockpile-alike is disposed in two differentiating heights, as illustrated in Figure 4b,c,
placed at 1.2 m and 1.5 m height, being the longitudinal dimensions of each section of 2 m and
3.4 m, respectively. Before starting the measurements, a calibration of the system should be
performed to determine the relative position of the radars with respect to the rover modules.
This is crucial to map the point cloud provided by each radar in its LCS to the defined GCS.

The measurements are conducted in continuous mode, setting the system to take an
acquisition every half a second. Aiming at controlling the data acquisition process, several
software tools have been developed, such as the continuous checking of the correct sensor
operation (including the saturation level of the radar receiving chain or any communication
interruption) and the monitoring of the GNSS-RTK positioning accuracy (mainly reduced
due to weak signal to noise ratio reception or high dilution precision rates).

The measurements are carried out by longitudinally moving the system along the
stockpile-alike model. The radars are configured with a CFAR threshold of 5 dB, so that they
provide a dense point cloud. This is useful for not missing any information from the scanned
structure, but it contains a large amount of undesired points (mainly from the floor and multi
reflection paths). The latter is partially reduced by grouping the points by range.

The point cloud retrieved from each radar at each measurement instant is manipu-
lated to refer it to the GCS (following the process described on Appendix A). It is worth
mentioning that though the structure is designed to be linearly moved along an almost
straight direction, it may suffer certain deviations that can also be corrected using the
method described in the Appendix A.

In Figure 5a, the scanning area is presented. The positions of the GNSS-RTK rover
modules at each measurement instant are depicted in Figure 5b (rover1 and rover2 dots
in red and blue, respectively). Moreover, the retrieved filtered point cloud corresponding
to a round trip scanning path, i.e., moving the system from the beginning of the scanned
structure to the end and back to the beginning (Figure 5c), is also shown. The point cloud
in blue corresponds to the one retrieved during the first part of the scanning acquisition
(moving the system from the beginning to the end of the scanned structure, along the x̂v
direction), whereas the one in red corresponds to the data obtained during the second
part of the acquisition (moving the system from the end to the beginning of the scanned
structure, along the −x̂v direction). From the point cloud results, it can be noticed a clear
overlap of both point clouds (blue and red), indicating the robustness of the proposed
system and method (on Appendix A) for fusing the information provided by the radars
and rover modules.

Besides a proper configuration of the radars, several filters have to be employed
to remove spurious and unwanted points. Therefore, a spatial filter is used to remove
those points whose signal level lies below a certain threshold level. Moreover, a linear
regression is applied for discarding other noisy points, coming from unwanted reflections
(see Appendix A). This filtering procedure allows us to highly automatize the removal
of unwanted points, even when the spatial filter is not properly adjusted. As it can be
seen from Figure 5c, just a few points of the cloud are caused by spurious reflections and,
therefore, it can be concluded that the filtering processes proposed are efficient. Moreover,
the few unwanted remaining points lie in dispersed areas, far away from the ones caused
by the scanned structure and hence, they do not result in confusing information.
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(a) 

 
(b) 

 
(c) 

Figure 5. (a) Scanning area; (b) rover modules positions and (c) point cloud retrieved from a round trip scanning path.

There are several techniques for reconstructing the surface of the structure from a
point cloud. In this paper, although conventional Delaunay triangulation, used in [33], has
been evaluated, additional ad-hoc techniques have also been investigated. The first one is
based on a piecewise cubic interpolation and a surface reconstruction using fitting functions
to adjust the surface to the retrieved point cloud. The results are presented in Figure 6a
and this procedure is called proc1.The second technique involves a smoothing, triangle
linear interpolation and the use of the spring model, which allows us to accurately connect
the points on the cloud [34]. The reconstructed surface, after applying this technique, is
presented in Figure 6b and this procedure is called proc2. From both reconstructions, the
shape and the height variations of the stockpile-alike model are clearly observed, with
the height of the first and second sections of the stockpile respectively being 1.25 m and
1.53 m and their longitudinal lengths being 2 m and 3.4 m, which closely fit the true
dimensions of the stockpile-alike model, as shown in Table 1. The slight discrepancies may
be due to calibration errors and/or inaccuracies when acquiring the stockpile-alike model
dimensions.

 
(a) 

 
(b) 

Figure 6. Surface reconstruction of the stockpile-alike model following (a) proc1 and (b) proc2 procedures.
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Table 1. Real and reconstructed dimensions of the stockpile.

Section 1 Section 2
Height (m) Length (m) Height (m) Length (m)

Real dimensions 1.20 2 1.50 3.4
Reconstructed

Stockpile 1.25 2 1.53 3.4

3.2. Real Environment

Once the system was adjusted and a precise reconstruction of the stockpile-alike
model was achieved, it was tested in a more realistic environment. For this purpose, a
real stockpile of coal was deployed. However, in contrast to real stockpiles with heights
in the order of tenths of meters, the considered model was scaled, being equivalent to a
local measurement of a complete stockpile. The considered scaled-stockpile has three clear
sections with different heights (see Figure 7). The first section, with a maximum height of
1.58 m, is followed by an almost flat middle area and then, a final section, slightly higher
than the previous one, completes the stockpile.

 
(a) 

 
(b) 

 
(c) 

Figure 7. (a,b) Scaled stockpile from two different perspectives; (c) the ladder with the sensors prior to conducting the
stockpile scanning.

The scanning procedure is identical to the one described for the stockpile-alike model.
As the real stockpile has similar height dimensions as the previous stockpile-alike model
and the distance from the radars to the stockpile is similar, the sensors on the ladder are
placed at the same positions.

Although the stockpile was located close to a high wall, as can be seen in Figure 7,
the rover modules could receive a strong enough signal from the satellites to solve their
position in their fix mode and hence, a high positioning accuracy was provided.

Regarding the radars configuration, the optimum CFAR threshold has been proved to
be between 5 and 13 dB, so that a dense point cloud can be obtained and no information
from the scanned structure is missed.

The data processing technique and the filtering applied to the point cloud are identical
to the ones employed for the stockpile-alike model (see Appendix A for further information
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about data processing). Once again, a visualization coordinate system has to be defined,
which is represented in Figure 7a.

In Figure 8a, the rover modules positions at each measurement instant are depicted
(red and blue dots, respectively for rover1 and rover2). The retrieved point cloud corre-
sponding to a round trip scanning path is shown in Figure 8b. Once again, the points
corresponding to each movement direction are represented with a different color, with
both point clouds being similar and again demonstrating the robustness of the proposed
method for referring the point cloud to the defined GCS.

 
(a) 

 
(b) 

Figure 8. (a) Rover modules positions and (b) point cloud retrieved from a round trip scanning path.

Then, the surface is reconstructed using both proc1 and proc2 and the results are
shown in Figure 9. From this reconstruction, the three sections of the stockpile are clearly
distinguishable, having the first one a height of 1.52 m (almost the same as the actual one,
1.58 m). The reconstructed stockpile length (14.2 m) is slightly smaller than the length of
the true stockpile, as there is certain information of the stockpile base that is lost, due to the
lack of an additional radar on the bottom of the ladder. However, the latter is not critical,
as stockpiles are commonly uniform on its base and, consequently, no relevant information
is missing.

 
(a) 

 
(b) 

Figure 9. Surface reconstruction of the real stockpile following (a) proc1 and (b) proc2 procedures.

3.3. Complete Reconstruction of the Real Stockpile

Once the real stockpile has been properly scanned and its lateral surface accurately
reconstructed, a complete model of the stockpile may be desired. For estimating such
model, the stockpile should be scanned from both sides. As the proposed system is a
prototype, including the sensors that are only on a single side, the ladder was flipped so
that same sensors are used for conducting the scanning at both sides. Therefore, a round
trip scanning for each side of the stockpile can be performed to fully model the stockpile.

Since both side scans can be referred to the GCS, the retrieved data can be merged and
the point cloud is referred to the same visualization coordinate system. The rover modules
positions at each measurement instant along with the retrieved point cloud are presented
in Figure 10. For the sake of compactness, Figure 11 just shows the reconstruction results
obtained when applying proc2 from three different perspectives. From these results, the
three different sections that constitute the stockpile can be clearly observed, concluding
that a complete model of the stockpile can be retrieved using the proposed technique.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 10. (a) Rover modules positions and (b,c,d) different perspectives of the point cloud retrieved from a round trip
scanning path from both sides.

 
(a) 

 
(b) 

 
(c) 

Figure 11. Surface reconstruction of the real stockpile from different perspectives.
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In order to evaluate the robustness of the proposed system, the stockpile was mod-
ified, with the new one having a height and length of 1.5 m and 11.6 m, respectively
(see Figure 12), and a new scan was conducted. In Figure 12b the results obtained after
reconstructing the scanned data are shown. It can be seen that the reconstruction closely
follows the changes of the stockpile geometry, confirming the robustness of the proposed
system and the suitability of the applied methods.

 
(a) 

 
(b) 

Figure 12. (a) Picture and (b) surface reconstruction of the stockpile.

Aiming at assessing the accuracy of the proposed system, a photogrammetry-like
technique is employed to compare the profiles of both the real and reconstructed stockpile.
The true profile of the stockpile was extracted from a picture took during the measurements,
which corresponds to the yellow line in Figure 13. This profile is compared with the one
obtained after the reconstruction (green line in Figure 13). It can be noticed the correlation
between both curves, being almost identical on the middle section and having slight
deviations on the lateral sections, which can be attributed to other scattering sources, as
the scanner arrives at the ends of the stockpile.

 
Figure 13. Picture of the stockpile, with the profile being recovered using a photogrammetry-like
technique shown in yellow and the profile obtained from the reconstruction in green.
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Analyzing the previous results, it has been found that the mean absolute error on
predicting the stockpile profile height is 6.4 cm and the root mean square deviation is
8.6 cm. These errors are mainly due to the sensors precision and resolution, as well as due
to the employed calibration and positioning methods. However, it has been shown that
the system provides high precision to retrieve the stockpile profile. Indeed, the agreement
between the outline and shape of the real and reconstructed stockpiles is very good.
Moreover, the errors are much smaller than the ones presented in other works [15–35],
always being much less than 20 cm, which is an acceptable level [12].

Real-Time Reconstruction

In this section, a viability analysis for reconstructing the stockpile in real-time is
conducted. Therefore, only the data retrieved until a given instantaneous measurement
position is used for reconstructing the stockpile. As the radars have the capability of
scanning the stockpile in three dimensions, the point cloud retrieved at each measurement
instants contains points not only in the scanning plane (ZY plane shown in Figure 5a), but
also from previous and forward stockpile parts. This allows us to redefine the reconstructed
image with the information provided from successive measurement acquisitions, making
the method adaptive in a certain way. The results of this real-time reconstruction are
shown in Figure 14 for the two real stockpiles previously analyzed at two different instants.
Consequently, it can be concluded that the proposed system and the employed methods
are suitable for real-time scanning and reconstruction applications.

 
(a)  

(b) 

 
(c)  

(d) 

Figure 14. Reconstruction of the two real stockpiles when the scanner system is at (a,c) 4 m and (b,d) 9 m from the beginning
of each stockpile.

4. Discussion

The electromagnetic scanning system presented in this article gathers most of the
requirements demanded by the Industry 4.0, regarding the connection between systems
and the management of data. In this article, a new system to estimate the topography
of stockpiles has been fully developed, from the selection and arrangement of their core
components to the managing and processing of the acquired data. Moreover, the system
does not rely on mathematical or geometrical models used in the literature to predict
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the initial shape of stockpiles, which cannot continuously monitor the structure, causing
inefficient handling of the industrial processes [9–11].

A robust and highly accurate technique for managing the sensors data and recon-
structing the stockpile topography from the obtained point cloud has been presented. It is
worth noting that it avoids the usage of other models that cannot provide a continuous dy-
namic monitoring of the scanned structure and/or other time consuming and less reliable
techniques that greatly depend on the selected algorithm [11].

The proposed system is cost-effective, mainly thanks to the use of commercial off-the-
shelf components, whose prices are dropping due to their mass production.

In contrast to other works that propose alternatives that are only assessed in laboratory
conditions, the solution presented in this article has been tested in a realistic environment,
obtaining highly precise reconstructions of the scanned structure.

It should be noticed that it is not easy to analyze the accuracy of the obtained results
when scanning large structures, as the true shape and dimensions of such structures are
not known. Indeed, there are not many works in the literature that quantitatively compare
the obtained results from the scanning process with the actual structure. Nonetheless, in
this article two techniques have been proposed to perform such comparisons. The first
one relies on the measurements of the structure dimensions taken in the field, whereas
the other one uses a photogrammetry-like technique to extract the profile of the scanned
structure. From both methods, a high accuracy on the structure reconstruction has been
clearly obtained. In fact, the proposed system performs better in terms of accuracy than
other works proposed in the literature [15,35].

Finally, it should be noted that although the data retrieved from the sensors is down-
loaded after the scanning process, the viability of reconstructing the surface in real-time
has been verified.

5. Conclusions

In this article, a new and highly precise system has been presented for electromagneti-
cally scanning large structures. The system combines the range information provided, as
point clouds, by an array of mm-wave radars with the highly accuracy positioning data
provided by GNSS-RTK modules, forming a sensor-fusion system that enables to merge
the point clouds taken from different arbitrary positions. Moreover, communication and
control components have been employed to send and receive data from the sensors and to
manage the system status. A laptop has been also used for fusing the geo-referred data and
properly reconstructing the scanned structure. Therefore, a new methodology to achieve
3D images of any large structure, object or group of objects, even when dust or heavy
smoke are present and regardless of the ambient light, is introduced. As a proof of concept,
the system has been tested on a stockpile-alike model and in a realistic environment at a
seaport with a scaled coal stockpile, obtaining accurate results in both cases.

The reconstructed model has been compared with the true scanned structure dimen-
sions, giving small errors (on the order of centimeters). For further verification of the
system accuracy, a photogrammetry-like technique is used to compare the reconstructed
profile with the true one, showing also small discrepancies. Therefore, the precision on the
reconstruction of the structure has been validated, as well as the proper performance of the
sensors that comprise the system.

In addition, the system and the proposed reconstruction method have been tested
under real-time conditions, showing an excellent performance.

It should be noticed that although the proposed system is a proof-of-concept for
scanning reasonably large structures, it can be easily scaled. Moreover, it can be used in
other outdoor applications involving the retrieving of an electromagnetic image of large
structures.
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Appendix A

The point cloud provided by each radar on each measurement position is related
to its own local coordinate system (LCS). Aiming at reconstructing the scanned surface,
the aforementioned point clouds should be referred to a global common fixed coordinate
system (GCS). This system is defined by three orthonormal vectors (x̂, ŷ, ẑ), which are
determined from the positioning data provided by the GNSS-RTK modules as follow:

• x̂ vector → obtained by computing the mean of the retrieved positions provided by the
rover modules along the longitudinal scanning of the stockpile (from the beginning to
the end of the stockpile).

• ẑ vector → defined by the vector connecting the two rover module positions.
• ŷ vector → cross product between x̂ and ẑ vectors.

The advantages of using the aforementioned coordinate system is that their constituent
vectors (blue triple (x̂,ŷ, ẑ) in Figure A1) are almost parallel to the local systems ones of
the radars (brown triple (x̂r,ŷr, ẑr) in Figure A1). Once the point clouds of the radars are
defined with respect to the GCS, an additional transformation has to be conducted to refer
them to the visualization coordinate system (green triple (x̂v,ŷv, ẑv) in Figure A1). The
latter provides a better representation of the structure, so that the ẑv vector points to the
sky, whereas the x̂v and ŷv vectors are parallel to the ground.

 

 

Figure A1. Coordinate system representation.
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The positioning information is given by the rover modules on the ECEF (Earth-centered,
Earth-fixed) coordinate system. Therefore, a coordinate system transformation is firstly
required for referring this positioning information to the GCS.

Figure A2 shows the data processing flow chart followed in this article. Firstly, the
global coordinate system is defined (as previously indicated) and the positioning data
provided by the rover modules are referred to the GCS. Then, the data from the radars are
processed for each measurement instant by following the steps described below (blocks in
yellow in Figure A2):

• Computation of an instantaneous coordinate system (ICS), which is defined by the
auxiliary vectors (x̂i,ŷi, ẑi). These vectors are computed in a similar way as the GCS
previously defined, except for x̂i that is calculated from several consecutive measure-
ment positions (four in this case). These ICS allows to determine the radars orientation
on each measurement instance and, hence, its LCS.

• The correction angles that determine the orientation of the ICS (and hence the LCS)
regarding the GCS (see Figure A3) are calculated as follows:

◦ αx is extracted by projecting the vector ẑi on the ZY plane (obtaining ˆzpi) and
computing the angle between ˆzpi and the XZ plane. After applying the rotation
by an angle αx around the x̂ axis to the vectors (x̂i,ŷi, ẑi), the triad ( ˆxir1, ˆyir1, ˆzir1)
is obtained.

◦ αy will be the angle between the ˆzir1 and the YZ plane.
◦ αz will be the rotation angle required to make the triad ( ˆxir1, ˆyir1, ˆzir1) and

(x̂,ŷ, ẑ) coincident.

Once the correction angles are extracted, the rotation matrices are applied to transform
the ICS, so that its triad vectors (x̂i,ŷi, ẑi) have the same orientation as the ones of the
GCS (x̂,ŷ, ẑ).

• A filtering based on the range and reflected power is firstly applied to the point
clouds provided by each radar at each measurement instant for discarding unwanted
points. These points are detected with a low power or far away from the radars and in
dispersed areas, so they cannot be attributable to the scanned structure.

• The translation matrix from the ICS of each radar to the GCS is determined using
the relative positions of the radars regarding the rover modules defined by an initial
calibration. Using both the translation matrices and the rotation ones, it is possible to
refer the point clouds provided by the radars at each measurement instant in the GCS.

Once all the data is processed, a linear regression is applied to the final point cloud
(which is defined regarding the GCS). For doing so, the points on the cloud that lies at
a certain distance from the ZY plane (see Figure A1) are selected for computing a lineal
regression, discarding the points that lie far away from this lineal regression. Although the
latter filtering process is computed at each measurement instant, it can be conducted at any
other interval.

Finally, an additional transformation is applied to represent the point cloud in the
visualization coordinate system (green triad vectors (x̂v,ŷv, ẑv) in Figure A1). The latter
transformation is obtained by rotating the point cloud β = 90◦ − γ degrees around the
x̂ vector, being γ the angle between ẑ and the ground (obtained from the rover modules
positioning information), and a translation regarding ẑv (allowing to refer the point cloud
with regards to the ground). This transformation is useful for a better interpretation of the
retrieved point cloud.
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Figure A2. Data processing flow chart.

 

Figure A3. Coordinate system transformation to get the ICS vectors (x̂i,ŷi, ẑi), and hence the LCS of each radar, equally
oriented as the GCS ones (x̂,ŷ, ẑ).
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Abstract: While a vast number of location-based services appeared lately, indoor positioning solutions
are developed to provide reliable position information in environments where traditionally used
satellite-based positioning systems cannot provide access to accurate position estimates. Indoor
positioning systems can be based on many technologies; however, radio networks and more precisely
Wi-Fi networks seem to attract the attention of a majority of the research teams. The most widely
used localization approach used in Wi-Fi-based systems is based on fingerprinting framework.
Fingerprinting algorithms, however, require a radio map for position estimation. This paper will
describe a solution for dynamic radio map creation, which is aimed to reduce the time required to
build a radio map. The proposed solution is using measurements from IMUs (Inertial Measurement
Units), which are processed with a particle filter dead reckoning algorithm. Reference points (RPs)
generated by the implemented dead reckoning algorithm are then processed by the proposed
reference point merging algorithm, in order to optimize the radio map size and merge similar RPs.
The proposed solution was tested in a real-world environment and evaluated by the implementation
of deterministic fingerprinting positioning algorithms, and the achieved results were compared with
results achieved with a static radio map. The achieved results presented in the paper show that
positioning algorithms achieved similar accuracy even with a dynamic map with a low density of
reference points.

Keywords: localization; IMU; Wi-Fi; positioning; dead reckoning; particle filter; fingerprinting

1. Introduction

With the recent development of location-based services (LBS) in the indoor environ-
ment, there is a big demand for the deployment of indoor localization systems [1]. This is
mainly because GNSS (Global Navigation Satellite Systems) localization services, which
are widely used in the outdoor environment to provide location estimates, cannot provide
accurate and reliable localization service in indoor environments. This is mainly related to
the properties of GNSS signals that are transmitted from earth orbit and affected by signal
attenuation, conditions in the ionosphere as well as multipath propagation. A combination
of all these can cause loss of signal or high localization errors in dense urban environments
and indoors.

Therefore, alternative positioning solutions have been and are being developed to pro-
vide accurate and reliable position estimates in both dense urban and indoor environments.
These solutions traditionally utilize data from available enabling technologies to estimate
the position of mobile devices or users in the environment. These enabling technologies
can be represented by ultrasound [2], cameras [3], light sensors [4], magnetometers [5],
MEMS (Micro-Electro-Mechanical Systems) or IMUs (Inertial Measurement Units) [6–8] as
well as radio receivers [9]. Each of these technologies has its pros and cons. For example,
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positioning using cameras can provide high accuracy; however, it can have relatively high
computation complexity compared to systems based on radio signals [3]. On the other
hand, localization based on measurements of magnetic fields can provide high accuracy
for moving users with small complexity; however, it is almost useless for static positioning,
as position estimates are based mainly on the classification of changes of the magnetic field
when a user moves around the area [10].

When it comes to radio network-based positioning, this can provide position estimates
with various levels of accuracy. This is due to the fact that various radio networks use
transmit signal on different frequencies with different bandwidths, and thus, allow the
collection of different type of data that can be used to estimate position. For example,
UWB (Ultra-Wide Band) technology can provide propagation time ToA (Time of Arrival)
measurements thanks to the wide bandwidth of the signal, which is transmitted on high
frequencies. Therefore, it is possible to use UWB technology to build localization systems
based on trilateration and achieve high accuracy even in environments with multipath
propagation [11].

An important factor for the deployment of the localization system is the additional
cost and complexity required for the operation of the system. The aforementioned UWB
localization can provide high performance; however, it requires a dedicated infrastructure,
and UWB receivers are not yet commonly implemented in widely used smart devices.
Thus, users have to be equipped with tags that are used only for positioning purposes.

The motivation of our work is to build a low-cost positioning system that can provide
room-level accuracy without the need for any significant investments into the infrastructure.
Therefore, the decision was to set up the localization system on Wi-Fi technology. The main
advantage is that Wi-Fi technology can be considered to be ubiquitous and all modern
smart devices are able to receive signals from Wi-Fi access points (APs). The localization
system is based on fingerprinting framework, since it allows the use of simple Received
Signal Strength (RSS) measurements, which does not require any additional modification of
devices. Fingerprinting approach has a significant advantage when compared to RSS based
trilateration [12] since information about transmit power is not required. Moreover, the
effect of shadowing caused by walls and other obstacles as well as multipath fluctuation
does not have to be considered when fingerprinting-based localization is implemented.

The main drawback of the localization systems based on fingerprinting framework
is the need for radio map measurements [13]. The radio map is basically a database of
measurements performed on predefined reference points and is used during the position
estimation process. The collection of RSS samples at predefined positions is usually a
time-consuming process, especially if localization services are to be provided on a large
scale. One way to avoid time-consuming calibration measurements for radio map is to
use complex simulation of radio signal propagation, based either on signal modeling or
raytracing algorithms [14]. However, these complex simulations still cannot provide realis-
tic estimates of RSS levels in a dynamic indoor environment and can reduce localization
performance [15,16].

To overcome the problems related to complexity and time required to collect radio
map measurements, in this paper, we propose a solution for dynamic map creation. The
proposed solution is based on a collection of data for a radio map while walking around
the localization area. It does not require accurate measurement of the position of each
reference point, nor doing static measurements at each of the reference points.

The proposed solution is based on the collection of data from IMU and Wi-Fi receiver,
which are both implemented in all smart devices currently available on the market. The
data from IMU are then processed by a dead reckoning algorithm and particle filter to
recover the track of the user. When the track has been successfully recovered the position of
reference points with RSS measurements provided by the Wi-Fi receiver can be estimated
and stored in the radio map.

The rest of the paper is organized as follows: in Section 2, related solutions used for
deployment and experimental evaluation of the systems are described, the proposed dy-
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namic map creation solution is described in Section 3, Section 4 describes the experimental
setup and discusses the achieved results and Section 5 concludes the paper.

2. Related Work

2.1. Fingerprinting Localization

Among the localization techniques used for indoor positioning based on Wi-Fi signals,
fingerprinting localization has the most attention, with a vast number of modifications
proposed by many research teams. This is due to the fact that fingerprinting positioning can
estimate the position of the user with the use of easily obtained RSS measurements. While
traditional distance-based localization methods that use RSS measurements for distance
estimation are negatively affected by fluctuations caused by multipath propagation of
wireless signals, the fingerprinting-based positioning systems seem to perform much better
in environments with dense multipath propagation.

The operation of fingerprinting localization systems can be divided into two separate
parts, usually referred to as offline and online phases. The offline phase is dedicated to
calibration measurements of a radio map, while the online phase describes how the system
operates during positioning.

During the offline phase, measurements are traditionally performed at predefined
reference points distributed in the area of interest, where localization services will be pro-
vided, also referred to as the localization area. The measurements on individual reference
points are stored in the database widely called a radio map. The principle of the radio map
is shown in Figure 1. The radio map consists of reference points identification, the position
of each reference point, as well as measured data. The position of the reference point is
defined by coordinates [xRP, yRP, zRP], where xRP and yRP represent coordinates in 2D
cartesian space and zRP defines the floor of the building. The most important information
in the radio map is represented by RSS samples measured from all available APs. All the
RSS measurements are linked to MAC addresses of APs that transmitted the signal; these
are used as identification of individual transmitters during the position estimation process.

Figure 1. Principle of the radio map.

Additional information can be included in the radio map as well, which can be the
identification of a device that was used for measurements, the orientation of the device
during the measurement, etc. This information may help to improve the performance of
the localization system.

In the online phase, the main goal is to estimate the position of the mobile device
based on actual RSS measurements collected at the unknown position. This can be done
by algorithms that can be divided into three main categories—deterministic approach,
probabilistic approach and based on machine learning techniques.
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Recently, machine learning algorithms based on neural networks and support vector
machines are becoming extremely popular in different areas of signal processing and
data analysis. Therefore, their use in localization systems is gaining a lot of attention as
well [17,18].

In the probabilistic approach, the position of the mobile device is assumed to be a
random vector [19]. In this case, the localization candidate is commonly chosen based
on the highest posterior probability of the location candidates. If RSS measurements are
represented by a vector S and γi represents position for i-th reference point, then the
decision rule based on Bayes’ theorem is given as follows:

P(γi|S ) = P(S|γi)P(γi)

P(S)
, (1)

where the posterior probability P(γi|S) is described as a function of likelihood P(S|γi),
the prior probability P(γi) has uniform distribution if no prior data are available and the
observed evidence P(S) given by:

P(S) = ∑i P(S|γi)P(γi). (2)

Other likelihood functions can also be used, as can be seen in [20].
Contrarily, in the deterministic framework, the state of the mobile device is assumed

to be a non-random vector. The main idea is that the position of the mobile device can
be estimated, since RSS values depend on the position of the mobile device. Therefore,
the position of the mobile device x̂ can be estimated based on a direct comparison of RSS
values measured by the mobile device with values stored in the radio map database. In
this case, the estimator can be written as:

x̂ =
∑M

i=1 ωi · γi

∑M
i=1 ωi

, (3)

where M is the number of reference points in the radio map database and ωi represents
nonnegative weight assigned to the i-th reference point with position γi. Weights ωi can
be calculated using different metrics [21]; however, the most commonly used metric is the
Euclidean distance dE, given by:

dE =
√

∑N
k=1(ak − bk)

2, (4)

where N is the number of elements in the RSS vector, i.e., the number of APs detected by
the Wi-Fi receiver, ak represents k-th element of vector A and bk represents k-th element of
vector B.

The positioning algorithm that uses estimator (3) to estimate the position using K
highest weights is called Weighted K-Nearest Neighbors (WKNN) [22]; if K highest weights
in the estimator (3) are set to 1 and the other weights are set to 0, it represents the KNN (K-
Nearest Neighbors) algorithm. If the position of the mobile device is estimated using only
a single highest weight, the algorithm becomes the NN (Nearest Neighbor) algorithm [23].

In general, KNN and WKNN provide more accurate position estimates, especially
when K is set to 3 or 4, since it is possible to estimate the position of the mobile device
more precisely. However, the NN algorithm can achieve an accuracy similar to KNN and
WKNN algorithms when the density of the radio map is high enough [20]. This is due to
the fact that the NN algorithm can only estimate positions on reference points; thus, the
minimum error is given by the distance between them.

2.2. Improvements of the Radio Map

Since the radio map is required for fingerprinting-based localization, a lot of attention
was aimed at modifications of the radio map collection process or dynamic updates of
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the radio map. Most of the proposed solutions can be divided into two main categories.
The first category consists of solutions that help to increase radio map density by the
implementation of interpolation algorithms to estimate fingerprints on additional reference
points from the manually measured radio map. The second category of solutions is aimed
at online radio map updates using measurements taken during the localization phase,
either from a localized device or a set of sensors placed in the localization area.

The interpolation methods are used to increase radio map density, these solutions
are based on assumption that the smaller distance between reference points the better
resolution of the localization system, and thus, it should be possible to achieve higher
localization accuracy. The first solutions for interpolation of reference points in sparse
radio maps were based on linear interpolation [24], Radial Basis Function (RBF) [25], Kiring
interpolation [26] as well as Inverse Distance Weighting (IDW) [27]. A more advanced
solution referred to as VORO was proposed by Lee and Han [28] and is based on Log-
Distance Path Loss. The interpolation was performed in two phases. In the first phase, the
positions of APs were estimated. In the second phase parameters of signal, fading was
estimated for each Voronoi cell, while fading of walls and obstacles was taken into the
account. The parameters of signal fading were then used to estimate RSS on interpolated
reference points. Based on experimental results, the VORO solution achieved significantly
better results than IWF and RBF based interpolations.

Another solution for interpolation of radio map was proposed by Khalajmehrabadi
et al. in [29]; in this case, interpolation was reformulated as a minimization problem known
as the Least Absolute Shrinkage and Selection Operator (LASSO). The main advantage is
that the proposed algorithm interpolates signals from randomly selected reference points
and new samples are estimated for each AP individually; thus, it seems to be more robust.

Application of the Kiring interpolation technique on radio map re-emerged recently
in applications related to 5G communication [30] and V2X (Vehicle to everything) [31]
with distributed implementation. In these cases, it is required to estimate the power of the
received signal for multiple nodes in the area. Kiring interpolation can achieve reasonably
good performance since the implementation is mainly aimed at vehicle communication in
the outdoor environment without any significant shadowing caused by obstacles between
the transmitter and individual receivers.

On the other hand, algorithms in the second category aimed at online radio map
updates are based on the assumption that the radio map changes over time, due to changes
in the environment, and thus, by regular updates to the radio map, it will be possible to
improve the localization accuracy. The changes in the environment might be caused by
variation of temperature, humidity, movement of obstacles or changes in the infrastructure,
i.e., furniture and equipment, reconstruction of the building, replacement or upgrade of
some transmitters in the area [32]. These solutions are based on machine learning [33] and
regression methods [34].

Xu et al. proposed an online radio map update scheme based on the marginalized
particle gaussian process in [35]. The proposed solution utilizes crowdsourced fingerprints
to update the radio map, while the position of online measurements is estimated using
the existing radio map. The advantage of the solution lies in recursive processing of the
measurements until the location is aligned with the radio map.

Huang et al. [36] implemented a marginalized particle Gaussian process in combi-
nation with pedestrian dead reckoning and Wi-Fi based localization for alignment of
measurements with the existing radio map. Results show that implemented solution can
provide better localization performance than the Gaussian process regression approach;
however, this requires significantly more processing power. Thus, the online update is not
automatic but has to be scheduled, so that it will not disrupt localization service.

The online radio map update using measurements of data from the fixed nodes was
proposed by Batalla et al. [37]. The authors proposed to use a number of nodes to monitor
changes in radio signal propagation. These devices are placed on some of the reference
points. Measurements performed by the fixed nodes are used to update the offline radio
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map. The disadvantage of the system is a requirement for the implementation of fixed
nodes and the fact that the number of nodes will increase significantly when the localization
area consists of a large number of rooms, since conditions in different rooms will change
independently, unlike in large open spaces such as industrial halls, where some correlation
between neighboring reference points can be expected without constraints.

All the solutions described above can help to improve the performance of the local-
ization system based on fingerprinting framework. However, all these solutions require
initial calibration measurements for the radio map, which are time-consuming. Some of
the solutions require additional investment into infrastructure, to collect data for online
radio map updates.

The dynamic online calibrated radio map proposed in [38] helps to construct the radio
map of the localization area and provide online updates of the radio map database based
on the measurements performed by APs implemented in the area. This solution is quite
promising; however, it is based on the assumption that most of the APs in the area are
capable to perform RSS measurements and send them to the localization server. This might
be true in cases when the network in the whole localization area (building) has a single
administrator; unfortunately, this is not always the case.

In this paper, we focus on a low-cost solution, focused on the reduction of effort
required for initial calibration measurements, which is required for most of the solutions
presented above and does not require access to network infrastructure.

2.3. Dead Reckoning with Particle Filter

The dead reckoning positioning using data form low-cost IMU has attracted a lot of
attention lately [8]. In a previous work [39], we described the implementation of the dead
reckoning algorithm with a particle filter. The dead reckoning algorithm utilizes data from
IMU to reconstruct the track of the user. The implementation can be divided into three
parts: in the first part, the algorithm for step detection is implemented, the second part
consists of an algorithm for heading angle estimation and the third part is represented by a
particle filter algorithm that uses map information to improve position estimates. The block
diagram of the particle filter pedestrian dead reckoning (PF-PDR) is shown in Figure 2.

Figure 2. Block diagram of particle filter pedestrian dead reckoning.

In the implemented dead reckoning solution, the first task is to detect the step of the
user [40]. For this purpose, data from the accelerometer implemented in IMU are used.
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The significant pattern of the step can be found in the vertical axis; therefore, a vertical
component of acceleration has to be estimated accurately. This is not always possible,
especially when low-cost accelerometers are used for data collection; thus, the norm of
acceleration can be used to detect the step. The norm of acceleration is given by:

a(t) =
√

a2
x(t) + a2

y(t) + a2
z(t)− g, (5)

where g is gravitational acceleration and ax, ay, az stand for measured acceleration in all
three axes of the accelerometer implemented in IMU [41]. The norm can be used for
step detection using either peak detection, frequency analysis of the signal or the zero-
crossing method, which was implemented in our case. In theory, each step has a different
length, and this should be taken into the account during the implementation of the dead
reckoning algorithm; however, in this case, a fixed step length of 0.75 m was used. This
setting was tested in [39] and provided reasonably accurate position estimates thanks to
the implementation of a particle filter.

The second part of the dead reckoning algorithm is based on heading estimation,
which can be done by integration of angular velocity measured by the gyroscope, and is
given by:

ωb(t) =
(
ωx(t), ωy(t), ωz(t)

)
, (6)

where ωx, ωy, ωz are angular rotations measured for each axis in the body frame of the
IMU. Then, the attitude of the IMU can be represented by direction cosine matrix C, which
is the rotation matrix given by:

C =

⎡
⎣ cos θ cos Ψ cos θ sin Ψ − sin θ

sin ϕ sin θ cos Ψ − cos ϕ sin Ψ sin ϕ sin θ sin Ψ + cos ϕ cos Ψ sin ϕ cos θ
cos ϕ sin θ cos Ψ + sin ϕ sin Ψ cos ϕ sin θ sin Ψ − sin ϕ sin Ψ cos ϕ cos θ

⎤
⎦, (7)

where ϕ, θ, Ψ represent the Euler angles roll, pitch and yaw, respectively. In order to track
the orientation of the IMU, the rotation matrix has to be updated all the time. The updated
matrix C(t + Δt) can be calculated as follows:

C(t + Δt) = C(t)
(

I +
sin σ

σ
B +

1 − cos σ

σ2 B2
)

, (8)

where Δt is the sampling interval, I is a 3-by-3 identity matrix, σ = |Δtωb| and

B =

⎡
⎣ 0 −ωzΔt ωyΔt

ωzΔt 0 −ωxΔt
−ωyΔt ωxΔt 0

⎤
⎦. (9)

Afterwards, it is possible to calculate yaw angle Ψ from the updated rotation matrix,
which actually represents the heading of the user:

Ψ = arctan(C2,1, C1,1). (10)

In the last step of the dead reckoning algorithm, the position of the user can be
estimated as follows: [

Pxk

Pyk

]
=

[
Pxk−1 + lk sin Ψk
Pyk−1 + lk cos Ψk

]
, (11)

where Pxk and Pyk represent a position on the x-axis and y-axis in step k, lk stands for step
length and Ψk represents the heading angle in step k.

To achieve the optimal combination of information from various sources, Bayesian
filters are widely used; unfortunately, Bayesian filters only work well with linear models.
Since the localization process is nonlinear, an approximation of the Bayesian filter must be
implemented. A particle filter is a popular approximation, where posterior state distribu-
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tion is approximated using particles. Moreover, the advantage of the particle filter is that a
representation of particles as standalone points can easily be combined with information
about the area in the map-matching process [42].

The particle filter is operating in prediction and update steps. During the prediction
step, the number of particles x(p), p = 1, . . . , N is generated from proposal distribution in a
time step t:

x(p)
t ≈ π

(
x(p)

t

∣∣∣x(p)
t−1, y1...t−1

)
, (12)

where y1...t−1 stands for measurements one step before t. It is assumed that states establish
a Markov model; the current state xt depends solely on the previous state xt-1.

During the uprate phase, it is required to recalculate weights according to the likeli-
hood of observation, so the weights are given as follows:

wp
i = wp

i−1

p
(

yt

∣∣∣x(p)
t

)
p
(

x(p)
t

∣∣∣x(p)
t−1

)
q
(

x(p)
t

∣∣∣x(p)
t−1, yi

) . (13)

After the update, the weights are normalized. During the operation of the particle
filters, just a few particles will be assigned all calculated weights. Over time, the propaga-
tion of particles with low weights has a negative impact on posterior distribution, which is
referred to as degradation. In order to avoid degradation, resampling is required [43]. The
implemented solution performed resampling when the number of active particles was less
than N/5.

3. Proposed Solution

In order to remove the biggest drawback of fingerprinting positioning systems, energy
and time required for the construction of a radio map, we have proposed a solution for
dynamic radio map creation. The proposed solution utilizes IMU data and dead reckoning
using the particle filter presented in [39]. In traditional fingerprinting solutions, the radio
map is created either by performing measurements on predefined spots or by complex
simulations of radio propagation [44]. However, simulations cannot provide realistic
results even when a large number of complex factors affecting radio signal levels are
considered [45]. Therefore, systems with radio maps based on real-world measurements
traditionally outperform systems based on artificial radio maps [16].

Our proposed dynamic map creation solution is aimed at the reduction of radio
map measurements complexity, since the solution can provide an automatic collection of
RSS fingerprints for radio map. The proposed solution is based on RSS measurements
during a walk through the localization area. Data are collected using the developed Sensor
Reader app, which allows collecting data from both IMU and Wi-Fi receiver at the defined
sampling rates. In the application, the sampling rate for IMU data was set to 100 Hz and
for Wi-Fi signals, the measurements of RSS from all surrounding APs were performed
every 5 s in order to provide reasonable separation for reference points in the radio map.

In the second step, the data collected by the user during the walk around the area is
processed by the dynamic map creation algorithm. The dynamic map creation algorithm
use data from IMU, which are processed by the PF-PDR algorithm in order to reconstruct
the trajectory of the user. Furthermore, reference points are defined on the trajectory on
time steps corresponding to Wi-Fi measurements.

The last step of the proposed solution is the process of reference point merging. This
process is used to combine measurements from the reference points with similar position
or neighboring reference points with extremely similar RSS values. The flowchart of the
dynamic map creation, as well as the Reference Point (RP) and merge process, is shown in
Figure 3.
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Figure 3. Flowchart of the proposed dynamic map creation solution and RP merge process.

Since the time interval for RSS measurements had a fixed value of 5 s, it is possible to
estimate positions of individual reference points on which the radio map measurements
were performed. It could happen that RSS measurements were performed during the same
period as the user made a step which was detected by a dead reckoning algorithm; in such
a case, the measurements are linked to the posterior position of the user.

However, since the user can move freely around the area while performing the radio
map measurements, it can happen that some RSS measurements are performed at reference
points that are close to each other. In order to achieve an even distribution of reference
points in the radio map, the RP merge process was proposed. The process will run for each
combination of neighboring reference points and in the first step calculate the physical
distance between them. If the distance is smaller than d_max = 4 m, the merging process
will continue. The distance is then compared to d_min, and if it is smaller, the neighboring
RPs will be merged without a comparison of the RSS values. However, if the distance is
between d_max and d_min, the algorithm will continue with a comparison of RSS values on
the neighboring reference points in order to decide about merging.
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The RSS comparison is based on the computation of the mean RSS difference between
the neighboring reference points denoted as RSSdif, the value is given as follows:

RSSdi f =
1
n ∑n

1

∣∣∣RSS1
n − RSS2

n

∣∣∣, (14)

where n is the number of unique APs detected on both neighboring points, defined by the
number of unique MAC addresses and RSS1

n and RSS2
n represent RSS samples measured

from AP with n-th MAC address at the first and the second neighboring node, respectively.
The threshold for the merging of neighboring nodes was set to 4 dB. When the RSSdif is
higher than the threshold the neighboring nodes are considered to represent significantly
different conditions in the radio channel [46]; therefore, the merging of reference points
is not performed, and both reference points will be considered in the final radio map
database.

In case that all required conditions were met in the algorithm, i.e., the physical distance
between RPs is below d_min or the average RSS difference RSSdif is above 4 dB, the merging
of reference points will be performed.

In the merging process, the position of the merged reference point is defined as the
average of positions of the original reference points. The RSS values for the merged
reference point are calculated as average values of RSS samples collected for both original
reference points. In the case where some APs are detected on only one of the original
reference points, values are considered to be –100 dBm, which represents the sensitivity of
a Wi-Fi receiver.

4. Achieved Results and Discussion

4.1. Proof of Concept of Dynamic Radio Map Creation

In order to test and prove the feasibility of our solution, we have performed initial test-
ing of the system for the dynamic radio map construction at the Department of Multimedia
and Information-communication technology of the University of Zilina. The walked path
recovered from the IMU data processed by particle filter-based dead reckoning algorithm
is shown in Figure 4; red circles in the figure represent positions of reference points created
by the dynamic radio map creation solution.

Figure 4. Track recovered by the dead reckoning algorithm with detected reference points.

We have also evaluated the accuracy of the implemented dead reckoning algorithm,
which is an important parameter since it has an impact on the accuracy of the reference
points’ position. The localization error of the dead reckoning algorithm with particle filter
is presented in Table 1. The localization error was estimated as a distance between the
recovered track and the reference track. The ground truth position was estimated thanks
to the time stamps assigned at the known positions; during the experiment, constant
movement speed was considered. Therefore, ground truth positions can be defined on
a line between two known points with desired time steps. Thus, it was possible to link
position estimates in individual time steps with ground truth position estimates and
calculate localization error for each time step.
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Table 1. Localization error of the dead reckoning algorithm.

Localization Error [m]

Minimum Median Mean 90% Maximum

0.007 0.43 0.59 1.64 2.44

From the results presented in the table, it can be seen that the average localization error
achieved by the implemented algorithm was around 0.6 m. Moreover, it is well known that
localization error achieved by the dead reckoning algorithm increases with time due to
the integration of error from sensors; therefore, this can be reduced if measurements are
performed on multiple shorter tracks starting from a known position. We assume that the
average localization error of 0.6 m will not have a significant impact on the localization
accuracy, since it is significantly lower than the resolution of the radio map, which in our
case is assumed to be 2 m. Therefore, in case the distance between the neighboring dynamic
reference points is less than 4 m, the reference points will be processed by the RP merging
algorithm described in the previous section. The algorithm will automatically merge points
with a distance less than 2 m, and perform a similarity check for neighboring RPs with a
distance up to 4 m.

With a further analysis of the achieved results, we have found out that in some
cases, the track estimated by the implemented dead reckoning algorithm, although with
reasonably small error, still crosses between the rooms through walls, as can be seen in
Figure 5.

Figure 5. Detailed view of errors of the recovered track.

These localization errors might be a problem in cases when IMU data are used for real-
time navigation; however, in an application focused on dynamic radio map construction,
this can be neglected, since the localization error introduced by this phenomenon will
still be reasonably low. Moreover, these errors mainly occurred when moving through
the corridors, where multiple neighboring reference points are expected to be merged.
This is because the user usually travels through corridors multiple times; therefore, more
reference points are expected to appear in this area. Moreover, if corridors are passed
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multiple times by the user with different localization error, it can be expected that part of
the localization error can be mitigated by the RP merging algorithm. These errors are likely
to occur in different directions; therefore, the average position of merged reference points
can be corrected. We assume that this problem of the dead reckoning algorithm can be
further reduced by the modification of weights in the used particle filter, which will be
investigated in the future.

Since in a fingerprinting-based localization system the position is estimated based on
RSS comparison, it is important to have accurate RSS measurements for each reference
point. Therefore, in order to prove the feasibility of the dynamic map creation, we have
performed some static measurements on the positions of reference points and compared the
RSS samples. The RSS values in static measurements were averaged from the 20 samples,
since this process helps to reduce RSS fluctuations and is used during static radio map
measurements. The difference of RSS calculated from static and dynamic measurements at
seven reference points for all detected APs is presented in Table 2. The values in the table
are based on a comparison of RSS samples from 86 APs, with signals from the same AP
detected at different RPs treated as unique samples. The number of APs detected for RPs is
not the same across the map; therefore, selected RPs had between 5 and 16 detected signals,
representing RPs with poor as well as good coverage.

Table 2. Difference between static and dynamic RSS values.

Difference of RSS Values [dB]

Minimum Median Mean 90% Maximum

0.024 1.99 2.057 5.123 12.126

From the table, it can be seen that on average, the difference between RSS values from
dynamic and static measurements is just above 2 dB, with 90% of differences lower than
5.2 dB, which might be caused by signal fluctuations. However, the maximum difference
is above 12 dB, which seems to be high enough to cause localization errors. However, a
number of such high RSS differences was less than 10% of all samples. It is important
to note here that RSS measurements can also be affected by the orientation of the mobile
device as well as attenuation caused by the human body. In some cases, the difference
of RSS caused by the human body can be up to 10 dB for signals in the ISM (Industrial,
Scientific and Medical) band [47], which is the frequency band used for 802.11b/g/n Wi-Fi
signal transmission.

Based on the results we can conclude that the proposed solution for dynamic radio
map creation was able to provide RSS measurements with reasonable accuracy, while
significantly reduce the time required to perform the measurements required for radio
map. When compared to static measurements of the radio map, it was possible to reduce
the required time by 90%, therefore making it possible to perform multiple dynamic
measurements and still reduce the required effort significantly.

4.2. Localization Performance

We have also evaluated the performance of the localization system with the use of
dynamic radio map creation. The radio map used in the experiment was created using
the dynamic map creation algorithm; in total, 66 reference points was created. The total
number of unique detected APs was 97. The number of APs detected on a single reference
point in the radio map was between 5 and 32, with an average of 16 APs per reference
point.

To test the feasibility of a dynamic radio map, we have performed 38 position esti-
mates at points that did not correspond to locations of reference points in the radio map.
Localization was performed using NN, KNN and WKNN algorithms, and the achieved
localization error is presented in Table 3; in this table, results achieved for the static map are
presented as well. These results were achieved with the static radio map, with calibration
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measurements taken at reference points placed in a grid with 2-m separations. In the case
of the static map, the position of the mobile device was estimated at 25 positions.

Table 3. Localization error.

Localization Error [m]

Algorithm Minimum Mean Median Standard Deviation

Dynamic
Map

NN 1.01 3.51 3.01 1.97
KNN 0.43 4.05 3.39 2.64

WKNN 0.59 3.77 2.9 2.46

Static Map
NN 0 2.91 3 2.28

KNN 0.33 2.75 2.43 1.33
WKNN 0.24 2.72 2.42 1.39

The results presented in Table 3 for the KNN and WKNN algorithms were achieved
with K = 3, as this setting should in theory provide the optimal localization performance.
However, when the dynamic radio map was used, it seems to perform worse than the NN
algorithm. This is caused by the small density of reference points in the radio map. For
further analysis, the CDF of localization errors achieved by localization algorithms with a
dynamic radio map is presented in Figure 6.

Figure 6. CDF of achieved localization errors.

It is important to note here that all algorithms performed better with the static radio
map, which was expected since the radio map had a higher density of reference points.
Interestingly enough, there was no significant difference in the median localization error
for the NN algorithm, since in both cases, the median error was 3 m, while the difference
in the median value was just around 0.5 m for the WKNN algorithm and approximately
0.9 m for the KNN algorithm. On the other hand, the difference in the mean localization
error ranges from 0.6 m for the NN algorithm up to 1.3 m for the KNN algorithm.

The lack of difference in the median error, which is given by 50 percentiles of all
achieved errors, for the NN algorithm can be caused by the fact that in some localization
points, the distance to the nearest reference point in the radio map was similar in both
scenarios. However, due to the lower density of the dynamic radio map, the average error
of the NN algorithm was negatively affected by higher errors at higher percentiles.
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Based on these results, we can conclude that the dynamic radio map can provide
reasonably accurate position estimates, while significantly reducing the effort required to
set up a fingerprinting localization system.

From the data presented in the figure, it is clear that under the given conditions, the
NN algorithm outperformed both KNN and WKNN algorithms. However, it is clear that
the difference between the localization results provided by all three algorithms is quite
small. Nevertheless, the worst performance was achieved by the KNN algorithm. This
is caused by the fact that in KNN algorithms selected K reference points to contribute to
the final position estimate with the same weight, which is not ideal in the case when the
mobile device is not placed in the center of gravity of the selected reference points.

It can be seen that the minimum error is between 0.4 m and 1 m, which is expected due
to the limited resolution of the radio map in the experiment. It can be concluded that in 40%
of location estimates, the performance of all algorithms was almost the same. The difference
in positioning performance is clearer for 50% error where the KNN algorithm starts to
perform significantly worse than other algorithms. It can be concluded that WKNN and
NN algorithms achieved localization error below 6 m in 90% of position estimates, while
the KNN algorithm achieved an error smaller than 6 m in 85% of estimates.

Since the radio map of the localization area is sparse, and thus, might be causing
higher localization errors in the case when a larger number of reference points is used in
the position estimation process, we also investigated the impact of the different number
of considered reference points, i.e., different K values, on the localization accuracy; the
achieved medial localization errors can be seen in Figure 7.

Figure 7. Impact of the number of reference points used for position estimation.

From the results presented in Figure 7, it can be seen that K, representing the number
of reference points used in KNN and WKNN algorithms, has an impact on the localization
accuracy. This holds for both the static and dynamic map; however, due to the low density
of reference points in the dynamic radio map, the effect is different than in localization
with a static map. When the dynamic radio map was used, the higher value of K leads
to a higher localization error since reference points further from the actual position are
selected and considered in the localization process. On the contrary, it can be seen that K
has a smaller impact on the localization error with a static radio map.

When the median localization error of KNN and WKNN algorithms with a dynamic
radio map is compared to the error achieved by the NN algorithm with a dynamic radio
map, it can be concluded that NN outperformed the KNN algorithm for any value of K,
since the KNN algorithm achieved the lowest error with K = 2 and the error was 3.13 m,
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while the NN algorithm achieved a median error of 3.02 m. On the other hand, the WKNN
algorithm achieved a lower median error than the NN algorithm for both K = 2 and K = 3.

From the results, it can be seen that the best localization error was achieved for K = 2
for both dynamic and static radio maps. This is in contrast with the assumptions and
results presented in previously published papers [17,20]. The fact that K = 2 achieved the
lowest localization error for almost all cases, except WKNN with a dynamic radio map,
might be given by the fact that experiments were performed in the building with relatively
small offices and narrow corridors; therefore, each room had only two or four reference
points. As a consequence, with higher K, some reference points were selected in incorrect
rooms, and therefore, they had a negative impact on localization error.

Interestingly enough, the best results for each KNN and WKNN were achieved with a
different number of considered reference points. The lowest median error was achieved
for K = 2 and K = 3 for the KNN and WKNN algorithms, respectively. The low optimal
value of K is given by the low density of the radio map; however, it is interesting to see
that even with sparse reference points in the radio map, the achieved localization accuracy
is close to the accuracy achieved with the radio map with reference points in the grid with
2 m spacing, which requires significantly higher effort and consumes significantly more
time to perform calibration measurements for the radio map.

5. Conclusions

In the paper, the solution for a dynamic radio map collection was introduced. The
proposed solution is based on simultaneous measurements of RSS from Wi-Fi networks and
the collection of IMU data. The IMU data are processed by the dead reckoning algorithm
with particle filtering, which helps to reduce the localization error of the recovered track.
The proposed solution was tested in a real-world environment. The mean localization error
of the recovered track was less than 0.6 m with a maximum error of approximately 2.5 m.

The algorithm for reference points merging that helped to process radio map data
was introduced since some reference points generated form the PF-PDR algorithm were
too close to each other and had too similar RSS measurements. Moreover, generated
reference points were compared with static measurements. From the comparison, it can
be concluded that the dynamic points had reasonably accurate RSS measurements with a
mean RSS difference from static measurements around 2 dB. Therefore, we concluded that
the dynamic radio map can be suitable for positioning.

In order to provide a proof of concept, the feasibility of the radio map was tested in
the localization system with NN family algorithms. Interestingly enough, the achieved
mean localization error was similar to results achieved in our previous experiments with a
much denser radio map created using static measurements. Moreover, the NN algorithm
achieved the lowest mean localization error and the lowest standards deviation among all
three algorithms. This might be caused by the extremely low density of the reference points
in the radio map. Therefore, the distance between the reference points selected by KNN or
WKNN might have been too high, resulting in higher localization errors. This was also
proved by the experiment aimed at the evaluation of the impact of the number of reference
points used for position estimation in KNN and WKNN algorithms, where it can be seen
that with higher K, the localization error of the KNN algorithm is increasing significantly,
which is not the case when a radio map with a higher density of reference points was used.
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Abstract: Wi-Fi-based device-free human activity recognition has recently become a vital under-
pinning for various emerging applications, ranging from the Internet of Things (IoT) to Human–
Computer Interaction (HCI). Although this technology has been successfully demonstrated for
location-dependent sensing, it relies on sufficient data samples for large-scale sensing, which is
enormously labor-intensive and time-consuming. However, in real-world applications, location-
independent sensing is crucial and indispensable. Therefore, how to alleviate adverse effects on
recognition accuracy caused by location variations with the limited dataset is still an open question.
To address this concern, we present a location-independent human activity recognition system based
on Wi-Fi named WiLiMetaSensing. Specifically, we first leverage a Convolutional Neural Network
and Long Short-Term Memory (CNN-LSTM) feature representation method to focus on location-
independent characteristics. Then, in order to well transfer the model across different positions with
limited data samples, a metric learning-based activity recognition method is proposed. Consequently,
not only the generalization ability but also the transferable capability of the model would be signifi-
cantly promoted. To fully validate the feasibility of the presented approach, extensive experiments
have been conducted in an office with 24 testing locations. The evaluation results demonstrate that
our method can achieve more than 90% in location-independent human activity recognition accuracy.
More importantly, it can adapt well to the data samples with a small number of subcarriers and a low
sampling rate.

Keywords: Wi-Fi sensing; human activity recognition; location-independent; meta learning; metric
learning; few-shot learning

1. Introduction

Human Activity Recognition (HAR) has been considered as an indispensable tech-
nology in many Human–Computer Interaction (HCI) applications, such as smart home,
health care, security surveillance, virtual reality, and location-based services (LBS) [1,2].
Traditional human activity sensing approaches are the wearable sensor-based methods [3,4]
and the camera (vision)-based methods [5,6]. While promising and widely used, these
device-based approaches suffer from respective drawbacks, making them fail to be suit-
able for all the application scenarios. For instance, the wearable sensor-based method
works only if the users are carrying the sensors, such as smartphones, smart shoes, or
smartwatches with built-in inertial measurement units (IMUs), including gyroscope, ac-
celerometer, magnetometer, etc. However, it is inconvenient for constant use. In addition,
although the camera (vision)-based method could potentially achieve satisfactory accuracy,
it is limited by certain shortcomings, such as privacy leakage, line-of-sight (LOS) and light
conditions, etc. Moreover, both methods require dedicated devices, which are high cost. In
addition, the durability of the devices is another critical factor that should be considered.
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Recently, Wi-Fi-based human activity recognition has attracted extensive attention
in both academia and industry, becoming one of the most popular device-free sensing
(DFS) technologies [7,8]. Compared with the other wireless signals, such as Frequency
Modulated Continuous Wave (FMCW) [9,10], millimeter-wave (MMW) [11,12], and Ultra
Wide Band (UWB) [13–17], Wi-Fi possesses the most prominent and potential advantage,
which is that it is ubiquitous in people’s daily lives. Leveraging the commercial off-
the-shelf (COTS) devices, Wi-Fi-based human activity recognition obviates the need for
additional specialized hardware. Beyond this, it also has the same merits as other wireless
signals, including the capability to operate in darkness and non-line-of-sight (NLOS)
situations while providing better protection of users’ privacy in the meantime. As a result,
research on Wi-Fi-based human activity recognition has proliferated rapidly over the past
decade [18–21].

Previous attempts involving Wi-Fi-based sensing yielded great achievements, such as
E-eyes [22], CARM [23], etc. However, the major challenge referring to the generalization
performance of the approaches and systems has not been fully explored and solved. For
instance, when deployed in a room, the system must work well in each location rather
than a specified location. Location-independent sensing is one of the most necessary
generalization capabilities. It can also be regarded as the ability of a method to transfer
among different locations. Note that this is a crucial factor to determine whether the
technology can be commercialized. According to the principle of wireless perception, it
is not difficult to find that human activities in different locations have different effects
on signal transmission. Specifically, activities conducted by people in different locations
will change the path of wireless signal propagation in different ways, leading to diverse
multipath superimposed signals at the receiver. It is worth noting that these signals have
different data distributions, which can be treated as different domains. Hence, it is clear
that the human activity recognition model trained in a specific domain will not work well
in the other domains. The most obvious solution is to provide abundant data for each
domain to learn the characteristics of activities in the different domains. However, it is
labor-intensive, time-consuming, and with poor user experience to obtain a large amount of
data in practical applications. Therefore, how to utilize as few samples as possible to solve
the problem of location-independent perception to achieve outstanding generalization
performance is desired.

Some solutions have been proposed to solve the above problems, and remarkable
progress has been made, which lays a solid foundation for realizing location-independent
sensing with good generalization ability. The solutions fall into the following four cate-
gories: (1) Generate virtual data samples for each location [24], (2) Separate the activity
signal from the background [25,26], (3) Extract domain-independent features [27], and
(4) Domain adaptation and transfer learning. Some approaches involving other domains
(such as environment, orientation, and person) can also be grouped into these four cate-
gories. However, they pay less attention to location-independent sensing [28–31]. Although
the above methods promote the process of device-free human activity recognition from
academic research to industrial application, there are still some limitations. WiAG [24]
requires the user to hold a smartphone in hand for one of the training sample collections in
order to estimate the parameters. Widar 3.0 [27] is limited by link numbers and complex
parameter estimation methods. FALAR [25] benefits from its development of a new Open-
Wrt firmware which can get fine-grained Channel State Information (CSI) of all the 114
subcarriers, improving data resolution. Similarly, high transmission rates of the perception
signal (such as 2500 packets/s in Lu et al. [26]) can also boost the resolution. As the author
described by Zhou et al. [30], a low sampling rate may miss some key information, which
accounts for the deterioration in the system performance. However, using shorter packets
helps reduce latency and has less impacts on communication. The detailed discussions
about the effect of different sampling rates on the sensing accuracy can be found in the
evaluation in [27,30]. In summary, a location-independent method that can adapt to data
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with a small number of antennas and subcarriers as well as a small data transmission rate
is required.

This work aims to realize device-free location-independent human activity recognition
using as few samples as possible. It means that the model trained with the source domain
data samples can perform well on the target domain with only very few data samples. We
describe our task as a few-shot learning problem, improving the performance of the model
in the unseen domain when its amount of available data are relatively small [32]. The task
is also consistent with meta learning, whose core idea is learning to learn [33]. They have
been successfully applied in a variety of fields to solve classification tasks. Inspired by the
typical meta learning approach matching network, we apply the learning method obtained
from the source domain to the target domain by means of metric learning [34,35]. Assuming
that, although there is no stable feature that can describe a class of actions well, we can
still identify its category through maximizing the inter-class variations and minimizing
intra-class differences. Judging the category of a sample by calculating the distance can be
regarded as a learning method. To realize location-independent sensing, we expect to learn
not only the discriminative features representation specific to our task but also the distance
function and metric relationships that can infer the label with a confident margin.

In this paper, we first comprehensively and visually investigate the effects of the same
activity at different locations on wireless signal transmission. We also analyze the signal
received in different antennas and subcarriers with different sampling rates. Moreover,
we discuss how different locations affect signal transmission without any other variable
influence factors by utilizing data collected from the anechoic chamber. Then, we propose a
device-free location-independent human activity recognition system named WiLiMetaSens-
ing, which is based on meta learning to enable few-shot learning sensing. Convolutional
Neural Network (CNN) and Long Short-Term Memory (LSTM) are introduced for feature
representation. Unlike the traditional feature extraction process for Wi-Fi signal based on
LSTM, in this paper, the memory capacity of LSTM is utilized to retain the valuable infor-
mation of the samples from all the activities. In addition, an attention mechanism-based
metric learning method is used to learn the metric relations of the activity with the same or
different categories. Finally, extensive experiments are conducted to explore the recognition
performance of the proposed system. The evaluation refers to the property involving single
location, mixed locations, and location-independent sensing. Unlike existing evaluations,
we reduce the sampling rate, the number of subcarriers, and antennas. Experiments show
that WiLiMetaSensing achieves satisfying results with robust performance in a variety
of situations.

2. Preliminary

2.1. Channel State Information

The Wi-Fi-based wireless sensing principle is leveraging the influence of perceptual
targets on the transmitted signal for recognition. During the transmission from the transmit-
ter (TX) to the receiver (RX), the wireless signal would be refracted, reflected, and scattered
when encountering obstacles and objects (dynamic or static), which results in the superpo-
sition of multipath signals at the receiver. In a Multiple Input Multiple Output (MIMO)
and Orthogonal Frequency Division Multiplexing (OFDM)-based Wi-Fi communication
system, this process can be described by fine-grained CSI. In recent years, the physical layer
information of some commercial off-the-shelf (COTS) Wi-Fi devices has gradually become
available, making it possible to obtain CSI directly [36]. Compared with coarse-grained
Received Signal Strength Indicator (RSSI), CSI provides richer channel characteristics.

Letting y and x respectively denote the received signal and transmitting signal, the
relation between y and x can be modeled as:

y = Hx + N (1)

where H is the channel matrix, and N is the noise vector. H completely describes the
characteristics of the channel. The process of calculating the channel matrix is called
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channel estimation. H can be represented in either channel frequency response (CFR)
in frequency domain or channel impulse response (CIR) in time domain. The former is
given by ∥∥Hij( fk)

∥∥ej∠Hij( fk), k ∈ [1, NS], i ∈ [1, Nt], j ∈ [1, Nr] (2)

where Hij( fk) is a complex number, which denotes the CSI corresponding to the subcarrier
k whose carrier frequency is fk.

∥∥Hij( fk)
∥∥ and ∠Hij( fk) denote amplitude and phase,

respectively. i and j are the index of TX and RX antennas, respectively. Nt and Nr stand
for the number of antennas at the TX and RX, respectively. Ns represents the number of
subcarriers for each pair of transceiver antennas.

2.2. Data Acquisition

To thoroughly analyze the challenges in Wi-Fi-based human activity recognition and
evaluate the performance of the method proposed in this paper, we built a dataset in an
office environment. The data collection scene is shown in Figure 1. Specifically, Linux
802.11n CSI Tool based on Intel 5300 Network Interface Card (NIC) is leveraged to acquire
the raw CSI data [36]. The TX and RX work on 802.11n and operate on a 5 GHz frequency
band with a bandwidth of 20 MHz. They are both equipped with three antennas. In
addition, 30 subcarriers from each TX-RX pair can be obtained. Thus, there are 3 × 3 × 30
subcarriers in total. We can only use the signal collected from part of the antennas. The
data transmission rate is 200 frames/s. We can also subsample the signal measurement to
verify the performance of the system at low sampling rates.

Figure 1. Data collection experimental scene in the office.

Table 1 shows the predefined four activities conducted by six volunteers (five males
and one female), whose ages range from 23 to 30. We collected the data in a cluttered
office environment with lots of tables, chairs, and experimental facilities. The room size
is approximately 6 m × 8 m. The distance between the antennas of the TX and the RX is
4 m, and the antennas were both fixed at 1.2 m above the floor. The samples are collected
at 24 different locations within a region between the transceivers. The specified location
layout is given in Figure 2. The distance between adjacent positions is approximately 0.6 m.
We collect 50 samples for each activity at each location for each person. Since the initial
sampling rate is 200 frames/s, and the actual duration of the actions is 3.5∼4 s, namely
700∼800 frames, we take 750 frames as a sample.

Table 1. Predefined activities.

Mark Activity

O Draw a circle with right hand
X Draw a cross with right hand

PO Lift up and lay down two arms
UP Push and open with two arms
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Figure 2. The layout of data collection locations.

To further demonstrate the influence of activities at different locations on the transmit-
ted signal, we also conducted some experiments in a half-wave anechoic chamber. It is a
six-sided box with a shielded design, covering the electromagnetic wave absorbing material
inside except for the floor. It simulates an ideal open field situation, in which the site has
an infinitely large, well conductive ground plane. In a semi-anechoic chamber, since the
ground is not covered with absorbent material, the reflected path will be existing, so that
the signal received by the receiving antenna will be the sum of the direct and reflected
path signals. More importantly, without the influence of the environment and the other
same frequency wireless interference, the same activity conducted by the same person at
different locations can effectively reflect the characteristics affected by the locations. The
data collection scene is shown in Figure 3. Four activities in Table 1 are conducted by one
person. The distance between the antennas of the TX and the RX is 3 m, and the antennas
were both fixed at 1.1 m above the floor. The samples are collected at five different locations
whose coordinates are (0, 0), (0.6 m, 0.6 m), (0.6 m, −0.6 m), (−0.6 m, −0.6 m), (−0.6 m,
0.6 m). (0,0) is the midpoint of the line between the TX and the RX.

2.3. Problem Analysis

To illustrate the issues and challenges of location-independent human activity recog-
nition using Wi-Fi signals, we comprehensively analyze the CSI measurements involving
different human activities at distinct locations collected in the office and anechoic chamber.

As shown in Figure 4, at a fixed location in both two environments, CSI amplitudes
of the received signal for four different activities own different waveforms, leading to
diverse characteristic patterns. Furthermore, it can be observed that the two different
samples of the same activity seem to have a very similar variation tendency. These are the
fundamentals of wireless sensing.
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Figure 3. Data collection experimental scene in the anechoic chamber.

As illustrated in Figure 5, the measured signals possess varying CSI amplitudes for the
same activity at different locations. Particularly in the anechoic chamber, other variables
were eliminated as far as possible except for the locations, which more clearly reflects
the influence of different positions on the signal transmission. As can be seen, although
it is relatively easy to identify the categories of human activities by translating the CSI
patterns at a single location, it may not be possible to ensure good classification accuracy for
location-independent sensing. A practicable solution is to minimize the distance of the same
activity in different locations, while maximizing the distance between different actions,
and apply this learned metric relationship to the target domain. For this reason, a metric
learning-based approach is selected for location-independent human activity recognition.

In order to further explore the influence of activities on signal transmission, we
illustrate the distinction of the signal between the empty environment and the activity-
influenced environment. The three-dimensional maps of the signal are shown in Figure 6,
which indicate that the fluctuation of the signal in an empty environment and activity-
influenced environment. Each point on the stereogram represents the amplitude of signal
corresponding to the frame and subcarrier. From the figure, we can see a higher level of
chaos in the three-dimensional waveform of the activity-influenced environment than the
empty environment.

(a) CSI amplitude in the office (b) CSI amplitude in the anechoic chamber

Figure 4. CSI amplitude of four different activities at the same location in two experimental scenes. (a) CSI amplitude in the
office. (b) CSI amplitude in the anechoic chamber. Two curves in each subgraph are two samples for the same activity. The
horizontal axis of each subgraph represents the frame, the ordinate of each subgraph indicates amplitude of CSI.
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(a) CSI amplitude in the office (b) CSI amplitude in the anechoic chamber

Figure 5. CSI amplitude of the same activity at different locations in two experimental scenes. (a) CSI amplitude in the office.
(b) CSI amplitude in the anechoic chamber. Each curve in each subgraph represents an activity sample at one location.

(a) Three-dimensional map of signal in empty environment. (b) Three-dimensional map of signal in activity-influenced environment

Figure 6. Three-dimensional map of the signal in empty environment and activity-influenced environment. (a) Three-
dimensional map of signal in empty environment. (b) Three-dimensional map of signal in activity-influenced environment.
The three coordinate axes are frame-axis, subcarrier-axis, and amplitude-axis, respectively. The three-dimensional waveform
can be mapped to three planes, including the planes parallel to the subcarrier-axis and frame-axis, and perpendicular to the
amplitude-axis.

To demonstrate the difference more clearly, Figure 7 shows the two-dimensional maps
corresponding to the two vertical planes in Figure 6. As can be seen in Figure 7a, compared
with the activity-influenced environment, the amplitude of each subcarrier is almost
constant in the empty environment. In other words, the signal waveform changes smoothly
with time when there is no human activity interference, while it changes obviously when
the signal transmission is affected by human activity. In addition, the activity has a great
influence on some subcarriers and a relatively small influence on others.

In Figure 7b, we name the curves channel waveforms, which could reflect the channel
state to some extent, revealing the states of each subcarrier. The curve will change with the
influence of the activity and the surrounding environment, such as other signal sources,
interior layout, and furnishings, especially obstacles on the line-of-sight path. In the left
figure, the amplitude of each subcarrier is almost unchanged within 3.5 s, while, in the right
figure, the amplitude of each subcarrier varies to different degrees. In each environment,
there is a basic channel waveform describing the channel situation (shown as the subgraph
on the left of Figure 7b). After being affected by human activity, the curve generates an
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additional perturbation based on the basic waveform (shown as the subgraph on the right
side of Figure 7b). The thickness of the whole curve represents the fluctuation degree of
CSI subcarriers, which shows the extent to which human activity and the surrounding
environment affect the transmission of signals. Therefore, we should pay more attention
to the added activity-related changes. Deep learning methods can be used to extract
action-specified characteristics.

(a) Signal waveforms in empty environment and activity-influenced environment.

(b) Channel waveforms in empty environment and activity-influenced environ-
ment.

Figure 7. Two-dimensional map of signal in empty environment and activity-influenced environment.
(a) The horizontal axis represents the frame/packet, the ordinate indicates the amplitude of CSI.
Each curve in the figure represents one of the 30 subcarriers; (b) the horizontal axis represents the
subcarrier index, the ordinate indicates the amplitude of the subcarriers. Each curve in the figure
represents one of the 750 curves, which illustrate the amplitude change of each subcarrier within
3.5 s (The sampling rate is 200 frames/s).

We also investigate the CSI measurements in different TX-RX antenna pairs. As shown
in Figure 8, we can see it intuitively, the three subgraphs of each row vary largely, and the
three subgraphs of each column are similar in amplitude changes, with a horizontal shift,
which can be explained by the phase shift caused by the delay of different transmitting
antennas arriving at the receiving antenna. Therefore, the information carried by 1 × 3 ×
30 subcarriers from one transmit antenna and three receive antennas is enough for a sample
description. Although more subcarriers cover richer information, it is more desirable to
extract sufficient activity characteristics from only one transceiver antenna pair, which can
effectively reduce computing costs and obviate the need for the number of antennas. In
this paper, we hope that the proposed method can be applied to data samples with a small
number of antennas and subcarriers.

In this part, we study the signal affected by human activity with different sampling
rates. As shown in Figure 9, as the sampling rate decreases, the signal becomes smoother.
It may remove some of the noise, but, more importantly, it will lose some of the details
referring to the activity. In this paper, while realizing the location-independent human
activity recognition, we try our best to ensure the sensing performance of the data samples
with a small sampling rate.
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Figure 8. Amplitude of subcarrier of nine TX-RX antenna pairs.

Figure 9. CSI Amplitude of the human activity with different sampling rates.

3. WiLiMetaSensing

In this section, we provide a detailed introduction to the proposed WiLiMetaSens-
ing system. We first present the system overview. Then, a CNN-LSTM-based feature
representation method is described. Finally, an attention mechanism enhanced metric
learning-based human activity recognition method is presented.

3.1. System Overview

The workflow of the location-independent human activity recognition system WiL-
iMetaSensing is shown in Figure 10, which mainly consists of four parts, including data
collection, data preprocessing, feature representation, and model training/testing. In the
data collection phase, we collect the raw CSI measurements, which describe the changes in
the environment. In the data preprocessing step, the amplitude is calculated by the raw
complex CSI. Due to the noisy raw data, a 5-order lowpass Butterworth filter is utilized for
denoising. Beyond that, the collected data are divided into samples with the size of time ×
subcarrier, which indicates the number of frames corresponding to an activity multiplied by
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the number of subcarriers. Then, we map the data samples to high dimensional embedding
space to fulfill the feature representation through CNN and LSTM. Finally, in order to
achieve location-independent perception with as few samples as possible, regarding a
few-shot learning problem, the human activity perceptive method based on metric learning
is proposed. Subsequently, we will introduce the system in detail.

Figure 10. The workflow of WiLiMetaSensing.

3.2. CNN-LSTM-Based Feature Representation

In this section, in order to extract activity-specified and location-independent features
from input samples for few-shot learning, deep learning methods, including CNN and
LSTM, are introduced for feature representation shown as Figure 11. Following the learning
strategy of meta learning, the data samples are divided into two parts, including the support
set and the query set with the same data selection strategy, which will be presented in
detail in the next section.

We use xi and x̂ to denote the samples from the above two sets. S = {xi}, i ∈
1, . . . , n × k indicates the support set which is made up of samples from n categories, and k
samples for each class. g(xi, S) and f (x̂, S) are modeled to achieve feature representation
of xi and x̂ fully conditioned on the support set, respectively.

The feature embedding function g(xi, S) for each sample xi can be expressed as:

g′(xi) = CNN(xi) (3)

−→
hi ,−→ci =

−−−→
LSTM(g′(xi),

−→
h i−1,−→c i−1) (4)

←−
hi ,←−ci =

←−−−
LSTM(g′(xi),

←−
h i−1,←−c i−1) (5)

g(xi, S) =
−→
hi ⊕

←−
hi + g′(xi) (6)

The samples are first mapped to high-dimensional embedding space through CNN to
capture the feature in subcarrier and time dimensions. Specifically, the embedding model is
made up of a cascade of blocks, each including a convolutional layer, a batch normalization
layer, and a MaxPooling layer, followed by a fully-connected layer. The activation function
is a rectified linear unit (ReLU).

The samples embedded by CNN form a sequence, which serves as the input of
bidirectional long short-term memory (Bi-LSTM). It consists of a forward propagation
LSTM and a backward propagation LSTM. The basic structure of LSTM is shown in
Figure 12, which consists of three control gates, including an input gate it , a forget gate ft ,
an output gate ot . In addition, a memory cell ct and a hidden unit ht are also significant
components. With the current input xt ,the hidden state ht−1, and cell state ct−1 at time
t − 1 , the LSTM parameters at timestep t can be calculated as follows:

ft = σ
(

Wf [ht−1, xt] + b f

)
(7)
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it = σ(Wi[ht−1, xt] + bi) (8)

ot = σ(Wo[ht−1, xt] + bo) (9)

C̃t = tanh(Wc[ht−1, xt] + bC) (10)

Ct = ft × Ct−1 + it × C̃t (11)

ht = ot × tanh(Ct) (12)

where Wf , Wi, Wo are the weight and b f , bi, bo are the bias of the three gates. σ and tanh
denote sigmoid and hyperbolic tangent activation functions, respectively. × stands for the
element-wise multiplication.

Figure 11. The architectures of human activity recognition method.

Figure 12. The structure of the LSTM cell.

Through the forget gate, the previous memory cell can be selectively forgotten. The
input gate controls the current input, while the output gate determines how the memory
unit is converted to a hidden unit. However, the LSTM network processes the sequential
data in one direction resulting in only partial categories of features that can be utilized.
Therefore, the Bi-LSTM is leveraged to merge the information from two directions of the
sequence. The final hidden vector of the Bi-LSTM at the t − th moment can be expressed as:

ht =�ht ⊕
←
ht (13)

where ⊕ is the concatenation operation,
−→
h t and

←−
h t are the outputs (hidden vector) of the

forward LSTM and the backward LSTM, respectively.
Through the above CNN-LSTM feature representation, we aim to leverage the com-

mon characteristics of different activities to calibrate the high-dimensional embedding of
each sample. In other words, in the feature representation of each class sample, the infor-
mation of other class samples can be used. As we all know, the received CSI measurements
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contain not only dynamic activity information but also static environment information
and varying location information. Therefore, there are some common features about the
background for different samples in each category. We hope that the model can learn and
memorize the common characteristics of different types of activities, as well as the distinct
information of different categories. The distinct information can be utilized to increase the
distance of inter-class, and reduce the distance of intra-class.

The embedding function f (x̂, S) for a query sample x̂ is defined as follows:

f (x̂, S) = attLSTM
(

f ′(x̂), g(S), K
)

(14)

where f ′ is a neural network, the same as g′. K denotes the number of “processing” steps
following work from Vinyals et al. [37]. g(S) represents the embedding function g applied
to each element xi from the set S. Thus, the state after k processing steps is as follows:

ĥk, ck = LSTM
(

f ′(x̂), [hk−1, rk−1], ck−1
)

(15)

hk = ĥk + f ′(x̂) (16)

rk−1 =
|S|
∑
i=1

a(hk−1, g(xi))g(xi) (17)

a(hk−1, g(xi))=so f t max
(

hT
k−1g(xi)

)
(18)

Noting that the LSTM(x, h, c) in both g and f follows the same LSTM implementation
defined by Sutskever et al. [38].

3.3. Metric Learning-Based Human Activity Recognition

Our location-independent activity recognition task can be described as a few-shot
learning problem and a meta learning task. Meta learning trains the model from a large
number of tasks and learns faster on new tasks with a small amount of data. Unlike the
traditional meta learning and few-shot learning methods, which apply the model learned
from some classes (source domain) to the other new classes (target domain) with very few
samples from the new classes, our work is intended to utilize the model to the data with
the same label, but with different data distribution.

Meta learning includes training process and testing process, which is called meta-
training and meta-testing. In our task, samples in part of locations are selected as the
source domain data, while samples from other locations are the target domain data. Both
the source domain data and the target domain data are classified into the support set and
query set with the same data set selection strategy.

Assuming that there is a source domain sample set S with n classes, and a target
domain set T with the same n classes. We randomly select support sets S′={(xi, yi)}n×m

i=1
and T′={(xi, yi)}n×k

i=1 , query sets S′′={(x̂, ŷ)}n×l
i=1 and T′′={(x̂, ŷ)}n×t

i=1 from S and T datasets.
m and l , k, and t are the number of samples picked from each class of source domain
and target domain, respectively. This is the so-called k-shot learning. More precisely,
leveraging the support set S′ from the source domain, we learn a function which can
map test samples x̂ from S′′ to a probability distribution P(ŷ|x̂, S′) over outputs ŷ. P is
a probability distribution parameterized by a CNN-LSTM feature representation neural
network and a classifier. In the target domain, when a new support set T′ is given, we
can simply use the function P to make a prediction P(ŷ|x̂, T′) for each test sample x̂ from
T′′. In short, we predict the label ŷ for the unseen sample x̂ and a support set S′ can be
expressed as:

ŷ = arg max
y

P
(
y|x̂, S′) (19)
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A simple method to predict ŷ is calculating a linear combination of the labels in the
support set as follows:

ŷ =
N

∑
i=1

a(x̂, xi)yi (20)

where a is an attention mechanism which is shown as:

a(x̂, xi) =
ec( f (x̂),g(xi))

∑N
j=1 ec( f (x̂),g(xj))

(21)

It is softmax over the cosine similarity c of the embedding functions f and g, which are
the feature representation neural network. In addition, the cosine similarity is calculated as:

c( f (·), g(·)) = cos( f (·), g(·)) = f (·) · g(·)
‖ f (·)‖‖g(·)‖ (22)

The training procedure is an episode-based training, which is a form of meta-learning,
learning to learn from a given support set to minimize a loss over a batch. More specifically,
we define a task T as a distribution over possible label sets L (four activities in our experi-
ment). To form an “episode” to compute gradients and update our model, we first sample
L from T (e.g., L could be the label set X, O, PO, UP). We then use L to sample the support
set S and a batch B (i.e., both S and B are labelled examples of X, O, PO, UP). The network
is then trained to minimize the error predicting the labels in the batch B conditioned on the
support set S. More precisely, the training objective is as follows:

θ= arg max
θ

EL∼T

⎡
⎣ES∼L,B∼L

⎡
⎣ ∑
(x,y)∈B

log Pθ(y|x, S)

⎤
⎦

⎤
⎦ (23)

where θ represents the parameters of the embedding function f and g.

4. Evaluation

In this section, we evaluate the performance of the proposed WiLiMetaSensing system
through extensive experiments. The evaluation contains the following three parts. Firstly,
we explore the feasibility and effectiveness of our system. Then, we investigate the system
Modules. Finally, the robustness of the system is discussed by demonstrating the influence
of different data samples.

4.1. Experiment Setup

We first evaluate the performance of our sensing method in a traditional way, including
the single location sensing and the mixed locations sensing. In addition, we validate the
effectiveness of location-independent sensing. There are 50 samples for each activity at
each location for each person, 60% of which are randomly selected as the training set, 20%
as the validation set, and the rest as the testing set. For single location sensing, we train
and test at the same location. For mixed locations sensing, we apply the activities of all the
locations for training and testing. For location-independent sensing, we show the overall
average accuracy with four locations for training and 24 locations for testing. In this section,
we show the overall accuracy for one-shot learning using the samples with 200 frames/s
sampling rate, which lasts for 3.5 s, and 90 subcarriers. According to the training strategy
of meta learning method, when we test for k-shot learning, we set the number of samples in
each category of the support set as k for the testing sets. We set the support set of training
and validation sets the same as the testing sets.

Specifically, the CNN embedding module consists of four CNN blocks, each including
a convolutional layer, a batch normalization layer, and a 2 × 2 max-pooling layer, followed
by a fully-connected layer with 64 neurons. In addition, 64 filters with the kernel size 3 × 3
are used. In the Bi-LSTM embedding module, the number of hidden units is n ∗ k, which
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is the number of activities multiplied by the k-shot. The input size of Bi-LSTM is decided
by the dimension of a fully-connected layer which is 64. The number of hidden layers is
1. Hidden size (the dimension of the hidden layer) is 32, while, in attLSTM, it is 64. We
minimize the cross-entropy loss function with Adam to optimize the model parameters.
The exponential decay rate ρ1 and ρ2 are empirically set as 0.9 and 0.999. The learning rate
is set as 0.0001. The total number of training iterations is 300. The batch size is set as 16.
Unless otherwise specified, the following evaluations follow the above settings.

4.2. Overall Performance

Table 2 illustrates the recognition average accuracy of our method compared with the
traditional deep learning method CNN and WiHand [25]. WiHand is based on the low rank
and sparse decomposition (LRSD) algorithm and extracts the histogram of the gesture CSI
profile as the features, which outperforms the other location-independent approach. It can
be seen that our system outperforms these two methods in both location-dependent sensing
and location-independent sensing. All the methods can recognize with high accuracy for
single location sensing and mixed locations sensing. For the location-independent sensing,
WiLiMetaSensing can also obtain an average 91.11% recognition accuracy, which is about
7% higher than CNN, and about 9% higher than WiHand. Specifically, the confusion matrix
of a test for our location-independent human activity recognition method is shown in
Figure 13 with a 91.41% accuracy. We can see that all of the activities can be recognized
with high accuracy. Note that Table 2 shows the optimal recognition accuracy of WiHand
with 30 subcarriers and 20 features. We analyze the reason why WiHand did not perform
as well as the original dataset, including (1) The nine data collection locations of WiHand
are relatively close to the TX and RX, while our 24 locations have a wider coverage. (2) The
sampling rate of WiHand is 2500 packets/s, which is much larger than our 200 packets/s.
(3) WiHand could extract CSI streams of all 56 subcarriers from the customized drivers,
while ours is 30 subcarriers. A higher sampling rate and more subcarriers may provide
richer fine-grained information. After the matrix decomposition, more activity-related
information will be preserved.

Table 2. The recognition accuracy for single location sensing, mixed locations sensing, and location-
independent sensing.

Accuracy (%) WiLiMetaSensing CNN WiHand [26]

Single location 99.13 99.00 96.15
Mixed locations 98.36 95.53 91.50

Location-independent 91.11 84.02 82.20

Figure 13. The confusion matrix of location-independent human activity recognition.
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4.3. Module Study

Comparison with different feature representation modules. In this section, we explore
the effect of the embedding module g (Bi-LSTM) and f (attLSTM) for the samples from
the support set and the query set. We test for one-shot learning using the samples with
90 subcarriers. From Table 3, we can see that both modules enhance the performance of
the method. Leveraging all the activity samples from the support set, common features
can be obtained to adjust the feature representation, so as to pay more attention to the
location-independent features. The embedding module for the query set enables the sample
in the source domain to effectively calibrate the feature representation of the sample in the
target domain.

Table 3. The recognition accuracy with different embedding modules.

Embedding Modules Accuracy (%)

WiLiMetaSensing with Bi-LSTM with attLSTM 91.11
WiLiMetaSensing with Bi-LSTM without attLSTM 90.25

WiLiMetaSensing without Bi-LSTM without attLSTM 88.73

4.4. Robustness Evaluation

Performance of location-independent sensing in terms of different number of training
locations. The activity samples of each position have different data distributions. The
further the distance of the locations, the higher the probability of a broader distribution
distance will be. Therefore, when it comes to the samples collected for training the models,
we hope the positions of the training samples become more decentralized. We adopt a
fixed training position selection strategy, in which the positions should be distributed as
far as possible in the entire space, instead of clustering together in a line parallel to the
transceiver. We choose 4/6/8/12/24 locations for training and 24 locations for testing. The
selections of fixed 4/6/8/12 training positions are depicted in Figure 14. Specifically, for
4/8/12 training locations, the positions where the same colored straight line goes through,
or the inflection points and the enthesis of the same colored broken lines, constitute the
training samples. For six training locations, the straight lines or broken lines together with
the same colored marked locations form the training pairs.

Figure 14. The layout of the training locations.

As demonstrated in Table 4, when we pick four training locations and 1-shot, the
accuracy is 91.11%. When eight training locations and 1-shot are selected, the accuracy is
92.66%. The results indicate that the more training positions there are, the higher accuracy
the recognition obtains.

237



Sensors 2021, 21, 2654

Table 4. The average recognition accuracy for different numbers of training locations.

Number of Training Locations 4 6 8 12 24

Accuracy (%) 91.11 92.23 94.98 96.00 98.36

Performance of location-independent sensing for samples with different numbers of
subcarriers. We explore one-shot human activity recognition with different numbers of
subcarriers. As illustrated in Table 5, the recognition accuracy reduces with the decrease of
the number of subcarriers. However, it still maintains an acceptable recognition rate when
there are only 30 subcarriers from one pair of antenna.

Table 5. The accuracy for different number of subcarriers with four training locations.

Training Locations 90 Subcarriers 60 Subcarriers 30 Subcarriers

3,8,15,20 92.63 91.75 86.75
1,10,13,22 91.25 88.50 87.50
2,8,14,20 91.75 90.75 87.75
3,9,15,21 89.13 89.00 85.13
1,8,15,22 91.25 89.50 85.75
4,9,14,19 90.63 90.13 85.00

Average accuracy (%) 91.11 89.94 86.31

Performance of location-independent sensing for different TX-RX antenna pairs. We
investigate the recognition accuracy with 30 subcarriers from different TX-RX antennas. As
shown in Table 6, different antenna pairs have similar recognition effects. The difference
reflects that different antenna pairs contain more or less diverse information. Therefore, 90
subcarriers which integrate these features can obtain superior results. Note that, in Table 6,
iTX-jRX represents CSI data from i-th TX and j-th RX.

Table 6. The accuracy for different TX-RX antenna pairs.

TX-RX 1TX-1RX 1TX-2RX 1TX-3RX

Accuracy (%) 86.31 87.00 85.60

Performance of location-independent sensing for different number of shots. We
explore the number of samples in support set for testing. As examples, we also select four
locations for training and 24 locations for testing. The samples with 90 subcarriers are used.
The identification results are listed in Table 7. It is noted that all the average accuracy is
above 90%, and the accuracy will increase with the growth of the sample size.

Table 7. The accuracy for different number of shots with four training locations.

Number of Shots 1-Shot 2-Shot 3-Shot

Accuracy (%) 91.11 92.25 93.21

Performance of location-independent sensing for samples with different sampling
rates. We collect CSI measurements at the initial transmission rate of 200 packets/s, and
down-sample the 750 CSI series to 375, 250, 150, 75. The one-shot results with different
sampling rates are shown in Figure 15. As can be seen, when he sampling rate decrease to
20 frames/s, the method can still obtain satisfying accuracy.
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Figure 15. The recognition accuracy with different number of subcarriers and sampling rates.

5. Limitations and Future Work

Although the proposed WiLiMetaSensing system realizes location-independent sens-
ing with very few samples, there remain many challenges to be overcome. First of all,
there are some strict restrictions in the data collection process. For example, volunteers are
required to perform the same activity facing nearly the same direction in the same room.
Consequently, except for the types of activity and location variations, other factors that
would affect the transmission of the signals are not seriously taken into account, such as the
status of a person (e.g., pose and direction) and the environmental variations (i.e., altering
the room or the locations of surrounding objects). In addition, as signals can be easily
blocked, reflected, or scattered by different targets, the existence of other people would
also result in different signal patterns. However, the impact of interference from the other
person on the classification accuracy was either not considered. As a result, in future work,
we will further explore the generalized and robust human activity recognition method
with an adequate account of these aforementioned factors. Only in this way can human
activity recognition technology develop from academic research to industrial application.

6. Conclusions

In this paper, we present a novel human activity recognition system, named WiL-
iMetaSensing. It realizes location-independent sensing with very few samples in the Wi-Fi
environment. Inspired by the idea of meta learning, we endow the system with the ability
that can utilize the knowledge acquired from one location for others. Technically, we
propose a CNN-LSTM feature representation and metric learning-based human activ-
ity recognition system. The model focuses on the common characteristics of different
locations and extracts discriminative features for different activities. The performance
evaluation is conducted on the comprehensive dataset we build. It demonstrates that the
WiLiMetaSensing system can achieve an average accuracy of 91.11%, with four locations
for training, given only one sample for other testing locations. More importantly, it can
well adapt to the data samples with a small number of subcarriers and a low sampling rate.
Therefore, we can firmly conclude that the presented approach is feasible and robust for
location-independent sensing.
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Abstract: This paper deals with the impact of content on the perceived video quality evaluated using
the subjective Absolute Category Rating (ACR) method. The assessment was conducted on eight
types of video sequences with diverse content obtained from the SJTU dataset. The sequences were
encoded at 5 different constant bitrates in two widely video compression standards H.264/AVC and
H.265/HEVC at Full HD and Ultra HD resolutions, which means 160 annotated video sequences
were created. The length of Group of Pictures (GOP) was set to half the framerate value, as is
typical for video intended for transmission over a noisy communication channel. The evaluation
was performed in two laboratories: one situated at the University of Zilina, and the second at the
VSB—Technical University in Ostrava. The results acquired in both laboratories reached/showed a
high correlation. Notwithstanding the fact that the sequences with low Spatial Information (SI) and
Temporal Information (TI) values reached better Mean Opinion Score (MOS) score than the sequences
with higher SI and TI values, these two parameters are not sufficient for scene description, and this
domain should be the subject of further research. The evaluation results led us to the conclusion
that it is unnecessary to use the H.265/HEVC codec for compression of Full HD sequences and
the compression efficiency of the H.265 codec by the Ultra HD resolution reaches the compression
efficiency of both codecs by the Full HD resolution. This paper also includes the recommendations
for minimum bitrate thresholds at which the video sequences at both resolutions retain good and fair
subjectively perceived quality.

Keywords: ACR; H.264/AVC; H.265/HEVC; QoE; subjective assessment

1. Introduction

In recent years, the number of various types of surveillance and data collection cam-
eras located both indoors and outdoors have been constantly increasing. Popularity of
home security cameras is also growing as even high-quality models become more af-
fordable. Typical surveillance cameras applications include public safety, protection of
facilities against theft or vandalism, remote video monitoring, traffic surveillance, weather
monitoring, or more special cases, such as animal monitoring or data collection, for sta-
tistical or marketing purposes. Today, due to the pandemic situation, face recognition
with and without a protective mask is also becoming a point of interest for researchers
in cooperation with technology companies [1–3]. It is important to realize that each such
employed sensor produces a tremendous amount of data to be subsequently transmitted
over the network or further processed, which calls for effective video compression. Fur-
thermore, whether the image or video is presented to a live person or a machine learning
algorithm (most often for its classification or segmentation), the best results can be achieved
when the image is of the highest achievable quality. This implies one common goal for
the distributors, communication service providers, or even broadcasting companies, to
optimally set the compression parameters so that perceived video quality is maximal,
while the bandwidth requirements are minimal. This challenge leads to increased interest
in the analysis of video content followed by the individual setting of the compression
parameters of video sequences with different types of scene content. Even though many
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studies deal with the video quality assessment using subjective methods, the demand
exceeds the supply; there is still a lack of video quality datasets, as well as recorded sub-
jective tests, conducted on these datasets. Very popular and extensively used datasets,
such as References [4–27], come from the University of Texas and were developed by
the Laboratory for Image and Video Engineering. Another very popular option is the
VQEG-HDTV database [28], which is a result of international project of VQEG (Video
Quality Experts Group) consortium. Other well-known datasets are BVI-HD [29], BVI
textures [30] and BVI-HFR [31] developed at the University of Bristol, AVT-VQDB-UHD-1
database [32] made by the Ilmenau University of Technology, Ultra Video Group (UVG)
dataset [33] composed at the Tampere University, SJTU 4K video quality database [34]
from the Shanghai Jiao Tong University, Image and Video Processing Subjective Quality
Video Database [35] developed at the Chinese University of Hong Kong, collection of IRC-
CyN/IVP databases from the Institut de Recherche en Communications et Cybernétique
de Nantes [36], Konstanz Natural Video Database (KoNViD-1k) made by the Universitaet
Konstanz [37,38], MCL-V [39], and [40] databases from the MSC University of Southern
California, Scalable Video Database [41,42] composed at the EPFL, ReTRiEVED Video Qual-
ity Database [43] made by the Universita Degli Studi or TUM databases [44,45] developed
by the Technical University of Munich. Taking into account the demand and importance of
measuring the performance of video quality assessment techniques, a number of studies on
perceptual evaluation was presented. Most of them merely compare the quality of video
sequences with various characteristics evaluated by different subjective methods and do
not examine the content aspect. Rerabek et al. [46] examined a rate-distortion performance
analysis and mutual comparison of one of the latest video coding standards H.265/HEVC
with VP9 codec. Ramzan et al. [47] presented a performance evaluation of three coding
standards—Advanced Video Coding (H.264/MPEG-AVC), High-Efficiency Video Coding
(H.265/MPEG-HEVC), and VP9, based on subjective and objective quality evaluations.
Two different sequences at both resolutions (Full HD and Ultra HD) were tested using the
DSIS method. Bienik et al. [48] measured the impact of the compression formats, namely
H.264, H.265, and VP9 on perceived video quality. The evaluation was performed on
four Full HD sequences using the Absolute Category Rating (ACR) and DSCQS methods.
Xu et al. [49] presented a subjective video quality assessment on 4K Ultra-High Definition
(UHD) videos using the DSCQS method. Six different test sequences were used for the
evaluation.Herrou et al. [50] focused on a performance comparison between HEVC and
VP9 in the HDR context through both objective and subjective evaluations. Dumic et al. [51]
offered findings on subjective assessment of H.265 versus H.264 Video Coding for High-
Definition Video Systems. For the evaluation, a database consisting of 120 degraded HD
video sequences with 4 contents encoded at various compression rates to H.265/HEVC
and H.264/AVC formats was compiled. Milovanovic et al. [52] subjectively compared
the coding efficiency of three video coding standards (MPEG-H HEVC, H.264/MPEG-4
AVC, and H.262/MPEG-2). Sotelo et al. [53] presented a subjective quality assessment of
HEVC/H.265 compressed 4K Ultra-High-Definition (UHD) videos in a laboratory viewing
environment. Kufa et al. [54] explored coding efficiency performance of High Efficiency
Video Coding (HEVC) and VP9 compression formats on video content in Full HD and
UHD resolutions. Deep et al. [55] focused on the comparison of HEVC and VP9 based on
both subjective and objective evaluation on various (720p, 1080p, and 2160p) test videos.
Akyazi et al. [56] examined the compression efficiency of HEVC/H.265, VP9, and AV1
codecs based on subjective quality assessment. Our survey of research papers shows
that there is still a lack of databases of video sequences annotated according to subjective
evaluation. Therefore, this paper brings new subjective results and also explores the impact
of the video content on the subjective assessment. We decided to compare today’s most
used compression standards—H.264/AVC and H.265/HEVC—on video sequences at Full
HD and Ultra HD resolutions. Our publication follows Reference [57], where a new 4K
video dataset was compiled with full subjective scores (Mean Opinion Score (MOS)) of
videos at different bitrates compressed by HEVC/H.265 codec evaluated by the Double
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Stimulus Impairment Scale (DSIS) method, variant II. For our measurements, we decided
to use the Absolute Category Rating (ACR) method.

2. Dataset Description and Preparation

2.1. Dataset Description

For our measurements, we used the dataset from the Media Lab of the Shanghai Jiao
Tang University [34]. We selected eight sequences with various scene content, illustrated
in Figure 1, classified according to the Temporal Information (TI) and Spatial Information
(SI) from this database. SI defines the amount of spatial detail in an image and is higher
for more spatially complex scenes, while TI represents the number of temporal changes
in a video sequence and is higher for high motion sequences [58]. The spatial perceptual
information is based on the Sobel filter and is represented by the formula:

SI = maxtime[stdspace[Sobel(Fn)]], (1)

where Fn stands for video frame, and stdspace for the standard deviation over the pixels in
each Sobel-filtered frame. The temporal information is computed as:

TI = maxtime[stdspace[Mn(i, j)]], (2)

where Mn(i, j) is the difference between pixels at the same position in the frame belonging
to two consecutive frames, i.e.,

Mn(i, j) = Fn(i, j)− Fn−1(i, j), (3)

where Fn(i, j) is the pixel at the i-th row, and j-th column of n-th frame in time [58]. Both of
these parameters were calculated for each sequence using the Mitsu tool [59] and plotted
in Figure 2. The general specification of the dataset is given in Table 1, and the content of
individual sequences is briefly described in Table 2.

(a) Bund Nightscape (b) Campfire Party (c) Construction Field (d) Fountains

(e) Marathon (f) Runners (g) Tall Buildings (h) Wood

Figure 1. Printscreens of used test sequences. Reprinted with permission from [60], Copyright 2021, Uhrina.

Table 1. Parameters of test sequences.

Resolution
Chroma

Subsampling
Bit Depth Aspect Ratio Framerate [fps] Length [Seconds]

3840 × 2160
(UHD) 4:4:4 10 bits per channel 16:9 30 10
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Figure 2. Spatial Information (SI) and Temporal Information (TI) diagram of used test sequences.
Reprinted with permission from [60], Copyright 2021, Uhrina.

Table 2. Characteristics of the test sequences.

Test Sequence Description Test Sequence Description

Bund Nightscape

is a video sequence portraying the
above view of a night city crossed by a
busy road next the river. The time-lapse
video is captured from a high angle
with a steady camera as one extreme
long shot. The scene is relatively static,
except for the accelerated movement of
cars driving on the road, people
passing by, flags waving in the wind
and flashing lights.

Marathon

is a video sequence picturing a large
group of people in colorful apparel
running a race on an asphalt road on a
rainy day. The sequence was filmed from
bird’s eye perspective with almost no
camera movement as a very long shot.
The scene is rather dynamic, given
almost the entire frame is filled by
running marathon participants and
raindrops falling on the wet road.

Campfire Party

is a night time video sequence
depicting a group of people posing for
a photograph behind a large campfire.
The long shot is captured by a
stationary camera, which zooms in
slightly at the end of the video. The
motion in the scene is caused mainly by
a flashing fire in the foreground and a
woman who briefly runs out of and
back into the shot.

Runners

is a video sequence that captures athletes
running on a tree lined road in a cloudy
weather. The racers in the very long shot
are approaching the stationary camera,
which is positioned approximately at
their eye level. The scene contains a
considerable amount of motion caused by
rushing contestants and by the wind in
the treetops.

Construction Field

is a very still video sequence capturing
construction equipment in the middle
of a building site during excavation
work. A hand-held camera was used to
film the very long shot from a high
angle. The only moving objects in the
scene are an excavator digging a
foundation pit and people slowly
walking in the background.

Tall Buildings

is a video sequence portraying the tallest
skyscrapers and busy intersections in
Shanghai, with a grand river in the
background. The video was captured
from a bird’s eye view using a camera
that slowly pans to take a panoramic
extreme long shot. The movement in the
scene is primarily a result of the panning
motion of the camera and partially of the
cars driving fast at a deep distance.
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Table 2. Cont.

Test Sequence Description Test Sequence Description

Fountains

is a video sequence focused on several
fountains in the center of a housing
estate with multiple trees and
apartment buildings in the background.
The video is captured by a static camera
as a long shot. All the motion in the
scene can be attributed to water
gushing from the fountain jets and
droplets evaporating into the air.

Wood

is a video sequence picturing a tall forest
during a sunny autumn day. The video
was filmed from a low angle as a long
shot with a camera performing a
moderately fast panning motion. All the
movement in the scene can be attributed
to the camera pan and the resulting
change in the angle of the sunlight rays
incident on the lens.

2.2. Dataset Preparation

In our research, we decided to explore the quality of 8-bit video sequences at two
commonly used resolutions, i.e., Full HD (FHD) and Ultra HD (UHD) with a typical
chroma subsampled YUV 4:2:0 format. Because original sequences were uncompressed
and YUV 4:4:4 color format at Ultra HD resolution with 10-bit depth was used, we had to
convert them to the appropriate formats. Therefore, all test sequences were first chroma
subsampled from YUV 4:4:4 to YUV 4:2:0 format and also the bit depth was changed from
10 to 8 bits per channel. Subsequently, all these conversion steps were repeated for Full HD
resolution utilizing the FFmpeg tool [61]. As we wanted to assess also Full HD in addition
to Ultra HD, the resolution also had to be altered. For all these conversion steps we used
once again the FFmpeg tool [61]. Correspondingly, two uncompressed test sequences were
generated (Figure 3) for each type of content, which adds up to 16 videos. We call them the
source video sequences (SRCs) for the rest of this paper.

FFmpeg
UHD 4:4:4 10b

(yuv444p10le)

FHD 4:2:0 8b

UHD 4:2:0 8b

Figure 3. Process of preparing the test sequences: chroma subsampling, bit depth, and resolu-
tion changing.

2.3. Coding Process

All these test video sequences (SRCs) were afterwards encoded to both compression
standards to be evaluated, i.e., H.264/AVC and H.265/HEVC. As a quality restriction
parameter, we decided to use the constant bitrate. We selected 5 various target bitrates: 1,
3, 5, 10 and 15 Mbps based on our previous research [62] which have shown the efficiency
of codecs growing nonlinearly with increasing bitrate. We have limited the number of
bitrates to 5 as a compromise between the complexity and time requirements of subjec-
tive testing and precision of the measurements. For the purposes of our research, we
decided to use the Group of Pictures (GOP) length typical for video intended for trans-
fer over a noisy communication channel. The GOP length is based on the framerate
of used video sequences and is commonly set to half of the framerate value. Accord-
ingly, given that test video sequences had a framerate of 30 fps (frames per second),
we chose the GOP length of 15 frames, i.e., M = 3, N = 15. The first number, labeled
with M letter, expresses the distance between two anchor frames (I or P) and the sec-
ond number, denoted with N letter, stands for the distance between two key frames (I).
For this coding process, we used once again the FFmpeg tool, which contains libraries
x264 and x265 for H.264/AVC and H.265/HEVC codec, respectively [61], creating the
total of 160 video sequences for the subjective quality assessment. We refer to them as
PVSs (Processed Video Sequences) for the rest of this paper. The FFmpeg command
example for encoding the Wood test sequence to the H.264 format at 1 Mbps bitrate is:
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ffmpeg -i Wood_1920x1080_30fps_420_8bit_YUV.yuv -vcodec libx264 -command example-params
keyint=15:min-keyint=15:bframes=3:b-adapt=1:bitrate=1000:vbv-maxrate=1000:vbv-bufsize=1000
Wood_1920x1080_30fps_420_8bit_H264_01M.mp4.

3. Subjective Quality Assessment

During the subjective testing, all created PVSs were shown to people of different ages
and genders to evaluate their quality. We decided to use the Absolute Category Rating
(ACR) method [58,63] which belongs to the category of Single Stimulus (SS) subjective
video quality assessment techniques. The principle of this method is that the degraded
sequences are presented to the observers one at a time, and they are asked to rate its
quality on a five-level grading scale, where 1 indicates the bad quality, and 5 stands for
the excellent quality. The measurement was conducted in two laboratories separately:
one situated at the University of Zilina (UNIZA), and the second at the VŠB – Technical
University in Ostrava. The video sequences were presented on three types of displays
(Table 3) depending on the resolution of the test sequences in the laboratories under normal
indoor illumination conditions.

Table 3. Types of used displays.

Type of Assessment Type of Display

UNIZA − FHD Samsung LE40C750R2W FHD
UNIZA − UHD Samsung U24E590D UHD

VSB − FHD + UHD 24” Dell P2415Q UHD

Thirty participants, mostly students, were involved in the testing in each laboratory.
All of them were naive observers which means they had no expertise in the image arte-
facts that may be introduced by the system under test. Naturally, they were thoroughly
acquainted with the method of assessment, types of impairment, grading scale, sequence,
and timing as required by Reference [58]. The statistical distribution of the number of
men and women who took part in the tests, as well as the average age of all observers, is
shown in Table 4. The course of the entire subjective assessment process is represented by
Figure 4.

Table 4. Statistical characteristic of the observers.

University Resolution Number of Men Number of Women Average Age

UNIZA FHD 25 5 24
UNIZA UHD 21 9 22

VSB FHD + UHD 15 15 25
UNIZA + VSB FHD + UHD 61 29 24

Compression
(FFmpeg )

Uncompressed
(test)

sequence
(*.YUV)

Compression 
standards

H.264 / H.265
FHD / UHD

1, 3, 5, 10, 15 Mbps

Subjective 
assessment

(ACR)

Final value
MOS Scale <1;5>Statistical evaluation

Figure 4. Complete process of coding and assessing the video quality.

4. Statistical Analysis and Presentation of the Results

After performing the subjective tests, we processed all collected results statistically; for
each test sequence, codec, and resolution, the Mean Opinion Score (MOS) and 95 percent
Confidence Interval (CI) in accordance with Reference [64] were calculated and plotted in
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graphs, a shown below. The presentation of the results could be divided into five parts.
In the first part, the cross-comparison of the results obtained from different laboratories,
i.e., from UNIZA and VŠB, is performed using the Pearson correlation coefficient (PCC)
and the Root Mean Square Error (RMSE). In the second part, the bitrate impact on the
perceived video quality depending on the scene content is plotted. The third part deals
with the Analysis of Variance (ANOVA) which was applied on the acquired data. In the
fourth part, the impact of the bitrate on the perceived video quality in terms of the used
codec and resolution is presented. Finally, in the fifth part, the minimum bitrate thresholds
at which the video sequence should be encoded to reach certain quality are determined.

4.1. Correlation between the Results from Individual Laboratories

To compare the MOS values obtained from both laboratories, i.e., from UNIZA and
VŠB, and, to find out the correlation, the Pearson correlation coefficient (PCC), as well
the Root Mean Square Error (RMSE) were calculated. All computations were done for
both codecs and resolutions, as well as for all test sequences. The results are plotted in
Figures 5 and 6 and are shown in Table 5.

Figure 5. Comparison of Mean Opinion Score (MOS) values obtained from different laboratories.
Each spot represents MOS values for corresponding codec, resolution, and test sequence.

Figure 6. Comparison of MOS values obtained from different laboratories. Each spot represents
averaged MOS values from particular test sequences for corresponding codec and resolution.
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Table 5. Correlation of MOS score between the laboratories.

Pearson CC RMSE

FHD-H.264 0.97 0.30
FHD-H.265 0.99 0.31
UHD-H.264 1.00 0.10
UHD-H.265 0.98 0.23

As we can see from Figures 5 and 6, as well as from Table 5, there is a high correlation
between the results from both laboratories. The lowest correlation was reached by the
combination of Full HD resolution and H.264 codec. This is most likely due to the different
displays used in the assessments; at the UNIZA laboratory, the Full HD display was used,
while, at the VŠB laboratory, the Ultra HD display was used. Vice versa, the highest
correlation rate was achieved by video sequences encoded to H.264 at UHD resolution.

4.2. Impact of Bitrate on Video Quality Depending on Scene Content

Figure 7 shows the impact of the bitrate on the perceived video quality (defined by
the MOS with associated CI). In this figure, eight graphs are inserted considering used
codec, resolution, and laboratory where the evaluation was conducted. Sequences with
different scene contents are color-coded in the graphs; each curve represents MOS values
for a given test sequence. Figure 8 shows the average MOS values obtained from UNIZA
and VSB laboratories.

It is apparent from the graphs that the sequences with the lowest SI and TI values, such
as the “Bund Nightscape” and the “Construction Field”, reached the best MOS value. Vice
versa, the observers rated the sequences situated in the middle of the SI-TI diagram, such
as the “Marathon” or “Runners”, as of worst quality. Interesting cases are the “Campfire
Party” and the “Fountains” sequences. The “Campfire Party” contains a lot of movement
(high TI values) but not many details (low SI values) and reached low MOS value, while
the “Fountains” sequence lies near to the “Bund Nightscape” and the “Construction Field”
sequences, meaning it has low both TI and SI values and also scored low on the MOS
scale. A special case is the “Wood” sequence which is situated at the upper right corner
of the SI-TI diagram. Nevertheless, its quality was perceived as similar to the sequences
“Fountains” and “Runners”. All these differences are more pronounced:
• at low bitrates—with increasing bitrate, the perceived quality rises, too, and ap-

proaches the perceived quality of sequences with low SI-TI values,
• at Ultra HD resolution rather than at Full HD resolution, and
• at H.265 codec rather than at H.264 codec.

Based on these results, we can state that the compression efficiency and related video
quality depends on the content of the sequences. However, the sequence representation
and description only by the spatial and temporal information is not sufficient and should
be the subject of further research. We suggest other parameters should be used to describe
the scene, such as, for instance, the luminance and contrast or the colors occurring in the
scene. In addition, the psychological factors should be considered. Based on the results, we
can also state that the temporal information has greater impact on the perceived quality
than the number of the objects defined by the spatial information.
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0 2 4 6 8 10 12 14 16

Bitrate [Mbps]

1

1.5

2

2.5

3

3.5

4

4.5

5

M
O

S

UNIZA-FHD-H.265

BundNightscape
CampfireParty
ConstructionField
Fountains
Marathon
Runners
TallBuildings
Wood

(b) UNIZA - FHD - H.265
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(c) VŠB - FHD - H.264
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(d) VŠB - FHD - H.265
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(e) UNIZA - UHD - H.264
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(f) UNIZA - UHD - H.265
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(g) VŠB - UHD - H.264
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(h) VŠB - UHD - H.265

Figure 7. Bitrate impact on the perceived video quality (defined by the MOS score with associated
Confidence Interval (CI)) depending on codec and resolution for both laboratories independently.
Each curve represents MOS values for each type of used test sequence.
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(a) UNIZA+VŠB - FHD - H.264
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(b) UNIZA+VŠB - FHD - H.265
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(c) UNIZA+VŠB - UHD - H.264
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(d) UNIZA+VŠB - UHD - H.265

Figure 8. Bitrate impact on the perceived video quality (defined by the MOS score with associated
CI) depending on codec and resolution for both laboratories jointly. Each curve represents averaged
MOS values from both laboratories for each type of used test sequence.

4.3. Analysis of Variance

To verify what stemmed from the graphical representation of the subjective evaluation
results, the ANOVA was applied on the data [65]. The three-way ANOVA was used to
compare the significance and influence of individual sequence parameters on the resulting
perceived video quality. The interaction between three independent variables, bitrate
(X1), content (scene type) (X2), and resolution (X3) in Table 6 or compression standard
(X3) in Table 7 was examined, with video quality being considered a dependent variable.
Tables 6 and 7 depict the three-way ANOVA matrices. The F-value, also called the F-ratio
is calculated as the variance of the group means divided by the mean of the within group
variances (Mean Squared Error). Greater F-value indicates more significant variation. In
ANOVA, the p-value, i.e., the probability of getting the observed result at random, is also
determined. For the source of variation to be regarded as insignificant, the p-value must
be higher than a given alpha level, commonly set to 0.05. When performing ANOVA, the
p-value is also determined to investigate the probability of rejecting the hypothesis.

Based on the analysis of the tables, the following conclusions can be drawn. Table 6
indicates that for H.265 encoded sequences, the effect of resolution can be ignored, since this
variable was deemed statistically insignificant. In contrast, in the case of the H.264 codec,
this negative phenomenon does not occur and resolution is the second most important
parameter that determines the subjectively perceived quality. For both codecs, an alteration
in bitrate results in a maximum change in the subjective MOS. According to Table 7,
the impact of compression format on the perceived quality is considered statistically
insignificant for Full HD video sequences. However, that is not the case for Ultra HD
resolution, where deployed codec is the second most influential variable. Equivalently to
Table 6, the bitrate has the greatest effect on the subjective video quality assessment results.
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All remaining ANOVA test results in both tables can be regarded statistically significant
based on their p-values.

Table 6. Three-way Analysis of Variance (ANOVA) using video codec as a criterion.

H.264

Source of Variation Sum of Squares Degrees of Freedom Mean Square F-Value p-Value

Bitrate (X1) 2541.95 4 635.488 982.84 0
Scene Type (X2) 134.03 7 19.148 29.61 0
Resolution (X3) 106.68 1 106.682 164.99 0

X1*X2 106.58 28 3.802 5.89 0
X1*X3 34.24 4 8.561 13.24 0
X2*X3 12.16 7 1.737 2.69 0.009
Error 1518.18 2348 0.647
Total 4453.83 2399

H.265

Bitrate (X1) 1875.05 4 468.764 669.56 0
Scene Type (X2) 90.96 7 12.994 18.56 0
Resolution (X3) 0.12 1 0.12 0.17 0.6784

X1*X2 88.31 28 3.154 4.51 0
X1*X3 7.96 4 1.99 2.84 0.0229
X2*X3 30.65 7 4.379 6.25 0
Error 1643.85 2348
Total 3736.91 2399

Table 7. Three-way ANOVA using video resolution as a criterion.

Full HD

Source of Variation Sum of Squares Degrees of Freedom Mean Square F-Value p-Value

Bitrate (X1) 2210.04 4 552.509 806.21 0
Scene Type (X2) 82.43 7 11.776 17.18 0

Compression Standard (X3) 0.01 1 0.007 0.01 0.9214
X1*X2 79.43 28 2.837 4.14 0
X1*X3 11.11 4 2.779 4.05 0.0028
X2*X3 16.25 7 2.322 3.39 0.0013
Error 1609.13 2348 0.685
Total 4008.4 2399

Ultra HD

Bitrate (X1) 2186.06 4 546.515 842.85 0
Scene Type (X2) 156.8 7 22.4 34.55 0

Compression Standard (X3) 112.23 1 112.234 173.09 0
X1*X2 145.9 28 5.211 8.04 0
X1*X3 52 4 12.999 20.05 0
X2*X3 12.31 7 1.759 2.71 0.0084
Error 1522.48 2348 0.648
Total 4187.78 2399

4.4. Impact of Bitrate on Video Quality Depending on Codec and Resolution

Figure 9 shows the impact of the bitrate on the perceived video quality (defined by
the MOS with associated CI) plotted separately for each type of video sequence. In this
figure, eight graphs are inset, considering examined test sequence, which show the impact
of used codec and resolution on the perceived quality of a given sequence; curve represents
averaged MOS values from both laboratories for a given codec and resolution.
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Figure 9. Bitrate impact on the perceived video quality (defined by the MOS score with associated CI)
depending on used test sequence. Each curve represents averaged MOS values from both laboratories
for corresponding codec and resolution.
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In Figure 10, the averaged MOS value from both laboratories from all used test
sequences for each codec and resolution is plotted.

We can draw several conclusions from Figures 9 and 10. Firstly, it is apparent that
the H.265 compression standard yields better quality than the H.264 codec. This is a
generally known fact and we expected it. But what is interesting and important is that
the efficiency difference between these two codecs is negligible for the Full HD video
sequences. Therefore, it is inessential to use H.265 compression standard at this resolution,
as the observers will not see any notable differences. The use of H.265 codec is relevant
only for the videos at the Ultra HD resolution, particularly at low bitrates. This is due to
the fact that the quality of H.264 encoded video sequences increases with the rising bitrate
up to the point where it reaches or even surpasses the perceived quality of H.265 sequences.
Secondly, the compression efficiency of the H.265 compression standard at the Ultra HD
resolution reaches the compression efficiency of both codecs at the Full HD resolution.

Indisputably, the conclusions drawn from the Analysis of Variance (ANOVA) and the
graphical representation of the subjective quality evaluation results coincide. These findings
could be beneficial for visual media content providers and broadcasting companies, as they
indicate how to adjust video compression parameters to improve its quality. The fastest
growth of perceived video quality is apparently due to an increase in bitrate. Specifically,
the quality increases most rapidly until the bitrate reaches a value of approximately 5 Mbps.
The analyses also revealed which combination of resolution and compression format is
best used so that the resulting quality of visual content is perceived by viewers as good
as possible.
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Figure 10. Bitrate impact on the perceived video quality (defined by the MOS score with associated
CI). Each curve represents averaged MOS values from both laboratories for corresponding codec and
resolution—average MOS score.

4.5. Minimum Bitrate Thresholds Suggestions

Finally, Figure 10 shows the minimum bitrate thresholds at which the video sequences
should be encoded to achieve good (4) or fair (3) quality. These quality thresholds are based
on MOS values of used ACR method and are important for the bitrate setting of each codec
to maintain a certain quality. Table 8 shows the mentioned minimum bitrates.

255



Sensors 2021, 21, 2872

Table 8. Minimum bitrate thresholds to achieve good (4) and fair (3) video quality.

MOS Scale
FHD-8b UHD-8b

H.264 H.265 H.264 H.265

Good (4) 7.50 Mbps 7.50 Mbps 11.55 Mbps 9.00 Mbps
Fair (3) 2.80 Mbps 2.60 Mbps 4.50 Mbps 2.80 Mbps

From Table 8, it follows that to achieve a good quality (value 4 on MOS scale), the video
sequence must be coded to minimum 7.50 Mbps by both codecs for Full HD resolution
and to 11.55 Mbps by H.264 codec and 9.00 Mbps by H.265 codec for Ultra HD resolution.
To reach fair quality (value 3 on MOS scale), the minimum thresholds for the bitrates
are 2.80 Mbps by H.264 codec and 2.60 Mbps by H.265 codec for Full HD resolution and
4.50 Mbps by H.264 codec and 2.80 by H.265 codec for Ultra HD resolution.

5. Conclusions

This paper dealt with the content impact on the perceived video quality evaluated
using the subjective Absolute Category Rating (ACR) method. Eight types of video se-
quences with various scene content were evaluated. Two widely used video compression
standards H.264/AVC and H.265/HEVC in combination with Full HD and Ultra HD
resolutions, were tested. In the coding process, we selected 5 various bitrates based on
our previous research, which showed that the efficiency of codecs grows nonlinearly with
increasing bitrate. The number of bitrates was a compromise between the complexity and
time requirements of subjective testing. In total, we created an annotated database which
contains 160 different video sequences coded at constant bitrates with GOP set to half of
the framerate value which is typical for video intended for transfer over a noisy commu-
nication channel. The perceived quality of the sequences was evaluated employing the
subjective ACR method. The assessment was conducted in two laboratories: one situated
at the University of Zilina, and the second at the VSB—Technical University in Ostrava.
First, we calculated the correlation of the MOS values between both laboratories using
the Pearson correlation coefficient (PCC) and the Root Mean Square Error (RMSE). The
correlation proved to be considerably high. After that, we described the impact of the
bitrate on video quality depending on scene content defined by Spatial (SI) and Temporal
information (TI). The results showed that even if the sequences with low SI and TI values
reach better MOS than the sequences with higher SI and TI values, these two parameters
are not sufficient for scene description, and this domain should be the subject of further
research. Subsequently, we described the impact of bitrate on video quality depending on
codec and resolution. Based on the results, we concluded that the employment of the H.265
codec for compression of Full HD sequences is inessential, as the people did not observe
any significant differences. Furthermore, we stated that the compression efficiency of the
H.265 codec by the Ultra HD resolution reaches the compression efficiency of both codecs
by the Full HD resolution. We also applied the ANOVA to verify what stemmed from the
graphical representation of the subjective evaluation results. Finally, we determined the
minimum bitrate thresholds at which the video sequences at both resolutions retain good
and fair subjectively perceived quality.
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