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Preface to ”New Advances in Marine Engineering
Geology”

The ocean is the cradle of life and is rich in natural resources. With the worldwide boom

in exploration and application of ocean resources, a dramatically increasing amount of coastal

engineering and offshore engineering facilities have been constructed in the last few decades. The

rapid development of human economic activities and the global climate change have significant

impacts on the marine environment, resulting in frequent geological disasters. Under this

circumstance, there is an urgent demand for a platform for scientists and engineers to share their

state-of-art research outcomes in the field of Marine Engineering Geology.

With 14 papers and an editorial overview published and more than fifty authors involved, this

book presents some of the recent efforts made towards marine engineering geology and geotechnics,

including theoretical advances, laboratory and field testing, design methods, and the potential for

further development of these disciplines. Acknowledgements are due to the positive responses of

all authors in their initial submissions and subsequent revisions, the many (mostly anonymous)

reviewers, other members of the JMSE editorial board, and the professional services by the MDPI

publisher.

Qing Yang, Dong-Sheng Jeng, Xiaolei Liu, Yin Wang, Hendrik Sturm

Editors
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1. Introduction

The ocean is the cradle of life and is rich in natural resources. With the worldwide
boom in exploration and application of ocean resources, a dramatic increase in coastal and
offshore engineering construction has been observed in the last few decades. The rapid
development of human economic activities and changing global climate has had significant
impacts on the marine environment, resulting in increased impact from natural disasters.
Under this circumstance, there is an urgent need for platform for scientists and engineers
to share their state-of-art research outcomes in the field of Marine Engineering Geology.

In order to provide a platform for marine engineering geological researchers and
enhance their cohesion, the Commission No. 34—Marine Engineering Geology (C34) was
established under the support of the International Association for Engineering Geology
and the Environment (IAEG) in Banff, Canada in 2012. In 2016, the First International
Symposium on Marine Engineering Geology (ISMEG 2016) was successfully held in Ocean
University of China, Qingdao, China.

During the 18–20 October 2019, the 2nd International Symposium on Marine Engineer-
ing Geology (ISMEG 2019) was held in Dalian, China. The second international symposium
was sponsored by IAEG-C34, hosted by State Key Laboratory of Coastal and Offshore
Engineering (Dalian University of Technology), and co-hosted by the Department of Earth
Science, National Natural Science Foundation of China and Shandong Provincial Key Lab-
oratory of Marine Environment and Geological Engineering (Ocean University of China)
and several other organizations. Nearly 300 representatives from over 70 international
research institutions, universities, and businesses attended the symposium, discussed
recent advances, shared their knowledge, and identified future research directions in the
field of marine engineering geology. The theme of this symposium is “Exploration of Ma-
rine Resources and Marine Engineering Geology”, covering topics including engineering
properties of marine soils, marine geological hazards and preventions, in situ exploration,
monitoring, and physical modeling, hydrodynamics and environmental interaction, explo-
ration of gas hydrate, offshore foundations, and pipe–soil–fluid interaction.

The objective of this Special Issue is to collect high-quality papers from ISMEG 2019 partici-
pants and provide a timely overview of recent advances and case studies in this field. The issue
collected 14 papers that cover different aspects of marine engineering geology and geotechnics
using different approaches. Some of them used numerical simulations [1–5], some conducted
laboratory experiments [6–10], and others acquired and analyzed field or laboratory tests
to establish a theoretical modeling framework for predicting marine sediment properties
and the potential hazards [11–14]. Moreover, with a timely and well-organized publica-
tion, it is believed that the state-of-the-art data, analyses, and methodologies presented
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in this Special Issue could be of great interest to all readers of Journal of Marine Science
and Engineering.

The core aspects of each paper in the special issue are synthesized in the following section.

2. Papers Details

Chen et al. [1] present the numerical solution of an improved double-layer foundation
consolidation theory, aiming at understanding the characteristics of the marine soft soil
double-layer foundation structure with complex drainage conditions. They introduced
continuous drainage boundary conditions into the traditional consolidation theory by
applying the Laplace’s transform and Stehfest algorithm in the derivation process of the
model equations. This improved model was validated and analyzed by the degenerated
model of the perfectly permeable and the semi-permeable boundary conditions. Moreover,
they applied the model to a marine soft soil foundation project in Guangxi, China for
the consolidation analysis. The validation of the results against field data shows good
performance of the model in the analysis of consolidation and settlement of marine soft
soil foundations with complex drainage conditions.

Yu et al. [2] investigate the effect of an existing footprint on the stability of jack-up
platform reinstallation. In this study, a large deformation finite element analyses with
the coupled Eulerian–Lagrangian (CEL) method was carried out. Attention is focused on
the effects of footprint geometry, reinstallation eccentricity, and the roughness between
spudcan and soil on the profiles of vertical forces, horizontal forces, and bending moments.
They also underline the role of the soil profiles, soil properties, geometry of footprints and
spudcans, leg details, use of spigots (or not), etc., in site-specific analyses.

Li et al. [3] investigate the accumulation of pore water pressure in a soft clay seabed
around a suction anchor under cyclic loading conditions. They propose a three-dimensional
damage-dependent bounding surface model, in which a damage parameter and initial
anisotropic tensors are introduced to represent the remolding of the soil structure and initial
anisotropy, respectively. The proposed model is validated against available triaxial test
data and provides a better description of the cyclic behaviors of soft clay. Li et al. [3] also
propose a new structure that can reduce the accumulation of excess pore water pressure
based on the numerical simulations.

Han et al. [4] investigate the flow field dynamics and corresponding response of a
porous seabed around an immersed tunnel under wave loading combined current with
various velocities. They developed a 2D numerical model, which is composed of two
sub-models: The flow model with OpenFOAM and the seabed model with a Meshfree
method, to simulate the fluid–structure–seabed interaction. The integrated model is well
validated by comparison with the analytical solution and experimental data. The numerical
results confirmed that the existence of the immersed tunnel affected surrounding seabed
dynamic behaviors, and thus weakened the displacement and dynamic pore pressure
change nearby. The parametric studies also reveal the significant impact of wave character-
istics, soil properties, and current velocities on the liquefaction behavior in the vicinity of an
immersed tunnel.

Li et al. [5] present a numerical investigation on the influence of flap geometric
parameters on the aerodynamic characteristics of two-element wingsail. They propose a
two-element wingsail model by using the steady and unsteady RANS approach with the
SST k-ω turbulence model. Existing experimental data are used to ensure the accuracy of
the numerical simulation. Moreover, it provides a quantitative evaluation regarding the
aerodynamic characteristics of the wingsail with different structural parameters including
camber, the rotating axis position of the flap, angle of attack, and flap thickness.

Cui et al. [6] illustrate a framework to analyze the hydrodynamic dispersion character-
istics of coral sands in marine environments. In particular, they explore how the dispersion
characteristics of solute in calcareous sands are influenced by the particle size, degree of
compactness, and gradation of porous media. They used coral sands collected from a reef
in the South China Sea and conducted a series of laboratory tests and theoretical analyses.
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Results reveal a direct correlation between the dispersion coefficients of coral sands and
the above-mentioned factors. Moreover, they find that the dispersion mechanisms in coral
sands could be determined by the flow velocity of the pore fluid.

Wang et al. [7] explore the instability behavior of the fine-grained seabed under
wave action. In particular, they carried out a series of in-lab flume experiments using the
sediment collected in the subaqueous Yellow River delta. Results reveal an oscillation
failure type characterized by an arc-shaped sliding surface. Moreover, they find that the
presence of gas plays a key role in promoting the occurrence of submarine slope failures.

Lu et al. [8] investigate the remobilization of heavy metal Cu under wave action,
especially during sediment liquefaction. They conducted a series of controlled wave flume
experiments using the sandy silts collected from the Yellow River Delta. The experimen-
tal results indicate that sediment liquefaction significantly promotes the release of Cu
from internal sediment to the overlying water. Moreover, they analyzed the pattern and
mechanism of migration and diffusion of dissolved Cu in different stages. The study may
provide a reference for understanding changes of the marine ecological environment in the
subaqueous Yellow River Delta.

Wu et al. [9] investigate the dynamic response characteristics of the pile–soil–structure
system in coral sand under earthquake. They conducted a series of shaking table tests of
three-story structures with a nine-pile foundation in coral sand and Fujian sand, respec-
tively. The influence of shaking intensity on the dynamic response of the system has been
taken into consideration by the authors. In this way, they are able to compare the similari-
ties and differences between dynamic characteristics of coral and Fujian sand based on the
results of pore water pressure, acceleration, displacement, and dynamic bending moment.
This work may provide some references for the seismic design of coral reef projects.

Liu et al. [10] examine the possibility of using the pressure sensing technique for
observing seabed deformation caused by submarine sand wave migration. They developed
two pressure sensing tools, a fixed-depth total pressure recorder and a surface synchronous
bottom pressure recorder, to make observations in laboratory flume experiments. The
proposed pressure sensor techniques have been proven by the results to effectively reflect
elevation caused by submarine sand wave migration with an accuracy more than 90%.
Moreover, authors discuss the reliability and limitations of using the two methods in
practical observations. This work suggests an important way for guiding the monitoring
and early detection of bedforms and sediment mobility and better understanding the
mechanisms of submarine sand wave migration.

Guo et al. [11] present an exploration into identifying the interactions between ocean
waves and the continental margin in the generation of double-frequency (DF, 0.1–0.5 Hz)
microseisms. They collected a total of 10 days of ambient noise data at 33 stations across
the East Coast of USA. Both the observations and correlation analyses led to a hypothesis
on the frequency dependent interactions of ocean waves with the continental margin and
the origination of DF microseisms. This work suggests a potential contribution of the
frequency-dependent interactions between the ocean waves and the continental margin
determined in analyzing the wave-induced mass wasting on the continental margin.

Wu et al. [12] present an experimental investigation on the small-strain stiffness of
marine silty sand. They conducted a series of bender element tests on marine silty sand
with fines content ranging from 0% to 30% under isotropic consolidation. Moreover, they
discuss the influence of parameters in the established framework based on clean sand. In
particular, a binary packing state concept was implemented to modify the Hardin model for
evaluation of the small-strain stiffness of marine silty sand. The proposed model has been
calibrated by the independent test data for different silty sand published in the literature.

Jun and Kwon [13] propose the representative constitutive relationship equations of
marine soft soil in Korea. They collected samples at 23 dredged reclaimed construction
sites in three regions in Korea. In particular, the consolidation simulations were carried
out at a high void ratio using the centrifugal experiment to realize high water content and
in-field stress conditions. Then the void ratio–effective stress and void ratio–permeability
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coefficient were estimated using the back analysis. The constitutive relationship for Korean
soft soil was determined to be a reasonable power function equation. They also underline
the importance of a design chart based on the constitutive relationship equations.

Huang and Han [14] summarize seismic liquefaction field investigations in marine
engineering to provide a systematic understanding of the historical cases published over
recent decades. Particularly, they identified the effects of seawater and the gas component
in the marine seabed layers, leading to a larger liquefied area than when liquefaction occurs
on land. Moreover, they review mitigation strategies of novel marine foundation structures
considering their resistance of liquefaction.

Author Contributions: Conceptualization, X.L. and D.-S.J.; Writing–original draft, X.L.; Writing–
review & editing, D.-S.J., Q.Y., Y.W. and H.S. All authors have read and agreed to the published
version of the manuscript.
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Abstract: Marine soft soil foundation is a double-layer foundation structure with a crust layer and
soft substratum. Moreover, it is common that there are various forms of drainage. Accordingly,
based on Terzaghi’s consolidation theory and the continuous drainage boundary conditions theory of
controllable drainage conditions, an improved double-layer soil consolidation theory considering
continuous drainage boundary conditions was proposed. To improve the computational efficiency and
accuracy, the Laplace transform and the Stehfest algorithm was used to deduce the numerical solution
of the improved double-layer soil consolidation theory considering continuous drainage boundary
conditions and to compile a computer program. Subsequently, the theory was validated and analyzed
by the degenerated model of the perfectly permeable boundary conditions and the semi-permeable
boundary conditions, respectively, which showed that this theory has higher accuracy. Simultaneously,
the analysis of double-layer consolidation settlement under continuous drainage boundary conditions
for marine soft soil foundation of Guangxi Binhai Highway was carried on. The result showed that
the consolidation settlement calculated by the improved double-layer consolidation theory presented
is basically consistent with the field measurement results, and that the correlation coefficient between
them is higher. Accordingly, the research results can provide useful basic information for marine soft
foundation engineering.

Keywords: marine soft soil; double-layer foundation; consolidation theory; drainage boundary

1. Introduction

Marine soft soil is widely distributed throughout the world, and the performance of the soil
varies as a result of differences in geological origin, occurrence law, and composition. Therefore, the
engineering characteristics that emerged from these factors reflect substantial spatial and temporal
variability and regionality. For example, the Canadian coastline exceeds 200,000 km [1], and therefore
marine soft soil represented by Leda soft soil is widely distributed in Canada, which has the significant
characteristics of marine soft soil [2]. Norway’s Drammen marine soft soil also has characteristics
of marine soft soil, but Sangrey showed that the engineering properties of Drammen soft soil were
different from those of Leda soft soil [2–4]. Other soft soils, such as London soft soil [5], Mexican soft
soil [6], Japanese soft soil [7], Busan soft soil [8], Shenzhen soft soil, Shanghai soft soil and so on, all
exhibit different marine soft soil characteristics [9–16]. The engineering characteristics of marine soft
soil make the problem of consolidation and settlement of marine soft soil foundation complicated,
but the one-dimensional consolidation theory by Terzaghi is not suitable for the analysis of complex
marine soft soil foundation consolidation problems. The main reason for this is that Terzaghi’s
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one-dimensional consolidation theory assumes that the drainage boundary is perfectly permeable or
perfectly impervious, and the pore water pressure equations were as follows [17]:

u(0, t) = 0 (1)

and:
ut(h, t) = 0 (2)

In reality, the sand layer of the top surface of the foundation treatment and the lower layer of the
bottom surface are neither perfectly permeable nor perfectly impervious, and they are often somewhere
in between. Previous studies showed that permeability of drainage boundary will have a major impact
on the final calculation results [18,19]. In view of the unreasonable drainage boundary conditions
of consolidation theory, Gray [20] took the lead in conducting research. Based on one-dimensional
consolidation theory by Terzaghi, Gray [20] proposed a semi-permeable boundary theory, and the pore
water pressure equation was as follows:

ut(h, t) + hu(h, t) = 0 (3)

Later, Schiffiman and Stein [21] conducted a detailed study on the one-dimensional consolidation
problem with a semi-permeable boundary. Huang [22] discussed and promoted the semi-permeable
boundary theory. While the one-dimensional consolidation theory of semi-permeable boundary is
more practical than one-dimensional consolidation theory by Terzaghi, it is relatively simple, and it
assumes that the soil layer is homogeneous elastomer without considering multi-layer soil. According
to this, Xie [23] proposed a one-dimensional consolidation theory for a double-layer foundation with a
semi-permeable boundary and solved and discussed it. The results showed that the semi-permeable
boundary conditions and the stratification of soil can bring the foundation consolidation analysis
closer to the actual situation [23]. Based on the research of Xie [23], Hu and Xie [24] studied the
one-dimensional consolidation problem of the semi-permeable boundary under the gradual load of a
multi-layer elastic foundation and systematically analyzed the layered soil. Hu and Xie [24] studied
the effect of semi-permeable boundary conditions, soil properties, and loading rate of external load on
pore pressure distribution and total average consolidation. However, the above scholars considered
the foundation soil to be a homogeneous elastic soil layer and a static load [23,24]. For this reason, Fang
et al. [25], Lin et al. [26], Wang et al. [27], Wang et al. [28], Cai et al. [29], Li et al. [30], Wang and Xia [31],
and Zheng et al. [32] carried out consolidation analysis of viscoelastic soil layers under semi-permeable
conditions and dynamic load. According to the one-dimensional consolidation equation of the
semi-permeable boundary proposed by Gray [20], scholars carried out consolidation analysis under
different loading modes and non-Darcy’s law conditions [33,34]. However, the one-dimensional
consolidation equation based on the semi-permeable boundary proposed by Gray [20] is difficult to
solve and not easy to generalize. Combined with the above problems, Mei et al. [35] proposed and
solved a one-dimensional consolidation equation for continuous drainage boundary in order to solve
the contradiction between the boundary conditions and the initial conditions of the one-dimensional
consolidation equation by Terzaghi. The pore water pressure equations by Mei et al. [35] are as follows:

u(0, t) = q(t)e−bt (top drainage), (4)

and
u(2h, t) = q(t)e−ct (bottom drainage). (5)

The continuous drainage boundary is a time-dependent interface boundary that varies between
perfectly pervious and impervious conditions. The boundary pore pressure changes exponentially
with time. By adjusting the parameters b and c related to the undisturbed soil, the drainage properties
of the top and bottom drainage surfaces of the soil layer can be controlled. For example, b can
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tend to infinity, and thus the top surface of the soil layer is undrained. Subsequently, scholars
carried out research on continuous drainage boundary theory. Zong et al. [36] and Zheng et al. [37]
established a generalized Terzaghi’s consolidation theory under double-sided asymmetric continuous
drainage boundary conditions. Cai et al. [38] developed a subroutine within ABAQUS program
to verify the solution of the one-dimensional consolidation equation of the continuous drainage
boundary. Wang et al. [39] showed that the continuous boundary has good applicability and extends
to the semi-analytical solution of one-dimensional consolidation of unsaturated soil. Feng et al. [40]
established the one-dimensional consolidation equation for the continuous drainage boundary and
studied the contribution of a soil’s self-weight stress. Sun et al. [41] established a general analytical
solution for the one-dimensional consolidation of soil for the continuous drainage boundary under
a ramp load. Zhang et al. [42] analyzed the excess pore water pressure and the average degree
of consolidation under the continuous drainage boundary conditions and discussed the effect of
the drainage capacity of the top surface, the smear effect, and the well resistance on consolidation.
However, there are few reports on the one-dimensional consolidation theory with the continuous
drainage boundary of double-layer soil and its application in marine soft soil engineering.

Domestic and foreign scholar have done a lot of research on the algorithm for the mathematical
modeling of consolidated seepage. In 1949, Van Everdingen and Hurst [43] proposed the Laplace
transform method. In 1968, Dubner and Abate [44] proposed the Laplace numerical inversion method.
Subsequently, Durbin [45] improved the Dubner and Abate algorithm. In 1970, Stehfest [46,47]
proposed the Stehfest algorithm because the algorithm is easy to program, has few parameters, has fast
calculation, does not involve complex numbers, and has high stability. It has thus been widely used in
engineering. It is worth mentioning that the Stehfest algorithm looks like an empirical formula, but it
actually has a complicated mathematical background and theoretical derivation. Then, Crump [48]
proposed the Crump algorithm, which is based on the Fourier series. Duffy [49] improved the Crump
algorithm, avoiding the trigonometric function term. However, because the Crump algorithm does not
put forward a method to determine the appropriate attenuation index and truncation term number,
it is difficult to apply widely. Therefore, according to the advantages and disadvantages of the above
algorithm, an appropriate method should be adopted to carry out the calculation according to the
characteristics of the consolidation theoretical model.

Based on an analysis of the above literature, aiming at the characteristics of the marine soft
soil double-layer foundation structure and complex drainage conditions, a numerical solution of the
improved double-layer foundation consolidation theory considering continuous drainage boundary
conditions is presented. In Section 2, the basic equations of the improved consolidation theory is
introduced and deduced in detail, and the Laplace transform and Stehfest algorithm are applied in the
derivation process, and the improved model is compiled into a program by this paper. In Section 3, the
improved model is validated and analyzed by three examples in the literature. This section includes
degradation analysis of perfectly permeable boundary conditions and semi-permeable boundary
conditions by the improved model. Finally, in Section 4, the improved model is applied to an
actual marine soft soil foundation project in Guangxi for application analysis. The settlement and
consolidation degree of soft soil foundation are analyzed and compared with the measured data for
verification. The conclusions can provide scientific guidance for consolidation analysis of marine soft
soil foundation. They also have certain theoretical value and practical significance.

2. Improved Double-Layer Soil Consolidation Theory Considering Continuous Drainage
Boundary Conditions

In addition to the load, the same basic assumptions as in the one-dimensional consolidation theory
by Terzaghi were made. Equations (1)–(5) are the basic assumptions of one-dimensional consolidation
theory by Terzaghi:

(1) The soil layer is homogeneous and fully saturated.
(2) Soil particles and water are incompressible.
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(3) Water seepage and compression of the soil layer occur only in one direction (vertical).
(4) The seepage of water obeys Darcy’s law.
(5) In the osmotic consolidation, the permeability coefficient and the compression coefficient of the

soil are constants.
(6) The external load is applied at two levels of average speed.
(7) Additional stress of soil does not decrease with depth under the large area load of highway roadbed.

Based on the above assumptions, the double-layer soil consolidation equations considering
continuous drainage boundary conditions were proposed. Figure 1a presents a simplified diagram of
the theoretical calculation of an improved double-layered soil foundation consolidation considering
continuous drainage boundary conditions. We take the ground table as the coordinate origin. In the
figure, q(t) is an arbitrary loading function. h1, Es1, and k1 are the parameters of topsoil. h2, Es2, and
k2 are the parameters of subsoil. The load simplification is applied in two stages. q1 and q2 are the
primary and secondary load increments, respectively, as shown in Figure 1b.
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where u1 and u2 are the first and second layers of excess pore water pressure, respectively; and 1vc  
and 2vc  are the first and second layers of consolidation coefficients, respectively. The latter are 
calculated by: 
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Figure 1. Schematic diagram: (a) Double-layer soil foundation calculation model, and (b) the curve
of loading.

Therefore, one-dimensional consolidation differential equations for a double-layer soil foundation
can be obtained:

cv1
∂2u1(z, t)
∂z2 =

∂u1(z, t)
∂t

− ∂q(t)
∂t

(0 ≤ z ≤ h1) (6)

cv2
∂2u2(z, t)
∂z2 =

∂u2(z, t)
∂t

− ∂q(t)
∂t

(h1 ≤ z ≤ h1 + h2) (7)

where u1 and u2 are the first and second layers of excess pore water pressure, respectively; and cv1 and
cv2 are the first and second layers of consolidation coefficients, respectively. The latter are calculated by:

cv1 =
k1Es1

γw
, cv2 =

k2Es2

γw
.

The pore pressures in Equations (6) and (7) can be expressed by the effective stress and converted
into the following equations:

∂σ′1(z, t)

∂t
= cv1

∂2σ′1(z, t)

∂z2 (0 ≤ z ≤ h1) (8)

∂σ′2(z, t)

∂t
= cv2

∂2σ′2(z, t)

∂z2 (h1 ≤ z ≤ h1 + h2) (9)

The initial condition is:
σ′1,2(z, 0) = 0 (10)
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The boundary conditions are:

σ′1(0, t) = q(t) − q(t) exp(−bt) (11)

σ′2(h1 + h2, t) = q(t) − q(t) exp(−ct) (12)

These boundary conditions are continuous drainage boundary conditions [35,36], and b and c are
parameters related to soil drainage properties. They are interface parameters that reflect the drainage
properties of the top and bottom drainage surfaces of the soil layer [41]. As shown in Table 1, the
permeability of the drainage boundary can be controlled by adjusting parameters b and c.

Table 1. Description of parameters b (top surface) and c (bottom surface).

Parameter
Value

0 (0, +∞) +∞

b impermeable semi-permeable perfectly permeable
c impermeable semi-permeable perfectly permeable

The continuous condition between layers is:

σ′1
∣∣∣
z=h1

= σ′2
∣∣∣
z=h1

(13)

The continuous flow condition is:

k1

γw

∂σ′1
∂z

∣∣∣∣∣∣
z=h1

=
k2

γw

∂σ′2
∂z

∣∣∣∣∣∣
z=h1

(14)

Equations (8)–(14) constitute the improved double-layer soil consolidation theory equation
considering continuous drainage boundary conditions. A Laplace transform is performed on
Equations (8)–(14):

sσ′1(z, s) − σ′1(z, 0) = cv1
∂2σ′1(z, s)

∂z2 (0 ≤ z ≤ h1) (15)

sσ′2(z, s) − σ′2(z, 0) = cv2
∂2σ′2(z, s)

∂z2 (h1 ≤ z ≤ h1 + h2) (16)

σ′1,2(z, 0) = 0 (17)

σ′1(0, s) = q(s) − q(s + b) (18)

σ′2(h1 + h2, s) = q(s) − q(s + c) (19)

σ′1
∣∣∣∣
z=h1

= σ′2
∣∣∣
z=h1

(20)

k1

γw

∂σ′1
∂z

∣∣∣∣∣∣∣
z=h1

=
k2

γw

∂σ′2
∂z

∣∣∣∣∣∣∣
z=h1

(21)

The general solutions of Equations (8) and (9) obtained by Equations (15)–(17) are as follows in
the Laplace transform domain:

σ′1(z, s) = A11 exp(r1z) + A12 exp(−r1z)(0 ≤ z ≤ h1) (22)

σ′2(z, s) = A21 exp(r2z) + A22 exp(−r2z)(h1 ≤ z ≤ h1 + h2) (23)

Here:
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r2
1 = s

cv1
, r2

2 = s
cv2

.
Bands Equations (18)–(21) substituted into Equations (22) and (23) yields the following:



A11 + A12 = q(s) − q(s + b)
A21er2(h1+h2) + A22e−r2(h1+h2) = q(s) − q(s + c)
A11er1h1 + A12e−r1h1 = A21er2h1 + A22e−r2h1

k1
γw

(
A11r1er1h1 + A12(−r1)e−r1h1

)
= k2

γw

(
A21r2er2h1 + A22(−r2)e−r2h1

)
(24)

where:
q(s) − q(s + b) =

∫ +∞
o q(t)

(
1− e−bt

)
e−stdt,

q(s) − q(s + c) =
∫ +∞

o q(t)
(
1− e−ct

)
e−stdt.

q(t) can be expressed as follows (Figure 1b):

q(t) =



t
t1

q1 (0 ≤ t ≤ t1)

q1 (t1 ≤ t ≤ t2)

q1 +
t−t2
t3−t2

q2 (t2 ≤ t ≤ t3)

q1 + q2 (t3 ≤ t)

(25)

According to Equations (24) and (25), q(s) − q(s + b), q(s) − q(s + c), A11, A12, A21, A22 can be
obtained, see the Appendix A for details.

By putting A11, A12, A21, and A22 into Equations (22) and (23) and then performing Laplace inverse
transformation, the solutions of consolidation Equations (6) and (7) can be obtained. However, for the
complex Laplace solution, it is difficult to carry out the Laplace inverse transform. Then it needs to be
solved by the numerical solution of Laplace inverse transform. According to the prior literature, the
Stehfest algorithm has better stability and has the advantage of fewer computational parameters [50].
In this case, the Stehfest algorithm is used to write the corresponding program for numerical inversion
of Equations (22) and (23). The Stehfest inversion equation is as follows:

f (T) =
ln 2
T

N∑

i=1

Vi f
( ln 2

T
i
)

(26)

where f (s) is the Laplace function of f (t), f (s) = L[ f (t)] =
∫ ∞

0 f (t)e−stdt, and Vi =

(−1)N/2+i
Min(i,N/2)∑

k=[ i+1
2 ]

kN/2(2k)!
(N/2−k)!k!(k−1)!(i−k)!(2k−i)! , where N must be a positive even number. Stehfest [46,47]

recommended taking N as between 4 and 32. Through repeated verification and reference to the
relevant literature [50], we found that 8 was the best choice for N.

The Stehfest algorithm can be used to invert the numerical solution of the improved double-layer
soil consolidation equation considering the continuous drainage boundary conditions. Then the total
consolidation settlement of the double-layer soil can be calculated as follows:

St =

∫ h1

0

σ′1(z, t)

Es1
dz +

∫ h1+h2

h1

σ′2(z, t)

Es2
dz (27)

The average consolidation degree of the double-layer soil is:

U =
St

S∞
=

St(∫ h1
0

p(t)
Es1

dz +
∫ h1+h2

h1

p(t)
Es2

dz
) (28)
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3. Improved Double-Layer Consolidation Theory Model Verification Analysis

3.1. Degradation Analysis of Perfectly Permeable Boundary Conditions by the Improved Model

Xie made remarkable contributions to the theoretical research of the double-layer consolidation
model. Therefore, in order to verify the improved model, it is used the case in Xie’s paper [51] to
conduct the degradation analysis of perfectly permeable boundary conditions by the improved model.
When b tends to∞ and c tends to 0, the improved equations can be degraded to Xie’s double-layer soil
consolidation equation (single-sided permeability). In order to verify the conclusion, the corresponding
program is compiled by this paper for calculation using the data for the examples of Xie’s paper [51].
The parameters of example in paper [51] are shown in Table 2.

Table 2. Study data of perfectly permeable boundary conditions.

Layer Layer Thickness h (m) Permeability Coefficient k (10−8m/s) Compression Modulus Es (MPa)

Topsoil 1 1.014 8
Subsoil 9 2.028 4

Question 1: When the load is applied instantaneously, how long will it take for the average
consolidation degree of the foundation to reach 60%?

Answer to question 1: According to the data in Table 2, analysis of the double-layer soil
consolidation degree is carried out according to the corresponding program compiled by this paper.
The results by the proposed model are compared with those of Xie’s model. Figure 2 is the solution
graph of Question 1. When the load is applied instantaneously, it takes 55 days to reach the average
consolidation degree of 60% according to the proposed method, which is basically consistent with
the calculation results of Xie’s model. Further analysis shows that the relation curves between time
and consolidation degree (the t–U curve) obtained by the proposed method is slightly different from
those of Xie’s model. This difference shows that the solution by the proposed model is slightly larger
in the early stage and is slightly smaller in the later stage. The analysis shows that this reason is
based on the Stehfest algorithm. While the algorithm requires fewer parameters and provides higher
accuracy, it also leads to some errors in the inversion data. According to Figure 2, the consolidation
curve obtained by the proposed method is basically consistent with Xie’s method.
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Question 2: When the single-stage constant-speed load is 70 days, what is the average consolidation
degree of the foundation at 140 days?

Answer to question 2: Figure 3 is the solution graph of Question 2 and shows that when the
single-stage constant-speed load is 70 days, the average consolidation degree of the foundation after
140 days is about 80%, which is consistent with Xie’s solution. Similarly, the analysis of the whole
curve shows that the solution by the proposed model is slightly larger in the early stage and is slightly
smaller in the later stage. The specific reasons for this have already been explained as those above
mention. Through the answers to Questions 1 and 2, the double-layer soil continuous drainage
boundary consolidation theory based on the Stehfest algorithm is found to have higher accuracy.
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3.2. Degradation Analysis of Semi-Permeable Boundary Conditions by the Improved Model

Gray [20] pioneered the study of the semi-permeable boundary of the consolidation theory model,
but the stratum studied was homogeneous. On this basis, Xie [23] studied the theoretical model of
double-layer soil consolidation of the semi-permeable boundary. Therefore, we again use the example
in Xie’s study [23] for analysis. The parameters of example in paper [23] are shown in Table 3.

Table 3. Study data of semi-permeable boundary conditions.

Layer Layer Thickness h (m) Permeability Coefficient k (10−9 m/s) Compression Modulus Es (MPa)

Topsoil 3 1 8
Subsoil 3 5 1.6

Question 3: Under the conditions of an impervious bottom and semi-permeable top, how long
will it take for the average consolidation degree of the foundation to reach 70%?

Answer to question 3: According to the data in Table 3, analysis of the double-layer soil
consolidation degree is carried out by using the corresponding program compiled by this paper. c→ 0
can simulate the bottom surface being impervious, but the semi-permeable boundary of top surface is
a fuzzy concept. Through repeated debugging of b value, it is found that semi-permeable boundary
of the top surface can be better simulated when b = 10. The obtained results are shown in Figure 4.
Using the method provided, the growth rate of the first 50 days is faster than that in Xie’s method,
and then the consolidation degree gradually became consistent with Xie’s, indicating that the method
provided is suitable for double-layer soil and the prediction has high accuracy. The time required for
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the proposed method and Xie’s method to calculate the total average consolidation degree to 70% is
1115 and 1185 days, respectively, and the error is about 6%. The main reasons for the errors are as
follows: (1) The proposed method is to control the permeability of the drainage boundary by adjusting
parameters b and c. However, the parameter values do not easily fully correspond to those in Xie’s
method. (2) The Stehfest algorithm requires fewer parameters and has higher accuracy, but it also has
some errors in the inversion process.
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Figure 4. Consolidation curve for the semi-permeable boundary.

4. Engineering Case Analysis

4.1. Project Overview

The Guangxi Binhai Highway is located along the coastline of Beibu Gulf (Figure 5). According to
the on-site investigation, the completed survey and design section, the soft land base section exceeds
200 km, accounting for 70% of the total length of the route.
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The Guangxi Binhai Highway starts from Dongxing City, passes through Fangchenggang, Qinzhou,
and Beihai, and ends in Shankou. The main line is 314.2 km in length. The project relies on Xiniujiao
town to Dafengjiang section of the Guangxi Binhai Highway, with a total length of 10.9 km. The road
grade of the project is Grade I, and the width of the roadbed is 24.5 m (Figure 6). Geological research
shows that the project section was originally a tidal zone between the high tide and low tide of the sea.
After the construction of a flood control seawall, it was gradually reclaimed as paddy fields, shrimp
ponds, or dry land. The surface is mostly distributed with typical coastal sedimentary soft soil or
soft soil to saturate. Silt clay, silt, and fine sand are the main components, and the coarse sand and
gravel sand are partially sandwiched between thin layers or lens bodies. Figure 7 is a picture of the
excavation site of marine soft soil.
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Figure 7. Site excavation of marine soft soil.

The consolidation settlement calculation is carried out selecting a section from K8+000 to K9+000.
The water table level is 1 m below the original ground line. The upper layer of the section is a crust layer
with a thickness of 2–3 m, the high liquid limit soft plastic sand-containing clay has a high compression
modulus of 15–20 MPa, and the permeability coefficient is only 3 × 10−6 to 4 × 10−6 cm/s. The lower
layer is a soft soil layer with a thickness of 5–10 m. The compression modulus of the soft soil containing
sand is low, only 4.5–8.0 MPa, and the permeability coefficient is only 2 × 10−6 to 3.5 × 10−6 cm/s.
The underlying bedrock in the soft soil layer is Indosinian granite. After discussion, it was decided to
replace the crust layer with the middle-decomposed granite (Es = 1200 MPa, k = 5 × 10−2 cm/s). Figure 8
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is a schematic diagram of the soft soil foundation treated by the replacement method. According to
the data provided in the geotechnical engineering investigation report of the Soft Soil Foundation
Treatment project of Guangxi Binhai Highway area (provided by Guangxi Communication Design
Group Co., Ltd., Guangxi, China), in combination with in-situ test data and the laboratory soil test data
sampled, the data obtained are shown in Table 4. The preloading was then carried out and monitored
continuously for 205 days. The upper layer’s drainage boundary is neither perfectly permeable nor
perfectly impervious (actually, it is a semi-permeable boundary). Due to the strong dispersion of rock
and soil, the consolidation settlement of this kind of soft soil foundation can be effectively predicted by
adjusting the boundary parameters b and c in the proposed method.

J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 11 of 18 

 

 
Figure 7. Site excavation of marine soft soil. 

The consolidation settlement calculation is carried out selecting a section from K8+000 to 
K9+000. The water table level is 1 m below the original ground line. The upper layer of the section is 
a crust layer with a thickness of 2–3 m, the high liquid limit soft plastic sand-containing clay has a 
high compression modulus of 15–20 MPa, and the permeability coefficient is only 3 × 10−6 to 4 × 10−6 
cm/s. The lower layer is a soft soil layer with a thickness of 5–10 m. The compression modulus of 
the soft soil containing sand is low, only 4.5–8.0 MPa, and the permeability coefficient is only 2 × 
10−6 to 3.5 × 10−6 cm/s. The underlying bedrock in the soft soil layer is Indosinian granite. After 
discussion, it was decided to replace the crust layer with the middle-decomposed granite (Es = 1200 
MPa, k = 5 × 10−2 cm/s). Figure 8 is a schematic diagram of the soft soil foundation treated by the 
replacement method. According to the data provided in the geotechnical engineering investigation 
report of the Soft Soil Foundation Treatment project of Guangxi Binhai Highway area (provided by 
Guangxi Communication Design Group Co., Ltd., Guangxi, China), in combination with in-situ test 
data and the laboratory soil test data sampled, the data obtained are shown in Table 4. The 
preloading was then carried out and monitored continuously for 205 days. The upper layer’s 
drainage boundary is neither perfectly permeable nor perfectly impervious (actually, it is a 
semi-permeable boundary). Due to the strong dispersion of rock and soil, the consolidation 
settlement of this kind of soft soil foundation can be effectively predicted by adjusting the boundary 
parameters b and c in the proposed method. 

 
Figure 8. Schematic diagram of disposal of soft soil foundation by the replacement method. 

Table 4. Soil parameters of subgrade settlement monitoring section. 

Layer 
Layer 

Thickness 
(m) 

Bulk Unit 
Weight 
(kN/m3) 

Water 
Content 

(%) 

Liquid 
Limit 
(%) 

Cohesion 
(kPa) 

Friction 
Angle (°) 

Compression 
Modulus (MPa) 

Permeability 
Coefficient 

(10-8m/s) 
SPT 

Crust 
layer 

3 18.8 20.6 35.7 25.2 18.7 15 3.8 7 

Soft soil 
layer 

7 16.7 45.2 36.7 4.5 8.6 7.0 3.0 6 

Filling 
in - 26 - - 150 45 1200 5 × 104 >50 

Figure 8. Schematic diagram of disposal of soft soil foundation by the replacement method.

Table 4. Soil parameters of subgrade settlement monitoring section.

Layer
Layer

Thickness
(m)

Bulk Unit
Weight
(kN/m3)

Water
Content

(%)

Liquid
Limit
(%)

Cohesion
(kPa)

Friction
Angle

(◦)

Compression
Modulus

(MPa)

Permeability
Coefficient
(10−8m/s)

SPT

Crust layer 3 18.8 20.6 35.7 25.2 18.7 15 3.8 7
Soft soil

layer 7 16.7 45.2 36.7 4.5 8.6 7.0 3.0 6

Filling in
granite - 26 - - 150 45 1200 5 × 104 >50

4.2. Settlement and Consolidation Analysis

By making b equal to 100 and c tend to 0, it is better to simulate the consolidation settlement of
the monitored section. The proposed method simplifies the actual load of multi-stage loading mode
to the secondary load. The calculated settlement and measured settlement are plotted in Figure 9.
The calculated settlement curve obtained by using the replacing soil is basically consistent with the
development trend of the measured settlement, which indicates that the proposed method is suitable
for analyzing soft soil foundations with a crust layer.

In the process of highway construction, an engineer is typically more concerned with the change
in consolidation degree than the settlement of the foundation. The comparison between the calculated
and the measured values of consolidation degree is shown in Figure 10. The calculated consolidation
degree is found to be basically consistent with the measured consolidation degree. At 205 days, the
calculated consolidation degree and the measured consolidation degree are approximately 55%.

The comparison of the calculated and measured results shows that the proposed method is reliable,
and the calculated results are basically consistent with the measured results. Therefore, this proposed
method is further used to calculate the settlement and consolidation degree of foundation before
the replacement, compared with the foundation after the replacement, and study the improvement
of foundation performance before and after the replacement. Here, for the convenience of analysis,
the conditions of the first layer of soil are different before and after the replacement, and the other
conditions are the same. The proposed method is used to calculate the difference in consolidation
settlement before and after the replacement (Figure 11). The settlement of the foundation after the
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replacement is found to be greatly reduced, and the differential settlement is 21.5 mm after 205 days.
Comparison of the change in consolidation degree of the foundation before and after the replacement
(Figure 12) reveals that the consolidation degree of the foundation after the replacement is relatively
high. As same as the settlement of the foundation, the difference in consolidation degree before and
after the replacement becomes greater with increasing time. At 205 days, the consolidation degree
differed by about 12%. As shown in Figures 11 and 12, the performance of the foundation is improved
after the replacement.
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Figure 9. Comparison of measured and calculated values of settlement.
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Figure 10. Comparison of the calculated and measured consolidation degrees.

As shown in Table 5, the measured final settlement after the replacement is 80 mm. The calculated
settlement after the replacement is 78.7 mm, the error is about 1.6%. The settlement and consolidation
degree are calculated for 205 days, the errors are about 0.7% and 2.3%, respectively. Comparison of
the consolidation settlement before and after the replacement by calculated revealed that the final
settlement after the replacement reduced by 68.9 mm, and the reduction rate is 87.5%. The consolidation
settlement after the replacement of 205 days is reduced by 21.5 mm, and the reduction rate over
205 days is 47.3%. After the replacement, the consolidation degree increased by 12.4%, and the
improvement rate increased by 21.5%, which further showed that the performance of the foundation
after the replacement is greatly improved.
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Figure 11. Comparison of the calculated settlement curve before and after the replacement.
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Figure 12. Comparison of the calculated consolidation curve before and after the replacement.

Table 5. Calculation parameters of the replacement foundation of marine soft soil in Guangxi.

Data Source Final Settlement
(mm)

Settlement (mm) After
205 Days

Consolidation Degree
(%) After 205 Days

Measured data 80.0 45.2 56.5
Calculated data (after the

replacement) 78.7 45.5 57.8

Calculated data (before the
replacement) 147.6 67.0 45.4

5. Conclusions

Relying on marine soft soil foundation of complex drainage conditions, the continuous drainage
boundary conditions are introduced into the double-layer soil consolidation theory model. Combined
with the Laplace transform and Stehfest algorithm, the equations of the improved double-layer soil
consolidation theory are deduced and solved. The degradation model of the theory is validated
and analyzed by the perfectly permeable boundary conditions and the semi-permeable boundary
conditions, respectively. Then, the consolidation analysis of coastal soft soil in Guangxi is carried out.
We made some useful conclusions:
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(1) Considering the complex drainage boundary conditions, combining the continuous drainage
boundary conditions theory, the improved double-layer soil consolidation theory is derived by
using the Laplace transform and Stehfest algorithm with high computational efficiency.

(2) Based on the improved double-layer soil consolidation theory, the perfectly permeable boundary
case and the semi-permeable boundary case are used to verify this theory. The calculation results
are basically consistent with Xie’s solution, and it is concluded that the improved double-layer
soil consolidation model proposed in the present paper had higher accuracy.

(3) The improved double-layer soil consolidation theory is used in an actual engineering case of
marine soft soil in Guangxi. Compared with the measured data, the error of calculated data is
0.7–2.3%. The calculated results are basically consistent with the measured results, indicating
that this theory is suitable for the analysis of consolidation and settlement of marine soft soil
foundation with complex drainage conditions.

(4) It is difficult to quantitatively control the drainage parameters of the improved double-layer
soil consolidation theory, which requires a large number of practical cases to determine the
parameters. Only the double-layer foundation has been studied here, and soft foundation with
more layers needs further study.
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Nomenclature

Symbol Description Units
A11, A12 The undetermined constant in Equation (17) [-]
A21, A22 The undetermined constant in Equation (18) [-]
b Related to the drainage property of topsoil [-]
c Related to the drainage property of subsoil [-]
cv1, cv2 Consolidation coefficients of the first/second layer [m2/s]
Es1, Es2 Compression modulus of the first/second layer [Pa]
f (s) Laplace function of f (t), f (s) = L[ f (t)] =

∫ ∞
0 f (t)e−stdt -

f (t) Time domain function of f (s) -
f (T) An approximation of the inverse Laplace transform of f (s) -
h1, h2 Thickness of the first/second layer [m]
i The process variable of accumulation equation -
k The process variable of accumulation equation -
k1, k2 Permeability coefficients of the first/second layer [m/s]
N Positive even number [-]
q(t) Arbitrary loading function [Pa]
q1, q2 Load increments at the first/second levels [Pa]
St Total consolidation settlement at time t of foundation [m]
S∞ Final total consolidation settlement of foundation [m]
r1, r2 Intermediate variable, no real meaning [/m]
s Complex variable involved in the Laplace transform [/s]
t Time [s]
t1 Loading time of first class load [s]
t2 Starting time of the second stage load [s]
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Symbol Description Units
t3 Completion time of the second stage load [s]
u(h, t) Excess pore water pressure [Pa]
U Average degree of consolidation of foundation [-]
u1(h, t) , u2(h, t) Excess pore water pressure of the first/second layer [Pa]
ut(h, t) Derivative of u(h, t) with respect to t -
Vi Dependent on N only [-]
z Foundation depth, from the ground up [m]
γw Water unit weight, take 104 N/m3 [N/m3]
σ′1(h, t) , σ′2(h, t) Effective stress of the first/second layer [Pa]
σ′1,2(h, t) Effective stress at any point in the foundation at any time [Pa]

Appendix A

q(s) − q(s + b) =
∫ +∞

o q(t)
(
1− e−bt

)
e−stdt =

∫ t1

0
t
t1

q1
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)(
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)
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(
1− e−ct

)
e−stdt =
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(
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(
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A11 = − k1P1r1(e−h1r1−h2r2−eh2r2−h1r1 )+k2P1r2(eh2r2−h1r1+e−h1r1−h2r2 )−2k2P2r2

k1r1(eh1r1+h2r2+eh2r2−h1r1−eh1r1−h2r2−e−h1r1−h2r2 )+k2r2(eh1r1+h2r2+eh1r1−h2r2−eh2r2−h1r1−e−h1r1−h2r2 )

A12 =
k1P1r1(eh1r1+h2r2−eh1r1−h2r2 )+k2P1r2(eh1r1+h2r2+eh1r1−h2r2 )−2k2P2r2

k1r1(eh1r1+h2r2+eh2r2−h1r1−eh1r1−h2r2−e−h1r1−h2r2 )+k2r2(eh1r1+h2r2+eh1r1−h2r2−eh2r2−h1r1−e−h1r1−h2r2 )

A21 =
k1P2r1(e−h1(r1+r2)+eh1(r1−r2))+k2P2r2(eh1(r1−r2)−e−h1(r1+r2))−2k1P1r1e−(h1+h2)r2

k1r1(eh1r1+h2r2+eh2r2−h1r1−eh1r1−h2r2−e−h1r1−h2r2 )+k2r2(eh1r1+h2r2+eh1r1−h2r2−eh2r2−h1r1−e−h1r1−h2r2 )

A22 =
k1P2r1(eh1(r1+r2)+eh1(r2−r1))+k2P2r2(eh1(r2−r1)−e−h1(r1+r2))−2k1P1r1e(h1+h2)r2

k1r1(eh1r1+h2r2+eh2r2−h1r1−eh1r1−h2r2−e−h1r1−h2r2 )+k2r2(eh1r1+h2r2+eh1r1−h2r2−eh2r2−h1r1−e−h1r1−h2r2 )

where P1 = q(s) − q(s + b), P2 = q(s) − q(s + c).

References

1. Boak, E.H.; Turner, I.L. Shoreline Definition and Detection: A Review. J. Coast. Res. 2005, 21, 688–703.
[CrossRef]

2. Penner, E. A Study of Sensitivity in Leda Clay. Can. J. Earth Sci. 1965, 2, 425–441. [CrossRef]
3. Gillott, J.E. Clay, Engineering Geology; Springer: New York, NY, USA, 1984.
4. Sangrey, D.A. Naturally Cemented Sensitive Soils. Géotechnique 1972, 22, 139–152. [CrossRef]
5. Gasparre, A.; Nishimura, S.; Jardine, R.J.; Coop, M.R.; Minh, N.A. The Stiffness of Natural London Clay.

Géotechnique 2007, 57, 33–47. [CrossRef]
6. Dìaz-Rodrìguez, J.A.; Leroueil, S.; Alemàn, J.D. Yielding of Mexico City Clay and Other Natural Clays.

J. Geotech. Eng. 1992, 118, 981–995. [CrossRef]
7. Aoki, S.; Oinuma, K. The Distribution of Clay Minerals in Recent Sediments of the Okhotsk Sea. Deep Sea

Res. Oceanogr. Abstr. 1974, 21, 299–310. [CrossRef]
8. Kim, Y.T.; Nguyen, B.P.; Yun, D.H. Effect of Artesian Pressure on Consolidation Behavior of Drainage-Installed

Marine Clay Deposit. ASCE’s J. Mater. Civ. Eng. 2018, 30, 04018156. [CrossRef]
9. Yin, L.H.; Wang, X.M.; Zhang, L.J. Probabilistical Distribution Statistical Analysis of Tianjin Soft Soil Indices.

Rock Soil Mech. 2010, 31, 462–469. (In Chinese)
10. Li, X.G.; Xu, R.Q.; Wang, X.C.; Rong, X.N. Assessment of Engineering Properties for Marine and Lacustrine

Soft Soil in Hangzhou. J. Zhejiang Univ. (Eng. Sci.) 2013. (In Chinese)

19



J. Mar. Sci. Eng. 2019, 7, 156

11. Liang, S.J.; Zhu, H.D. Statistical Analysis on Soil Indices of Lagoon Facies Soft Soil Layer in Hangzhou.
Subgrade Eng. 2012. (In Chinese)

12. Zheng, Y.Y.; Zhu, J.F.; Liu, G.B.; Jia, B. Probability and Correlation between Physical and Mechanical
Parameters of Soft Clays in Ningbo Rail Transit Engineering. China Sciencepaper 2013, 8, 367–373. (In Chinese)

13. Chen, X.P.; Huang, G.Y.; Liang, Z.S. Study on Soft Soil Properties of the Pearl River Delta. Chin. J. Rock
Mech. Eng. 2003, 22, 137–141. (In Chinese)

14. Lei, D.; Jiang, Y.J.; Chen, D.C.; Zhang, X.Y. Mechanical Properties and Correlation Analysis of Soft Soil in
Guangzhou. Railway Eng. 2011, 10, 75–78. (In Chinese)

15. Zhu, W.D. Engineering Properties and Comparison Analysis of Wen Zhou Soft Clay and Tai Zhou Soft Clays.
Zhejiang Univ. 2003. (In Chinese)

16. Luo, Y.D.; Yang, G.H.; Zhang, Y.C.; Liu, P. Engineering Characteristics and Its Statistical Analysis of Soft
Marine Clay on Shenzhen West Coast. J. Civ. Eng. Manag. 2012, 29, 79–86. (In Chinese)

17. Terzaghi, K. Theoretical Soil Mechanics; John Wiley and Sons: New York, NY, USA, 1943.
18. Xie, K.H.; Xie, X.Y.; Gao, X. Theory of One Dimensional Consolidation of Two Layered with Partially Drained

Boundaries. Comput. Geotech. 1999, 24, 265–278. [CrossRef]
19. Zhou, W.H.; Zhao, L.S. One-Dimensional Consolidation of Unsaturated Soil Subjected to Time-Dependent

Loading with Various Initial and Boundary Conditions. Int. J. Geomech. 2014, 14, 291–301. [CrossRef]
20. Gray, H. Simultaneous Consolidation of Contiguous Layers of Unlike Compressible Soils. Am. Soc. Civ. Eng.

1945, 110, 1327–1356.
21. Schiffman, R.L.; Stein, J.R. One-Dimensional Consolidation of Layered Systems. JSM FD ASCE 1970, 96,

1499–1504.
22. Huang, W.X. Application of Consolidation Theory to Earth Dams Built by Sluicing-Siltation Method.

J. Hydraul. Eng. 1982, 9, 13–23. (In Chinese)
23. Xie, K.H. One Dimensional Consolidation Analysis of Layered Soils with Impeded Boundaries. J. Zhejiang

Univ. (Eng. Sci.) 1996. (In Chinese)
24. Hu, L.H.; Xie, K.H. On One Dimensional Consolidation Behavior of Layered Soil with Partial Drainage

Boundaries. Bull. Sci. Technol. 2005. (In Chinese)
25. Feng, Y.; Xu, C.J.; Cai, Y.Q. One-Dimensional Consolidation Analysis of Saturated Gibson Soils with

Semi-Pervious Boundaries. J. Zhejiang Univ. (Eng. Sci.) 2003, 37, 646–651. (In Chinese)
26. Lin, Z.Y.; Pan, W.X.; Xu, C.J. One-Dimensional Consolidation Analysis of Saturated Layered Gibson Soils

with Semi-Pervious Boundaries. J. Zhejiang Univ. (Eng. Sci.) 2003, 37, 570–575. (In Chinese)
27. Wang, K.H.; Xie, K.H.; Zeng, G.X. A Study on 1D Consolidation of Soils Exhibiting Rheological Characteristics

with Impeded Boundaries. Chin. J. Geotech. Eng. 1998. (In Chinese)
28. Wang, L.; Li, L.Z.; Xu, Y.F.; Xia, X.H.; Sun, D.A. Analysis of One-Dimensional Consolidation of Fractional

Viscoelastic Saturated Soils with Semi-Permeable Boundary. Rock Soil Mech. 2018, 39, 234–240. (In Chinese)
29. Cai, Y.Q.; Liang, X.; Zheng, Z.F.; Pan, X.D. One-Dimensional Consolidation of Viscoelastic Soils Layer with

Semi-Permeable Boundaries under Cyclic Loadings. China Civ. Eng. J. 2003, 36, 86–90. (In Chinese)
30. Li, X.B.; Xie, K.H.; Wang, K.H.; Zhuang, Y.C. Analytical Solution of 1-D Visco-Elastic Consolidation of Soils

with Impeded Boundaries under Cyclic Loadings. Eng. Mech. 2004, 21, 103–108. (In Chinese)
31. Wang, W.G.; Xia, S.W. On Analytical Solutions to Viscoelastic One-Dimensional Consolidation of Impeded

Boundaries under Cyclic Loading. Shanxi Archit. 2011, 37, 67–69. (In Chinese)
32. Zheng, Z.F.; Cai, Y.Q.; Xu, C.J.; Zhan, H. One-Dimensional Consolidation of Layered and Visco-Elastic

Ground under Arbitrary Loading with Impeded Boundaries. J. Zhejiang Univ. (Eng. Sci.) 2005, 39, 1234–1237.
(In Chinese)

33. Cheng, Z.H.; Chen, Y.M.; Ling, D.S.; Lv, F.R. Analytical Solutions for Consolidation Problems with Impeded
Boundaries. Acta Mech. Solida Sin. 2004, 25, 93–97. (In Chinese)

34. Liu, J.C.; Lei, G.G.; Wang, Y.X. One-Dimensional Consolidation of Soft Ground Considering non-Darcy
Flows. Chin. J. Geotech. Eng. 2011, 33, 1117–1122. (In Chinese)

35. Mei, G.X.; Xia, J.; Mei, L. Terzaghi’s One-Dimensional Consolidation Equation and its Solution based on
Asymmetric Continuous Drainage Boundary. Chin. J. Geotech. Eng. 2011, 1, 28–31. (In Chinese)

36. Zong, M.F.; Wu, W.B.; Mei, G.X.; Liang, R.Z. An Analytical Solution for One-Dimensional Nonlinear
Consolidation of Soils with Continuous Drainage Boundary. Chin. J. Rock Mech. Eng. 2018, 37, 2829–2838.
(In Chinese)

20



J. Mar. Sci. Eng. 2019, 7, 156

37. Zheng, Y.; Mei, G.X.; Mei, L. Generalized Continuous Drainage Boundary Applied in One-Dimensional
Consolidation Theory. J. Nanjing Univ. Technol. (Nat. Sci. Ed.) 2010, 32, 54–58. (In Chinese)

38. Cai, F.; He, L.J.; Zhou, X.P.; Mei, G.X. Finite Element Analysis of One-Dimensional Consolidation Problem
with Continuous Drainage Boundaries in Layered Ground. J. Cent. South Univ. (Sci. Technol.) 2013, 44,
315–323. (In Chinese)

39. Wang, L.; Sun, D.A.; Qin, A.F. Semi-Analytical Solution to One-Dimensional Consolidation for Unsaturated
Soils with Exponentially Time-Growing Drainage Boundary Conditions. Int. J. Geomech. 2018, 18, 04017144.
[CrossRef]

40. Feng, J.X.; Ni, P.P.; Mei, G.X. One-Dimensional Self-Weight Consolidation with Continuous Drainage
Boundary Conditions: Solution and Application to Clay-Drain Reclamation. Int. J. Numer. Anal. Methods
Geomech. 2019, 1–19. [CrossRef]

41. Sun, M.; Zong, M.F.; Ma, S.J.; Wu, W.B.; Liang, R.Z. Analytical Solution for One-Dimensional Consolidation
of Soil with Exponentially Time-Growing Drainage Boundary under a Ramp Load. Math. Probl. Eng. 2018.
[CrossRef]

42. Zhang, Y.; Wu, W.B.; Mei, G.X.; Duan, L.C. Three-Dimensional Consolidation Theory of Vertical Drain Based
on Continuous Drainage Boundary. J. Civ. Eng. Manag. 2019, 25, 145–155. [CrossRef]

43. Van Everdingen, A.F.; Hurst, W. The Application of the Laplace Transformation to Flow Problems in
Reservoirs. J. Pet. Technol. 1949, 186, 305–324. [CrossRef]

44. Dubner, H.; Abate, J. Numerical Inversion of Laplace Transforms by Relating Them to the Finite Fourier
Cosine Transform. J. ACM 1968, 15, 115–123. [CrossRef]

45. Durbin, F. Numerical Inversion of Laplace Transforms: An Efficient Improvement to Dubner and Abate’s
Method. Comput. J. 1974, 17, 371–376. [CrossRef]

46. Stehfest, H. Algorithm 368: Numerical Inversion of Laplace Transforms [D5]. Commun. ACM 1970, 13, 47–49.
[CrossRef]

47. Stehfest, H. Remark on Algorithm 368: Numerical Inversion of Laplace Transforms. Commun. ACM 1970, 13,
624. [CrossRef]

48. Crump, K.S. Numerical Inversion of Laplace Transforms Using a Fourier Series Approximation. J. ACM
1976, 23, 89–96. [CrossRef]

49. Duffy, D.G. On the Numerical Inversion of Laplace Transforms: Comparison of Three New Methods on
Characteristic Problems from Applications. ACM Trans. Math. Softw. 1993, 19, 333–359. [CrossRef]

50. Wang, X.H.; Miao, L.C.; Gao, J.K.; Zhao, M. Solution of One-Dimensional Consolidation for Double-Layered
Ground by Laplace Transform. Rock Soil Mech. 2005, 26, 833–836. (In Chinese)

51. Xie, K.H. One Dimensional Consolidation Theory of Double-Layered Ground. Chin. J. Geotech. Eng. 1994, 5,
24–35. (In Chinese)

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

21





Journal of

Marine Science 
and Engineering

Article

Finite Element Analysis and Parametric Study of
Spudcan Footing Geometries Penetrating Clay Near
Existing Footprints

Long Yu *, Heyue Zhang, Jing Li and Xian Wang

State Key Laboratory of Coastal and Offshore Engineering, Dalian University of Technology, Dalian 116024,
China; zhangheyue@mail.dlut.edu.cn (H.Z.); ljj28@mail.dlut.edu.cn (J.L.); ljj2828@mail.dlut.edu.cn (X.W.)
* Correspondence: longyu@dlut.edu.cn; Tel.: +86 411 84706479

Received: 23 April 2019; Accepted: 30 May 2019; Published: 3 June 2019
����������
�������

Abstract: Most existing research on the stability of spudcans during reinstallation nearing footprints
is based on centrifuge tests and theoretical analyses. In this study, the reinstallation of the flat base
footing, fusimform spudcan footing and skirted footing near existing footprints are simulated using
the coupled Eulerian–Lagrangian (CEL) method. The effects of footprints’ geometry, reinstallation
eccentricity (0.25D–2.0D) and the roughness between spudcan and soil on the profiles of the vertical
force, horizontal force and bending moment are discussed. The results show that the friction condition
of the soil–footing interface has a significant effect on H profile but much less effect on M profile.
The eccentricity ratio is a key factor to evaluate the H and M. The results show that the geometry
shape of the footing also has certain effects on the V, H, and M profiles. The flat base footing gives
the lowest peak value in H but largest in M, and the performances of the fusiform spudcan footing
and the skirted footing are similar. From the view of the resultant forces, the skirted footing shows a
certain potential in resisting the damage during reinstallation near existing footprints by comparing
with commonly used fusiform spudcan footings. The bending moments on the leg–hull connection
section of different leg length at certain offset distances are discussed.

Keywords: spudcan; skirted footing; footprint; jack-up; clay; large deformation analysis

1. Introduction

1.1. Background

Jack-up units are self-elevating mobile platforms which are used extensively in the offshore oil
and gas industry. A typical jack-up consists of a floatable hull and three independent retractable legs.
The legs rest on spudcan footings that are usually circular or polygonal in plan and with an inverse
cone underneath. Once a jack-up unit is towed to site, its installation begins by lowering the legs to the
seabed and pushing the spudcans into the soil and then rising the hull over the water. Then pre-loading
can be achieved by pumping water into the hull. The pre-loading makes the spudcan penetrate deeper
to provide more resistance. After pre-loading, the water is pumped out and the spudcan’s bearing
capacity has some reservation. After all the work of the jack-up has finished, it is removed from the
site by retracting the legs from the seabed. The processes of installation and extraction of the spudcan
leave a permanent seabed depression at each footing site, which is referred to as a “footprint”.

The footprint changes the seabed in two ways, as shown in Figure 1: An inclined seabed surface and
a varying soil strength profile within the footprint (normally decreasing soil strength due to remolding).
Both of them result in additional horizontal forces and bending moments compared with the initial
installation. The spudcan–footprint interaction problem is significant as it can lead to significant
time loss, cost implications, risks to adjacent structures and potential injury to personnel. Dier et al.
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concluded from industry practice data that incidents caused by uneven seabed/scour/footprint are at a
rate of 15% of the total [1]. This rate has increased obviously due to increasing demands of jack-up
operation close to previous sites in recent years [2].
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Figure 1. The failure mechanism of spudcan reinstallation near a footprint.

1.2. Previous Work

The problem of jack-up reinstallation near the existing footprints attracted more attention in
the recent 10–15 years. In some studies [3,4], footprints resemble an inverted conical shape cavity.
The installation, operation, and removal of the spudcan can also remold the surrounding soil, resulting
in highly variable shear strength profiles in the vicinity of the footprints [4–8].

Hartono et al. [9] used an experimental method (centrifuge tests) and numerical analysis (simulated
with ABAQUS/CEL) respectively to investigate the efficacy of reaming technique in mitigating the
footprint hazards. He found that the numerical results demonstrate good agreement with experiment
results and reaming can be a viable option to mitigate spudcan–footprint interaction. He strongly
suggested making numerical modeling as a viable tool for site-specific assessment of spudcan–footprint
interaction problem. Like Hartono, the CEL large deformation method is adopted in this study to
investigate the reinstallation behaviors of flat base footing, fusiform spudcan footing, and skirted footing.

Spudcans are the most common footings used for jack-up units. Along with the improvement of
technology and the increasing demands of operating on the very soft soils, the footings become larger
in diameter and flatter at the base. The geometries of typical fusiform spudcan footings are shown in
Figure 2. The investigations from some research shows that, by comparing with fusiform spudcan
footing, skirted footing may have a higher bearing capacity [7] and have some potential in mitigating
punch-through failure [10,11].
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Cassidy et al. [3] used a 1:250 scale model of current Mod ‘V ‘jack-up in their centrifuge tests
to simulate the interaction between real spudcan and soil. Kong et al. [13,14] replaced real spudcan
with flat base footing in their centrifuge tests to eliminate the variables related to spudcan geometry.
Zhang et al. [15] simulated spudcan with flat base footing in his numerical study to make sure that the
touchdown level of footing could be identified clearly.

24



J. Mar. Sci. Eng. 2019, 7, 175

Gan et al. [4,6,8] studied the spudcan–footprint interaction considering the ’real’ initial penetration.
Their research showed that the soil is obviously disturbed during the initial penetration and will recover
with time. To simplify the problem, many of the following studies assumed an artificial footprint, such as
Kong [13], Zhang et al. [15], Jun et al. [16–19]. The assumption of an artificial reverse cone footprint may
respond to a fully recovered ‘real’ footprint after a long period from the initial penetration. Therefore,
the three idealized footprints TA, TB, and TC following Kong [13] are adopted in this study to simplify
the numerical model.

The distance from the central line of the footprint to the reinstalled spudcan center was termed as
offset distance or reinstallation eccentricity (β), which was proved to be a key issue to the profiles of
bending moment (M) and horizontal force (H). Stewart [20] carried out centrifuge model tests and
the results showed that both M and H increased to an obvious value when β/D = 0.5 to 1.0, where D
is the diameter of the reinstalled spudcan, and H reached to the maximum value when β/D = 0.75.
Cassidy et al. [3] founded that M and H were most obvious when β/D = 0.5 and became very small
when β/D > 1.5. Carrington [21] carried out large deformation numerical analyses to simulate the
reinstallation processes with β/D = 0.167 to 0.407, and obtained a most critical case at β/D = 0.29.
Kong et al. [13,14]. Investigated the effect of footprints with various size and slope angles. In their
study the critical case was β/D = 1.0.

Some research showed that the fixity condition at the leg–hull connecting point has a significant
effect on the reinstallation behavior near a footprint [3,5,22–25]. It can be concluded that harder fixity
tends to increase the maximum value of M and H but reducing the lateral movement of the spudcan
during reinstallation.

1.3. Motivation of Present Study

Most existing research on the stability of spudcans during reinstallation nearing footprints is
from centrifuge tests and theoretical analyses. In this study, the reinstallation of flat base footing,
fusiform spudcan footing and skirted footing near existing footprints are simulated using the coupled
Eulerian–Lagrangian (CEL) method. The effects of footprints’ geometry, reinstallation eccentricity
and the roughness between spudcan and soil on the profiles of vertical force, horizontal force and
bending moment are discussed. One purpose of this study is to reveal the mechanisms of those factors
which affect V, H, and M profiles during reinstallation, by presenting the soil flow mechanisms of
selected cases.

The other purpose is to discuss the effect of footing geometry shape during reinstallation near
existing footprints. Flat base footings, fusiform spudcan footings, and skirted footings are investigated
in this paper. Fusiform spudcan footings have been widely used in practice. Skirted footings have
been proved to have some potential in bearing capacity and mitigating punch-through failure, but its
behavior in mitigating footprint hazards is still not very clear. Flat base footings have advantages in
eliminating the uncertainty when discussing the soil flow mechanism, by comparing with fusiform
spudcan footings of which the reverse cone initially touches the seabed. Besides, some large footings
in practical engineering have a relatively flat base, such as HYSY 944, as shown in Figure 2.

2. Materials and Methods

2.1. Modeling of Footings

The sign convention and definition of terminology in this study are plotted in Figure 3 and the
numerical models of footings investigated in this study are shown in Figure 4.

The diameter of all the footings is D = 15 m and the height of the max area is Ht = 1.75 m.
The geometry of the spudcan follows Liu et al. [26] and Yu et al. [27]. The geometry of the skirted
footing is Hs = 0.25D = 3.75 m and Ts = 1.75 m; where Hs is the height of the skirt and Ts is the thickness
of the skirt. The geometry of the fusiform spudcan footing is D = 15 m, H1 = 2.5 m and H2 = 3.3 m.
The distance from the center of Section 1.1 to the reference point (RP) for flat base footing is Ha = 1.75 m,
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2.2. Model of Soil

To simplify the problem, the footprint in this study is idealized as a reverse conical cave on the
soil surface. The ideal elasto-plastic model is used to describe the stress–strain relationship of the soil,
obeying the Mohr–Coulomb strength criterion. The undrained shear strength profile is su = 7.5 + 0.92z
kPa, where z is the soil depth from the mudline. The Poisson’s ratio is ν = 0.49. The elastic modulus is
E = 500su. The effective unit weight is γ’ = 6.82 kN/m3. The internal friction angle and the dilation
angle are ϕ = Ψ = 0◦. The load is achieved by displacement control at a rate of v = 0.5 m/s, which is a
compromise between the accuracy and the efficiency.

The principle of universal contact is used to simulate the contact property between footing and soil.
In tangential direction, the penalty function is selected to model the friction condition, thus different
frictions can be tested. In normal direction, “hard” contact is set to simulate the interface, which can
transfer positive pressure without limitation but separate under tension.

A half model is modeled because of the symmetry. Both a cuboid soil domain and a cylindrical
one have been tested. The results show that the former is more efficient and easier to mesh without the
loss of accuracy. Thus, the cuboid soil domain, as shown in Figure 5, is used in this study. The soil
is modeled by EC3D8R element (three-dimensional, eight-node linear brick, multimaterial, reduced
integration with hourglass control) and the footings are modeled by C3D8R (three-dimensional,
eight-node linear brick, reduced integration with hourglass control) element in ABAQUS/Explicit.
In order to eliminate the influence of boundary effect, the width, depth, and thickness of the soil are
8D, 4D, and 4D, respectively. In addition, there is an empty element layer, 4 m thick, at the top of
the soil to heave up during reinstallation. The mesh close to the footing penetrating path is refined.
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The minimum element size is dmin/D = 1/30 = 0.5 m. The mesh density and soil domain have been
proved to be with acceptable accuracy.
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2.3. Numerical Cases

In this study, the reinstallation process of three 15 m diameter footings with offset distances of
β/D = 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, and 2.0 are simulated respectively. Four types of footprints (one of
them is a flat surface field) are simulated, as listed in Figure 6. TA, TB, and TC are three footprints with
various depths, and FS means flat surface (no footprint). The naming rule of each case is similar to
that of Kong et al. [13]. For example, TB-2D-0.25D means the footprint is TB type with a diameter of
DF = 2D, and the eccentricity of reinstallation is β = 0.25D. All the cases investigated in the paper are
listed in Table 1.
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Table 1. Numerical cases.

Footprint Type Prototype (m)
(◦) β (m) Case Name

DF ZF

TA 30 2.5 9.5 0.25D, 0.5D,
0.75D, 1.0D,
1.25D, 1.5D,

2.0D

TB-2D-0.25D(µ)
(µ is friction
coefficient)

TB 30 5 18.4
TC 30 10 33.7

Flat surface - - - 0 FS

3. Results

3.1. Effect of An Existing Footprint

At first, the flat base footing is taken as an example to show how an existing footprint affects the
resistance profile during installation and to show the soil flow mechanism. Zero depth is defined as
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the maximum cross-section area of footing touching seabed level. V, H, and M denote the vertical force,
horizontal force, and bending moment acting on the reference point, respectively.

The V, H, and M profiles are plotted in Figure 7 and the soil flow mechanisms are shown in
Figure 8. The positive H value means a horizontal force towards the footprint. The positive M value
means an anti-clockwise bending moment acting on the reference point (RP).

In this case, the horizontal force comes from two parts: (1) When z/D < 0.15, with the penetration
goes by, the soil under the footing is pushed into the footprint while the footing is constrained
without horizontal movements. The relative motion provides a friction force towards the footprint
(as the yellow arrow shown in Figure 8a. When z/D < 0.15, the maintained zero H/ASu value of case
TB-2D-1.0D (smooth) as shown in Figure 7a confirms this conclusion. (2) As the footing penetrates
deeper (z/D > 0.15), the soil on the footing’s right side is compressed, which provides a leftward earth
pressure (as the green arrows shown in Figure 8c. When the footing reaches the toe of the footprint,
0.33D, the soil on the footing’s left side heaves up and provides a rightward earth pressure. After that,
the total horizontal force reduces. When the penetration depth reaches ~0.8D, the soil on both the left
and right sides show a symmetric fully flowing back mechanism, as shown in Figure 8d. The symmetric
soil flow mechanism results in that the H and M values are much smaller.

M peaks as soon as the footing touches the seabed (around z/D = 0.02). This is because that at this
depth the eccentric distance of the resultant vertical resistance force is very large, as shown in Figure 8a,
although the vertical resistance is far from the peak value at this depth. As the penetration depth
increases, the eccentric distance of vertical force reduces and as a result the corresponding bending
moment obviously reduces.

Compared with the centrifuge test results from Kong [25], the horizontal force profile of Kong’s
lies between the smooth and rough cases of this study (Figure 7a) because the friction characteristic of
the centrifuge test on the interface of aluminum footing and the soil is between rough and smooth.
It can be seen that the numerical results of this study and the centrifuge test results from Kong [25]
have very similar H and M profile trends.

Figure 7. Effect of existing footprint on the V, H, and M responses of the flat base footing.
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3.2. Effect of An Existing Footprint

In Abaqus/CEL, the basic coulomb friction model defines the maximum allowable friction (shear)
stress across an interface to the contact pressure stress, τmax, as a function of the contact pressure:

τmax = µ p (1)

in which p is the contact pressure and µ is a friction coefficient that can be any non-negative value.
In some special cases, the contact pressure p might be so large that τmax = µ p exceeds the yield stress
in the material beneath the contact surface, thus a shearing limit value, τlimit, is adopted to avoid
this situation. Regardless of the magnitude of the contact pressure stress, sliding will occur if the
magnitude of the equivalent shear stress reaches τlimit. When both τmax and τlimit exceed su (yield
stress), the maximum allowable friction (shear) stress equals su. All in all, the µ value only affects the
friction force before the contact pressure reaches p2 = su/µ. After that, the friction force would be equal
to ~su due to the yielding of clay. The relationship between equivalent shear stress and the contact
pressure is plotted in Figure 9.
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Figure 9. Behavior of the contact element in Abaqus/CEL.

A simple test model, as shown in Figure 10, is created to verify the accuracy of calculating friction
force by Abaqus. All the parameters are detailed in Figure 10. The three anchors are disconnected and
go right at a speed of 0.1 m/s at the same time. Only the friction force of anchor 2 on the contact surface
surf 2 are considered, anchor 1 and anchor 3 are created to eliminate the influence of back-flow soil.
An empty element layer of 5 m thick at the top of the soil is set to allow soil heaving.

In the simple test model, the friction coefficient is set to µ = 10,000 and the shearing limit value
is set to τlimit = 5.5 kPa (larger than su = 5 kPa). According to Equation (1), τmax = µp = 10,000 × 70
= 700 MPa, which is far greater than τlimit. The cases with different mesh size and calculated results
are listed in Table 2 and plotted in Figure 11. It can be seen that the calculated friction force is a little
lower than the theoretical solution, which may be because of the fractional volume method in CEL.
The numerical friction force is getting close to the theoretical solution as the mesh density increases.
When the minimum element size is bmin/B = 1/30, the calculation error is 6%, which is selected in the
following analyses.
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Table 2. Numerical cases and results.

The minimum
Element Size bmin/B

Numerical Friction
Force (kPa)

Theoretical Friction
Force (kPa) Calculation Error (%)

1/20 4.55 5 9
1/30 4.7 5 6
1/40 4.75 5 5
1/80 4.85 5 3
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After investigating the behavior of the friction element in CEL, the effects of soil–structure friction
on the V H and M of a spudcan penetrating near an existing footprint are carried out. The friction
coefficient is set to µ= 0 and 10,000 to represent smooth and rough conditions respectively. The shearing
limit value is set as the undrained shear strength of the surrounding clay.

Comparing the smooth and rough cases, it can be seen that some certain friction has a significant
effect on H profile, but no obvious effects on V and M, as shown in Figure 12. The friction condition
does not affect the location where Hmax and Mmax occur. The soil flow mechanism in Figure 13 explains
how the friction affects H profile. For the smooth case, H is only from the lateral pushing force of the
soil on the right side of the footing. While for the rough case, the friction on the footing bottom also
contributes to H.
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Figure 13. The soil flow mechanism of (a) smooth and (b) rough conditions. (TB−2D−0.25D).

The maximum normalized values of H and M of flat base footing are summarized in Figure 14.
It can be seen clearly that the maximum H value of rough cases is around three times of that of smooth
case, while the friction condition has a much smaller effect on Mmax values (increasing 1.2 to 1.4 times).
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3.3. Effect of the Location of the Reference Point (Working Leg Length)

For the convenience of discussion, the V, H, and M discussed above are obtained using a reference
point (see RP in Figure 4). If the reference point is located at the leg–hull connection section (see RP0 in
Figure 15), an additional moment (Ma) will be mobilized by H and its eccentricity (i.e., the working
leg length), while the horizontal and vertical forces are not affected by the location of RP. In practical
engineering cases, the leg–hull connector section could be the most dangerous section.

Assuming that the top head of the leg is fully fixed and the footing is considered as a rigid body,
the additional bending moment (Ma) at RP0 due to the horizontal force acting on the footing can be
calculated as Ma = H * Lw-leg. The bending moment at RP0 (Mhull) varies with the working leg length.
The total moment at RP0 (Mhull) can, therefore, be calculated as Mhull = M + Ma. The maximum
value of both horizontal force (Hmax) and bending moment (Mmax) are taken as the most unfavorable
combination of loads to calculate the bending moment on the leg–hull connection at different working
leg lengths. As an example, the profile of Mhull of the flat base footing reinstalling near the TA footprint
is plotted in Figure 16. It can be seen that Mhull is within a positive value at a small leg length,
which means an anticlockwise moment. With the increasing of the working leg length, Ma increases
linearly and, as a result, the total moment Mhull decreases. When Lw-leg is less than ~30 m, the total
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moment is within a negative range (clockwise). With further increasing of Lw-leg, the absolute value of
the clockwise Mhull would be larger than the anticlockwise Mhull at Lw-leg = 0.

Considering working leg length, the bending moment, Mhull, is a combination of the H and M
at RP. To simplify the discussions, only the moments at the lower end of the leg (Section 1.1), M1-1,
are presented.
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3.4. Effect of Footprint Geometry

The resistance profiles of spudcan penetrating through the edge of footprints TA, TB, and TC are
presented in Figure 17, in which the offset distance is 0.75D.

As expected, the deeper the footprint is, the more effect it has on the reinstallation resistance
profiles. All three H Profiles have the same trend, but the case with steeper slope causes higher H
values. The Hmax value for TC is about 3–5 times higher than that for TA. The deeper the footprint is,
the longer it takes for H to reduce to zero.

The bending moment at Section 1.1 (M1-1) can be derived according to the V, H, and M values
acting on the Reference Point. The vertical force acting on the RP has no contribution on the bending
moment at the section, M has a positive contribution, and H times distance has a negative contribution.
The maximum M1-1 values occur at a very shallow depth. With further penetration, the horizontal
force becomes larger and plays a leading role in M1-1 value. This results in that the positive M1-1

reduces gradually to negative in Figure 17, with an increasing penetration depth.
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3.5. Effect of Footings’ Geometry Shape and Offset Distance

The H and M profiles of the three footings reinstalling at selected typical offset distances are shown
in Figure 18. The H can be separated into two parts. The first is the horizontal component of normal
contact force between the footprint slope and the right side of footing, which is the primary cause of the
first peak shown in Figure 19. The second is the lateral pushing force from the right-side soil caused by
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the asymmetry soil flowing, which is the primary cause of the second peak. For a flat base footing or a
skirted footing, the horizontal component of normal contact force is relatively small, since the footing
base is horizontal. However, for a fusiform spudcan footing, due to the inverted conical shape, the first
part of H force plays a leading role in H profile. After deep penetration, the geometry shape has a
minor effect on the resistance, since the soil flow mechanisms are both fully back flow left and right.
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The Hmax and M1-1max values of all the cases in this study are listed in Table A1 in Appendix A and
plotted in Figure 20. For flat base footings and skirted footings, both Hmax and M1-1max are significant
when β/D = 0.25 to 1.25. When β/D ≥ 1.5, the value of M1-1max reduces to zero, while Hmax still remains
at significant values. For fusiform spudcan footings, both Hmax and M1-1max are significant when
β/D = 0.25 to 0.5. From the perspective of the footing shape, the flat base footing gives the lowest Hmax

but the largest M1-1max, and the performances of the fusiform spudcan footing and the skirted footing
are similar.
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It is worthwhile to note that the thickness of the skirt for the skirted footing of the numerical
model is higher than in situ skirted footing in order to mitigate numerical divergence. That might
cause an overprediction on resistance loads. The effect of the skirt thickness can be ignored when the
base level (with the maximum cross-section area) of the skirted footing fully touches the soil.
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Figure 20. Maximum values of H and M against eccentricity ratio.

3.6. Resultant Force of V H and M

The above analyses are based on V H and M values at the reference point. To provide another
view, the V, H, and M values of each case can be transformed into one resultant force acting on a point
at the footing base level. The resultant force has an inclination of α = tan−1 (H/V) to the vertical line and
an offset ratio of e/D = M/VD to the central line of the footing. From Figure 21, it can be seen that when
z > 0 m, the load inclination α and eccentricity e/D of skirted footing is smaller than that of fusiform
spudcan footing. When z < 0 m, although both α and e/D of the skirted footing are larger, the vertical
force is relatively small and the force acting on the footing may not be sufficient to cause structure
failure. That is to say, the skirted footings may have a certain potential in resisting the damage during
reinstallation near existing footprints, by comparing with commonly used fusiform spudcan footings.
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Figure 21. Variations in the (a) load inclination and (b) load eccentricity during the reinstallation
process of the β = 0.5D, 1.0D cases.

4. Conclusions

This paper carried out large deformation finite element analyses to investigate the effect of an
existing footprint on the stability of jack-ups’ reinstallation. The following conclusions can be drawn
according to the present numerical analyses:

The friction condition of the soil–footing interface has a significant effect on H profile but much
less effect on M profile. The deeper is the footprint, the more effect it has on both H and M profiles.

The eccentricity ratio is a key factor to evaluate Hmax and M1-1max. For flat base footings and
skirted footings, both Hmax and M1-1max are significant when β/D = 0.25 to 1.25. The value of M1-1max

reduces to zero when β/D ≥ 1.5, while Hmax still remains at a significant value. For fusiform spudcan
footings, both Hmax and M1-1max are significant when β/D = 0.25 to 0.5.

The geometry shape of the footing also has a certain effect on the V, H, and M profiles. The flat base
footing gives the lowest Hmax but the largest M1-1max, and the performances of the fusiform spudcan
footing and the skirted footing are similar. From the view of the resultant forces, both α and e/D of the
skirted footing are only large before the base level (with the maximum cross-section area) fully touches
the soil, which shows a certain potential in resisting the damage during reinstallation near existing
footprints by comparing with commonly used fusiform spudcan footings.

The bending moment on the leg–hull connection (Mhull) at different working leg lengths (Lw-leg)
is discussed. When Lw-leg is less than ~30 m, the total moment is within a negative range (clockwise).
With further increasing of Lw-leg, the absolute value of the clockwise Mhull would be larger than the
anticlockwise Mhull at Lw-leg = 0.

In this study, the artificial footprints were adopted to simplify the problem neglecting the
disturbance of the soil during initial spudcan penetration. In the further study, the soil profiles,
soil properties, geometry of footprints and spudcans, leg details, use of spigots (or not) etc. should be
noted as a factor to consider in site-specific analyses.
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Appendix A

Table A1. The list of peak load.

Footprint β/D

Hmax/MN Mmax/MN·m
Fusiform
Spudcan
Footing

Flat Base
Footing

Skirted
Footing

Fusiform
Spudcan
Footing

Flat base
Footing

Skirted
Footing

TA 0.25 0.55349 0.30883 0.42189 7.44231 9.80965 6.09376
0.5 0.5524 0.39296 0.6407 6.72754 10.3384 6.84643
0.75 0.45052 0.44328 0.68789 5.20043 9.48458 6.57694
1.0 0.4187 0.41402 0.6905 3.06038 11.6203 6.06864
1.25 0.37315 0.34509 0.62492 1.73015 8.2809 2.8528
1.5 0.29904 0.26207 0.51236 0.56979 1.28662 2.54351

TB 0.25 1.0387 0.63409 0.77274 8.59083 12.0215 6.65431
0.5 0.99436 0.74464 1.14443 7.42953 11.4894 7.08853
0.75 0.8814 0.77806 1.29267 6.00388 10.2634 7.13538
1.0 0.80606 0.73853 1.2015 3.99285 10.007 6.30153
1.25 0.69096 0.64062 1.10797 1.96356 9.37414 3.72762
1.5 0.5602 0.56196 0.9585 0.5096 1.77092 1.25643

TC 0.25 1.701 1.12667 1.52282 8.93624 14.4618 7.94377
0.5 1.78348 1.47111 2.36442 6.0261 11.5915 7.78829
0.75 1.57796 1.42199 2.33573 4.96665 9.31258 6.36396
1.0 1.50321 1.3904 2.203 4.20818 10.5380 5.74945
1.25 1.36363 1.25953 2.11594 1.90344 9.36561 4.17154
1.5 1.18654 1.09092 1.89335 1.13969 2.79521 1.85664
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Abstract: A suction anchor is an appealing anchoring solution for floating production. However, the
possible effects of residual pore pressure can be rarely found any report so far in term of the research
and design. In this study, the residual pore pressure distribution characteristics around the suction
anchor subjected to vertical cyclic loads are investigated in a soft clay seabed, and a three-dimensional
damage-dependent bounding surface model is also proposed. This model adopts the combined
isotropic-kinematic hardening rule to achieve isotropic hardening and kinematic hardening of
the boundary surface. The proposed model is validated against triaxial tests on anisotropically
consolidated saturated clays and normally consolidated saturated clays. The analytical results show
that the excess pore water pressure accumulates primarily on the outside of the suction anchor,
whereas negative pore water pressure mainly on the inside. The maximum values of both sides
appear in the lower part of the seabed. According to the distribution characteristics of the residual
pore pressure, a perforated anchor is proposed to reduce the accumulation of excess pore water
pressure. A comparative study generally shows that the perforated anchor can effectively reduce the
accumulation of excess pore water pressure.

Keywords: soft clay; cyclic loads; residual pore pressure; suction anchor

1. Introduction

Various types of offshore platforms are applied for energy production in deep-water environments.
As the water depth increases, the offshore platform that rests upon the seabed and relies on gravity
base foundations or traditional pile foundations is uneconomical and impractical. The suction anchor
is widely used as a cost-effective mooring foundation for floating production systems [1,2], as shown
schematically in Figure 1. In natural marine environments, suction anchors are subjected to cyclic loads
produced by the floating platform. With the increase in the cyclic numbers, excess pore water pressure
is developed and accumulated in a soft clay seabed; therefore, the soft clay structure is degraded,
followed by degradation in strength and a reduction in stiffness [3]. Such a phenomenon may reduce
the uplift capacity of the suction anchor, and it is, thus, essential to assess the accumulation of the pore
water pressure within the seabed around the suction anchor subjected to vertical cyclic loads.
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Figure 1. Schematic view of a platform anchored to suction caissons at the seabed.

In previous research, experimental studies attempted to research the response of suction caissons
subjected to cyclic loads. Cheng and Wang [4] conducted a series of small-scale laboratory model
tests to predict the stability of the suction anchor under cyclic loading conditions. Wallace et al. [5]
studied the response of suction caisson foundations with cyclic loads in soft clay by means of centrifuge
testing. Dyvik et al. [6] investigated the cyclic response of the suction anchor under vertical loads
by carrying out field tests on a model foundation. In general, the experimental study of the seabed
response around a suction caisson primarily contains single-gravity mode tests, centrifuge model
tests, and reduced scale field tests. Only a small number of field tests on suction anchors have been
reported in the previously published literature [7]. The pore pressure response in soft clay is difficult to
measure accurately under cyclic loading conditions. This is because scaling rules for different aspects of
behavior are conflicting in small models [8]. This is the reason for the general lack of available data on
pore pressure in the existing model experiments [9–12]. Currently, a direct comparative analysis seems
impossible. A reasonable numerical analysis model needs to be developed to capture the accumulation
of pore water pressure.

To date, considerable effort has been devoted to investigating the pore pressure response within
the seabed around the offshore foundation by numerical methods [13,14]. The first method is the
semi-empirical method, which is based on the simplified elastic-plastic model and predicts the pore
pressure response around the offshore foundation subjected to cyclic loads [15,16]. The method is
simple, which is suitable for the analysis of the oscillatory pore pressure response induced by waves
acting on the sandy seabed. The second method is to apply Biot’s poro-elastic theory for soil models
to describe the pore pressure response [17–21]. Based on Biot’s poro-elastic theory, Shen et al. [22]
first explored the pore-pressure response in the soil around the suction anchor under cyclic loading
conditions, but this was limited to the sandy seabed.

For soft clay seabeds, the classical elasto-plastic theory is based on the assumption that the
soil is completely elastic within the yielding surface. It fails to describe the accumulation of pore
water pressure, nonlinearity of modulus, and other cyclic behaviors of soft clay [23]. The bounding
surface theory based on plastic hardening modulus presents a general framework to describe the cyclic
behaviors of soft clay. However, the conventional bounding surface models [24,25] are generally based
on the assumption that the mapping origin is fixed at the coordinate origin and the unloading stage is
completely elastic, thereby failing to capture the real soil behaviors, such as cyclic stiffness degradation
and initial anisotropy, under cyclic loads.

This study proposes a bounding surface plasticity model with the mixed hardening rule to predict
the development of pore water pressure within the seabed around the suction anchor under vertical
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cyclic loading conditions. A damage parameter and initial anisotropic tensors are introduced into
the bounding surface model, to represent the remolding of the soil structure and initial anisotropy,
respectively. The present model is efficient at capturing the development of pore water pressure in
the soft clay seabed subjected to cyclic loads. It is validated against available experimental laboratory
data. Subsequently, the influences of the load amplitude and soil material on the distribution of the
residual pore pressure around the suction anchor are examined. Finally, according to distribution
characteristics of the residual pore pressure, an improved rational structure named the perforated
suction anchor is proposed.

2. Theoretical Formulations and Numerical Approach

2.1. Constitutive Model

2.1.1. Anisotropic Bounding Surface

Based on the two-dimensional bounding surface model developed by Hu and Liu [26] for the
cyclic dynamic analysis of saturated clay, a three-dimensional form is established by the generalized

Mises criterion method, q =
√

3
(
si j − pαi j

)(
si j − pαi j

)
/2. The mathematical equation of the bounding

surface is described as:
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in which
(
p,si j

)
denotes the image stress point on the bounding surface, as shown in Figure 2; pc is the

reference size of the bounding surface;
(
ξ
(m)
p , ξ(m)

i j

)
is the coordinate of the endpoint; M represents the

slope of the critical state line (CSL) in triaxial space; and α0 denotes the inclination of the bounding
surface, which represents the degree of soil anisotropy:
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For consolidated samples, the initial stress ratio is K0 = σ0
3/σ0

1. The anisotropic tensors can be
defined as follows:

α0
11 =

2(1−K0)

1 + 2K0
, α0

22 = α0
33 =

(K0−1)
1 + 2K0

(3)
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2.1.2. The Evolution of the Boundary Surface

The generalized isotropic hardening rule is applied in the present model, which assumes that
the boundary surface isotropically hardens around the discrete mapping center in the stress space.
When the loading path changes its direction, the boundary surface should translate along the direction
of stress reversal point to the image stress point. The mapping center can be expressed as:

(
op,n+1, oi j,n+1

)
=



(
op,n, oi j,n

)
∂F
∂σi j,n

dσi j,n+1 ≥ 0
(
pn, si j,n

)
∂F
∂σi j,n

dσi j,n+1 < 0
, (4)

in which
(
op,n, oi j,n

)
and

(
op,n+1, oi j,n+1

)
are the coordinates of the mapping center at incremental steps

of n and n + 1, respectively. The location of the boundary surface depends on the stress path direction.
(1) When the stress path changes its direction:
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represent the coordinates of endpoints

at incremental steps of 0, n, and (n + 1) in the (m + 1)th loading events, respectively. To describe
the degradation of soft clay under cyclic loading conditions, a damage parameter is introduced into
the isotropic hardening rule. The evolution of the size of the boundary surface depends on plastic
volumetric strains and the damage parameter, which can be defined as:

pc,n+1 = pc,nexp(
1+e0

λ− κdεp
v,n+1)ωn+1, (7)

ωn+1= exp(−βεA), (8)

where

εA =

∫ √
2dep

ij,n+1dep
ij,n+1/3, (9)

in which λ and κ denote the compression index and swelling index in the e− lnp space, respectively;
e0 represents the void ratio after consolidation under p = pc. The state variable ω is a function of the
deviatoric plastic strain ep

ij, which is decreasing with the accumulated ep
ij. The model parameter β

controls the rate of damage accumulation. The decrease in ω represents the degradation in stiffness of
the clay structure.

2.1.3. Mapping and Flow Rules

The classical radial mapping criterion developed by Dafalias [27] is used in the model, due to its
effectiveness. The conventional radial mapping criterion was modified for soft clay in this research.
The mapping rule is shown in Figure 3 and can be expressed as:

p = b(p−op)+op

si j= b(si j − oi j)+oi j

}
, (10)
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where b is a scalar factor, that can be expressed as:

b =
δ0

δ0−δ , (11)

in which δ0−δ denotes the distance between the current stress point and the mapping center, and δ0

indicates the distance from the current stress point to the image stress point. The loading index is
calculated by imposing the consistency condition to its corresponding bounding surface equation:

Λ = L =
1

Kp

(
∂F
∂p

dp+
∂F
∂si j

dsi j

)
, (12)

in which Kp is the plastic modulus at image stress states.
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2.1.4. Incremental Equations

The elastic volumetric strain increment and elastic shear strain increment can be given by:

dεe
v =

dp
K

, dee
i j =

dsi j

2G
(13)

It is assumed that the bulk modulus and shear modulus can be obtained by:

K =
1+e0

κ
p, G =

3K(1− 2ν)
2(1+ν)

, (14)

in which, ν denotes Poisson’s ratio. Here, an associated flow rule is used, i.e., the plastic strain
increment vector is always normal to the yield surface, with and L coinciding. The plastic strain
direction is defined by the boundary. The plastic constitutive relations can be defined as:

dεp
v= Λ

∂F
∂p

, (15)

dep
ij= L

∂F
∂si j

, (16)
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2.1.5. Hardening Modulus

Kp and Kp are related to the actual plastic modulus and the bounding plastic modulus at the image
stress si j, respectively. According to the consistency condition, the following equation can be obtained:

∂F
∂p

dp+
∂F
∂si j

dsi j +
∂F
∂ε

p
v

dεp
v +

∂F
∂ω

dω = 0. (17)

Substituting the hardening rules, the loading index and the equation of the bounding surface into
the consistency conditions, the bounding plastic modulus at the image stress can be written as:

Kp= (p−ξp)pcnp(χ0 −
2β

M2 − α2
0

q
np

), (18a)

in which:
χ0 =

1+e0

λ− κ , (18b)

q =

√
3
2

ŝi jŝi j, (18c)

np =
∂F
∂p

, (18d)

ŝi j = si j − ξi j−(p−ξp
)
. (18e)

Here, the interpolation is adopted to calculate the plastic-hardening modulus at the current
stress state.

Kp = Kp+H(p, q,εp
v,ω)(

δ
δ0−δ )

r, (19)

in which H(p, q, εp
v,ω

)
is the shape hardening function. Different shape hardening functions are

adopted in the first loading, reloading, and unloading stages, respectively.

H(p, q, εp
v,ω) =



∣∣∣Km −Kp
∣∣∣ for first loading∣∣∣ζrKm −Kp

∣∣∣ for reloading∣∣∣ζuKm −Kp
∣∣∣ for unloading

(20a)

in which:

ζu= (1+
∂F
∂p

/η)ζr, (20b)

Km= 8χ0(pc)
3, (20c)

where γ and η are model parameters. The material parameter ζr controls the reloading events, of which
a detailed account of physical meaning can be found in the paper by Hu et al. [26].

2.1.6. Implicit Integration Algorithm

In this section, the implicit integration algorithm is used for the implementation of the models.
The calculation steps are as follows:
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(1) Assume that strain increment ∆εn+1 is complete elastic increment at incremental steps of n + 1.
For initial iteration count k = 0, these variables are defined as follows:

Λ(0)
n+1 = 0, ∆ω(0)

n+1 = 0, ∆ε
p (0)

v,n+1 = 0

∆e
p (0)

i j,n+1 = 0, b(0)n+1 = bn, p(0)c,n+1 = pc,n

K
(0)
p,n+1 = Kp,n, ξ

(0)
i j,n+1 = ξi j,n, o(0)i j,n+1 = oi j,n



, (21)

(2) Non-linear elastic predictor:

p(0)n+1 = pnexp
( 1+e0

κ ∆εv,n+1
)

s(0)i j,n+1 = si j,n + 2G(0)
n+1∆ei j,n+1

, (22)

K(0)
n+1 = pn

1+e0
κ , G(0)

n+1
=

3K(0)
n+1(1− 2ν)

2(1 + ν)
. (23)

(3) Distinguish the unloading process from the loading event, according to Equation (4). (a) reloading,
homological center remains constant. (b) unloading, update the homological center and the
bounding surface, according to Equations (5) and (6). Then evaluate the following residuals:

r(k)l,n+1 =



p(k)n+1 − pnexp




1+e0
κ


∆εv,n+1−∆ε

p (k)
v,n+1






∆ε
p (k)

v,n+1 −Λ(k)
n+1n(k)

p,n+1

s(k)i j,n+1 − si j,n−2G(k)
n+1(∆ei j,n+1−∆e

p (k)
i j,n+1 )

∆e
p (k)

i j,n+1 −Λ(k)
n+1n(k)

s,n+1

p(k)c,n+1 − pc,nexp




1+e0
λ−κ ∆ε

p (k)
v,n+1


ω

(k)
n+1

ω
(k)
n+1 −ωnexp


−β

√
2
3 ∆e

p (k)
i j,n+1 ∆e

p (k)
i j,n+1




b(k)n+1 − bn −Λ(k)
n+1

K
(k)
p,n+1−b(k)n+1K(k)

p,n+1

A(k)
n+1(

p(k)n+1 − ξ
(k)
p,n+1

)2
−

(
p(k)n+1 − ξ

(k)
p,n+1

)
p(k)c,n+1 +

3
2(M2−α2

0)
ŝ(k)i j,n+1ŝ(k)i j,n+1

K
(k)
p,n+1 −

(
p(k)n+1 − ξ

(k)
p,n+1

)
p(k)c,n+1n(k)

p,n+1


χ0 − 2β

(M2−α2
0)

q(k)n+1

n(k)p,n+1




, (24)

where l is the number of nonlinear equations. Variable A can be presented as:

A = pc
(
p− op

)
+ 2

(
p− op

)(
ξp − op

)
+ 3

(M2−α2
0)

[(
si j − oi j

)
−

(
p− op

)
α0

i j

]

[(
ξi j − oi j

)
−

(
ξp − op

)
α0

i j

] (25)

If the ‖r(k)l,n+1‖ < tolerance (taken as 10−8), THEN EXIT

Else GO TO step 4
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(4) Solve the linear equations:
(
∂r
∂U

)(k)

n+1
δU(k)

n+1 = −r(k)l,n+1, (26)

where δU =
{
δp, δsi j, δ∆εp

v, δ∆ep
ij, δpc, δb, δΛ, δKp, δω

}
.

(5) Update stresses and internal variable U(k+1)
n+1 = U(k)

n+1 + δU(k)
n+1, k = k + 1 and GO TO step (3).

(6) Satisfy the convergence condition, END.

2.2. Numerical Scheme

Based on the proposed model, simulations were carried out with the finite element software
ABAQUS (Version 6.14) (Dassault Systemes, Paris, France). The 3D finite element model for the analysis
of a suction anchor embedded in a soft clay seabed was established to predict the accumulation of pore
water pressure under cyclic loads. The uniform effective unit weight of the seabed was 7.17 kN/m3,
representing a typical average value for seabed conditions. The parameters for seabed soil are listed in
Table 1 for clarity, in accordance with Dafalias [28], which were simulated by Manzari et al. [23] and
Tao and Messiner [29]. The anchor length to diameter ratio was h/D = 3, where D is the diameter of
the anchor. The suction anchor analyzed was 2 m in diameter, and the penetration depth was 6 m
below the seabed floor. The suction anchor was expected to be anchored in a normally consolidated
clay seabed. To reduce the influence of the boundary conditions, a seabed diameter of 10 times the
suction anchor diameter and a seabed depth of 3.3 times the anchor wall was used. This model was
built in terms of a half portion of the anchor and seabed, with the symmetry axis through the center of
the anchor.

Table 1. Properties of seabed adopted in the case studies.

Effective Unit
Weight (kN/m3)

Compression
Index (λ)

Swelling
Index (κ)

Poisson’s
Ratio (ν)

Permeability
Coefficient (m/s) Void Ratio (e0)

7.17 0.17 0.34 0.3 1× 10−9 0.62

γ ςr η β

1.72 3.5 120 0.5

2.3. Meshing and Boundary Conditions

A graded mesh was used in the simulation. Denser meshes and sparser meshes were adopted
in the regions close to the anchor and further away from the anchor, respectively. The finite element
mesh used for the analysis of the anchor is illustrated in Figure 4. The suction anchor was modeled as
rigid bodies, since the anchor is much stiffer than soft clay. The cyclic load amplitude Fcz was 20 kN,
with a typical cyclic period (T) of 10 s. The total calculation time was one hour (360T). A drainage
boundary at the seabed surface was assumed, that is to say, the upper surface of the seabed layer was
allowed to drain freely (i.e., p = 0 at z = 0). The displacements were fixed horizontally on the periphery
and in both directions at the bottom of the model domain. The conventional Coulomb friction law was
adopted to simulate the friction at the interface between the anchor wall and the surrounding soil.
The coefficient of wall friction (tanδ) was set to 0.42 [30].
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3. Verification of the Model

In this section, we describe the calibration of the proposed bounding surface model with the
combined isotropic-kinematic hardening rule against available existing published experimental data,
including those of Stipho [31], Tao et al. [29], and Zhong et al. [32]. The triaxial tests included monotonic
loading tests on anisotropically consolidated clay, pore pressure response tests under cyclic loads,
and tests on the plastic strain accumulation of soft clay under cyclic loads, respectively. The validity of
the proposed model was evaluated based on comparisons between numerical results and experiments.
The properties of the soil adopted in this study were the same as those used in the experiments,
as tabulated in Table 2.

Table 2. Model parameters in verification cases.

Parameters Kaolin Clay (Stipho) Kaolin Clay
(Tao)

Soft Clay
(Zhong)

Slope of critical state line (M) 1.12 1.1 1.15
Compression index (λ) 0.14 0.17 0.25

Swelling index (κ) 0.05 0.34 0.05
Effective Poisson’s ratio (ν) 0.2 0.3 0.25

γ 2 1.72 1.5
ςr - 3.5 6
η - 120 40
β - 0.5 1.5

The first validation case involved monotonic loading tests on anisotropically consolidated clay,
which was performed by Stipho [31]. The tests were performed under strain-controlled conditions.
The axial strain was applied to the top surface of the specimen with a magnitude of 12% for compression
and extension, respectively. The specimen was consolidated under p0 = 204 kPa, with the initial
void ratio of e0 = 1.1, with the value of K0 being about 0.8. Figure 5a,b show the normalized q/p0

versus the axial strain ε1 and the normalized excess pore water pressure u/p0 versus the axial strain ε1,
respectively. Figure 5c illustrates a comparison between model simulation and experimental data in
terms of stress paths in the normalized q/p0 versus p/p0. As shown in Figure 5c, when it reaches the
critical state line(CSL), p from the compression test is different from that obtained by extension test.
That is to say, the proposed model can capture a non-unique critical state line (CSL) in the e− lnp space.
As one can see, there is an excellent agreement between the model simulation and the experiment.
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Figure 5. A comparison between the model simulation and experimental data with K0 = 0.8.

The second validation case involved cyclic stress-controlled loading tests on isotropically
consolidated clay. Tao et al. [29] carried out a series of cyclic three-axis undrained shearing tests on
normally consolidated clays, with an initial void ratio of e0 = 0.62. The triaxial test loading frequency
was 0.1 Hz. Figure 6a presents the experimental results and model predictions for a confining pressure
of p0 = 450 kPa, and a cyclic stress amplitude of qd = 116 kPa, and Figure 6b presents the experimental
results and model predictions for a confining pressure of p0 = 350 kPa, and a cyclic stress amplitude of
qd = 130 kPa. It is found that the pore water pressure versus the number of cycles can be predicted
well by the proposed model.
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The third validation case involved plastic strain accumulation tests on isotropically consolidated
clay, which were performed by Zhong et al. [32]. The tests were conducted under stress-controlled
conditions. The axial stress was applied to the top surface of the specimen with different amplitudes qd.
The specimen was consolidated under an initial pressure of p0 = 50 kPa, with an initial void ratio of
e0 = 1.099. The triaxial test loading frequency was 0.1 Hz. Figure 7 shows a comparison between the
model predictions and the experimental data. Though the permanent strain predicted by the proposed
model was smaller than that shown in the experiment at a higher stress level, the general trend was
consistent. Figure 8 shows the effective stress path under typical conditions. With the increase in the
cyclic number, the soft clay specimen finally reached a cyclic steady state, which means that the cyclic
shakedown phenomena occur.

Overall, these validation cases demonstrate that cyclic behaviors of soft clay can be well predicted
by the present model under cyclic loading conditions. The model is able to capture the build-up of
pore water pressure caused by cyclic loads.
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4. Numerical Results and Interpretations

4.1. Accumulation of Pore Water Pressure Around the Suction Anchor

Figure 9 indicates the residual pore pressure (ps) distribution within the seabed around a suction
anchor at different times. The maximum excess pore water pressure appeared at the base of the suction
anchor. The excess pore water pressure accumulated primarily on the outside of the suction anchor,
while the negative pore water pressure built up mainly on the inside. With the increase in loading
time, the negative pore water pressure inside the suction anchor gradually developed upwards.
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Figure 10 indicates the vertical distribution of the residual pore pressure within the seabed along
the anchor wall. As can be seen from the figures, with an increase in the loading time, the residual pore
pressures on both sides of the anchor wall increased remarkably. The maximum residual pore pressure
was distributed in the region of 0.9 < z/h <1. The maximum value of excess pore water pressure was
about 3 kPa, and the maximum value of negative pore water pressure was about 4 kPa. The maximum
value of residual pore pressure for both sides appeared in the deep layer of the seabed, due to the
larger effective stress acting on the anchor wall. It is worth noting that, in this region, the length of the
suction anchor accounted for 10% of the total length, but the excess pore water pressure accounted
for 27~31% of the total excess pore water pressure, and the negative pore water pressure accounted
for 15.6~22% of the total negative pore water pressure. The external wall friction force was reduced,
according to the principle of effective stress. Therefore, the uplift capacity of the suction anchor was
diminished. The residual pore pressure at the seabed surface was zero. This is because, during cyclic
loading, drainage occurs at the seabed surface.
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The method used to determine the uplift capacity was adopted from the limit equilibrium 
method for a suction anchor in clay recommended by API. For a fully sealed anchor, the failure 
mechanism of the suction anchor is usually assumed that the soil plug is broken and the soil plug is 
pulled out together with the anchor. This failure mechanism has been verified by tests for anchors 
with aspect ratios between 1.7 and 10 [33,34]. The uplift capacity can be expressed as: 

f PR = Q + Q + W , (27) 

Figure 10. Vertical distribution of the residual pore pressures in the soil along the anchor wall.

Figure 11 illustrates the time series of residual pore pressure at position z/h = 0.95 within the
seabed, where the maximum residual pore pressure occurred. Figure 11a,b show the accumulation of
pore water pressure on the inside and outside of the suction anchor, respectively. The values of residual
pore pressures increased continuously over time. On the outside of the anchor, the rate of increase in
excess pore water pressure was rapid in the initial loading stage. Thereafter, the rate became slower
with time. It is noted that the excess pore water pressure did not reach a steady state. On the inside
of the anchor, the negative pore water pressure experienced a rapid increase in the initial loading
stage, and then gradually reached a relatively steady state. A potential reason that might account
for this phenomenon is that the soil inside the suction anchor showed shear dilatation characteristics
under cyclic loads. When the plastic deformation reached a certain level, plastic deformation no longer
increased due to the limitation of the anchor wall.
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The method used to determine the uplift capacity was adopted from the limit equilibrium method
for a suction anchor in clay recommended by API. For a fully sealed anchor, the failure mechanism
of the suction anchor is usually assumed that the soil plug is broken and the soil plug is pulled out
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together with the anchor. This failure mechanism has been verified by tests for anchors with aspect
ratios between 1.7 and 10 [33,34]. The uplift capacity can be expressed as:

R =Q f + QP+W, (27)

where W and QP are the soil plug weight and reverse end bearing, respectively. Q f is the external wall
friction force, which can be calculated as:

Q f =

∫ h

0
σ′vdz(Ktanδ)(πD), (28)

in which h represents the embedded depth, K is the lateral pressure coefficient, σ′v denotes the effective
vertical stress in soil, and D represents the external diameter of the anchor.

It is acknowledged that the excess pore water pressure in the seabed soil could diminish the
effective stress in soil, consequently, reducing the friction along the external wall–soil interface.
By assuming that K and δ remain as constants, the interface friction can be calculated according to
Equation (28), and normalized by the initial values.

Figure 12 illustrates the relationship between the normalized friction force versus the loading
time at the soil–anchor interface. It is shown that the increase in excess pore water pressure led to a
slight decrease in the friction force. Under current conditions, the external wall–soil friction is reduced
by about 4%.
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4.2. Effect of Load Amplitude

To investigate the effect of the load amplitude, four grades of load amplitudes (FCZ = 10, 20, 30,
and 40 kN) were adopted in the simulation. The period of cyclic loads was 10 s. The total calculation
time was one hour (360T). The seabed parameters remained constant. The residual pore pressure
distributions on both sides of the anchor wall for various load amplitudes are plotted in Figure 13. It is
shown that the load amplitude has a remarkable influence on the distribution characteristics of the pore
water pressure. The increase in the load amplitude resulted in a remarkable increase in the residual
pore pressure. In the region of 0.9 < z/h <1, the excess pore water pressure accounted for 17~31% of the
total excess pore water pressure. As the load amplitude increased, the proportion increased gradually.
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4.3. Effect of λ and κ

The soil properties are key influential factors that determine the development of residual pore
pressure within the seabed. Among those soil properties, the compression index (λ) and swelling index
(κ) have important effects on the distribution of the residual pore pressure [35]. To evaluate the effect
of λ and κ on the distributions of residual pore pressure, κ was kept constant, and λ was changed.
Analyses were performed with κ = 0.034 and κ/λ ranging from 0.2 to 0.4 [36]. Figure 14 shows the
residual pore pressure distributions along the anchor wall when κ was 0.034 and λ was varied from 0.17
to 0.85. It is shown that κ/λ and the load amplitude had opposite effects on the residual pore pressure
distribution. As κ/λ increases, the residual pore pressures on both sides of the anchor wall showed
obvious decreases. In the region of 0.9 < z/h <1, the proportion of excess pore water pressure to the
total excess pore water pressure increased from 20.1% at κ/λ = 0.4 to 31.3% at κ/λ = 0.2. The negative
pore pressures inside of the anchor accounting for the total negative pore water pressures increases
from 6.9% to15.6%.
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5. Perforated Suction Anchor

5.1. New Anchor Structure Style

The numerical analysis shows that the excess pore water pressure appears outside of the anchor,
while negative pore water pressure appears inside. According to the principle of effective stress,
the soft clay structure on the external anchor wall is degraded followed by the degradation in strength.
The uplift capacity of suction anchor gradually decreases with the development of excess pore water
pressure. According to the distribution characteristics of the residual pore pressure, a perforated anchor
is proposed based on the traditional suction anchor, as shown schematically in Figure 15. Perforation at
the lower part of the anchor wall is helpful to reduce the accumulation of excess pore water pressure.
The installation process of the suction anchor is divided into two stages. First, the suction anchor is
installed by self-weight to around half the design depth, and then negative pressure is applied until
the anchor reaches the final depth [37,38]. Perforation is located at the lower part of the suction anchor,
and therefore, the new structure style will not influence the installation process.
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5.2. Comparative Study of the Pore Water Pressure Distribution

To investigate the effectiveness of the perforated suction anchor on reducing the development
of excess pore water pressure, the distribution characteristics of residual pore pressure around
the perforated anchor are analyzed, and a comparison with the traditional anchor is presented.
The perforation height is 0.5m, and this is located at the lower part of the suction anchor (0.9 < z/h <1).

Figure 16 shows a comparison of the residual pore pressure distributions between the traditional
anchor and the perforated anchor. As shown in Figure 16, the accumulation of excess pore pressure
outside of the perforated anchor is reduced remarkably, compared with the traditional structure.
The excess pore water pressure around the perforated anchor is reduced by about 27.5%. Therefore, the
perforated anchor can effectively reduce the accumulation of excess pore water pressure and increase
the effective stress in the soil. In this paper, the perforation height and perforation size were not
quantified according to the length ratio of suction anchor and the initial penetration depth, so further
research is wanted.
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6. Concluding Remarks

In this study, numerical simulations were conducted to investigate the buildup of pore water
pressures in a soft clay seabed around a suction anchor under cyclic loading conditions. Based on the
existing two-dimensional bounding surface model, a three-dimensional bounding surface model was
proposed to describe the cyclic behaviors of soft clay. Based on the analysis results obtained, the most
significant conclusions can be summarized as follows:

(1) A damage-dependent bounding surface model with combined isotropic-kinematic hardening rule
was proposed to predict the accumulation of pore water pressure. The proposed model reasonably
agreed well with the experiment result, against triaxial tests on anisotropically consolidated
saturated clays and normally consolidated saturated clays. Thus the presented model was
available to describe the key features of the cyclic behaviors of soft clay under cyclic loading
conditions, including the pore water pressure response, accumulation of plastic deformation,
and initial anisotropy.

(2) Under the vertical cyclic loading condition, the excess pore water pressure primarily appeared
on the outside of the suction anchor, and negative pore pressure mainly appeared on the inside,
respectively. The maximum values on both sides appeared in the lower part of the seabed, due to
the larger effective stress in the seabed soil, and these increased gradually with the loading
time. The accumulation of excess pore water pressure can decrease the effective stress in the soil,
and further reducing the uplift capacity of the suction anchor.

(3) According to the distribution characteristics of the residual pore pressure around the suction
anchor, a new structure can reduce the accumulation of excess pore water pressure in the lower
part of the seabed was proposed, which could increase external wall friction force under cyclic
loading conditions. For the working conditions adopted in the present study, the new structure
can reduce the excess pore water pressure by about 27.5%.
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Abstract: Seabed instability surrounding an immersed tunnel is a vital engineering issue regarding
the design and maintenance for submarine tunnel projects. In this study, a numerical model based
on the local radial basis function collocation method (LRBFCM) is developed to evaluate the seabed
behaviour in a marine environment, in which the seabed is treated as the porous medium and
governed by Biot’s “u− p” approximation. As for the flow field above the seabed, the VARANS
equations are used to simulate the fluid motion and properties. The present model is validated with
analytical solutions and experimental data which show a good capacity of the integrated model.
Both wave and current loading are considered in this study. Parametric studies are carried out to
investigate the effects of wave characteristics and soil properties. Based on the numerical results, the
maximum liquefaction depth around the immersed tunnel could be deeper under the wave loading
with long wave period (T) and large wave height (H). Moreover, a seabed with lower permeability
(Ks) and degree of saturation (Sr) is more likely to be liquefied.

Keywords: meshfree method; VARANS; Biot’s “u− p” approximation; wave-current induced seabed
response; immersed tunnel

1. Introduction

In recent years, to meet the continual improvement requirements in coastal transportation,
the immersed tunnel has become one of the choices to fundamentally transform the transport in
the region of oceans and rivers, replacing the conventional methods such as the ferry. The immersed
tunnel has a history of about 100 years and it shows a good performance in reliability and applicability
under complex natural dynamic loading; for example, the longest immersed tunnel in the world,
the Hongkong–Zhuhai–Macao Bridge immersed tunnel. As an alternative to a bridge, the immersed
tunnel has advantages in less environmental effects and no obstruction of navigation channels.
Compared to bridges, the immersed tunnel is commonly constructed in a soft and loose seabed.
Thus, the stability of the seabed soil surrounding the immersed tunnel in complex marine environments
becomes one of the main concerns implicated in tunnel design and maintenance.

It has been recognized that the pore water pressures and stresses in seabeds are affected by the
water pressures generated by the natural dynamic loading. If the pore water pressure reaches the
limit value, the liquefaction could occur with the effective stress in seabed vanishing. To avoid seabed
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instability around the immersed tunnel, the study of seabed dynamic behaviour is necessary under the
real hydrodynamic loading. Two mechanisms of wave-induced liquefaction has been figured out based
on a mass of laboratory tests and field exploration [1–3], which are transient liquefaction and residual
liquefaction. The transient liquefaction is motivated by the oscillatory excess pore water pressures
under wave pressure vibration which usually happens with amplitude reduction and phase lag of
pore pressure in seabed soil [4]. While the residual liquefaction is on the consequence of the excess
pore water pressure build-up under cyclic wave loading [5]. Later, Jeng and Seymour [6] proposed a
simplified approximation to predict the liquefaction process in a large seabed, and concluded that the
residual mechanism is more essential under large waves while the transient mechanism is dominate in
a seabed under small wave loading.

In the past 40 years, various analytical formulas have been developed and verified in regard to
the seabed dynamic response [4,7,8]. However, the seabed dynamic response around the structure
is difficult to be described by analytical methods. Thus, several numerical model was developed
to simulate the soil behaviour around the offshore structures, such as breakwaters [9], and buried
pipes [10]. However, the research of a wave-induced response around the undersea immersed tunnel
is quite limited. For instance, a real case simulation of the Busan–Geoje fixed link in South Korea was
conducted by Kasper et al. [11] under large waves (wave height up to 9.2 m) generated by typhoons.
Nevertheless, this study did not consider the impact of the seabed liquefaction around the tunnel.
Recently, [12,13] simulated the seabed transient and residual response around the immersed tunnel
under wave loading based on Biot’s consolidation equations neglecting the inertial terms for soil
skeleton and fluid phase.

In natural ocean environments, current is another crucial component besides wave. For instance,
a long-term mentoring data of the Lingding Bay, in which the Hong Kong–Zhuhai–Macau bridge tunnel
located, shows the current co-exists with wave varying from bottom to surface as the consequence of
the irregular semi-diurnal tide. The maximum velocity of the surface current reaches up to 1.5 m/s [14].
The interaction between current and wave is found to be able to affect the hydrodynamic properties
directly and further impact the porous seabed dynamics. Ye and Jeng [15] investigated the transient
response of a porous seabed under wave combined current loading firstly. Later, the current effects
in the vicinity of a submarine pipeline were examined by Wen et al. [16] based on the commercial
software ABAQUS. Lately, Liao et al. [17] simulated the residual seabed liquefaction under the flow
field that wave and current generated simultaneously. To date, how current affect the liquefaction of
seabed soil surrounding the immersed tunnel has not been examined yet to the author’s knowledge.

The aforementioned numerical models mainly developed adopting the conventional methods
such as the finite element method and finite difference method. In recent years, a new numerical
technique has come up which uses a set of nodes instead of the conservative meshes to approximate the
solution. In consequence of discretization of the partial differential equations directly on nodes instead
of meshes, the meshfree method is more qualified in dealing with mesh entanglement problems and
constructing the approximations with arbitrary order of continuity than the traditional mash-based
numerical methods. The start point of the meshfree method was using the moving least-square (MLS)
method to establish shape functions for a set of scatter nodes by Nayroles et al. [18]. After that,
Belytschko et al. [19] used the Galerkin weak form to improve the diffuse element method,
which formed a new element-free Galerkin method. The element-free Galerkin method has been
widely used in soil mechanics problems. In addition, an innovative interpolation scheme to overcome
the disadvantage of the MLS was proposed by Liu and Gu [20], which is called the point interpolation
method (PIM). The original PIM method picks up the polynomial basis as the basis function which
performs well for one dimensional problems. However, it is hard to determine the ranks when this
method extended to multi-dimensional range, which is the result of basis function selection. In order
to figure this problem, Wang et al. [21] proposed a point interpolation method based on the radial basis
functions (RBF). This method maps the multi-dimensional space into one-dimensional space though
a radial function, which makes choosing basis function easier. This method has been widely used
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on the geomechanics problems. For example, Wang and Liu [22] simulated the Biot’s consolidation
process by radial PIM method. The displacement and the pore water pressure were discretised by
the same shape function in space, while the fully implicit integration scheme was adopted for time
discretization to avoid the spurious ripple effect. In the literatures, two different type of the RBFs are
commonly used, which are the multiquadrics (MQ) [23], and the Gaussian radial basis functions [24].
In this study, the MQ was used. These functions were first under intensive research in multivariate
data interpolation and used to solve the partial differential equations by Kansa [25]. Thus, this method
is usually called Kansa’s method, and is known as the global RBF collocation method (GRBFCM).
This method has been applied to computational fluid dynamics problems such as solutions of the
Navier–Stokes equation [26], natural convections in porous media [27], numerical wave tanks [28],
and solid–liquid phase change problems [29]. The GRBFCM has the obvious advantages in dealing
with arbitrary and complex domain, which applied in many field, such as surface fitting, turbulence
analysis, neural networks, meteorology. However, ill-conditions can occur when the resolution is high.
For the purpose of overcoming the difficulties of ill-conditions as mentioned above, a localization
procedure to transform the dense matrices into sparse matrices was proposed. On the basis of the
multiquadric RBF [30], Lee et al. [31] proposed the local RBF collocation method (LRBFCM) for the first
time. This method has been applied in various fields, such as the solutions of diffusion problem [32],
Darcy flow in porous media [33], water wave scattering [34], macro-segregation phenomena [35] and
so on. Recently, Wang et al. [36] adopted the LRBFCM based on the Biot’s consolidation equation to
simulate a wave-induced seabed response around a pipeline.

In this paper, an integrated numerical model is proposed to simulate the sandy seabed dynamic
response and transient liquefaction in the vicinity of an immersed tunnel under natural complex
loading. The flow model is developed based on IHFOAM [37], while the seabed model is established
adopting the LRBFCM with Biot’s “u− p” approximation which considered the inertial term of soil
skeleton. The verification of the integrated model is carried out by comparisons with the analytical
solution [7] and published experimental data [38]. In this study, the effects of the current on the seabed
behaviour around the immersed tunnel are examined. Parametric studies are conducted in regard of
the different wave characteristics and soil properties.

2. Theoretical Models

In this study, an integrated 2D numerical model is developed to simulate the fluid-structure
seabed interaction, which is composed of two sub-models: the flow model and seabed model. The flow
model is responsible for simulating the wave motion including the wave pressure and current velocity,
while the seabed model evaluates the effective stress, displacement, and pore pressure in the seabed
under the dynamic loading. The two sub-models adopt the one-way coupling algorithm which is
connected by the continuous water pressure.

2.1. Flow Model

In this paper, the flow model is based on one of the solvers in OpenFOAM®, IHFOAM. Recently, some
other open-source codes have been developed for modeling wave propagation and wave–structure
interaction problems [39,40] as well. To simulate the coastal, offshore, and hydraulic engineering
process, this model solves the three-dimensional Volume Averaged Reynolds Averaged Navier–Stokes
(VARANS) equations with regard to two incompressible phases of air and water. The fluid model
adopts the finite volume discretization and the volume of fluid (VOF) method [37]. Including continuity
and momentum conservation equations; the VARANS equations as the governing mathematical
expressions in this model can be expressed as:

∂〈ui〉
∂xi

= 0, (1)
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∂ρ f 〈ui〉
∂t

+
∂

∂xj

[
1
n

ρ f 〈ui〉〈uj〉
]
= −n

∂〈p∗〉 f

∂xi
+ nρ f gi +

∂

∂xj

[
µe f f

∂〈ui〉
∂xj

]
− [CT], (2)

where 〈〉 is Darcy’s volume averaging operator, while 〈〉 f is the intrinsic averaging operator;
ρ f represents the density which is computed by ρ f = αρwater + (1 − α)ρair; α is the indicator
function defined in (5); ui is the velocity vector while n is the porosity; p∗ is the pseudo-dynamic
pressures; g, gi is the gravitational acceleration; µe f f is the efficient dynamic viscosity, defined as
µe f f = µ + ρ f νturb, in which µ is the molecular dynamic viscosity and νturb is the turbulent kinetic
viscosity, given by the chosen turbulence model. The k− ε turbulence model is adopted in this study;
the last term in (2) corresponds to the resistance of porous media, which is shown as:

[CT] = A〈ui〉+ B|〈u〉|〈ui〉+ C
∂〈ui〉

∂t
, (3)

compared to factors A and B, factor C is less significant. Moreover, 0.34 (kg/m3) is often adopted for
the value of C by default [41].

In present fluid model, the values of A and B are derived by Engelund [42]’s formulae, which also
employed in Burcharth and Andersen [43].

A = E1
(1− n)3

n2
µ

d2
50

, and B = E2(1 +
7.5
KC

)
1− n

n2

ρ f

d50
, (4)

in which d50 is the medium grain diameter of the materials; KC is the Keulegan Carpenter number,
which is defined as KC = umT0/(nd50); um is the maximum oscillating velocity while T0 is the period
of the oscillation. E1 and E2 are parameters that define the linear and non-linear friction terms.
The default values of these parameters (E1 = 50 and E2 = 1.2) are used in this study [44].

A two-phased fluid mixture containing air and water is taken into consideration in each cell,
which can be controlled by an indicator function α. In the present model, α is defined as the quantity
of water per unit of volume, which varies from 0 (air) to 1 (water):

α =





1, water
0, air
0 < α < 1, free surface

(5)

As an phase function, α can represent any variation of fluid properties considering the mixture
properties, such as density and viscosity:

Φ = αΦwater + (1− α)Φair, (6)

where Φwater and Φair stand for the properties of water and air, separately, such as density of the fluid.
The fluid movement could be traced by solving the advection equation as [44]:

∂α

∂t
+

1
n

∂〈ui〉α
∂xi

+
1
n

∂〈uci〉α(1− α)

∂xi
= 0, (7)

where |uc| = min [cα|u|, max(|u|)], in which the default value of cα is 1, however, the user can specify
a greater value to enhance the compression of the interface, or zero to eliminate it.

The solving algorithm used in flow model is PIMPLE, which is a combination of PISO (Pressure
Implicit with Splitting of Operators) and SIMPLE (Semi-Implicit Method for Pressure-Linked
Equations) algorithms. In this study, the κ − ε RAS (Reynolds-averaged simulation) turbulence
model is adopted to model the turbulent viscosity νturb as:

νturb =
Cµκ2

ε
(8)
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where Cµ is an empirical constant; κ is the turbulence kinetic energy while ε is the turbulence energy
dissipation rate, separately.

The IHFOAM implements the wave generation and active wave absorption in the fluid domain,
which introduce several boundary conditions: (i) the inlet boundary condition allows the generation of
wave according to different wave theories as well as adding different steady current flow; (ii) the outlet
boundary condition applies an active wave absorption theory to prevent the re-reflection of incoming
wave; (iii) the slip boundary condition (zero-gradient) is applied on the bottom of the fluid domain
and the lateral boundary of the numerical wave flume; (iv) the top boundary condition is set as the
atmospheric pressure. The details of IHFOAM could be found in Higuera et al. [37].

2.2. Seabed Model

It is widely known that saturated soil considered as a multi-phase material is formed by soil
particles and the void of the skeleton. The pores of the solid phase are filled with the water and
trapped air distributed through the body. Therefore, in order to simulate the interaction between
the soil skeleton and pore water in a porous seabed, a seabed model is established based on the
partially dynamic Biot’s equation ( also known as “u− p” approximation) [45] with consideration of
acceleration inertia term of flow and soil particles.

With the assumptions of a homogeneous and isotropic seabed and compressible pore fluid,
the mass conservation equation of pore fluid can be expressed as [46]:

Ks∇2 ps − γwnsβs
∂ps

∂t
+ Ksρ f

∂2εs

∂t2 = γw
∂εs

∂t
, (9)

where ps is pore water pressure, γw is the unit weight of water, Ks is the soil permeability, ns is soil
porosity; βs is the compressibility of pore fluid while εs is volume strain, which can be expressed as:

βs =
1

Kw
+

1− Sr

Pwo
, and εs =

∂us

∂x
+

∂ws

∂z
, (10)

where us and ws are the soil displacements in the x- and z- direction, respectively; Kw is the bulk
modulus of pore fluid (Kw = 1.95× 109N/m2 [4]); Sr is the degree of saturation and Pwo is absolute
static water pressure, which defined as Pwo = γwd, in which d is the water depth.

Based on Newton’s second law, the force equilibrium equation in a poro-elastic medium in
horizontal and vertical directions can be given as:

∂σ′x
∂x

+
∂τxz

∂z
= −∂ps

∂x
+ ρ

∂2us

∂t2 , (11)

∂τxz

∂x
+

∂σ′z
∂z

= −∂ps

∂z
+ ρ

∂2ws

∂t2 , (12)

where σ′x and σ′z are the effective normal stresses in horizontal and vertical direction respectively;
τxz is shear stress component; ρ is the average density of a porous seabed and can be obtained by
ρ = ρ f ns + ρs(1− ns), in which ρ f is the fluid density while ρs is the solid density.

Based on the pore-elastic theory, the effective normal stresses and shear stress can be expressed in
term of soil displacements:

σ′x = 2G
[

∂us

∂x
+

νs

1− 2νs
εs

]
, (13)

σ′z = 2G
[

∂ws

∂z
+

νs

1− 2νs
εs

]
, (14)

τxz = G
[

∂us

∂z
+

∂ws

∂x

]
, (15)
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where the shear modulus G is defined with Young’s modulus (E) and the Poisson’s ratio (νs) in the
form of E/2(1 + νs).

Substituting (13)–(15) into (11)–(12), we have the governing equations for force balance as

G∇2us +
G

1− 2νs

∂

∂x
(

∂us

∂x
+

∂ws

∂z
) =

∂ps

∂x
+ ρs

∂2us

∂t2 , (16)

G∇2ws +
G

1− 2νs

∂

∂z
(

∂us

∂x
+

∂ws

∂z
) =

∂ps

∂z
+ ρs

∂2ws

∂t2 , (17)

2.3. Boundary Conditions

At seabed surface (z = 0), the vertical effective stress and shear stress is assumed to be zero and
the water pressure is directly acting on it.

σ′z = τxz = 0, and ps = Pb, (18)

where Pb is the dynamic wave pressure at the seabed surface, which is obtained by the wave model.
For the soil resting on the seabed bottom and lateral boundaries, zero displacements and

impermeable are considered at the seabed bottom (z = −h), i.e.,

us = ws = 0, and
∂ps

∂z
= 0, (19)

In addition, the boundary condition of tunnel surface is assumed to be impermeable with zero
displacements, i.e.,

us = ws = 0, and
∂ps

∂nv
= 0, (20)

where nv denotes normal vector of the tunnel surface.

2.4. Meshfree Model for the Seabed Domain

The LRBFCM is adopted to solve the governing equations listed above. First, an approximation
function Φ(yi) which can either stand for displacement or pore pressure in the “u− p′′ formulation is
considered in the computational geometry. This function is composed of an arbitrarily distributed
points series yj(j = 1, 2, · · · , n) located both in the computational domain and on its boundary.
Approximate Φ = Φ(x) around yi by the RBF χ(rm) to construct a linear equation for each node yn as,

Φ(x) ≈
K

∑
m=1

αmχ(rm), (21)

where αm is the undetermined coefficient for χ(rm), and χ(rm) is the MQ defined by,

χ(rm) =
√

rm2 + c2, (22)

with rm, c, and xm being the Euclidean distance from x to xm, the shape parameter [30], and the positions
of the K nearest neighbour nodes around the prescribed centre x1 = yn, respectively. An algorithm
based on the kd-tree is adopted to search the K nearest neighbour nodes [47].

Then, (21) is collocated on the K nearest neighbour nodes, which can be expressed as:

[Φ]K×1 = [χ]K×K [α]K×1 (23)

[Φ]K×1 = [Φ(x1), Φ(x2), · · · , Φ(xK)]
T , (24)
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[χ]K×K =




χ(‖ x1 − x1 ‖) χ(‖ x1 − x2 ‖) · · · χ(‖ x1 − xK ‖)
χ(‖ x2 − x1 ‖) χ(‖ x2 − x2 ‖) · · · χ(‖ x2 − xK ‖)

...
...

. . .
...

χ(‖ xK − x1 ‖) χ(‖ xK − x2 ‖) · · · χ(‖ xK − xK ‖)




, (25)

[α]K×1 =




α1

α2
...

αK




, (26)

Inversion (23) gives,
[α]K×1 = [χ]K×K

−1 [Φ]K×1 (27)

Here, we assume a linear differential operator of both governing equation and the boundary
condition which represented by L. If collocated the LΦ(x) on x1 = yn, (23) can be written as:

LΦ(yn) =
K

∑
m=1

αmLχ (rm) |x=x1 (28)

which can be expressed as the vector form:

LΦ(yn) = [Lχ]1×K [α]K×1 (29)

In (29) mentioned above, the Lχ(rm) is on behalf of the results of the differential operator act on
the the RBF χ(rm). Then, by combining (29) and (27), it can be obtained as:

LΦ(yn) = [C]1×K [φ]K×1 (30)

[C]1×K = [Lχ]1×K [χ]−1
K×K (31)

[Lχ]1×K =
[

Lχ(r1)|x=x1 Lχ(r2)|x=x2 · · · Lχ(rK)|x=xK

]
(32)

Obviously, the value of the row vector [C]1×K can be obtained if all variables L, χ and xj are known.
For all yn in computational domain, the linear equations can be obtained by the above-mentioned

localization procedure on either the governing equation or boundary conditions. Next, these equations
can be assembled into the system matrix, as:

[A]N×N [Φ]N×1 = [B]N×1 (33)

where

[Φ]N×1 = [u1(y1), u1(y2), · · · , u1(yN), u2(y1), u2(y2), · · · , u2(yN),

p(y1), p(y2), · · · , p(yN)]
T ,

(34)

which, [φ]N×1 is the sought solution, while [B]N×1 is a column vector contributed from the external
loadings. It is noticeable that (33) is a sparse system matrix which is similar to both finite difference
method as well as the finite element method. In the present numerical model, the direct solver of
SuperLU [48] is adopted to solve the sparse system, (33). The procedure of the LRBFCM is finished here.

In numerical strategy, it is necessary to integrate the governing equations in the time domain if the
boundary conditions or the extrernal loadings are time-dependent. In the present model, the single-step
time integration method of the Newmark method [49] is adopted, which could handle each time step
independently when the first- and second-order time derivatives exist at the same time. More details
can be found in some previous studies [50,51].
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2.5. Integration Procedure of Flow Model and Seabed Model

For the integration procedure in this study, the one-way coupling algorithm is adopted for pore
pressure delivery from the wave model to the seabed model. As demonstrated in Figure 1, the flow
model is responsible to simulate the wave–current interaction which includes wave generation and
fluid propagating according to the given wave/current characteristics. The water pressure will be
extracted from the results after solving the VARANS equations, then used as the boundary conditions
of seabed surface as the external loading in the seabed model, while the soil model can carry out the
seabed behaviour under the external wave loading combined with the input parameters of seabed
model. The displacement, the pore water pressure and the effective stresses could be determined by
solving the Biot’s “u− p” approximation.

nth time step

Flow model

VARANS equation

Generating and
propagating of

wave and currents

Input parameters:
Wave/current characteristics
Meshing system
Time step scheme

Pressure acting on
the seabed surface

Seabed model

u-p approximation

Poro-Elastic

Displacements
Pore water pressure

Effective stresses

(n+1)th time step

Input parameters:
Shear modulus (G)
Poisson's ratio (μs)
Soil porosity (ns)
Soil permeability (Ks)
Soil density (ρs)
Fluid density (ρf)
Degree of saturation (Sr)
Other parameters for
porous seabed and
marine structures

One-way coupling

Figure 1. The coupling process of the integrated model.

2.6. Convergence Tests

Before conducting parametric studies of the wave-induced dynamic response in a porous seabed
under wave loading, it is necessary to check the convergence of a newly proposed numerical model.
The convergence tests are carried out in regards of the nodes distance size (∆x), shape factor (c) and
the node number of the local region (K), which could have an influence on the numerical accuracy and
computational efficiency.

Firstly, the small node distance size makes the results more accurate, however, it will result in
enormous computational cost. As shown in Figure 2, the ∆x is equal to L/50, L/100, and L/200
respectively (L is the wavelength). The non-dimensional pore water pressures (ps/p0) are depicted,
p0 represents the amplitude of linear wave pressure at the seabed surface. From the figure, the result
for the case of ∆x equal to L/50 is slightly difference from the others, while the results are almost the
same for ∆x equal to L/100 and L/200, which indicate the model is convergent with a node distance
that is smaller than L/100.
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Figure 2. Time variation of dynamic pore water pressure in porous seabed under wave loading for
different mesh conditions.

Next, the convergence test of shape factor is conducted.The shape factor is generally equal to
15–60 times the maximum Euclidean distance between two adjacent nodes by convention. The c adopts
3.975 (15×∆x), 7.95 (30×∆x), and 15.9 (60×∆x) separately. From the Figure 3, it can be conclude that
the numerical results are not sensitive to the affect the shape factor on the consequence of the almost
the same results obtained for this set of shape factors.
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-0.5

0

0.5

p
s / 

p 0

c = 3.975 c = 7.95 c = 15.9

Figure 3. Time variation of dynamic pore water pressure in porous seabed under wave loading for
different shape factors.

Moreover, the effect of the number of nearest neighbour nodes in a local region is examined.
The dynamic pore water responses in a seabed are depicted in Figure 4 regards for the different
numbers of neighbour nodes in the local region, which are 5, 9 and 13, respectively. From the figure,
the result shows a good tendency during the whole process when K = 9. It also can be seen that
for K = 5, the amplitude of the result is slightly different with the result of K = 9. When K = 13,
the value of |ps|/p0 is even beyond 1 after 2 s, which is obviously wrong. This condition might be the
ill-condition in this case. Thus, the number of the nodes located in the local region is 9 in this study.
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Figure 4. Time variations of dynamic pore water pressure in porous seabed under wave loading for
different local region nodes number.

3. Verification of the Proposed Model

Before conducting the parametric study, it is essential to verify the capability of the newly
developed meshfree model. In this section, the proposed model is verified by comparison with
analytical solutions and a set of published laboratory experiments from a previous study.

3.1. Comparison of the Present Model and the Analytical Solution for Wave-Seabed Interactions

To verify the proposed meshfree model under the dynamic condition, the present model is used
to simulate the saturated isotropic seabed under linear wave loading based on a partially dynamic
model. The result of the numerical solution are compared with the analytical solution presented by
Hsu and Jeng [7]. The linear wave loading is applied to the seabed surface. The parameters for the
comparison are given as: wave period T = 10 s; water depth d = 20 m; degree of saturation Sr = 0.975;
Poisson’s ratio νs = 0.4; soil porosity ns = 0.35; soil permeability Ks = 10−2 m/s; shear modulus
G = 5× 106 Pa.

The vertical distributions of the wave-induced pore pressure (|ps|/p0), effective stresses (|σ′z|/p0)
and shear stress (|τxz|/p0) versus the soil depth (z/H) in a porous seabed are plotted in Figure 5.
As depicted in the figure, the blue lines represent the results obtained from analytical solution, while
red circles denote soil behaviour simulated from the present “u− p” time-dependent model. The figure
clearly shows that the result obtained by the numerical method are in a good agreement with that
of analytical solution, which demonstrates the capability of meshfree model for seabed dynamic
response simulation.

3.2. Comparison of the Present Model with the Laboratory Experiments and Fem Results for Combined Waves
and Current Loading

It is necessary to verify the performance of the integration model including both fluid and soil
models under the circumstance of complex nature loading. There are numerous laboratory experiments
related to the seabed response around the marine structures to date. However, it is quite limited in
terms of the experimental data available for the case of immersed tunnel. Thus, the verifications of
the integration model are carried out by comparison with the laboratory experiments and the FEM
(Finite Element Method) results from DIANA-SWANDYNE II [52] for the seabed without the structure
instead in this section. Qi and Gao [38] conducted a series of flume tests considering wave and wave
combined currents as dynamic loading, respectively.
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Figure 5. Comparison of vertical distribution of maximum oscillatory pore pressure, effective normal
stress and shear stress with the analytical solution [7].

The first validation of this section is compared to the laboratory experiments conducted under
wave loading only [38]. The input data for the first validation are: wave height H = 0.12 m, water
depth d = 0.5 m, wave period T = 1.4 s, seabed thickness h = 1.2 m, degree of saturation Sr = 1.0,
shear modulus G = 107 N/m2, Poisson’s ratio νs = 0.3, permeability Ks = 1.88× 10−4 m/s. Figure 6
depicts the wave patterns with corresponding dynamic pore water pressure of the seabed, which are
predicted by the present model and obtained from the experiment and FEM model separately. It can
be seen that the result obtained from both the wave model and seabed model are in good agreement
with the test data, which indicate that the present model is capable for simulating the wave motion in
the fluid domain as well as the corresponding soil response of a sandy seabed.
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Figure 6. Validation of the (a) Water surface elevation (η) and (b) Wave-induced pore pressure in
seabed (ps) under wave loading at z = −0.1 m against the experimental data (which was from [38])
and FEM result data (caculated from DIANA-SWANDYNE II [52]).

The second validation in this section is to compare with the previous laboratory experiments
conducted by Qi and Gao [38]. Unlike the previous case, this test simulates the seabed dynamic
response under wave and current, which are generated synchronously. The following current with
velocity of 0.05 m/s is adopted. The wave parameters and the soil properties are the same as
above. As shown in Figure 7, the fluid pattern tracked by the fluid model matches well with the
experiment data, while the pore water pressure simulated by the present model in correspondence
with that obtained from the experiment and the FEM model. Thus, the current model performs well for
simulating a more realistic marine dynamic elastic behaviour including both the fluid and soil parts.
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Figure 7. Validation of the (a) Water surface elevation (η) and (b) Wave-induced pore pressure in
seabed (ps) under wave combined current loading at z = −0.1 m against the experimental data (which
was from [38]) and FEM result (calculated from DIANA-SWANDYNE II [52]).

4. Dynamic Response of the Seabed

In this study, a new meshfree model is developed, based on Biot’s “u − p” approximation to
simulate the dynamic sandy seabed behaviour around an immersed tunnel under complex natural
loading including wave and current. As shown in Figure 8, the external loadings are assumed to be
propagating over the porous seabed in which the immersed tunnel is buried. The buried depth is
defined as b adopting 0.5 m below the seabed surface in this case. The sandy seabed foundation is
treated as an elastic two-phase medium above a rigid impermeable bottom with 200 m for seabed
length (Lx) and 40 m for seabed thickness (h). The seawater depth is specified as d. The immersed
tunnel is assumed to be placed on the trench dredged on the middle of the seabed of the computational
domain. The trench is back-filled by the same type of loose sand with the seabed soil. The tunnel
geometry, wave profile and seabed profile in this case are roughly the same as the actual conditions of
the Hong Kong–Zhuhai–Macao bridge tunnel, which could provide a reference of the sandy seabed
dynamic for such a large immersed tunnel under wave loading.
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Figure 8. The sketch of the computational domain of wave-seabed-tunnel interaction problem.
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The detailed dimensions of the immersed tunnel are given in the Figure 9. As shown in figure,
the immersed tunnel in this study is considered as an elastic material comprising two traffic tubes of
30 m long and 9 m high (cross section). The boundary condition of the immersed tunnel is treated
as impermeable with zero pore pressure gradient. No relative displacement is assumed between the
seabed soil and the tunnel frame on the consequence of the high fraction exists between the concrete
tunnel surface and seabed soil.
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3000 24000 3000

30
00

60
00

Figure 9. Cross section of an immersed tunnel element (Unit: mm).

The configuration of the fluid domain and seabed domain can be found in Table 1, as well as
the wave characteristics, seabed soil properties and modelling parameters. The seabed foundation
is assumed to be composed of relative dense deposited sand [53]. Figure 10 shows the applicability
range of the different wave theories [54]. The wave characteristics adopted in this study are in the
range of Stokes second-order wave (H = 4 m, T = 10 s, d = 30 m, shown as a red star in Figure 10),
which is generated and simulated by fluid model. The node number of the local region (K) for local
RBF method is 9, while a positive constant c which is known as the shape factor equals 6. The total
number of nodes in this case is 771,140. The convergence test has been done to check the stability of
the present parameter configuration, which is quite enough to obtain an accuracy and detailed result.
The time step ∆t set in this case is 0.5 s, while 20 time steps are contained in one wave period.

The aim of this section is tracking the dynamic soil response during the wave propagating over
the seabed around the immersed tunnel. During the wave propagation from the left to the right
of the computational domain continuously, the effective stresses and pore water pressures show
a correlation trend with the change of the water pressure acting on the surface of the seabed. As shown
in Figure 11, the oscillatory wave-induced pore water pressures, horizontal displacements (us) and
vertical displacement (ws) for the computational domain of the seabed at t = 13 s are presented,
respectively. It is found that the seabed dynamic behaviour with immersed tunnel is not periodic
symmetry any more under the cyclic wave loading. The figure shows that the existence of the immersed
tunnel has an obvious influence on the dynamic behaviour of the sandy seabed soil nearby by
comparing the region located on the leftward and the rightward of the tunnel. It can be seen in
Figure 11 that the placement of a tunnel weakens the displacement change of local area in a way,
while the fluctuation of the dynamic pore water pressure decrease around as well. In Figure 11c,
the dynamic pore water pressure of the seabed soil beneath the tunnel bottom shows a different
tendency from the surrounding that the positive oscillatory pore pressure occurs on the left corner
while the negative occurs on the right corner. In order to figure out a more detailed dynamic soil
response in the vicinity of the immersed tunnel, the results of dynamic pore water pressure of some
typical locations are analysed.
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d

d

Figure 10. Wave theories range of applicability [54]. The red star represents the wave characteristics
used in this study.

Table 1. Parameters used for standard case in parametric study.

Wave Characteristics Value Unit

Wave period (T) 10 s
Wave height (H) 4 m
Wavelength (L) 142.355 m
Water depth (d) 30 m

Soil Properties Value Unit

Poisson’s ratio (νs) 0.20 -
Permeability (Ks) 1.0× 10−5 m/s
Porosity (ns) 0.42 -
Degree of saturation (Sr) 0.95 -
Shear modulus (G) 5.0× 106 Pa
Density of soil particles (ρs) 2650 kg/m3

Tunnel buried depth (b) 0.5 m

Modelling Parameters Value Unit

Number of KNN (K) 9 -
Shape factor (c) 6 -
Nodes number (x direction) 2000 -
Nodes number (z direction) 400 -
∆t 0.5 s
Time steps in a period (Ndt) 20 -
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Figure 11. The dynamic distributions of the seabed around tunnel under the wave loading when
t = 13 s including (a) horizontal displacement; (b) vertical displacement, (c) pore water pressure.

As shown in Figure 8, points A to D are a set of symmetrical nodes about the tunnel at the depth
of −5 m in the seabed (x = 60, 82, 118, 140 m, respectively), while points E to F located at the depth
of −10 m (x = 60, 85, 115, 140 m respectively). Points F and G are set on 0.5 m below the two base
corners of the immersed tunnel. Figure 12 depicts the time series of the dynamic pore water pressure
generated by the two point sets. From the figure, it can be seen that the vibration of the pore water
pressure is more violent on the remote seabed from the tunnel, which is consistent with the conclusion
mentioned above. Furthermore, the amplitude reduced for point F and G below the tunnel are slightly
less than the points B and C on two sides of the tunnel. The pore water pressure vibration of the soil
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on points F and G is even larger than on points B and C, which indicates that the seabed foundation
beneath the immersed tunnel is more likely to be unstable due to transient liquefaction. In addition,
a phenomenon occurred which is that there is a phase difference of dynamic pore pressure brought
out under the base corners of the tunnel (points F and G), as shown in Figure 12b.
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Figure 12. Time series of wave-induced pore pressure in seabed foundation at (a) z = −5 m;
(b) z = −10 m.

5. Wave-Induced Liquefaction

The stability of the coastal structures and its seabed foundation is one of the main concerns for
engineering design procedure. The wave-induced liquefaction in a porous seabed is one of the most
significant unstable factors. Zen and Yamazaki [55] pointed out that the liquefaction of the porous
seabed is responding to the variation of the ocean wave, which is actually caused by the periodic
upward seepage force. Thus, we proposed to estimate the liquefaction state in two-dimensions, i.e.,

σ′0 + (Pb − ps) ≤ 0 (35)

where σ′0 represents the initial effective stress, Pb is the wave pressure acting on seabed, while ps is
the wave-induced transient pore pressure. The value of Pb − ps is equal to the excess pore pressure
generated by the wave loading (|ue|).

Figure 13 shows the wave-induced transient liquefaction area around the immersed tunnel at
three typical times (t = 12 s, t = 14 s and t = 15.5 s) separately. As shown in the figure, the transient
liquefaction area moves along the direction of the wave propagation. The previously liquefied area
is able to recover as the wave trough go away. This process is repeated periodically under the cyclic
wave loading. The maximum liquefaction depth in this case is 0.8 m below the seabed surface, as seen
in Figure 13a, while the soil that covered the tunnel is fully liquefied during one wave period which
illustrated in Figure 13b. Thus, the back filling soil above the tunnel can not protect the immersed
tunnel any more in this circumstance. Moreover, the maximum liquefaction depth of the rightward
seabed of the tunnel is 0.6 m, which is slightly shallow than that in leftwards of 0.8 m.
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(a) t = 12 s

(b) t = 14 s

(c) t = 15.5 s

Figure 13. The liquefaction area surrounding immersed tunnel for (a) t = 12 s; (b) t = 14 s and
(c) t = 15.5 s respectively.
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6. Parametric Study

In this section, parametric studies of the seabed liquefaction around the immersed tunnel are
carried out, which include the wave characteristics, soil properties and the effects of current specifically.

6.1. Effects of Wave Characteristics

Basically, the wave-induced oscillatory liquefaction phenomenon of the porous seabed is highly
relative to the water pressure propagating on it. As a consequence, the relation of the wave
characteristics and the liquefaction depth in the vicinity of the tunnel is discussed in detail with
respect to the wave period (T), wave height (H), and still water depth (d), separately. Table 2 lists the
input data involving the wave variables and other parameters. Figure 14 characterizes the maximum
liquefaction depth of the vertical section at x = 80 m which is on the left side of the tunnel in regard of
the different wave conditions.

Table 2. Parameters used for in parametric study of wave characteristics.

Wave Characteristics Value Unit

Wave period (T) 8 or various s
Wave height (H) 2 or various m
Water depth (d) 30 or various m

Soil Properties Value Unit

Poisson’s ratio (νs) 0.20 -
Permeability (Ks) 1.0× 10−5 m/s
Porosity (ns) 0.42 -
Degree of saturation (Sr) 0.95 -
Shear modulus (G) 5.0× 106 Pa
Tunnel buried depth (b) 0.5 m

It is well known that the wave height is in positive correlation to the value of the water pressure
acting on the seabed precisely. Furthermore, the water pressure will affect the wave-induced pore
water pressure in seabed deposits. As illustrated in Figure 14a, the maximum liquefaction depth grows
deeper with an increase of the wave height, which shows the positive relationship between the wave
height and the potential of liquefaction.

The wave period is another key wave parameter that influences the wave length directly, which
will further affect the seabed transient liquefy process. In this study, the wave periods are from 8 to
10 s. From Figure 14b, the maximum liquefaction depth is progressively increase with the rise of
wave periods. It can be concluded that the liquefaction degree is more intense in the case of a long
wave period.

Lastly, the influence of still water depth is discussed. The water depth ranges from 30 to 40 m.
Unlike wave height and period, the maximum oscillatory liquefaction depth decreases with the
raising of still water depth, as shown in Figure 14c, which indicates that the wave-induced transient
liquefaction is more likely to occur in the shallow water areas.
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Figure 14. The maximum liquefaction depth of seabed surrounding the tunnel with various (a) wave
heights; (b) wave periods; (c) water depths.
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6.2. Effects of Soil Properties

Besides the wave characteristics, the deposit conditions are found to be essential in a wave-seabed
structure interactions. The effects of two parameters of soil properties are discussed individually,
i.e., degree of saturation (Sr), and soil permeability (Ks). A series of topical values are selected in this
section, which are from 1.0× 10−5 to 1.0× 10−3 for soil permeability, and 0.925–0.975 for degree of
saturation, respectively. The wave condition and other parameters used in this section can be found
in Table 3.

Table 3. Parameters used for in parametric study of soil properties.

Wave Characteristics Value Unit

Wave period (T) 10 s
Wave height (H) 4 m
Water depth (d) 30 m

Soil Properties Value Unit

Poisson’s ratio (νs) 0.20 -
Permeability (Ks) 1.0× 10−5 or various m/s
Porosity (ns) 0.42 -
Degree of saturation (Sr) 0.925 or various -
Shear modulus (G) 5.0× 106 Pa
Tunnel buried depth (b) 0.5 m

To examine how the different soil parameters affect the seabed liquefaction around the immersed
tunnel, Figures 15 and 16 are depicted to show the vertical distribution of the excess pore pressure
(|ue|/σ′0) and the maximum liquefaction depth of the vertical section at x = 80 m in seabed with various
soil properties. Figure 15b illustrates that the maximum liquefaction depth is larger in the seabed
with relative low degree of saturation. While the same conclusion can be draw for the various of soil
permeability in Figure 16b, i.e., the smaller the soil permeability adopted, the deeper the liquefaction
occurs in the vicinity of the tunnel.
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Figure 15. (a) The vertical distribution of the excess pore pressure (|ue|/σ′0) under wave trough and
(b) the maximum liquefaction depth of the sandy seabed surrounding the tunnel with various degree
of saturation.
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Figure 16. (a) The vertical distribution of the excess pore pressure (|ue|/σ′0) under wave trough and (b) the
maximum liquefaction depth of the sandy seabed surrounding the tunnel with various soil permeability.

6.3. Effects of Current

In reality, the fluid circumstance above the seabed are quite complex, and need to considered in
the wave–current interaction. The motion of the current is able to influence the wave propagation,
which further affects the seabed liquefaction process. This section aims to investigate the relationship
between seabed liquefaction and the current around the immersed tunnel. The seabed response under
a second-order Stokes wave (T = 10 s, H = 4 m and d = 35 m) with a series of following currents
(U0 = 0.5, 1.0, 1.5 m/s) and opposing currents (U0 = −0.5, −1.0, −1.5 m/s) are compared with the no
current case. Other parameters used in this study are listed in Table 4.

Table 4. Parameters used in study of effects of current.

Wave Characteristics Value Unit

Wave period (T) 10 s
Wave height (H) 4 m
Water depth (d) 35 m
Current velocity (U0) −1.5 or various m/s

Soil Properties Value Unit

Poisson’s ratio (νs) 0.20 -
Permeability (Ks) 1.0× 10−5 m/s
Porosity (ns) 0.42 -
Degree of saturation (Sr) 0.95 -
Shear modulus (G) 5.0× 106 Pa
Tunnel buried depth (b) 0.5 m

As seen in Figure 17, the maximum liquefied depth in seabed around the tunnel (x = 80 m) is
0.4 m, 0.6 m and 0.7 m when the current velocity U0 takes on −1.5 m/s, 0 m/s and 1.5 m/s, which
indicate the following current could deeper the liquefaction zone while the opposing current could
decrease the liquefaction depth. Moreover, Figure 18 shows the liquefaction area around the immersed
tunnel (when wave trough travels above the cross section x = 80 m) triggered by the wave combined
different currents velocities. It can be concluded that not only the liquefied depth, but the liquefaction
zone changes around the tunnel are also positively relative to the velocity of the current. Thus,
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oscillatory liquefaction is more likely to occur under the following current and the opposing current is
able to decrease the potential of liquefaction.
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Figure 17. The liquefaction conditions around the tunnel with different wave height.

U0=0
U0=1.5 m/s
U0=-1.5 m/s

x (m)

z 
(m

)

Figure 18. Effect of currents U0 on maximum liquefaction depth around the immersed tunnel.

7. Conclusions

In this study, an integrated numerical model including a LRBFCM seabed model based on
Biot “u− p” approximation is proposed to investigate the flow field dynamics and corresponding
seabed behaviour around an immersed tunnel under second-order stokes wave combined current with
various velocities. The oscillatory liquefaction under the different wave characteristics, soil properties,
and current velocities are discussed in detail. From the numerical result, the following conclusions can
be drawn:

(1) The newly developed meshfree model is well validated by comparison with the analytical
solution, the laboratory experiments and previous numerical results. The LRBFCM is examined
to be reliable in simulation of wave-induced oscillatory liquefaction behaviour of a seabed.
Moreover, on the consequence of mesh-independence, the present model is more efficient than
the conventional model based on FEM (Finite element method) or FVM (Finite volume method).

(2) The existence of the immersed tunnel affects surrounding seabed dynamic behaviours, which
are able to weaken the displacement and dynamic pore pressure change nearby. Furthermore,
the maximum liquefied depth on the right of the tunnel is smaller than that on the left.
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(3) The wave-induced transient liquefaction around the tunnel is highly relative to the wave
characteristics. It is found that the seabed liquefaction is more likely to occur under a shallow
water area with the waves of large wave height and long period.

(4) The parametric studies show that the soil properties around tunnel have a significant impact on
the liquefaction behaviour as well. The smaller the soil permeability and degree of saturation
adopted, the deeper the liquefaction occurs in the vicinity of the tunnel.

(5) Based on the numerical result, the occurrence of currents could obviously affect wave-induced
liquefaction. The following current can aggravate the seabed liquefaction while the opposing
current can decrease the liquefied risk around the tunnel.
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Abbreviations

p0 The amplitude of linear wave pressure at the seabed surface
Pb The dynamic wave pressure at the seabed surface
γω Unit weight of water
ns Soil porosity
βs The compressibility of pore fluid
K f The bulk modulus of pore fluid
〈〉 Darcy’s volume-averaging operator
〈〉 f The intrinsic averaging operator
ρwater,ρair Density of water and air
ρ f ,ρs Density of fluid and solid
ρ Average density of a porous seabed
α The indicator function
ui The velocity vector
gi The gravitational acceleration
µe f f The efficient dynamic viscosity
µ The molecular dynamic viscosity
νturb The turbulent kinetic viscosity
d50 The medium grain diameter of the material
KC The Keulegan-Carpenter number
T0 The period of the oscillatory
Φwater,Φair Water and air properties
σ′x, σ′z The effective normal stresses in the x- and z-directions
σ′0 The initial effective stress
τxz The shear stress
us, ws The soil displacement in the x- and z-directions
b Tunnel buried depth
Kw The true bulk modulus of the elasticity of water
Sr The degree of saturation
Pwo The absolute water pressure
ps The pore water pressure
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ue The excess pore pressure geberated by the wave loading
αm The undetermined coefficient related to RBF of a linear equation
p∗ The psedo-dynamic pressure
G The shear modulus
K The number of nearest neighbour nodes
H Wave height
d Water depth
h Seabed thickness
T Wave period
U0 Current velocity
νs Poisson’s ratio
Ks Soil permeability
η Wave profile
E Young’s modulus
L Wavelength
Lx Seabed length
z Soil depth
κ The turbulence kinetic energy
ε The turbulence energy dissipation rate
εs The volume strain
Cµ An empirical constant relate to the turbulent viscosity
c Shape factor
Ndt Time steps in a period
FEM Finite Element Method
FVM Finite Volume Method
VARANS Volume-Average Reynolds-Average Navier-Stokes
VOF Volume of fluid
2D Two-dimensional
3D Three-dimensional
LRBFCM Local radial basis function collocation method
MLS Moving least-square method
PIM Point interpolation method
RBF Radial basis function
MQ Multiquadrics
GRBFCM Global radial basis function collocation method
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Abstract: The rigid wingsail is a new type of propulsion equipment which greatly improves the
performance of the sailboat under the conditions of upwind and downwind. However, such
sail-assisted devices are not common in large ships because the multi-element wingsail is sensitive
to changes in upstream flow, making them difficult to operate. This problem shows the need for
aerodynamic study of wingsails. A model of two-element wingsail is established and simulated
by the steady and unsteady RANS approach with the k-ω SST turbulence model and compared
with the known experimental data to ensure the accuracy of the numerical simulation. Then, some
key design and structural parameters (camber, the rotating axis position of the flap, angle of attack,
flap thickness) are used to characterize the aerodynamic characteristics of the wingsail. The results
show that the position of the rotating shaft of the flap has little influence on the lift coefficient at
low camber. When stall occurs, the lift coefficient first increases and then decreases as the flap axis
moves backward, which also delays the stall angle at a low camber. At the high camber of AOA = 6◦,
the lift coefficient always increases with the increase of the rotating axis position of the flap; especially
between 85% and 95%, the lift coefficient increases suddenly, which is caused by the disappearance of
large-scale flow separation on the suction surface of the flap. It reflects the nonlinear coupling effect
between camber of wingsail and the rotating axis position of the flap

Keywords: wingsail; aerodynamics; numerical simulation

1. Introduction

The rigid wingsail is a common auxiliary propulsion device. Due to its characteristics of
environmental protection and energy saving, the rigid wingsail has been applied to various types
of ships. In 1980, two rectangular rigid wingsails with a total sail area of 194.4 m2 on “Shin Aitoku
Maru” were installed in Japan, which was the world’s first modern sail-assisted commercial tanker.
After four years of actual sailing, oil tankers can save 8.5% a year compared with conventional
ships [1]. Although the international oil price fluctuates greatly, the research on sail-assisted vessels
varies from country to country. In 2018, China Shipbuilding Group delivered the world’s first Very
Large Crude Carrier (VLCC), “Kai Li”, with wingsails (Figure 1). The trial results show that the
energy-saving efficiency of the VLCC is obvious [2]. At the same time, the wingsails have also been
rapidly developed in the field of unpowered navigation. Particularly in 2010, BMW Oracle was
powered by a 60-meterhigh, multi-element wingsail, which won the 33rd America’s Cup. The flexible
size and excellent performance of the wingsail has rekindled the interest of the shipping industry [3].
However, due to the phenomenon of flow separation or stall on the surface of the wingsail, the
propulsion performance of the wingsail will be deteriorated, which will seriously affect the stability
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of the ship. The New Zealand Chiefs [4] suffered a shipwreck in the 35th America’s Cup (Figure 2).
Therefore, it is very important to find an effective method to control flow separation or delay stall.
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In order to improve the stall characteristics, different flow control methods are used, which can
be divided into active control and passive control. The active control method has been applied to
the controllable loop sail [5], fluid injection [6,7], turbine sail [8], Magnus sail [9], trailing flap [10,11],
leading slat [11,12], etc. The passive method is also applied to different types of technologies, such as
Walker sails [13], deformed flaps [14] and leading-edge tubercles [15], etc.

In recent years, the flap setting of the wingsail is considered to be a very feasible active control
method to control the flow separation. This idea has been applied in the American Cup Sailing
Competition with great success. The rigid wingsail consists of two or three symmetrical wings. There is
a gap between them to control the wingsail camber on starboard tack and port tack (Figure 3), so as to
improve the propulsion performance and delay stall. Many scholars have also carried out research on
the aerodynamic characteristics.J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 4 of 16 
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In 1996, Daniel [11] designed a high-performance, three-element wingsail. The experimental
results show that the maximum thrust coefficient of the three-element wingsail is increased by 68%,
the stall angle is delayed between 4◦ and 6◦, and the thrust in the whole operation area is also improved.
At the most efficient wind direction angle of the wingsail, the thrust is increased by 83%. This proves
the superiority of multi-element wingsail in propulsion characteristics. In 2003, Fujiwara [16,17]
switched from a triangular sail to a rectangular one. Its propulsion performance is superior to that
of Nojiri’s hybrid dynamic sail. In 2015, he cooperated with Qiao Li [14] to modify the hybrid sail,
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replacing the flap with a rigid plate and controlling the rotation of the wing and the plate. Therefore,
the sail was also called a variable camber sail(VCS). Through simulation and test, the aerodynamic
performance of the VCS was better than that of naca0021 sail and the plate sail. Vincent [18] carried
out the simulating research of the two-element wingsail with some key design parameters (camber,
slot width, angle of attack, flap thickness, etc.) The results show that the transition phenomenon
of flap boundary layer occurs due to the existence of laminar separated bubbles and the interaction
between the wing and flap boundary layer in the slot region. The stall is related to slot leakage
flow with nonlinear coupling and the leakage flow is affected by flap deflection, slot width and flap
thickness. Through PIV measurement and numerical simulation, Alessandro [19] explained the flow
phenomena of rigid wingsails at low and high cambers in detail, especially the flow behavior near
the slot between two element wings. He pointed out that the flow field in the gap is the key factor
affecting the performance of the wingsail. However, the internal relationship between the change of
slot size and the development of wingsail aerodynamic characteristics is still unclear. In order to better
understand the aerodynamic characteristics and better control of the rigid wingsail, some numerical
studies are proposed in this paper.

2. Methods

2.1. The Geometry of the Wingsail

The geometry is a simplified configuration of a two-element wingsail with 1/20th model-scale
(as Figure 3 and Table 1). The nondimensional number for characterizing the flow of fluid Reynolds
number is defined by Equation (1):

Re =
ρvc
µ

(1)

where µ is the viscosity coefficient of air. The results of naca0018 airfoil with Re = 5 × 105 (the wind
speed is assumed to be 20 m/s) are compared with the existing experiments to ensure the accuracy of
the numerical results. The general view of the geometry and its characteristic parameters are as follows:

Table 1. Parameterization of wingsail.

c 0.35 m

h 0.7 m

Re 5 × 105

d 0–25◦

α 0–20◦

g 2.4%

Xr 75%–95%

The aim of this paper is to understand the influence of geometric parameters on aerodynamic
performance. The parametric design of the wingsail is selected and described in Figure 4. In order to
simplify the general problem, it has been decided to focus on the flap deflection angle d, the position of
flap rotation axis in the direction of the wing chord Xr, and flap thickness e2/c2. The angle of attack (α)
of the wing represents the angle of attack (AOA) of the wingsail, as seen in Figure 4.

Based on the preliminary simulation and previous research [11,18], the initial wingsail
configuration has chord ratio c1/c2 = 3:2, wing thickness e1/c1 = 18%, flap thickness e2/c2 = 15%, one
flap rotation axis Xr/c1 = 85%, slot width g/c1 = 2.4%. Its name will be r1.5t1815 X85g2.4. Adding the
angle of attack (α) and flap deflection angle (d) after this name, and the full configuration name of the
wingsail will be r1.5t1815 X85g2.4α6 d15, for α = 6◦, d = 15◦.
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where y is the distance from the first mesh cell to the nearest wall. In this paper, y is specified 
as2.871×10−5c on the wingsail surface. In this case, the profile of the dimensionless wall distance y+ on 
the surface of the wingsail with AOA =6° is shown in Figure 7. It can be seen that the value of y+ on 
the sail surface is about 1, ensuring the accuracy of numerical calculation results. The growth ratio of 
the prism layer is 1.2.The total number of nodes in the grid is about 9.86 million. 
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Figure 4. Wingsail geometry and parameterization.

2.2. The Grid Structure

Computational Domain. Before mesh generation, the calculation domain of geometric model should
be determined. The computational domain of wingsail is large enough (32c × 30c × 10c) to consider the
side effect as negligible (Figure 5). AOA is adjusted by rotating the direction of the airflow. The chord
of the wingsail is 0.35 m and the span 0.7 m. In order to simplify the model, the atmospheric boundary
layer is not considered. The boundary conditions used are velocity inlets on three sides (inlet, starboard
boundary, port boundary) and a static pressure outlet equal to the far-field pressure. The velocity at
the inlet is uniform, and the value is the same as the free flow velocity. The wingsail surface and the
bottom surface of the computational domain are defined as anti-slip walls.
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Figure 5. Box domain for the freestream simulation.

Mesh Details. The quality of grid determines the accuracy of numerical results. Particular attention
has been paid to refine the mesh in the slot, being a region of interaction between the wake of the wing,
flow from the slot and the flap boundary layer. Mesh resolution close to the slot has been encrypted as
shown in Figure 6. In addition, the mesh size of the flap leading-edge curve is set as 0.4545% (in the
case of mesh number 9.86M). In order to ensure the accurate simulation of the flow field near the wall,
the height of the first grid cell closest to the wall should be suitable. The nondimensional wall distance
for a wall-bounded flow y+ is defined by Equation (2):
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where y is the distance from the first mesh cell to the nearest wall. In this paper, y is specified as
2.871 × 10−5 c on the wingsail surface. In this case, the profile of the dimensionless wall distance y+ on
the surface of the wingsail with AOA = 6◦ is shown in Figure 7. It can be seen that the value of y+ on
the sail surface is about 1, ensuring the accuracy of numerical calculation results. The growth ratio of
the prism layer is 1.2. The total number of nodes in the grid is about 9.86 million.
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Figure 7. Wall y+ contour on wingsail surface (AOA = 6 deg).

Mesh Independence. It is considered a necessary step to analyze the influence of grid characteristics.
When Re = 5 × 105, four different grid numbers (including 2.57, 4.22, 9.86 and 14.4M) are used to
estimate the grid sensitivity. In the case of AOA = 6◦, the grid independence analysis is carried out
with steady Reynolds Average N-S equation and AOA = 15◦ with URANS. Figure 8 reports the lift
and drag coefficients of the unmodified sail model. As shown in Figure 8, the number of grids has
a great influence on the lift coefficient, and the error of lift coefficient is less than 0.3% between 9.86
and 14.4M. Based on these calculations, the increase in the number of grids (relative to the case of
9.86M) results in a small change in lift. And the drag coefficient, whose change can be considered as
acceptable. Therefore, the grid number of 9.86M is used in this study.
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In order to further verify the reliability of the grid with URANS, the influence on the flow field
with different grid sizes is also analyzed when Re = 5 × 105 and AOA = 15◦. For four different grids
(including 2.57, 4.22, 9.86 and 14.4M), the velocity vector on the x–y plane is shown in Figure 9. It can
be observed that there is a large separation vortex on the suction surface of the flap and a small vortex
on the wake of the wing, which is generated by grids of 9.86 and 14.4M, respectively, but there is no
obvious flow separation for grids of 2.57 and 4.22M. There was no significant difference in the flow
profile between 9.86 and 14.4M. Therefore, the grid number of 9.86M is suitable for the research of
wingsail 3D.J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 7 of 16 
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Figure 9. Flow profiles on the mid-span of wingsail with different grid numbers of (a) 2.57M, (b) 4.22M,
(c) 9.86M and (d) 14.4M (AOA = 15 deg).

2.3. Computational Approach

Numericalmethod. Menter [20] established the k-ω turbulence model of shear stress transport (SST).
Hassan [21] compared the numerical predicted results of standard, RNG and realizable K-ε, standard
and SST K-ωmodels with the experimental data, and found that the K-ω SST model is the most accurate
prediction model. So the steady Reynolds Averaged Navier–Stokes(RANS) equations are solved thanks
to ANSYS Fluent finite-volume solver with low angle of attack before stall occurs; then, the unsteady
Reynolds Average N-S equation is used based on the SST K-ω models when physical instabilities
exist [22,23]. As the low Reynolds number is based on the chord of the wingsail (Re = 5 × 105), the
fluid is considered as incompressible (the Mach number of the inlet is about 0.062). These models are
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assigned solvers which control the number of the time step. The selected time step size is computed
in the case of CFL = V∆t/∆x = 1. The impact of time models on the aerodynamic performance of the
wingsail is investigated at Re = 5 × 105(i.e., V = 20.87 m/s), and the mesh size of the leading-edge curve
of the flap is taken as the length interval (i.e., ∆x = 5 × 10−4 m). Therefore, the magnitude of the time
step ∆t is set at a value of 2.5 × 10−5 s in this simulation investigation. The turbulence intensity at inlet
is 1%. The discrete format is quick. Simple algorithm is adopted for the pressure velocity coupling
scheme [24].

Model validation. In order to verify the numerical results, the lift coefficient of the two-dimensional
wingsail model in a free flow environment is compared with the experimental results, as shown
in Figure 10. Daniel [11] had carried out experimental research on the lift/drag characteristics of
naca0018 wing.
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Figure 10. Comparison of lift coefficient (a) and drag coefficient (b) between test and CFD.

In the case of Re = 5 × 105, the RANS method is verified. Before stall (AOA < 15◦), the numerical
calculation results of the lift coefficient and drag coefficient are close to the experimental values, and
the estimation error is less than 5%. At the same time, the prediction of the position of the stall angle is
accurate. Although the results of numerical prediction are different from the experimental values after
stall, it is acceptable that the 2D numerical calculations used for the qualitative study of the lift/drag
characteristics of the wingsail.

3. Numerical Results

3.1. Two-Dimensional Wingsail Configurations Study

The lift force and drag force are converted into dimensionless lift coefficient CL and drag coefficient
CD, respectively. They are defined as follows:

CL =
L

0.5ρv2AR
(3)

CD =
D

0.5ρv2AR
(4)

where L and D are the lift force and drag force of the wingsail, respectively. AR is the aspect area of
wingsail, include the wing and flap. The lift coefficient and drag coefficient characteristics of wingsail
with different geometric parameters are compared.

Camber and the rotation axis of the flap effect: as the key parameter, the rotating axis position of the
flap in the direction of the wing chord Xr is selected as 75% and 85%; five cambers (d = 5◦, 10◦, 15◦,
20◦, 25◦) have been selected as Figure 11.
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Figure 11. Convergence of lift coefficients as a function of AOA and flap deflection angle with
(a) Xr = 85% and (b) Xr = 75%.

When Xr is 85%, the stall does not occur advance with the increase of flap deflection angle at
low camber as Xr is 75%. It can be illustrated that the slot width with Xr = 75% exceeds that with
Xr = 85% due to the coupling between the camber of the wingsail and the slot width (as Figure 12).
The fluid through the slot is enough to supplement the loss of the wing wake, then delay the stall.
When the flap deflection angle is more than 15◦, the stall angle begins to reduce, which is caused by
flow separation of the wing wake, then the flap stalls. The maximum lift coefficient of the wingsail
is 2.29 when the flap deflection angle is 20◦ with AOA = 12◦. However, due to the reduction of stall
angle, the comprehensive performance of the wingsail with d = 20◦ is not as good as that with d = 15◦.
When the flap deflection angle adds to 25◦, the lift coefficient decreases in the range of full angles
of attack, which may be caused by the stalls. Therefore, it is necessary to consider the rotating axis
position of the flap, flap deflection angle and slot width when choosing flap geometry parameters.
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Figure 12. The slot width with Xr = 85% and 75%.

Camber and flap thickness effect: Nine selected simulations are summarized in Table 2 to illustrate
the coupling between the camber (flap deflection) and the thickness of the flap. It can be seen that the
flap thickness (e2/c2) has little effect on the lift and drag coefficients of d = 5◦ and 15◦ (low camber),
but has significant effect on d = 25◦ (high camber) which shows the nonlinear coupling between flap
thickness and flap deflection angle.

For high camber, the thickening flap leads to an increase of the leading-edge radius which decreases
the pressure coefficient suction peak and has postponed the stall of the wingsail. It emphasizes the
complexity of the slot flow of a two-element wingsail through the strong coupling between flap
deflection, thickness and slot width. The slot effect may be useful to recall some famous papers with
Gentry [25] and Smith [26] which illustrate the complex effect among the wing wake, the leakage
flow from the slot and the flap boundary layer as may be seen in Figure 13. Therefore, the slot of the
wingsail includes a strong design constraint which include the rotating axis position of the flap, flap
deflection, flap thickness and slot width.
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Table 2. Results for α = 6◦ with the SST transitional turbulence model.

Configurations e2/c2 d CL CD L/D

r1.51815x0.85g2.4α6d5 15% 5◦ 1.005 0.0213 47.16
r1.51815x0.85g2.4α6d15 15% 15◦ 1.724 0.0338 50.94
r1.51815x0.85g2.4α6d25 15% 25◦ 1.951 0.06 32.53
r1.51812x0.85g2.4α6d5 12% 5◦ 1.002 0.0207 48.5
r1.51812x0.85g2.4α6d15 12% 15◦ 1.73 0.0336 51.47
r1.51812x0.85g2.4α6d25 12% 25◦ 1.606 0.1628 9.87
r1.51810x0.85g2.4α6d5 10% 5◦ 1.002 0.0208 48.22
r1.51810x0.85g2.4α6d15 10% 15◦ 1.74 0.0337 51.59
r1.51810x0.85g2.4α6d25 10% 25◦ 1.649 0.1649 10J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 10 of 16 
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3.2. Three-Dimensional Study about Effect of Flap Rotation Axis Position

3.2.1. Aerodynamic Performance

The three-dimensional flow around the wingsail at low camber (d = 15◦) and high camber (d = 25◦)
is studied in detail. In order to better study the effect of the rotating axis position of the flap on the
aerodynamic characteristics and delayed stall of the wingsail, we analyzed the lift characteristics of the
wingsail when the rotating axis of the flap is located at different positions of the wing chord (Xr = 75%,
80%, 85%, 90% and 95%) at α = 6◦ and 15◦.

Figure 14 shows the lift characteristics for different rotating axis positions of the flap. The position
of flap rotating axis has little effect on lift coefficient at α = 6◦ (stall has not yet occurred) with low
camper. The lift coefficient first increases and then reduces with the position of flap rotation axis
moving backward; especially from 80% to 85%, it drops suddenly at α = 15◦ (stall has occurred). It can
be illustrated that the change is caused by the flow separation of the wing wake and the flap suction
surface from Figure 16. At α = 6◦ with high camber, the lift coefficient increases with the position of
the flap rotating axis moving backward, especially from 85% to 95%. It can be explained from Figure
17b that the flow separation on the suction surface of the flap has disappeared.
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3.2.2. Streamlines

As for the wingsails with different rotating axis positions of the flap at α = 15◦ and d = 15◦,
the streamlines on the mid-span of wingsail are depicted in Figure 15. It can be found that a small
separation vortex appears in the wake of the wing and a large separation vortex appears in the regions
over the suction surface of the flap at Xr = 90%.J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 11 of 16 
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Figure 15. Streamlines at mid-span of the wingsail at (a) Xr=75% (b) Xr=85% (c) Xr=90% and (d) 
Xr=95% with α=15°, d=15°. 
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that the forward movement of the rotating axis position of the flap increases the fluid flow through 
the slot, delays the flow separation of the suction surface of the wing, or delays stall of the wingsail. 
An obvious separation helix appears on the suction surface of the wing at Xr=95%, which indicates 
that the vortex has been formed. When the rotating axis position of the flap is moves backward from 
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boundary layer. 

Figure 15. Streamlines at mid-span of the wingsail at (a) Xr = 75% (b) Xr = 85% (c) Xr = 90% and
(d) Xr = 95% with α = 15◦, d = 15◦.

Figure 16 shows the limiting streamline and static pressure contours on suction surface for
two-element wingsail at different rotating axis positions of the flap. With the backward movement of
the rotating axis position of the flap, the flow separation of the suction surface of the wing expands
from the blade root to the top, and the return area becomes larger for the low camber wingsail. The flow
separation line appears on the suction surface of the wing at Xr = 85%. It explains that the forward
movement of the rotating axis position of the flap increases the fluid flow through the slot, delays
the flow separation of the suction surface of the wing, or delays stall of the wingsail. An obvious
separation helix appears on the suction surface of the wing at Xr = 95%, which indicates that the vortex
has been formed. When the rotating axis position of the flap is moves backward from 90% to 95%,
the flow separation on the suction surface of flap disappears. We guess the fluid flowing through the
smaller gap does not supplement the wake of the wing, but flows along the flap boundary layer.
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3.2.3. Velocity Magnitude Contours

It can be seen from Figure 17 that the suction surface of the wing has a large flow separation
at α = 15◦ with low camber. At Xr = 85%, the fluid flowing through the slot complements the flow
separation of the wing wake and the flap suction surface. There is no vortex in the mid-span of the
wingsail. The slot jet can be observed clearly at Xr = 90%. As a result of the reduced slot width due to
the rotating axis position of the flap backward, the slot jet only divides the vortex of the wing wake and
there is a large-scale flow separation on the suction surface of the flap, which causes deep stall of the
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flap. This phenomenon has also been observed and described in Biber [27] and Chapin [18]. Because
of the smaller slot width at Xr = 95%, the slot jet only flows along the boundary layer of the flap, which
has little effect on the separation flow of the wing wake. If the slot is further reduced or not set, the flap
setting may aggravate the separation of the wing wake, such as the research of the hybrid sail designed
by Qiao Li [14]. However, the forward movement of the rotating axis position of the flap is limited by
the flap deflection angle. As shown in Figure 18, when the rotating axis position of the flap moves
forward from 90% to 85% at α= 6◦, the large-scale flow separation occurs on the suction surface of the
flap, as the phenomenon seen by Fiumara [19] in the two-element sail experiment in 2016.

J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 13 of 16 

 

separation of the wing wake and the flap suction surface. There is no vortex in the mid-span of the 
wingsail. The slot jet can be observed clearly at Xr = 90%. As a result of the reduced slot width due to 
the rotating axis position of the flap backward, the slot jet only divides the vortex of the wing wake 
and there is a large-scale flow separation on the suction surface of the flap, which causes deep stall of 
the flap. This phenomenon has also been observed and described in Biber [27] and Chapin [18]. 
Because of the smaller slot width at Xr = 95%, the slot jet only flows along the boundary layer of the 
flap, which has little effect on the separation flow of the wing wake. If the slot is further reduced or 
not set, the flap setting may aggravate the separation of the wing wake, such as the research of the 
hybrid sail designed by Qiao Li [14]. However, the forward movement of the rotating axis position 
of the flap is limited by the flap deflection angle. As shown in Figure 18, when the rotating axis 
position of the flap moves forward from 90% to 85% at α= 6°, the large-scale flow separation occurs 
on the suction surface of the flap, as the phenomenon seen by Fiumara [19] in the two-element sail 
experiment in 2016. 

 
(a) Xr = 85% 

 
(b) Xr = 90% 

 
(c) Xr = 95% 

Figure 17. Velocity magnitude contours at mid-span of wingsail at (a) Xr= 85% (b) Xr= 90% and (c)Xr= 95% with 
α=15°,d=15° 

 
(a) Xr = 85% 

 
(b) Xr = 90% 

Figure 17. Velocity magnitude contours at mid-span of wingsail at (a) Xr = 85% (b) Xr = 90% and
(c)Xr = 95% with α = 15◦, d = 15◦
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4. Conclusions 

By studying the influence of flap geometric parameters on the aerodynamic characteristics of 
two-element wingsail under steady and unsteady conditions, two-dimensional and 
three-dimensional related parameters were simulated using the same Reynolds number (Re =5×105). 

The 2D simulation results show that, when the rotating axis position of the flap is located at 85% 
of the wing chord, the thickening flap leads to an increase of the leading-edge radius which 
decreases the pressure coefficient suction peak and has postponed the stall of the wingsail for high 
camber. It reflects the nonlinear coupling effect between wingsail camber and flap thickness. When 
the rotating axis of the flap is located at the 75% of the wing chord, the stall angle is delayed with the 
increase of the flap deflection angle at low camber. When selecting the geometric parameters of the 
flap, factors such as the position of the flap rotation axis, the flap deflection angle, and the flap 
thickness need to be considered comprehensively. 

The 3D simulation mainly studies the influence of the flap rotating axis position and the flap 
deflection angle on the stall characteristics of the wingsail. When stall has not yet occurred with low 
camber, the rotating axis position of the flap has little effect on the lift coefficient, while stall has 
occurred, the lift coefficient increases first and then reduces with the rotating axis position of the flap 
moving backward. The flow separation of the suction surface of the wing expands from the root to 
the top and the return area becomes larger, especially from the 80% to the 85%, the lift coefficient 
drops suddenly. This is caused by the flow separation between the wing wake and the flap suction 
surface. At high camber with AOA=6°, the lift coefficient always increases with the position of the 
flap rotation axis, especially from 85% to 95%, the lift coefficient suddenly rises, which is caused by 
the disappearance of large-scale flow separation of the flap suction surface. 

Therefore, the slot width is an important factor affecting the flow separation of the wing wake 
and the suction surface of the flap, where size is affected by the rotating axis position of the flap and 
the flap deflection angle. When the flap deflection angle is adjusted to obtain a large lift coefficient, 
the restriction of the rotating axis position of the flap must be considered to ensure a reasonable stall 
angle range. 
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4. Conclusions

By studying the influence of flap geometric parameters on the aerodynamic characteristics of
two-element wingsail under steady and unsteady conditions, two-dimensional and three-dimensional
related parameters were simulated using the same Reynolds number (Re = 5 × 105).

The 2D simulation results show that, when the rotating axis position of the flap is located at 85% of
the wing chord, the thickening flap leads to an increase of the leading-edge radius which decreases the
pressure coefficient suction peak and has postponed the stall of the wingsail for high camber. It reflects
the nonlinear coupling effect between wingsail camber and flap thickness. When the rotating axis of
the flap is located at the 75% of the wing chord, the stall angle is delayed with the increase of the flap
deflection angle at low camber. When selecting the geometric parameters of the flap, factors such
as the position of the flap rotation axis, the flap deflection angle, and the flap thickness need to be
considered comprehensively.

The 3D simulation mainly studies the influence of the flap rotating axis position and the flap
deflection angle on the stall characteristics of the wingsail. When stall has not yet occurred with
low camber, the rotating axis position of the flap has little effect on the lift coefficient, while stall has
occurred, the lift coefficient increases first and then reduces with the rotating axis position of the flap
moving backward. The flow separation of the suction surface of the wing expands from the root to
the top and the return area becomes larger, especially from the 80% to the 85%, the lift coefficient
drops suddenly. This is caused by the flow separation between the wing wake and the flap suction
surface. At high camber with AOA = 6◦, the lift coefficient always increases with the position of the
flap rotation axis, especially from 85% to 95%, the lift coefficient suddenly rises, which is caused by the
disappearance of large-scale flow separation of the flap suction surface.

Therefore, the slot width is an important factor affecting the flow separation of the wing wake
and the suction surface of the flap, where size is affected by the rotating axis position of the flap and
the flap deflection angle. When the flap deflection angle is adjusted to obtain a large lift coefficient,
the restriction of the rotating axis position of the flap must be considered to ensure a reasonable stall
angle range.
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Nomenclature

Re Reynolds number [-]
α Angle of attack of the main wing (AOA) [◦]
c total chord of the wingsail [m]
c1 chord of the main wing [m]
c2 chord of the flap [m]
CD Drag coefficient [-]
CL Lift coefficient [-]
d Flap deflection angle [◦]
g non-dimensional slot width (g/c1) [-]
e1 thickness of the main wing [m]
e2 thickness of the flap [m]
AR The aspect area of wingsail [m2]
y+ Non-dimensional wall distance [-]
ρ The density of the air [kg/m3]
z The height of wingsail in the vertical direction [m]
h Wingsail height [m]
L Lift force [N]
D Drag force [N]
v The velocity of inflow [m/s]
Xr The position of flap rotation axis in the direction of the wing chord [-]
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Abstract: Dispersion characteristics are important factors affecting groundwater solute transport in
porous media. In marine environments, solute dispersion leads to the formation of freshwater aquifers
under islands. In this study, a series of model tests were designed to explore the relationship between
the dispersion characteristics of solute in calcareous sands and the particle size, degree of compactness,
and gradation of porous media, with a discussion of the types of dispersion mechanisms in coral
sands. It was found that the particle size of coral sands was an important parameter affecting the
dispersion coefficient, with the dispersion coefficient increasing with particle size. Gradation was also
an important factor affecting the dispersion coefficient of coral sands, with the dispersion coefficient
increasing with increasing d10. The dispersion coefficient of coral sands decreased approximately
linearly with increasing compactness. The rate of decrease was −0.7244 for single-grained coral
sands of particle size 0.25–0.5 mm. When the solute concentrations and particle sizes increased,
the limiting concentration gradients at equilibrium decreased. In this study, based on the relative
weights of molecular diffusion versus mechanical dispersion under different flow velocity conditions,
the dispersion mechanisms were classified into five types, and for each type, a corresponding flow
velocity limit was derived.

Keywords: coral sands; porous media; model test; dispersion; mechanical dispersion; molecular
diffusion

1. Introduction

Coral sands are a kind of biogenic soil in marine environments, originating from the fracturing
and sedimentation of coral skeletons by wind and waves [1]. The primary features of coral sands
include a high content of calcium carbonate—often more than 90%—and a relatively short sediment
transport distance, which results in particles frequently retaining the inner pore structure of coral bones,
and are characterized by irregular shapes, high angularity, and fragility [2–4]. The sediments formed
by coral sands have a high void ratio and display hydrogeological characteristics different from those
of terrigenous sediments. Islands in the South China Sea are all composed of coral sediments, with
these sediments being the only carriers in the formation of fresh groundwater aquifers in the South
China Sea islands and reefs. Given that the dispersion coefficient of coral sands is a key factor affecting
the conservation of fresh groundwater, uncovering the dispersion pattern of groundwater solute in
coral sands will provide the basic parameters and theoretical basis for the numerical simulation of the
formation and evolution of fresh groundwater aquifers in the South China Sea islands and reefs, as
well as the conservation and utilization of these aquifers.

Solute dispersion in hydrated porous media has been extensively studied. The earliest work was
performed by Taylor, who used a capillary tube model to investigate this topic and proposed a method
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for calculating the longitudinal dispersion coefficient of porous media [5]. Taylor considered only
convection, and therefore derived the molecular diffusion coefficient by measuring the longitudinal
dispersion coefficient [5]. Klotzd et al. explored the relationship between the longitudinal dispersion
coefficient and average pore flow velocity, the fluid viscosity coefficient, and the characteristic
parameters of soil media by conducting a large number of field and laboratory experiments [6].
Gupta proposed a solute transport mechanism for unsaturated porous media, suggesting that two
types of pores exist in unsaturated soils, namely, “backbones” and “dead ends,” with solute mainly
moving by convection in the former and by diffusion in the latter [7]. De Arcangelis et al. studied
dispersion calculation methods for network models of porous media, deduced the precise law of tracer
motion under the combined action of molecular diffusion and convection, and introduced an effective
probability propagation algorithm, which permitted an exact calculation of the distribution of the
first-passage-time of the tracer as it flowed through the medium [8]. Sahimi studied hydrodynamic
dispersion in two types of heterogeneous porous media, one in which a fraction of the pores did not
allow material transport to take place, and the other in which the permeabilities of various regions of the
pore space were fractally distributed [9]. Lowe calculated the dispersion coefficient of tracer particles
in the fluid of a porous medium randomly filled with spheres, finding that at high Peclet numbers,
the tracer motion was mainly determined by convection, and the dispersion process was abnormal
with a divergent dispersion coefficient [10]. Zhang proposed a calculation method for hydrodynamic
dispersion parameters of adsorptive solutes, deriving formulas for calculating hydrodynamic dispersion
coefficients of saturated and unsaturated soils [11]. LI improved the flexible-wall permeameter to make
it suitable for finding the dispersion parameters of low-permeability soils, namely, determining the
dispersion coefficients through numerical inversion of the breakthrough curve [12]. Shao conducted a
one-dimensional dispersion test with silt loam, calculated the hydrodynamic dispersion coefficient
of unsaturated silty loam using the soil water and salt dynamics measured in a vertical soil column
solute transport experiment, and established the relationship between hydrodynamic dispersion
coefficients and pore flow velocities for this type of soil [13]. Jensen adopted the nonlinear least-squares
optimization code CXTFIT developed by Parker and van Genuchten to perform curve fitting, thereby
obtaining parameters for different forms of the convection–dispersion equation (CDE) [14].

The underground freshwater of islands are the basis for the normal operation of their ecosystems.
The generation of underground fresh water is closely related to island size and stratum characteristics.
Restricted by the scale of research objects and experimental conditions, the research in this aspect
is mostly conducted by means of numerical simulation. The permeability coefficient, dispersion
coefficient, and specific yield are three important parameters that must be assigned to strata in
numerical simulations. All three parameters can be obtained using field tests. However, the data
obtained represent only the island studied, and are not universally representative. In addition, the
artificial islands in the South China Sea are not open to the public, making it difficult to conduct field
experiments there. In our study, with coral sands as the research subject, which have different granular
morphologies and sediment characteristics than terrigenous sediments, laboratory model tests were
employed to uncover the dispersion mechanisms of groundwater solute in coral sands, as well as
the main factors influencing these mechanisms. According to the results of our study, the empirical
value of dispersion coefficients can be provided for calcareous soils with common gradation and
compactness. In this way, a more stratigraphic collocation design can be considered in the numerical
simulation, so as to find the optimal stratigraphic design scheme that can promote the formation of
underground fresh water.

In addition, the study of hydrodynamic dispersion presented in this paper can also be applied
to many other aspects. In the simulation and prediction of groundwater pollution, the dispersion
coefficient is an important parameter needed for simulation, which provides a quantitative basis
for groundwater resource management and groundwater pollution reconstruction. Regarding the
intrusion of seawater into coastal aquifers, the study of hydrodynamic dispersion is helpful in studying
the migration of the transition zone of brackish water. In terms of water and salt transport in the

110



J. Mar. Sci. Eng. 2019, 7, 291

vade-zone, the study of hydrodynamic dispersion is helpful in solving the problem of the effect of
fertilizers and pesticides on underground water quality in islands. Finally, in terms of sewage treatment,
hydrodynamic dispersion is helpful in solving the problem of the impact of sewage discharge from
living and production on the underground freshwater quality in islands.

2. Test Scheme

The coral sands used for testing were taken from a natural reef in the South China Sea, whose
gradation characteristics are shown in Figure 1. The coefficient of curvature Cc was 2.12, which is
within the range of 1–3. The coefficient of uniformity Cu was 45.45, which is much greater than 5,
indicating that the reef consisted of a type of coral sand with good gradation. The coral sand was
screened to obtain six kinds of coral sand with a single particle size, as shown in Figure 2. More
specifically, the test scheme was composed of three steps: (1) using a self-designed one-dimensional
dispersion test device, solute dispersion tests were conducted on a total of 14 groups of coral sands of a
single particle size and dry density under various conditions to explore how the dispersion coefficient
varies as a function of particle size and dry density; (2) using a custom-designed pore tortuosity test
device, where pore tortuosity tests were conducted on a total of five groups of coral sands of a single
particle size under various conditions to explore how the pore tortuosity varies as a function of particle
size; and (3) using a custom-designed molecular diffusion and mechanical dispersion test device, where
for a total of six test groups, molecular diffusion tests were conducted with different concentrations of
injected solutions under the condition of the pore fluid having a flow velocity. In addition, molecular
diffusion and mechanical dispersion tests were conducted with pore flow velocity increasing in a
stepwise manner in order to explore how the weight of molecular diffusion versus mechanical diffusion
varies with a stepwise increase in pore flow velocity. The test scheme is shown in Table 1.
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3. Test Method

3.1. One-Dimensional Dispersion Test

The hydrodynamic dispersion coefficient is a tensor related to the average pore velocity and
the characteristics of the porous medium. Studies show that the dispersion is directional even in an
isotropic medium and is more complex when the medium is anisotropic [15]. Given this information,
only the one-dimensional dispersion characteristics of a solute in coral sands were explored in this study.
The test was conducted with a custom-designed one-dimensional dispersion test device, as shown
in Figure 3. The complete test device consisted of four parts (denoted by numbers in the figure):
dispersion columns (01), a freshwater supply tank (02), a tracer supply tank (03), and a data acquisition
system (04). The dispersion columns were composed of several organic glass columns; each column
was 8 cm in inner diameter and 50 cm in height. The preparation and tests of the porous medium
samples were performed in the dispersion columns, with a 5-cm-thick buffer layer of glass beads
placed separately at the top and bottom of the samples. The sensors used in the data acquisition system
were CS655 multi-parameter sensors (Campbell Scientific, State of California, America), which can
simultaneously measure volumetric moisture content, temperature, conductivity, dielectric constant,
signal propagation time, and signal attenuation. The tracer was a 20 g/L NaCl solution and the samples
were single-grained coral sands. The test was conducted by continuously injecting the tracer and
collecting the data at a fixed location. The samples in the dispersion columns were first saturated
with fresh water, then the valve of the freshwater supply tank was shut, followed by opening the
valve of the tracer supply tank and starting data acquisition in a synchronous manner. The relative
concentration of NaCl was calculated according to C = (Ccj − C0)/(Cmax − C0), with Ccj denoting the
NaCl concentration at time j. C0 was the NaCl concentration at the initial time, and Cmax was the
maximum concentration (final steady concentration) in the test.
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Figure 3. One-dimensional dispersion device (01: one-dimensional soil column, 02: freshwater supply
tank, 03: tracer supply tank, 04: data acquisition system).

The concentration distribution was derived by solving the one-dimensional steady flow problem
in a semi-infinite soil column with a constant concentration at one end. With t (s) as the time since
the tracer has been turned on, x (cm) as the distance of the multi-parameter sensor from the tracer
injection port, E(x, t) (dS/m) as the conductivity measured at time t, E0 (dS/m) as the conductivity of the
tracer, and u (cm/s) as the average flow velocity of the pore fluid in the soil column, the longitudinal
dispersion coefficient DL (cm2/s) is calculated as given below, and the coordinate system is shown in
Figure 4.
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The above problem is converted into a mathematical equation as follows:
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where E(x, p) is a function of x, and p is a parameter. The original problem is converted into the
following definite solution problem as an ordinary differential equation:
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According to the normal distribution table, N(−1) = 0.1587, N(1) = 0.8413, thereby leading to:

x− ut0.1587√
2DLt0.1587

= 1

x− ut0.8413√
2DLt0.8413

= −1 (7)

Solving this equation leads to the dispersion coefficient as follows:

[
x− ut0.1587√

2DLt0.1587
− x− ut0.8413√

2DLt0.8413

]2

= 4 (8)

Here, t0.1587 is the time when (Ccj − C0)/(Cmax − C0) = 0.1587 s and t0.8413 is the time when (Ccj −
C0)/(Cmax − C0) = 0.8413 s.

3.2. Molecular Diffusion and Pore Tortuosity Tests

Hydrodynamic dispersion is a process that includes molecular diffusion and mechanical dispersion.
Molecular diffusion is the process of molecular transport associated with the stochastic movement of
molecules due to a concentration gradient. Mechanical dispersion is the process of mechanical mixing
that takes place in porous media as a result of the movement of fluid through the pore space. When
the average pore flow velocity is 0, dispersion takes the form of molecular diffusion. In this study,
each sample consisted of single-grained coral sands, and there was a total of six test groups, with
particle sizes ranging from 0–0.1 mm, 0.1–0.25 mm, 0.25–0.5 mm, 0.5–1 mm, and 1–2 mm, while the dry
density of each sample was a fixed value: ρd = 1.3 g/cm3. The tracer and sensor types were the same as
those in the one-dimensional dispersion test. The test instrument was a custom-designed and built
molecular diffusion device, as shown in Figure 5. There was a control partition in the middle of the
device, and after the partition was lifted, the fluids in the left and right sample box compartments
could flow back and forth between the compartments. The sizes of the left and right sample boxes
were both 10 cm × 10 cm × 10 cm, and the left sample was saturated with NaCl solution while the
right sample was saturated with fresh water. Timing and data reading were started simultaneously
with the lifting of the partition.
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Let EN-t and EW-t be the measured conductivity at time t on the left and right sides, respectively,
and EM-t = (EN-t + EW-t)/2 be the mean value of the two measured conductivities at time t.

3.3. Molecular Diffusion and Mechanical Dispersion Tests

When the pore flow velocity is greater than 0, molecular diffusion and mechanical dispersion
processes coexist. With an increase in average pore flow velocity, the weight of molecular diffusion
versus mechanical dispersion changes. In order to further study the relationship between the weight
and the flow velocity, a custom-designed molecular diffusion and mechanical dispersion test device
was employed in this study, as shown in Figure 6. The device consisted of three components, namely,
a dispersion body, a water supply part, and a data acquisition system. The dispersion body was made
up of organic glass tubes and samples, with each tube being 8 cm in inner diameter and 80 cm in
length. The samples were coral sands with particle sizes of 0.25–0.5 mm and a dry density of 1.3 g/cm3.
The data acquisition system was equipped with CS655 multi-parameter sensors; the tracer was a
20 g/cm3 NaCl solution.J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 9 of 21 
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The required coral sand samples were first prepared in the dispersion tubes. The samples were
then saturated with fresh water, after which the inlet and outlet valves of the dispersion tube were
shut. The NaCl solution was then injected into the tracer injection port and the injection port was shut.
This was completed while simultaneously starting data acquisition, with the pore flow velocity in the
device being 0. The above steps were repeated using different concentrations of NaCl solution.

Next, dispersion tests with pore flow velocities greater than 0 were conducted according to the
above steps, with the exception that the inlet and outlet valves of the dispersion tube were reopened
after the injection of the tracer to allow the pore fluid at a certain flow velocity to pass through the
samples. The pore flow velocity was controlled by adjusting the output power of the water pump.
By repeating the above test procedure, dispersion tests were performed at several different pore
flow velocities.
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4. Test Results and Analyses

4.1. Effect of Particle Size on the Dispersion Coefficient

In order to uncover the effect of particle size on the one-dimensional dispersion coefficient,
dispersion tests were performed on a total of six groups of single-grained coral sand samples, with the
sample groups having a particle sizes of < 0.1 mm, 0.1–0.25 mm, 0.25–0.5 mm, 0.5–1 mm, 1–2 mm,
and 2–5 mm; the groups had particle size ranges within the categories of silt, fine sand, medium sand,
coarse sand, gravelly sand, and crushed stone (angular gravel), respectively. These groupings were
determined according to the soil classification method in the Code for the Investigation of Geotechnical
Engineering (GB50021-2001) (Ministry of Construction of the People’s Republic of China, 2009) [16].
The dry density of all samples was 1.3 g/cm3.

Figure 7 presents a one-dimensional dispersion curve for single-grained coral sands, which
indicates that when the particle size was 0–0.1 mm, the dispersion process consisted of three stages:
a drainage stage, a displacement stage, and a stabilization stage. In the drainage stage, the original
saturated fluid in the soil column was discharged outward under the displacement of the tracer,
a circumstance in which the discharged fluid had the same concentration as the original saturated
fluid, thereby leading to a flat dispersion curve. In the displacement stage, with the continuous
injection of the tracer, the tracer underwent diffusion in the original saturated solution, in addition to
producing the displacement effect. The diffusion “interface” existed in the form of a concentration
transition zone between the original saturated fluid and the tracer. When the edge of the transition
zone reached the sensor position, the measured concentration of the discharged fluid began to increase,
indicative of the onset of the displacement stage, as manifested by the curve slope starting to increase.
In the stabilization stage, when the tracer had completely displaced the original saturated fluid, the
discharged fluid had a concentration similar to that of the tracer, with the curve reaching the highest
value and tending to flatten.
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As revealed by the above observations, different sample groups of different particle sizes exhibited
dispersion pattern similarities, although the drainage stage gradually shortened with increasing
particle size. The curve’s slope in the displacement stage, i.e., the diffusion rate, increased with
increasing particle size, and the time taken for the concentration to reach the stabilization stage
gradually shortened with increasing particle size. With the exception of the 0–0.1 mm group, the
other three groups were relatively similar to each other in terms of the parameters of the three stages,
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indicating a significant difference in dispersion characteristics between the particle size 0–0.1 mm and
the other particle sizes.

Figure 8 shows the variation pattern of the one-dimensional dispersion coefficient with respect to
particle size. The dispersion coefficient of coral sands increased with increasing particle size. When
the particle size exceeded 0.25 mm, the dispersion coefficient increased rapidly, with the dispersion
coefficient differing by a factor of 202. When the particle size was 0.1–2 mm (i.e., fine sands–gravels), the
dispersion coefficient was between 0.152–2.37 cm2/s, with the difference being a factor of approximately
15. However, when the particle size was greater than 2 mm, the change in the dispersion coefficient
with respect to particle size became smaller, with the dispersion coefficient tending to reach a constant
value as the particle size increased, finally reaching a value of 2.5 cm2/s in this test condition. These
observations suggest that 0.25 mm and 2 mm could be considered the characteristic particle sizes of
coral sands.
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4.2. Effect of Dry Density on the Dispersion Coefficient

The effect of the degree of compactness on the one-dimensional dispersion coefficient was
investigated using the group of coral sands having a particle size range of 0.25–0.5 mm and dry
densities of 1.2 g/cm3 (relative degree of compactness of 1.021), 1.3 g/cm3 (relative degree of compactness
of 1.212), and 1.4 g/cm3 (relative degree of compactness of 1.375). The test results, which are shown in
Figure 9, indicate that with the increase in density, the displacement stage became longer, the diffusion
rate decreased, and the time spent before reaching a steady state increased. Figure 10 represents the
variation of the dispersion coefficient with the change in dry density, which reveals that the dispersion
coefficient decreased linearly with increasing dry density.
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4.3. Effect of Particle Gradation on the Dispersion Coefficient

To simulate natural-gradation sands, stepwise removal of the particles smaller than a certain
size was conducted in order to change the gradation [17]. This was followed by one-dimensional
dispersion tests on coral sands of different gradations to investigate the effect of particle gradation on
the one-dimensional dispersion coefficient. The sample dry density was 1.3 g/cm3 and the gradation
parameters of each sample are listed in Table 2 [18]. As shown by the data, all the samples were poorly
graded coral sands, with the exception of the natural gradation sands. The gradation curves of the
samples are displayed in Figure 11 and the dispersion coefficient curves are illustrated in Figure 12.

Table 2. Gradation parameters of the samples.

Sample d60 d30 d10 Cc Cu

No. 1 2.5 0.52 0.05 2.163 50.000
No. 2 2.5 0.52 0.15 0.721 16.667
No. 3 2.5 0.6 0.31 0.465 8.065
No. 4 2.5 0.9 0.6 0.540 4.167
No. 5 2.55 1.5 1.2 0.735 2.125

119



J. Mar. Sci. Eng. 2019, 7, 291

J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 12 of 21 

 

Figure 9. One-dimensional dispersion curves of coral sands with different dry densities. 

 

Figure 10. One-dimensional diffusion coefficients of coral sands with different dry densities. 

4.3. Effect of Particle Gradation on the Dispersion Coefficient 

To simulate natural-gradation sands, stepwise removal of the particles smaller than a certain 
size was conducted in order to change the gradation [17]. This was followed by one-dimensional 
dispersion tests on coral sands of different gradations to investigate the effect of particle gradation 
on the one-dimensional dispersion coefficient. The sample dry density was 1.3 g/cm3 and the 
gradation parameters of each sample are listed in Table 2 [18]. As shown by the data, all the samples 
were poorly graded coral sands, with the exception of the natural gradation sands. The gradation 
curves of the samples are displayed in Figure 11 and the dispersion coefficient curves are illustrated 
in Figure 12. 

Table 2. Gradation parameters of the samples. 

Sample d60 d30 d10 Cc Cu 
No. 1 2.5 0.52 0.05 2.163 50.000 
No. 2 2.5 0.52 0.15 0.721 16.667 
No. 3 2.5 0.6 0.31 0.465 8.065 
No. 4 2.5 0.9 0.6 0.540 4.167 
No. 5 2.55 1.5 1.2 0.735 2.125 

 

Figure 11. Gradation curves of the samples. 

Figure 11. Gradation curves of the samples.

J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 13 of 21 

 

 
Figure 12. One-dimensional dispersion coefficients of samples with different gradations. 

As shown in Figure 12, the dispersion coefficient of the coral sands gradually increased with 
increasing d10. Following the removal of soil particles smaller than 0.25 mm (d10 increased to 0.31 mm 
from the initial 0.05 mm), the dispersion coefficient of the coral sands increased dramatically. After 
removal of the soil particles smaller than 0.5 mm (d10 exceeded 0.6 mm), the dispersion coefficient of 
the coral sands tended to reach a constant value. These results suggest that 0.25 mm and 2 mm were 
the characteristic particle sizes for the dispersion properties of graded coral sands. 

5. Analysis of the Dispersion Mechanisms in Coral Sands 

There are many significant factors affecting solute transport, such as convection, mechanical 
dispersion, molecular diffusion, interactions between the solid phase and solute (such as dissolution 
and adsorption), chemical reactions within the solution, and other source–sink solute interactions 
(such as attenuation of radioactive elements and absorption of certain solutes by crop roots) [19]. 
Among these, mechanical dispersion and molecular diffusion are collectively referred to as 
dispersion. Studies have shown that mechanical dispersion and molecular diffusion generally occur 
simultaneously during solute transport, although they exhibit different variation patterns with 
changing average pore flow velocity. When the flow velocity is low, molecular diffusion is stronger 
than mechanical dispersion. In contrast, when the flow velocity is high, mechanical dispersion is 
stronger than molecular diffusion. In order to reveal the roles of these two mechanisms in the solute 
dispersion process of coral sands, pore tortuosity tests, as well as molecular and mechanical 
dispersion tests, were performed on the coral sands in this study. 

5.1. Molecular Diffusion in Coral Sands 

Figure 13 depicts a curve showing the diffusion concentrations of solute molecules in coral sands 
having different particle sizes. ENaCl is the conductivity measured by the left sensor and Ewater is 
measured by the right sensor, with EMed = (ENaCl + Ewater)/2. When there was a concentration gradient in 
the saturated porous medium and the pore flow velocity was 0, the NaCl solution concentrations 
gradually decreased and increased in the left and right samples, respectively, until the two 
concentrations reached a relative equilibrium. It is noteworthy that the concentrations of the NaCl 
solution on both sides were not necessarily the same when equilibrium was reached; this was due to 
the fact that when the concentration gradient was low (defined as the limiting concentration gradient 
at equilibrium, ranging from 0–1, with larger values representing larger concentration gradients at 

Figure 12. One-dimensional dispersion coefficients of samples with different gradations.

As shown in Figure 12, the dispersion coefficient of the coral sands gradually increased with
increasing d10. Following the removal of soil particles smaller than 0.25 mm (d10 increased to 0.31 mm
from the initial 0.05 mm), the dispersion coefficient of the coral sands increased dramatically. After
removal of the soil particles smaller than 0.5 mm (d10 exceeded 0.6 mm), the dispersion coefficient of
the coral sands tended to reach a constant value. These results suggest that 0.25 mm and 2 mm were
the characteristic particle sizes for the dispersion properties of graded coral sands.

5. Analysis of the Dispersion Mechanisms in Coral Sands

There are many significant factors affecting solute transport, such as convection, mechanical
dispersion, molecular diffusion, interactions between the solid phase and solute (such as dissolution
and adsorption), chemical reactions within the solution, and other source–sink solute interactions (such
as attenuation of radioactive elements and absorption of certain solutes by crop roots) [19]. Among
these, mechanical dispersion and molecular diffusion are collectively referred to as dispersion. Studies
have shown that mechanical dispersion and molecular diffusion generally occur simultaneously during
solute transport, although they exhibit different variation patterns with changing average pore flow
velocity. When the flow velocity is low, molecular diffusion is stronger than mechanical dispersion.
In contrast, when the flow velocity is high, mechanical dispersion is stronger than molecular diffusion.
In order to reveal the roles of these two mechanisms in the solute dispersion process of coral sands,

120



J. Mar. Sci. Eng. 2019, 7, 291

pore tortuosity tests, as well as molecular and mechanical dispersion tests, were performed on the
coral sands in this study.

5.1. Molecular Diffusion in Coral Sands

Figure 13 depicts a curve showing the diffusion concentrations of solute molecules in coral
sands having different particle sizes. ENaCl is the conductivity measured by the left sensor and Ewater

is measured by the right sensor, with EMed = (ENaCl + Ewater)/2. When there was a concentration
gradient in the saturated porous medium and the pore flow velocity was 0, the NaCl solution
concentrations gradually decreased and increased in the left and right samples, respectively, until the
two concentrations reached a relative equilibrium. It is noteworthy that the concentrations of the NaCl
solution on both sides were not necessarily the same when equilibrium was reached; this was due to
the fact that when the concentration gradient was low (defined as the limiting concentration gradient
at equilibrium, ranging from 0–1, with larger values representing larger concentration gradients at
equilibrium), the “obstruction” effect of the porous medium occurred, and the concentration gradient
would not continue to decrease. Porous media with different particle sizes (pore sizes) had different
limiting concentration gradients at equilibrium. As shown by Figure 13, when the particle size was
larger than 0.1 mm, the time spent prior to reaching the limiting concentration gradient at equilibrium
gradually decreased with increasing particle size, concomitant with a gradual decrease in the limiting
concentration gradient at equilibrium. When the particle size was larger than 1 mm, the limiting
concentration gradient at equilibrium was infinitely close to 0. When the particle size was smaller
than 0.1 mm, the molecular driving force generated by the concentration gradient was less than the
“obstruction” effect of the porous medium; thus, the limiting concentration gradient at equilibrium was
rapidly achieved and relatively large (approaching 1). Figure 14 illustrates how the amount of time
taken to reach the limiting concentration gradient at equilibrium varied with particle size. As shown in
Figure 14, 0.1–0.25 mm was still the characteristic particle size of coral sands for molecular dispersion,
and the group of coral sands with this particle size range took the longest time to reach the limiting
concentration gradient at equilibrium. This finding is in agreement with the conclusion drawn from
the one-dimensional dispersion test conducted in this study.
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In order to quantitatively characterize the “obstruction” effect of porous media on molecular
diffusion, earlier studies introduced the concept of pore tortuosity (θ), i.e., the ratio of the length of
the porous medium sample to the actual path traveled by the fluid particles through a sample of that
length [20]. Thus, θ = D0/D∗, where D0 is the dispersion coefficient in the open water body and D∗ is
the dispersion coefficient in the porous medium. Given the assumption that the limiting concentration
gradient at equilibrium infinitely approaches 0 for molecular diffusion in an open and still water
body, the θ of a porous medium should range between 0 and 1. According to the definition of pore
tortuosity, θ = S/(v × t), S (cm) is the length of the porous medium sample, v (cm/s, taken as scalar
without considering direction) is the velocity of fluid particle movement, and t (s) is the time duration
of fluid particle movement, namely, the time spent by the fluid particles prior to reaching the limiting
concentration gradient at equilibrium. Based on the data in Figure 13, the time t in each particle size
group of coral sands could be obtained, with t set to positive infinity in the case of particle sizes less
than 0.1 mm. In addition, based on the time t and the known distance of 4.9 cm between the sensor and
the central partition, it was possible to obtain the relationship curve of pore tortuosity versus particle
size, as shown in Figure 15, where v is the velocity of fluid particle movement at a certain temperature.
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A previous study on the dispersion characteristics of terrigenous sediments found that θ ranges
from 0.01–0.5 [21]. In addition, this parameter has been proposed to be 0.1 for clays and 0.7 for sandy
soils [22].

5.2. Mechanical Dispersion in Coral Sands

Dispersion consists of molecular diffusion and mechanical dispersion. When the flow velocity is
greater than 0, the two processes usually coexist, albeit with different weights on the overall dispersion
coefficient under different conditions (i.e., concentration and flow velocity).

Figure 16 presents the variation curves of relative conductivity at a fixed pore flow velocity
of 0 for two different concentrations of tracer NaCl solution (20 g/L versus 60 g/L). Here, EC is the
sensor-measured conductivity, E0 is the initial conductivity before the injection of the tracer, and
Emax is the maximum conductivity measured by each sensor. The rate of increase (slope) of relative
conductivity was greater for the 60 g/L NaCl solution than for its 20 g/L counterpart, suggesting that
the higher the concentration gradient, the greater the molecular diffusion rate.
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Figure 17 shows the variation curves of relative conductivity at different flow velocities, with
Figure 17A–D depicting the variation curves of measured conductivities from the sensors EC_1 to
EC_3. Figure 17a–d depict the variation curves of measured conductivities from the sensors EC_4 to
EC_6. In relation to the tracer injection port, the sensors EC_1 to EC_3 were downstream, while the
sensors EC_4 to EC_6 were upstream. The dispersion process downstream from the port would involve
both mechanical dispersion and molecular diffusion, with both taking place in the same direction.
In contrast, in the dispersion process occurring against the flow direction upstream from the port,
mechanical dispersion would take place in a different direction than molecular diffusion. Therefore,
the conductivity change detected by the sensor would be a net conductivity change of the solutes
with their molecular diffusion overcoming their mechanical dispersion. Generally, when mechanical
dispersion dominates, the shape of concentration–time curve will be as shown in Figure 18a. In this
situation, concentration attenuation occurs after the maximum concentration has been reached, with tp

denoting the time taken to reach the peak point of the curve. When molecular diffusion dominates,
the shape of the concentration–time curve is as shown in Figure 18b. In this case, the concentration
remains constant after reaching the maximum value, with ts denoting the time taken to reach the stable
point of the curve.

123



J. Mar. Sci. Eng. 2019, 7, 291

J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 17 of 21 

 

Figure 17 shows the variation curves of relative conductivity at different flow velocities, with 
Figure 17A–D depicting the variation curves of measured conductivities from the sensors EC_1 to 
EC_3. Figure 17a–d depict the variation curves of measured conductivities from the sensors EC_4 to 
EC_6. In relation to the tracer injection port, the sensors EC_1 to EC_3 were downstream, while the 
sensors EC_4 to EC_6 were upstream. The dispersion process downstream from the port would 
involve both mechanical dispersion and molecular diffusion, with both taking place in the same 
direction. In contrast, in the dispersion process occurring against the flow direction upstream from 
the port, mechanical dispersion would take place in a different direction than molecular diffusion. 
Therefore, the conductivity change detected by the sensor would be a net conductivity change of the 
solutes with their molecular diffusion overcoming their mechanical dispersion. Generally, when 
mechanical dispersion dominates, the shape of concentration–time curve will be as shown in Figure 
18-a. In this situation, concentration attenuation occurs after the maximum concentration has been 
reached, with tp denoting the time taken to reach the peak point of the curve. When molecular 
diffusion dominates, the shape of the concentration–time curve is as shown in Figure 18-b. In this 
case, the concentration remains constant after reaching the maximum value, with ts denoting the time 
taken to reach the stable point of the curve. 

 

Figure 17. Dispersion mechanisms in coral sands having different pore flow velocities. (Figure 17A–
D depicting the variation curves of measured conductivities from the sensors EC_1 to EC_3. Figure 

17a–d depict the variation curves of measured conductivities from the sensors EC_4 to EC_6.) 

Figure 17. Dispersion mechanisms in coral sands having different pore flow velocities. (Figure 17A–D
depicting the variation curves of measured conductivities from the sensors EC_1 to EC_3. Figure 17a–d
depict the variation curves of measured conductivities from the sensors EC_4 to EC_6.)

J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 18 of 21 

 

 

Figure 18. Schematic of the typical curves corresponding to different dispersion mechanisms. 

It can be seen that when the flow velocity was 1.36 × 10−4 cm/s (Figures 17A and 17a), the curve 
characteristics of the left figure fell between those of Figure 18-a and Figure 18-b, indicating the 
simultaneous presence of the two mechanisms of molecular diffusion and mechanical dispersion 
downstream from the port. Data comparison between the left and right figures indicates that the time 
to reach the maximum conductivity was similar in the two figures, suggesting that the two 
mechanisms were comparable in terms of the dispersion process under this condition. The relative 
conductivity decreased after the peak value in the right figure, which was likely the result of the 
displacement effect of the pore fluids. 

With the increase in flow velocity, the curve shape in the left figure (Fig.17-A,B,C and D)becomes 
gradually similar to that in Figure 18-a, indicating that mechanical dispersion was gradually 
enhanced. This was manifested by the gradual shortening of the displacement stage and the 
continuous increase in the diffusion rate. In contrast, the curve shape in the right figure (Fig.17-a,b,c 
and d) became increasingly atypical, and the time taken to reach the maximum value gradually 
increased and was much longer than the corresponding time in the left figure, indicating that 
molecular diffusion was increasingly subject to the flow velocity. By the time the flow velocity 
reached 6.16 × 10−3 cm/s, the molecular diffusion upstream from the tracer injection port was basically 
negligible. 

Based on a comprehensive analysis of the above test results, the velocity boundaries of the pore 
fluids that control the dispersion mechanisms were derived, as shown in Table 3. 

  

Figure 18. Schematic of the typical curves corresponding to different dispersion mechanisms.

It can be seen that when the flow velocity was 1.36 × 10−4 cm/s (Figures 17A and 17a), the curve
characteristics of the left figure fell between those of Figures 18a and 18b, indicating the simultaneous
presence of the two mechanisms of molecular diffusion and mechanical dispersion downstream from
the port. Data comparison between the left and right figures indicates that the time to reach the
maximum conductivity was similar in the two figures, suggesting that the two mechanisms were
comparable in terms of the dispersion process under this condition. The relative conductivity decreased
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after the peak value in the right figure, which was likely the result of the displacement effect of the
pore fluids.

With the increase in flow velocity, the curve shape in the left figure (Figure 17A–D) becomes
gradually similar to that in Figure 18a, indicating that mechanical dispersion was gradually enhanced.
This was manifested by the gradual shortening of the displacement stage and the continuous increase
in the diffusion rate. In contrast, the curve shape in the right figure (Figure 17a–d) became increasingly
atypical, and the time taken to reach the maximum value gradually increased and was much longer
than the corresponding time in the left figure, indicating that molecular diffusion was increasingly
subject to the flow velocity. By the time the flow velocity reached 6.16 × 10−3 cm/s, the molecular
diffusion upstream from the tracer injection port was basically negligible.

Based on a comprehensive analysis of the above test results, the velocity boundaries of the pore
fluids that control the dispersion mechanisms were derived, as shown in Table 3.

Table 3. Velocity threshold value of pore fluids that control the dispersion mechanisms.

Classification Existing Classification
Method [21]

Classification Method in This
Study (flow velocity u, cm/s) Description

I Very low flow velocity u approaching 0 Molecular diffusion dominates, while
mechanical dispersion is negligible

II Flow velocity increasing 0 < u < 1.36 × 10−4 The two types of diffusion are
comparable

III Flow velocity continuing
to increase 1.36 × 10−4 < u < 1.60 × 10−3 Mechanical dispersion dominates,

while molecular diffusion is weak

VI Higher flow velocity 1.60 × 10−3 < u < 6.16 × 10−3 Mechanical dispersion dominates,
while molecular diffusion is negligible

V Flow velocity too high u > 6.16 × 10−3 Turbulence and inertial forces weaken
mechanical dispersion

6. Conclusions

The solute diffusion coefficient of coral sands is a key factor affecting fresh groundwater
conservation, and knowledge of the freshwater dispersion pattern in coral sands will provide both the
basic parameters and a theoretical basis for numerical simulation of the formation and evolution of
freshwater aquifers under islands, as well as the conservation and utilization of these aquifers. Using
coral sands collected from a reef in the South China Sea, a series of tests and theoretical analyses were
conducted in this study, from which the following conclusions were drawn:

1) The particle size of coral sands was an important parameter affecting the dispersion coefficient,
which increased with increasing particle size. The reason is that when the volume and porosity
of the soil are constant, the number of pores decreased and the pore size increased with the
increase in particle size. Because the pore fluid was more likely to mechanically flow in larger
pores, the diffusion coefficient, therefore, could increase. The diameters of 0.25 mm and 2 mm
were discovered to be the characteristic particle sizes of coral sands due to their dispersion
characteristics. The dispersion coefficient could vary by a factor of more than 200 between the
0.1–0.25 mm size group and the 0.25–0.5 mm size group, while the dispersion coefficient increased
at a relatively small rate in the group with particle sizes larger than 2 mm.

2) Gradation was also an important factor affecting the dispersion coefficient of coral sands, with
the diffusion coefficient increasing with increasing d10. When d10 was larger than 0.31 mm, the
dispersion coefficient increased dramatically. In contrast, when d10 was larger than 0.6 mm,
the dispersion coefficient tended to be constant. This was because an increase in d10 reflected
that the filling degree of the fine particles in the soil became worse. Similarly, the pore size and
diffusion coefficient increased with an increase in d10. However, when d10 was 0.31 mm or less,
the diffusion coefficient did not increase with increasing d10. The reason was the increase in pore
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size was minimal with respect to the macroscopic scale. Alternatively, the importance of pore size
for the macro scale grew with an increase in d10, and the diffusion coefficient also rose. Finally,
when the pore size reached a critical value, the influence of pore size on the solute diffusion
gradually reduced, and the diffusion coefficient also approached a stable state.

3) The dispersion coefficient of coral sands decreased linearly with an increasing degree of
compactness. The dispersion coefficient decreased at a rate of −0.7244 in the group of coral
sands with particle sizes of 0.25–0.5 mm. The reason was that when the particle size distribution
remained stable, the increase in compactness directly resulted in a decrease in porosity, which
could restrict the flow of the pore liquid. The diffusion coefficient, therefore, was reduced.
By analyzing the experimental dates, the diffusion coefficient was reduced when the dry density
was increased from 1.3 g/cm3 to 1.5 g/cm3.

4) Both the concentration of solute in the coral sands and the particle size of the porous medium
affected the limiting concentration gradient at equilibrium. With an increase in solute concentration
and particle size, the limiting concentration gradient at equilibrium decreased. As particle size
increased, the pore tortuosity decreased. This was because when the soil volume and porosity
were constant, the number of pores decreased and the pore size increased with an increase in the
particle size, and the actual distance that the solution molecules flowed from point A to point B in
the soil was shortened. Therefore, the calculated porosity curvature was reduced.

5) The dispersion mechanisms in coral sands could be determined by the flow velocity of the pore
fluid. Based on the different weights of molecular diffusion versus mechanical dispersion for
different conditions of flow velocity, the dispersion mechanisms could be classified into five types.
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Abstract: Geological disasters of seabed instability are widely distributed in the Yellow River Delta,
posing a serious threat to the safety of offshore oil platforms and submarine pipelines. Waves act
as one of the main factors causing the frequent occurrence of instabilities in the region. In order
to explore the soil failure mode and the law for pore pressure response of the subaqueous Yellow
River Delta under wave actions, in-lab flume tank experiments were conducted in this paper. In the
experiments, wave loads were applied with a duration of 1 hour each day for 7 consecutive days;
pore water pressure data of the soil under wave action were acquired, and penetration strength data
of the sediments were determined after wave action. The results showed that the fine-grained seabed
presented an arc-shaped oscillation failure form under wave action. In addition, the sliding surface
firstly became deeper and then shallower with the wave action. Interestingly, the distribution of
pores substantially coincided with that of sliding surfaces. For the first time, gas holes were identified
along with their positioning and angle with respect to the sediments. The presence of gas may serve
as a primer for submarine slope failures. The wave process can lead to an increase in the excess pore
pressure, while the anti-liquefaction capacity of the sediments was improved, causing a decrease in
the excess pore pressure resulting from the next wave process. Without new depositional sediments,
the existing surface sediments can form high-strength formation under wave actions. The test results
may provide a reference for numerical simulations and engineering practice.

Keywords: wave; seafloor instability; pore pressure; slide surface; gas distribution

1. Introduction

The Yellow River Delta is one of largest-scale deltas with the fastest progradation rate in the world.
The Yellow River brings abundant high-concentration sediments from the Loess Plateau, which are
rapidly deposited in the subaqueous delta of the estuary, forming a high-moisture under-consolidated
silty seabed. It is estimated that the average annual sediment transport volume exceeds 800 million
tons from 1950 to 2005 [1], and over 70–90% of the sediments were deposited in the sea area within
30 km from the estuary [2], gradually forming the modern subaqueous Yellow River Delta. Such newly
formed seabeds under the influence of waves and storm surges are prone to instability, thereby forming
unstable seabed landforms of subaqueous delta in the estuary of the Yellow River.

Previous studies reported that various ocean dynamic processes can affect the delta of the Yellow
River [3–5]. The yearly winter storms coming from the northwest have the most powerful effect from
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October to March. During the winter season, the prevailing northwest winter winds becomes stronger
than grade 8 on average 6.4 times each year. The wave height generated by winter storms can reach
7 m [3]. In addition, the weak southeastern winds prevail from July to August. Occasionally, hurricanes
or typhoons occur in a given year. For example, Typhoon Lekima meandered over the Yellow Sea
and Bohai Sea in 2019. Available survey results showed that geological disasters such as liquefaction,
landslide, subsidence and depression, gully, scarp, disturbed strata, and erosion are common across the
subaqueous Yellow River Delta [6–9]. The Yellow River Delta is rich in oil and gas resources and is the
location of Shengli Oilfield, currently the largest offshore oil field in China. Seabed instability disasters
seriously threatens the safety and stability of the offshore oil platform, submarine pipeline, wharf,
and embankment [10–12]. For example, on December 3, 1998, the CB6A-5 oil production platform of
Chengdao Oilfield collapsed, and the casing pipes at the bottom of the oil well ruptured, causing a
material oil spill lasting half a year [13]. In November 2003, a submarine landslide occurred under the
action of ocean power near the oil production platform CB12B, resulting in the interruption of two
submarine cables [14]. In 2010, Operation Platform No. 3 of Shengli Oilfield was overturned due to the
instability of the seabed stratum during a storm surge, leading to the death of two people and a direct
economic loss of RMB 5.92 million [15].

There are two main types of seabed instability under wave action. In one, the shear stress is greater
than the shear strength of the soil, causing the seabed to be unstable; in the other, it is the variation in
the pore water pressure in the seabed under wave action that causes the seabed to undergo liquefaction,
resulting in the loss of effective stress in the soil, thereby leading to instability. With respect to the
studies on the instability of the seabed under wave action, especially in the subaqueous Yellow River
Delta, plenty of field surveys, numerical analyses, laboratory tests, and in situ observation studies have
been carried out [16–21]. However, few wave flume experiments have comprehensively investigated
landforms, failure mode, gas distribution, pore pressure response, and sediment strength. In addition,
failure of the seabed has been understudied, even though some interesting phenomena have been
identified. For example, previous studies have confirmed fine particle migration due to wave action. In
order to deeply explore the soil failure mode, gas distribution, and pore pressure response law under
wave action, in-lab wave flume experiments were designed and carried out in this study. For the first
time, gas holes were identified along with their positioning and angle with respect to the sediments.
The presence of gas may serve as a primer for submarine slope failure.

2. Materials and Methods

2.1. Experiment Process

The flume used in the experiment was 120 cm × 50 cm × 120 cm. In order to observe the variation
in soil mass, the outer wall of the flume was made of transparent glass. In the flume experiment,
the sediment thickness was set to be 45 cm, and the depth of overlying water was set to be 40 cm.
The sediments used in the experiment were taken from the Yellow River Delta, and its median particle
size was 0.058 mm. The particle-size distribution curve of these sediment samples is shown in Figure 1.

Prior to each experiment, powdery sediments were taken, and their contents were controlled at
around 40%, we then added water to have a water content of 40%, and the powdery sediment was
mixed with the stirrer. The deposited sediments were then transferred to the flume until the thickness
of the sediment hit 45 cm; and the pore pressure sensors were then buried with a burial depth of 0 cm,
25 cm, 35 cm, and 40 cm, respectively, as shown in Figure 2. Afterward, water was filled into the
flume, avoiding the formation of erosion pits on the surface of the soil mass during the water-filling
process due to high water-filling speed, and we stop adding water when the height of the water filling
reached 40 cm. We kept the model flume still for 24 hours after its preparation was finished in order
to complete drainage consolidation. We then performed manual wave generation with the duration
of 1 hour each day and proceeded for 7 consecutive days. Simultaneously, we measured the pore
water pressure and observed the experimental phenomenon. We discharged the overlying water body
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2.2. Wave Generation

A hollow cylinder with a diameter of 10 cm and height of 40 cm was used in the experiment to
artificially create waves in the flume. The cylinder was placed horizontally on one end of the flume
and then it was moved up and down the water surface to create the first wave as shown in Figure 3a;
when the first wave propagated to the other end of the flume, a reflected wave was formed and then
propagated in the opposite direction. The cylinder was moved up and down the water surface to
produce the second wave as shown in Figure 3b; when two waves collided in the middle of the flume,
a superposition occurred (Figure 3c); then, the two waves continued to advance in their respective
directions (Figure 3d), and a reflected wave was formed simultaneously at each side wall of the flume.
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When the first wave was located at the hollow cylinder, the cylinder was moved up and down at the
frequency of the wave to increase the amplitude of the wave or to supplement the energy lost during
the propagation (Figure 3e). The second wave collided with the first wave in the middle of the flume
after being reflected by the side wall of the flume and then they separated (Figure 3f); we supplemented
the energy lost during the propagation in the same way. Continuous waves with different frequencies
were formed in the flume in this way.
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In the flume experiment, the length of the flume was short (120 cm), and the wave propagated
from one side wall of the flume to the other within a short time, so that two waves were superposed
together in the flume to form the standing wave. Only the waveforms in Figure 3e,f could be seen in
the flume during the experiment, as shown in Figure 4.

J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 4 of 10 

 

2.2. Wave Generation 

A hollow cylinder with a diameter of 10 cm and height of 40 cm was used in the experiment to 
artificially create waves in the flume. The cylinder was placed horizontally on one end of the flume and 
then it was moved up and down the water surface to create the first wave as shown in Figure 3a; when 
the first wave propagated to the other end of the flume, a reflected wave was formed and then 
propagated in the opposite direction. The cylinder was moved up and down the water surface to 
produce the second wave as shown in Figure 3b; when two waves collided in the middle of the flume, 
a superposition occurred (Figure 3c); then, the two waves continued to advance in their respective 
directions (Figure 3d), and a reflected wave was formed simultaneously at each side wall of the flume. 
When the first wave was located at the hollow cylinder, the cylinder was moved up and down at the 
frequency of the wave to increase the amplitude of the wave or to supplement the energy lost during 
the propagation (Figure 3e). The second wave collided with the first wave in the middle of the flume 
after being reflected by the side wall of the flume and then they separated (Figure 3f); we supplemented 
the energy lost during the propagation in the same way. Continuous waves with different frequencies 
were formed in the flume in this way. 

 
Figure 3. Schematic diagram showing the wave generation. 

In the flume experiment, the length of the flume was short (120 cm), and the wave propagated 
from one side wall of the flume to the other within a short time, so that two waves were superposed 
together in the flume to form the standing wave. Only the waveforms in Figure 3e, f could be seen in 
the flume during the experiment, as shown in Figure 4. 

  

(a) wave crest (b) wave trough 

Figure 4. Experimental photographs showing the wave generation. Figure 4. Experimental photographs showing the wave generation.

3. Results and Discussion

3.1. Slide Surface and Ripples

No significant movement of the soil mass occurred within 5 min upon the wave application action,
while the water body began to become turbid, and the 15-cm-thick sediment started to exhibit a weak
waveform oscillation motion with a frequency and phase consistent with those of the water wave when
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the wave acted for approximately 3 min. The soil mass showed distinct arc-shaped sliding surface
in 20 min. The sliding surfaces located in the middle of the flume and near the wall of the flume
were higher, and those at 30 cm and 90 cm approximately from the left wall of the flume were lower.
The sediment on the sliding surface reciprocated the wave, and the lower part of the sliding surface
was almost stationary. As the duration of the wave action increased, the sliding surface constantly
expanded deeper, and the thickness of the moving soil mass increased continuously, forming a distinct
"W" shaped sliding surface. When the wave application was stopped, the concentration of suspended
sediments in the water gradually decreased. In addition, fine-grained sedimentary formation occurred
on the surface layer (Figure 5a).
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Similar phenomenon still occurred in the course of the wave application in subsequent days,
while the maximum depth of the sliding surface gradually decreased, and the sliding surface gradually
moved upwards; the surface of the soil mass started to undergo local erosion and sedimentation,
and ripples appeared. Similar experimental phenomena were also observed in other experiments [22,23],
but “V”-shaped sliding surfaces occurred, rather than “W”-shaped. The maximum expansion depth
of the sliding surface was close to the interface of water and the soil when the last wave application
was made, and the soil mass did not further oscillate. Finally, a continuous array of ripples with the
wavelength of 5–10 cm formed on the surface of the soil mass (Figure 6). Additionally, sedimentation
occurred in the middle position of the flume and the position near the wall of the flume, and the
erosion occurred at sites approximately 30 cm and 90 cm away from the left wall. The surface shape of
the soil mass tended to be consistent with the sliding surface, and W-shaped forms appeared.
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3.2. Gas Distribution

A sample portion of the soil approximately 10 cm in the upper layer was taken after the end of
the experiment. It was found that there was a large number of gas holes in the vertical section of
the soil sample (Figure 7). The gas holes in the soil were distributed in a horizontal or inclined and
zonal manner rather than being uniform (Figure 8), and even a gas channel existed. Within a depth
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ranging from 3 cm to 4 cm and from 8 cm to 10 cm, the number of pores was greater than 100, while
the holes in other depth ranges were less than 30. The area where the pores were densely distributed
was consistent with the sliding surface of the soil mass.
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The gas holes in the soil sample were distributed in an oblique and zonal manner at a distance of
100–110 cm from the left wall of the flume, at an angle of approximately 30◦–40◦ with the horizontal
plane. The closer they were to the surface of the soil, the smaller the inclination. The distribution of gas
holes (Figure 9) was substantially consistent with that of sliding surfaces. Previous studies confirmed
fine-particle migration due to external actions, such as waves [22,24,25]. However, this experiment
offered the first evidence of possible gas migration due to wave action. The presence of gas may serve
as a primer for submarine slope failure [26].
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3.3. Pore Pressure

The pore pressure is an important indicator of the properties of soil masses [27,28]. A total of
seven wave application processes each with a duration of approximately 1 hour were performed.
It was found from Figure 10 that the pore pressure in the seabed soil body significantly accumulated
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and could reach the maximum cumulative pore pressure within a short time (approximately 5 min)
and remained stable. The fine-grained seabed had low permeability, and it was difficult to quickly
dissipate the excess pore water pressure caused by the wave.

J. Mar. Sci. Eng. 2019, 7, x FOR PEER REVIEW 7 of 10 

 

3.3. Pore Pressure 

The pore pressure is an important indicator of the properties of soil masses [27,28]. A total of 
seven wave application processes each with a duration of approximately 1 hour were performed. It 
was found from Figure 10 that the pore pressure in the seabed soil body significantly accumulated 
and could reach the maximum cumulative pore pressure within a short time (approximately 5 
minutes) and remained stable. The fine-grained seabed had low permeability, and it was difficult to 
quickly dissipate the excess pore water pressure caused by the wave.  

 

Figure 10. Excess pore pressure during the wave action. The curves thorough from (a) to (g) represent 
the excess pore pressure curves for the first to seventh wave application process; (h) excess pore 
pressure of the seabed for different wave application processes at a depth of 20 cm; (i) excess pore 
pressure of the seabed at a depth of 35 cm from different wave application processes. 

Figure 10 shows the excess pore pressure curve at a depth of 20 cm and 35 cm in the seabed 
during seven wave application processes. The figures from 10a to 10g show that the excess pore 
pressure at a depth of 35 cm was slightly greater than that at a depth of 20 cm, indicating that the 
greater the depth was, the harder it was for the excess pore pressure to dissipate. The excess pore 
pressure data from the seven wave applications at the same depth (Figure 10h,i) indicated that the 
maximum excess pore pressure formed from the process of the last wave application was lower than 
that formed from previous wave applications. For example, the maximum pore pressure at a depth 
of 20 cm of the seabed hit approximately 1.4 kPa in the first wave application, approximately 1.0 kPa 
in the third wave application, and approximately 0.2 kPa in the seventh wave application. The 
maximum excess pore pressure inside the soil mass showed a decrease trend with the increase in the 

Figure 10. Excess pore pressure during the wave action. The curves thorough from (a–g) represent the
excess pore pressure curves for the first to seventh wave application process; (h) excess pore pressure
of the seabed for different wave application processes at a depth of 20 cm; (i) excess pore pressure of
the seabed at a depth of 35 cm from different wave application processes.

Figure 10 shows the excess pore pressure curve at a depth of 20 cm and 35 cm in the seabed during
seven wave application processes. The figures from 10a to 10g show that the excess pore pressure at
a depth of 35 cm was slightly greater than that at a depth of 20 cm, indicating that the greater the
depth was, the harder it was for the excess pore pressure to dissipate. The excess pore pressure data
from the seven wave applications at the same depth (Figure 10h,i) indicated that the maximum excess
pore pressure formed from the process of the last wave application was lower than that formed from
previous wave applications. For example, the maximum pore pressure at a depth of 20 cm of the
seabed hit approximately 1.4 kPa in the first wave application, approximately 1.0 kPa in the third
wave application, and approximately 0.2 kPa in the seventh wave application. The maximum excess
pore pressure inside the soil mass showed a decrease trend with the increase in the number of wave
actions, indicating that the whole soil mass tended to be stable. It was consistent with the experimental
phenomenon that the sliding surface gradually moved up and became shallow with wave application
process, and that the thickness of the oscillation layer reduced. Each wave application process might
lead to an increase in the excess pore pressure of the seabed sediment. However, the liquefaction
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resistance of the sediment improved upon each wave action process, resulting in a decrease in the
excess pore pressure caused by the next process of wave action. This might be due to the fact that the
wave action can promote the rearrangement of sediment particles. The experiment results show that
the seabed is the most unstable in the initial stage of rapid deposition of sediment, and it is most likely
to be destroyed under wave action. Due to the limitations of laboratory experiments [29,30], more field
work is required to confirm these experimental results.

3.4. Sediment Strength

The overlying water mass was discharged after the seventh wave action, and the entire soil sample
was subject to a penetration strength experiment with a micro penetration instrument. The diameter of
the mini penetrometer was 3 cm, the horizontal separation distance between test points was 15 cm,
and the vertical depth interval was 5 cm. As shown in Figure 11, the penetration strength of the soil
mass was substantially greater than 50 kN in the depth range from 0 cm to 20 cm, and the penetration
strength of the soil mass ranging from 8 cm to 13 cm was greater, with a mean value greater than
80 kN, indicating there was a high-strength formation at this depth. The soil mass had a relatively large
variation in strength gradient, with the strength of the soil mass decreasing from 60 kN to 30 kN in this
7-cm-thick range. The penetration strengths of the soil mass with the depth ranging from 20 cm to 40 cm
were less than 30 kN, and most of the values were approximately 10 kN, being less than the penetration
strength in the hard formation of the surface strength. By comparing the strength distribution law for
sliding surface and soil penetration, it was found that the depth of the high-strength formation was
slightly less than the depth (15 cm) of maximum sliding surface, that is, the high-strength formation
was located above the sliding surface. This indicates that exiting surface sediment undergoes multiple
wave actions, and its strength is improved in the absence of new deposition conditions.
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4. Conclusions

The instability behavior of the fine-grained seabed under wave action was simulated in in-lab
flume experiments in this work. The main experimental results are summarized as follows:

(1) The fine-grained seabed presents an arc-shaped oscillation failure form under wave action.
The sliding surface becomes deeper and then shallower as the wave action continues.
The distribution of the gas pores is substantially the same as that of the sliding surfaces.

(2) We found the first evidence for possible gas migration due to wave action. The presence of gas
may serve as a primer for submarine slope failures, which suggests a new mechanism for seafloor
instability in the Yellow River Delta.
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(3) Each wave process may cause the perforation pressure of the sediment to increase, and the
liquefaction resistance capacity of the sediment increases during each wave process, leading
to a decrease in the excess pore pressure caused by the next wave process. The seabed is the
most unstable and most susceptible to damage under wave action in the initial stage of rapid
deposition of the sediment.

(4) Without new depositional sediments, the existing surface sediments can form high-strength
formation under wave actions.
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Abstract: Sediments are an important sink for heavy metal pollutants on account of their strong
adsorption capacity. Elevated content of Cu was observed in the Chengdao area of the Yellow River
Delta, where the surface sediment is mainly silt and is prone to be liquefied under hydrodynamic
forces. The vertical transport of fine particles, along with pore water seepage, during the liquefaction
process could promote the migration and diffusion of Cu from the interior of sediment. The present
study involved a series of wave flume experiments to simulate the migration and diffusion of Cu from
the interior of sediment in the subaqueous Yellow River Delta area under wave actions. The results
indicated that sediment liquefaction significantly promoted the release of Cu from internal sediment
to overlying water. The variations of Cu concentrations in the overlying water were opposite to
the suspended sediment concentrations (SSCs). The sediment liquefaction caused high initial rises
of SSCs, but led to a rapid decline of dissolved Cu concentration at the initial period of sediment
liquefaction due to the adsorption by fine particles. Afterwards, the SSCs slightly increased and
then gradually decreased. Meanwhile, the dissolved Cu concentration generally kept increasing
under combined effects of intensively mix of sediment and overlying water, pore water seepage,
and desorption. The dissolved Cu concentration in the overlying water during sediment liquefaction
phase was 1.5–2.2 times that during the consolidation phase. Sediment liquefaction also caused
vertical diffusion of Cu in sediment and the diffusion depth was in accordance with the liquefaction
depth. The results of the present study may provide reference for the environmental management in
the study area.

Keywords: sediment liquefaction; heavy metal; migration; interior of sediment; the subaqueous
Yellow River Delta

1. Introduction

Heavy metal pollution in soils or sediments is a serious problem for biota and has been extensively
studied worldwide because of its excellent ecological transference potential and manifest adverse
effects on ecosystems and human health [1,2]. Heavy metals in soils or sediments can be derived
through natural sources, such as weathering of rocks, or by pollution generated by human activities.
Many efforts have been done to distinguish between the natural background values and anthropogenic
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inputs, and to evaluate the possible enrichment of heavy metals due to human activities [3–8].
Sediments in rivers, estuaries, bays, and in the seabed of some offshore oil fields are often contaminated
by heavy metals on account of sewage discharge, surface runoff, and the industrial activities and oil
spillage of offshore oil fields [9–13]. It is widely recognized that sediments are an important sink for
most pollutants because of their strong adsorption capacity. The heavy metal pollutants discharged
into the marine water are easily adsorbed on the fine particles and organic matter, migrating and
settling into seafloor sediments [14,15]. These settled heavy metals might migrate into marine water
during sediment resuspension and cause harm to marine ecosystems.

Sediment resuspension can be caused by physical processes such as tidal, wind-driven currents,
and wind waves [16]. In a shallow water environment, waves have been found to dominate the sediment
resuspension process due to wave orbital shear stresses [17–20] or wave pumping of sediments [21].
Moreover, wave-induced pore pressure build-ups significantly promote the resuspension of sediment
particles [22] and sediment liquefaction under extreme wave loads will lead to massive resuspension
of particles, which is remarkably more than that under non-liquefaction conditions in quantity [23].
Meanwhile, a large quantity of fine particles, which have complex physicochemical properties,
resuspended from the interior of sediment into the overlying water along with pore water seepage
in the liquefaction process [24,25]. These factors would have a combined influence on the release of
heavy metals accumulated in sediments.

The Chengdao area of the Yellow River Delta has a complex sedimentary environment that formed
by the historical course variation of the Yellow River. The surface sediment in this area contains a
high silt content, which is prone to resuspension, even liquefaction, under wave loads [26]. Moreover,
elevated concentration of heavy metals, especially Cu, in sediment were reported in this area [11,13].
Under hydrodynamic disturbance, such as wind waves, the accumulated heavy metals in sediment
could release into the overlying water body along with the sediment resuspension process.

Many efforts have been done to investigate the release of heavy metals during sediment
resuspension processes. Numerical models coupling laboratory flume experiments were applied to
study the remobilization during resuspension events of contaminated sediments. Wang et al. [27]
explored the Cd release from sediment in Jinshan Lake during the post-dredging period by combining
field surveys, laboratory experiments, and numerical simulations, the magnitude of Cd release was
observed to be larger in high-water year and under higher bottom shear stress induced by the tidal flow.
The exchange kinetics of lead between water and contaminated sediments in reservoirs were explored
by a chemical speciation model, which was calibrated with laboratory resuspension experiments [28].

In-situ monitoring techniques are also extensively used in analyzing sediment resuspension and
pollutants release process. A scientific instrument platform carrying sensors that measured suspended
solids, current, wind velocity, and pressure was deployed to support the analysis of the mechanisms of
sediment resuspension [18]. A 49-day field observation data set including temperature, suspended
sediment concentration, chlorophyll concentration, and currents were collected by an in-situ monitoring
platform to analyze the impact of typhoon on the sediment dynamics [29]. High-frequency on-line
monitoring were performed to identify the daily variations of resuspension of heavy metals [30].

Laboratory flume experiments, which have advantages that the variables are controllable,
were also extensively applied in studies about heavy metals remobilization during sediment
resuspension, including particle entrainment simulator (PES) [31], annular flume [27,32,33], wave flume
experiments [34], etc.. Nevertheless, the simulation with PES or annular flume only considered the
hydrodynamic disturbance of surface sediment, and few studies focused on the heavy metal release
during wave-induced sediment liquefaction process [34].

In view of this, the objective of the present study was to investigate the remobilization of heavy
metal Cu under wave actions, especially during sediment liquefaction, through a series of controlled
wave flume experiments using the sandy silts collected from the Yellow River Delta. Two sequential
phases, i.e., consolidation phase and liquefaction phase, were included in the study to identify the
variation of the concentration of resuspended particles, and the concentration of Cu in the overlying
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water and within the sediment. The study provides a reference for understanding changes of the
marine ecological environment in the subaqueous Yellow River Delta.

2. Materials and Methods

2.1. Study Area

The study area was located in the offshore area of the subaqueous Yellow River Delta in China,
as shown in Figure 1. The surface sediment of the subaqueous Yellow River Delta consists mainly
fine particulate silty clay [18], which is prone to liquefaction. The waves in this sea area are mainly
stormy waves, with the annual strongest wind direction from the northeast, an average wind velocity
of 6.8 m/s, and a maximum wind velocity of 20.9 m/s. Storm surges occur easily under these conditions.
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2.2. Experimental Facilities

Experiments were conducted in a “T” shape wave flume (3.5 m × 0.4 m × 1.0 m), which consists
of a water flume and a sediment tank (Figure 2). The flume was equipped with a wave generator at the
right end and a dissipating gravel beach at the other.

As shown in Figure 2, a capacitive wave gauge and a turbidimeter was fixed along the central
of the water flume to collect the wave height, wave period, and the turbidity in the overlying water
during the experiments, respectively. The turbidimeter (RBR, Canada) was fixed with a self-design
bracket on the top of the flume. Two turbidity probes of the turbidimeter were fixed at 5 cm and
20 cm above the sediment surface (Figure 3), which were the same as the water sampling points,
to record the variation of suspended sediment concentrations. Before the experiment, the turbidimeter
was calibrated with suspended sediment solutions configured at setting concentrations of 0.2, 0.4,
0.6, 0.8, 1.0, and 1.2 g/L. Turbidity data was collected once per second, and the suspended sediment
concentration in the overlying water was calculated as the average value of the 60 values collected
every minute. The sediment tank (0.6 m × 0.4 m × 0.3 m) is located in the middle of the flume bottom
and the right side of the tank is 1.6 m from the wave generator plate (Figure 2).
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2.3. Experimental Preparation and Procedures

2.3.1. Sediment Preparation

Sediments used in the experiments in the present study were collected from a lobate tidal flat
area near the Diaokou flow route of the Yellow River Delta. The soil was classified as sandy silt with a
median particle size of 44 µm. The soil has a fine sand content of 29.57%, a silt content of 62.97%, and a
clay content of 7.8%. To ensure the homogeneity of the experimental sediment, the soil was air dried
and sieved to remove gravel. Artificial seawater with salinity of 35‰ (which was called standard
seawater hereinafter) was used as overlying water in the wave flume and to mix the heavy meatal
solution with soil in the experiments.

A total of 567 g Cu (NO3)2·3H2O was dissolved into 8.5 kg of standard sea water to produce a
heavy metal solution, which was subsequently well mixed with 30.0 kg of sieved dry soil to form a
uniform polluted slurry with a water content of 30%. The slurry was sealed in darkness for seven days
to the ensure Cu reached a stable state. Clean slurry was prepared with sieved dry soil and standard
seawater. In order to eliminate the effect of wave orbital shear stress on the resuspension of polluted
sediment particles, the polluted slurry was designed to be covered by a layer of clean slurry. The clean
slurry was first backfilled into the soil tank until a depth of 20 cm. Then, a uniform 5 cm thick layer of
polluted slurry was deposited above the clean slurry. Another 5 cm thick layer of clean slurry was
finally laid on the top. Standard seawater was then gradually added into the wave flume up to a depth
of 50 cm above the soil surface (Figure 3).J. Mar. Sci. Eng. 2019, 7, x 5 of 14 
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2.3.2. Wave Flume Experiment Processes

The wave flume experiment included three sequential stages, namely static diffusion stage (Stage
I), 7 cm wave height (Stage II), and 13.5 cm wave height (Stage III). Table 1 shows the wave parameters
and sampling intervals in the experiments.

Table 1. Wave parameters and sampling intervals in the wave flume experiments.

Stages Wave
Height/cm

Wave
Period/s Duration Sampling Intervals

Static diffusion
(Stage I) - - 40 h 8 h

7 cm wave height
(Stage II) 7.0 2.3 180 min every 10 min for the first

60 min and every 20 min
for the last 120 min13.5 cm wave height

(Stage III) 13.5 1.2 180 min

In Stage I, the overlying water was left still for 40 h and the sediments remained in a consolidation
state. Stages II and III were the wave action stages, with the wave actions lasted for 180 min in each stage.

In Stage I, water samples were collected every 8 h using self-design water sampling devices at 5 cm
and 20 cm above the center line of sediments, namely at water depths of 30 cm and 45 cm (Figure 3).
Each water sample was 50 mL in volume. Since the volume of water samples were relatively small,
standard seawater was not replenished into the wave flume. Three parallel samples were collected at
each sampling point. Nitric acid was added to the samples, which were stored at low temperatures
(4 ◦C) for analysis of dissolved Cu concentrations. During Stages II and III, after the wave height was
steady, water samples were collected every 10 min for the first 60 min and every 20 min for the last
120 min. The sampling points and method were the same as that in Stage I.

At the end of each stage, a polyvinyl chloride (PVC) tube was inserted in the sediment at the
central position of the sediment tank to collect columnar samples of sediments (Figure 3). These
PVC tubes were remained in the sediment tank until the end of Stage III. All sediment columnar
samples were incised into 2 cm segments for the analysis of Cu concentrations at different depths of
the sediments.

2.4. Analytical Methods of Cu Concentrations in Water and Sediment Samples

The collected water samples were immediately filtered through 0.45µm cellulose acetate membranes.
The filtrate was then digested by nitric acid followed by Inductively Coupled Plasma – Mass Spectrometry
(ICP-MS). The dissolved Cu in sediment samples was pretreated following the instructions in the
pretreatment guideline of heavy metals analysis in the marine sediments and organisms-Microwave
assisted acid digestion [35] followed by Fire Atomic Absorption Spectroscopy (FAAS).

2.5. Quality Control

All reagents used in the analysis were guaranteed reagents, and freshly prepared deionized water
was used in the analysis and to rinse all the sampling instruments. Detection limits of FAAS for Cu
was 0.0045 mg/L. To guarantee the data accuracy, a blank sample was set and all the samples were
determined in triplicate. Average values of these three tests were applied in the present study. Offshore
marine sediment (GBW07314) was used as the reference material in the analysis. The recovery rates of
heavy metals were above 90%.

3. Results

On account of the quality of samples for particulate Cu analysis in overlying water failed to meet
the minimum level for digestion analysis, only the dissolved Cu in the overlying water were discussed
in this paper.
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3.1. Sediment Liquefaction Process under Wave Action

A layer of electrostatic transparent membrane, on which the liquefaction interfaces were marked,
was pasted on the side wall of the sediment tank. The photos of marked interfaces were also taking
simultaneously. The marked interfaces were measured every 6 cm at horizontal direction, and a series
of curves presenting the variation of liquefaction interfaces was presented in Figure 4.
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The curve of t = 0 min in Figure 4a represents the initial sediment surface after 40 h consolidation.
Fluid oscillation from left to right was observed in the surface layer of sediment immediately after the
7 cm height wave was loaded in the flume, indicating that sediment was liquefied. The liquefaction
interface presented an arc shape, and the sediment particles above the interface showed a periodic
oscillation along the interface with the same period as the wave, while the particles below the interface
stayed still. This phenomenon is considered as the criterion for determining the liquefaction of
sediment caused by waves [22]. After 30 min of wave action, the liquefaction depth reached its
maximum of about 17 cm. Then the liquefaction interface began to move upwards under continuous
wave action, and the range of liquefied sediments retracted until re-stabilization. Obvious coarsening
and stratification were observed along the edge of the oscillation area.

3.2. Variation of Suspended Sediments Concentrations (SSCs) in Overlying Water

The SSCs in the overlying water under wave actions in Stage II and Stage III were presented in
Figure 5. There was a rapid increase in the SSC after loading the 7 cm height wave, and the SSC reached
a relatively stable state after approximately 60 min of wave action. During Stage II, the SSC increased
significantly, the variation range was 0.118–0.643 g/L. While in Stage III, the SSC first increased slightly,
then gradually decreased, and the variation range was 0.357–0.656 g/L. The SSCs at 5 cm above the
sediment surface were higher than those at 20 cm above the sediment surface, this agreed well with
results in the study of Kong and Zhu [36], which found that SSC increased with water depth under
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wave action in a wave flume experiment. Moreover, the SSCs at the two sampling points showed
similar variation trend.
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3.3. Variation of Dissolved Cu Concentration in the Overlying Water

The variations of dissolved Cu concentrations in overlying water in the three stages were presented
in Figure 6.
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In Stage I, there was no wave loaded and the sediment was under a consolidation phase for 40 h.
The dissolved Cu concentration in the overlying water increased with consolidation time.

In Stage II, the Cu concentration increased at the beginning of this stage and reached a peak value
after 30 min of wave action. A decrease trend was observed afterwards. After 60 min of wave action,
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the dissolved Cu concentration reached a relatively stable state. The dissolved Cu concentration in
overlying water variation range of dissolved Cu in overlying water was 0.052–0.146 mg/L.

In Stage III, a rapid increase was observed in the dissolved Cu concentration after the wave was
loaded, and the concentration kept increasing till the end of the experiment. The variation range was
0.107–0.188 mg/L.

3.4. Vertical Distribution and Change of Cu Concentration in Sediment

In Stage I, the sediment was consolidated for 40 h under hydrostatic pressure. The depth of
sediment surface descended by approximately 1 cm during this period. In Stage II, the sediment was
liquefied under wave action, and the height of the sediment surface measured from the bottom of the
soil tank descended by another 2 cm at the end of this stage. During Stage III, under the 13.5 cm wave
action, the height of sediment surface was relatively stable and the it descended by approximately
1 cm comparing with that at the end of stage II. The Cu concentration in the columnar samples were
analyzed, and the vertical profiles of Cu contents in the sediment were presented in Figure 7.
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At the end of Stage I, the Cu concentrations in the sediment at a depth of 5–10 cm, where the
polluted slurry was initially paved, were higher than other parts of the sediment, and the range of
Cu concentration was 32–4540 mg/kg. At the end of Stages II and stage III, the layers with higher Cu
concentration moved downward. The ranges of Cu concentration at the end of these two stages were
201–4060 mg/kg and 284–3450 mg/kg, respectively. As presented in Figure 7, Cu in the polluted layer
diffused into the upper and lower layers, and the amount of upward diffusion was larger than that of
downward diffusion.

4. Discussion

4.1. Variations of SSCs in the Overlying Water

During the initial period of the 7 cm height wave loading, the initial SSCs increased rapidly due to
wave disturbance. This was similar with the SSC variation in the wave flume experiment conducted by
Tzang et al. (2009). Under wave loads, the vertical distribution of pore pressure had depth gradients
with a maximum value at a certain depth in sediment [37,38]. Once the sediment liquefaction initiated,
pore pressure generally amplified in both shallow fluidized soil layers and near below the fluidized
layer [23]. Thus, fine particles and pore water at this depth transported upwards from the interior of
sediment under the “pumping” effect of pore water pressure [22,39], and caused higher initial rises of
SSCs. After 30 min of wave loads, the depth of liquefaction interface reached a maximum value and
began to move upwards (Figure 4a). Meanwhile, the SSCs increased slightly afterwards.
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During Stage III, the sediment liquefaction interface essentially remained at a stable level. In this
stage, the structure of the sediment was continuously strengthened as a result of gravitational
consolidation and drainage of pore water in sediments, and the sediment particles became more
compact [25]. Thus, liquefaction was not observed in this post-liquefied sediment [40]. Since the upward
transport of fine particles from the liquefied soil layer gradually decreased and sediment deposition
rate was larger than the resuspension rate [39], the SSCs in the overlying water gradually reduced.

4.2. Dissolved Cu Concentration Variations in the Overlying Water

In Stage I (the consolidation stage), the dissolved Cu concentration in the overlying water gradually
increased. The dissolved Cu released from the sediments into overlying water through mainly two
pathways. One was static diffusion [41]. On account of the dissolved Cu concentration in the sediments
were much higher than that in the overlying water, the dissolved Cu was diffused into the overlying
water through pore water. The other pathway was consolidation drainage. As the pore spaces between
sediment particles were squeezed during consolidation, which induced the pore water seepage in
sediment, dissolved Cu in sediment migrated into the overlying water along with the seepage.

In Stage II, sediment liquefaction was observed, and the initial SSCs in the overlying water increased
rapidly (Figure 5a) in a short time after the wave load. However, the initial dissolved Cu concentration
rapidly declined (Figure 6b). This agreed well with a previous study reported that the heavy metals
concentrations in the overlying water and suspended sediments were negatively correlated [42]. The rapid
decline in the dissolved Cu concentration at the initial period of this stage may be related to the adsorption
process by the increased quality of suspended particles [34,43]. Moreover, as the change of hydrodynamic
condition of the overlying water, namely from a static state to a disturbed state, the dissolved Cu
above the sediment tank diffused into the surrounding water under wave disturbance. Afterwards,
the dissolved Cu concentration then began to increase and reached its peak at approximately 30 min,
which was corresponding to the sediment liquefaction process. The sediment and overlying water were
intensively mixed during the liquefaction process [34,43], which facilitated the release of Cu from the
sediment into the overlying water. The liquefaction interface gradually moved upwards under the
subsequent wave actions. Meanwhile, fine particles in the sediment were resuspended into the overlying
water during the liquefaction process [22]. These fine particles, which are relatively small in particle size
and have larger specific surface area, would strongly adsorb the dissolved Cu and lead to a decrease of
dissolved Cu concentration in the overlying water [44].

After 90 min of wave action, the SSCs in the overlying water remained relatively stable. However,
the dissolved Cu in the overlying water kept increasing, which might be induced by the following
reasons: (1) As the sediment liquefaction interface gradually moved upwards, the sediment structure
below the liquefaction layer was strengthened [25]. The sediment particles were compacted and the
pore water was squeezed out and caused seepage flow, along with which the dissolved Cu in sediment
diffused into the overlying water; (2) The pressure difference between the wave crest and trough also
caused the diffusion of Cu in the sediment into the overlying water along with the pore water [21,45].

In Stage III, the liquefied sediment layer was about 2–3 cm thick on the surface. During the
initial period of wave action, both the SSCs and the dissolved Cu concentration increased (Figures 5b
and 6c). The sediment particles settled on the surface were resuspended as a result of the increased
wave height. The strong disturbance in overlying water induced desorption of Cu that previously
adsorbed on particles [34]. This led to an increase in the dissolved Cu in the overlying water. After
60 min of wave action, an opposite change tendency of the SSCs and the dissolved Cu concentration
was observed, namely the SSCs in overlying water declined (Figure 5b), while the dissolved Cu
concentration had an increasing tendency (Figure 6c). The possible reasons for the increase of dissolved
Cu concentrations in the overlying water were as follows. First, the dissolved Cu diffused into the
overlying water along with the upwards pore water seepages from the sediment under the wave
loads [25], leading to a slow increase in the dissolved Cu concentration in water. Second, the sediment
particles that adsorbed Cu were resuspended into the overlying water and exposed in water disturbance
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arise from wave movements, which could resulted in desorption of the adsorbed Cu on sediment
particles [46], and in consequence increased the dissolved Cu concentration in the overlying water.
Moreover, re-suspension of the sediment caused the sediments at reduced state to be exposed in an
aerobic environment. The organically-bound Cu on the particles were released due to oxidization and
degradation of organic matter, and thus increased the concentration of dissolved Cu in the overlying
water. In addition, the re-adsorption of dissolved Cu by iron manganese oxide was weakened on
account of the combination of dissolved Cu and dissolved organic matter, which also increased the
concentration of dissolved Cu in water.

4.3. Cu Concentration Profile in the Sediment after Each Wave Load

At the end of Stage I, there was little change in the Cu concentrations in the sediment. As presented
in Figure 7, slight increase of Cu content was observed in the sediment above the polluted layer, while a
relatively larger increase was found below the polluted layer. Since there was a concentration gradient
between the polluted slurry and the clean slurry, Cu in the polluted layer diffused into the surrounding
layers through pore water [41]. Furthermore, the downward diffusion amount was larger under the
effect of gravity.

After wave actions in Stage II, liquefaction occurred in the seafloor sediments. Within the
liquefaction range, sediment particles and pore water mixed intensively, leading to a clear migration
and diffusion of Cu in sediments. As presented in Figure 7, Cu in the polluted layer diffused into the
surrounding sediment at the end of Stage II, and the upward diffusion amount of Cu in the polluted
layer was larger than the downward diffusion amount.

At the end of Stage III, the position of high concentration of Cu in the sediment moved downward
comparing to that at the end of Stage II. Since fine particles were separated from the soil skeleton
during the sediment liquefaction, the particles below the liquefaction interface became coarser [40],
which largen the spaces between sediment particles. This intensified downward permeation of Cu into
deeper sediments.

The maximum liquefaction depth of the sediment was approximately 17 cm and increased
concentration of Cu was also observed near this depth. This was attributed to the vertical diffusion of
Cu in sediments on account of the intensive mix of sediment particles and pore water.

5. Conclusions

Sediment in the subaqueous Yellow River Delta, classified as sandy silt, is prone to liquefaction
under wave actions. Experimental investigations of the release of dissolved metals from the interior
of sediment due to wave-induced sediment liquefaction has shown that variation trends of SSCs
and dissolved Cu concentration in the overlying water were different. Moreover, the mechanisms of
migration and diffusion of dissolved Cu in static diffusion stage and liquefaction stage were analyzed.

In the static diffusion stage, the dissolved Cu concentration increased slightly due to the static
diffusion and the consolidation and drainage of seafloor sediments. In the liquefaction stage, the arc
shaped liquefaction interface moved downward during the initial period of wave loads and reached
the maximum depth of about 17 cm after 30 min of 7 cm height wave actions. During the rest period of
wave actions, the liquefaction interface gradually moved upward and then remained at a relatively
stable depth. The dissolved Cu concentration declined at the initial period of liquefaction due to
the adsorption by the increased quality of suspended particles, which are fine sandy silts with large
specific surface area. On account of the intensively mix of sediment and overlying water during the
liquefaction process, the dissolved Cu concentration increased to a peak value as the liquefaction
interface reached its maximum depth. Sediment liquefaction greatly facilitated Cu release from interior
of sediments to the overlying water. The concentrations of dissolved Cu in the overlying water during
the liquefaction phase were much higher than that in the consolidation phase. Moreover, the dissolved
Cu concentrations kept increasing as the wave height increased under the comprehensive function
of many factors, including the diffusion of dissolved Cu with pore water seepage, desorption of the
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adsorbed Cu on sediment particles, and weakened re-adsorption of dissolved Cu due to its combination
with dissolved organic matter.

The migration and diffusion of Cu in the sediment were also intensified during the liquefaction
phase. In the initial process of sediment liquefaction, the upward diffusion quantity of Cu was
significantly higher than the downward diffusion quantity. As the liquefaction interface gradually
became stable, the downward diffusion quantity increased due to the change of skeleton of sediment
below the liquefaction interface. Overall, the diffusion range of Cu in sediment was generally consistent
with the liquefaction range, indicating that the sediment liquefaction expanded the range of heavy
metal pollution in sediment.

Heavy metal release amount due to sediment resuspension or liquefaction was found to be
significant and should be considered in the long-term management of contaminated sediments in the
study area. Control measures, such as pollutant discharge management and site remediation, may be
performed to reduce the release quantity of contaminants. The understanding of heavy metal release
mechanisms from liquefied sediments and its impact on the coastal environment could be improved
by further laboratory and filed studies.
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Abstract: The physical and mechanical properties of coral sand are quite different from those of
common terrestrial sands due to the special marine biogenesis. Shaking table tests of three-story
structures with nine-pile foundation in coral sand and Fujian sand were carried out in order to study
the dynamic response characteristics of pile-soil-structure system in coral sand under earthquake. The
influence of shaking intensity on the dynamic response of the system was taken into consideration.
The results indicated that the peak value of the excess pore pressure ratio of coral sand was smaller
than that of Fujian sand under two kinds of shaking intensities; moreover, the development speed
of excess pore pressure ratio of coral sand was smaller than that of Fujian sand. The liquefaction of
coral sand was more difficult than Fujian sand under the same relative density and similar grain-size
distribution. The horizontal displacement, settlement, column bending moment, and pile bending
moment of coral sand were smaller than those of Fujian sand, respectively. The magnification effect of
column bending moment of buildings in coral sand was less than that in Fujian sand with increasing
shaking intensity. This study can provide some supports for the seismic design of coral reef projects.

Keywords: coral sand; Fujian sand; shaking table test; dynamic response; pile group

1. Introduction

Coral sand is a special geotechnical medium that is rich in calcium carbonate and deposited by
marine protozoan skeletons. Coral sand is widely distributed in the coasts and reefs of Australia, the
Gulf of Mexico, and the South China Sea [1]. When compared with the common terrigenous sands,
coral sand has special physical properties, such as multi-voids, irregular particle shape, and fragility.
These properties lead to the difference of compressibility, shear strength, and permeability between
the coral sands and the common terrigenous sands [2–5]. With the expansion of construction scale
on coral reefs recent years, the seismic safety of coral reefs has attracted considerable attention [6–9].
Historically, a magnitude 8.1 earthquake struck Guam in the Pacific Ocean on August 8, 1993, which
caused severe liquefaction of coral sandy sites in dredger fills and lake sediments [10]. Large-scale
liquefaction of coral sand also occurred in the Hawaii earthquake in 2006 and Haiti earthquake in 2010,
which caused irreparable losses to local infrastructure and people’s lives and property [11–13].

Xiao et al. analyzed the dynamic strength, cyclic deformation, and pore pressure of saturated
coral sand and microbial reinforced coral sand by the dynamic triaxial test in order to study the
dynamic response characteristics of pile-soil-structure system in coral sand under earthquake [1].
Salem et al. pointed out that the calcareous sand has higher dynamic strength than siliceous sands and
suggested the dynamic resistance ratio-confining pressure-relative density relationship of calcareous
sand from North Coast Dabaa [14]. Xu et al. studied the transmission law of explosive stress wave
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in saturated coral sand and quartz sand, and concluded that saturated coral sand has a stronger
absorption and attenuation effect on explosive stress wave than quartz sand [15]. Sandoval et al. found
the differences of dynamic response between Puerto Rico coral sand and Ottawa siliceous sand through
the result of dynamic triaxial tests [16]. Other scholars have also carried out some research on the
dynamic characteristics of coral sands [17,18]. However, the former researches mainly focused on the
strength, deformation, and pore pressure characteristics of coral sands in small-scale models, and it
does not involve the dynamic response while considering the interaction between structures and soil
in large-scale coral sands sites.

The shaking table test is an important method for studying the dynamic response of liquefiable
sites and the structures on them under earthquakes. Tang et al. performed the failure mode of pile
foundation of bridge under earthquakes while considering the pile-soil interaction [19]. Dashti et al.
carried out a series of liquefaction model tests of low-rise buildings through the centrifuge shaking
table test; the mechanism of building settlement that was caused by liquefaction was discussed [20].
Chen et al. studied the dynamic characteristics and damage law of subway station [21]. Other scholars
have also undertaken a lot of research on the dynamic response of various structures and foundations
under earthquake using shaking table test and found that the depth and compactness of soil, the
existence of structures, and the input parameters of shaking excitation have obvious effects on site
liquefaction and dynamic response of structures and soil [22–30]. However, the above studies are
aimed at the terrigenous sands, and there are few studies on coral sand at present.

Important military buildings for large equipment and heavy machinery on coral sand sites often
use the low-rise concrete structures that are supported by pile group foundations. A series of shaking
table tests of buildings with nine-pile foundation in coral sand were carried out in order to study the
seismic response of coral sand and the structures on it. Shaking table tests on quartz sand sites in the
same situation were also performed as comparative tests. The differences and similarities of dynamic
characteristics of coral sand and Fujian sand were compared and analyzed based on the results of pore
water pressure, acceleration, displacement, and dynamic bending moment.

2. Shaking Table Test

The test was performed using ANCO shaking table, which is sourced from ANCO company, Los
Angeles, America. The shaking table can simultaneously carry out horizontal and vertical shaking,
with a dimension of 1200 mm × 1200 mm in plane, as shown in Figure 1. The maximum proof model
mass, horizontal displacement, and base excitation is 1000 kg, 100 mm, and 2.0 g, respectively. A soil
container with size of 950 mm in length, 850 mm in width, and 550 mm in depth was used. The soil
container changes from a laminar shear type to a rigid type when the controls at the four corners of the
soil container are tightened (Figure 1). Two DHDAS acquisition instruments with 96 channels were
used to collect sensor signal data simultaneously in this test. The DHDAS acquisition instruments is
sourced from Donghua Testing Technology Co., Ltd., Jingjiang, China.
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Figure 1. Shaking table facility. 
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2.1. Similitude Ratio

The geometric similarity ratio is set as 1:40 based on the maximum load of the shaking table
and the size of the soil container. According to the Buckingham theory [31,32] and scaling laws [33],
length l, elastic modulus E, and equivalent density ρ were chosen as the basic physical quantities.
The similarity ratio of elastic modulus SE is obtained by comparing the elastic modulus of the model
building material and the prototype building material. The similarity ratio of equivalent density Sρ is
calculated by Equation (1), when the preset acceleration similarity ratio Sa is 1. The other physical
quantities, such as time, acceleration, and displacement, were derived based on the similarity relations,
as shown in Table 1.

Sa =
SE

Sρ·Sl
(1)

Table 1. Similitude laws of shaking table test.

Parameters Similitude Relation Similitude Ratio

Length l Sl 1:40
Equivalent density ρ Sρ 6:1

Elastic modulus E SE 3:20
Acceleration a Sa=SESρ−1Sl

−1 1
Duration t St=SE

−0.5Sρ0.5Sl 0.158
Frequency ω Sω=St

−1 6.325
Stress σ Sσ=SE 3:20

Linear displacement r Sr=Sl 1:40

2.2. Preparation of the Model

The soil container was separated into two halves along the orientation of shaking, half of which was
for preparing the coral sand foundation and the other half was for preparing Fujian sand foundation.
The rigid soil container was used in the test to prevent the two sands from interacting with each other.
Relatively compressible foam cushions with thicknesses of 100 mm were attached to the inner walls of
the soil container perpendicular to the shaking direction to reduce the energy that was reflected by
the container. The foam was made of polystyrene. The density, water absorption, and compressive
strength of the foam were 30 kg·m−3, 1%, and 150 kPa. A foam board was installed at the middle of
the soil container to prevent the mix of the two kinds of sands. Coral sand that was used in the test
was taken from a reef in the South China Sea, and the quartz sand used was Fujian standard sand.
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Figure 2 presents the grain-size distribution of the two kinds of sands, which shows that the grain-size
distributions of the two kinds of sands are similar. Table 2 illustrates the basic physical parameters of
the two kinds of sands.
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Table 2. Physical properties of sand.

The Category
of Sand

Specific
Gravity

Maximum Dry
Density
(g·cm−3)

Minimum Dry
Density
(g·cm−3)

Coefficient of
Uniformity, Cu

Mean Grain
Size,

(D50: mm)

Coral sand 2.80 1.48 1.15 2.67 0.48
Fujian sand 2.63 1.64 1.35 4.50 0.60

The model foundation consisted of two parts along the vertical direction, above and below the
water level. The soil layer below the water level was prepared while using the water sedimentation
method. The water surface is about 10 cm above the sand surface throughout the process. The
main factor affecting the relative density of the model foundation that was prepared by the water
sedimentation method is the fall distance [34]. The two kinds of sands fall to the water surface at the
same height during sample preparation, and other influencing factors, such as the speed and flow of
the sand ejection head, should be consistent, in order to make the relative density of the coral sand
and quartz sand sites approximately the same. During the preparation of the model foundation, a
calibrated aluminum box was used for sampling analysis in time to ensure that the uniformity and
relative density of the two sand model foundations were approximately similar. The soil layer above
the water level with a thickness of 30 mm was prepared to keep consistent with the actual engineering
situation. The relative density of the whole model foundation is 0.67.

The prototype of the structures were three-story concrete frame buildings with a nine-pile
foundation. The buildings are used to store large equipment and heavy machinery on coral sand
sites. The organic glass was selected to prepare the model buildings and piles, because the geometric
dimensions of the model building were too small after shrinking according to the similar law and there
were practical operation difficulties in concrete pouring. The three-story model building with side
length of 180 mm, net height of 100 mm for the bottom floor, and 90 mm for the other floors is made of
organic glass, as shown in Figure 3. The organic glass plates with the thickness of 5 mm were used as
slabs, under which rectangular organic glass bars with geometry of 5 mm × 5 mm × 160 mm were
installed to simulate the beam. The cross-sectional dimension of the model column was 10 mm × 10
mm, and the outer edge of which was leveled with the outer edge of the model beam. The geometry of
the model raft was 220 mm in length and 15 mm in thickness. The diameter and length of the model
pile were 20 mm and 400 mm, respectively. The organic glass can be changed into liquid state by
dropping acetone on it. Each component of the model building was dissolved in order to connect by
the special adhesive of organic glass. In the connection process, the verticality among the components
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was ensured by the triangular rule and the integrity of model was guaranteed by the connection after
the organic glass dissolved.J. Mar. Sci. Eng. 2020, 8, 189 5 of 17 
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Figure 3. Model structure details.

While considering the gravity effect on the prototype structure, steel plates weighing 3.5 kg with
geometry of 150 mm in length, 150 mm in width, and 20 mm in height were glued on each floor of
the model structure, and steel plates weighing 6.2 kg with geometry of 150 mm in length, 150 mm in
width, and 35.5 mm in height was glued on the model raft. A total additional mass of 16.7 kg or 81%
of the enough artificial mass was placed on the model structure. The density of the model building
is increased by adding enough artificial mass to meet the similarity rate. The gravity effect of pile
foundation was ignored in this test.

2.3. Instrumentation and Experimental Program

The coral sand and Fujian sand sites adopt the same sensor arrangement, as shown in Figure 4.
Laser displacement sensors with heights of 150 mm and 330 mm from the ground of model foundation
were installed on the shaking table using the rigid brackets, respectively, and the rigid targets point
were installed on the floors of the structure. The horizontal displacement sensor was 280 mm from the
vertical center line of the structure. The model foundation stood for 24 h before the test. The capillarity
action is considered and the water level is consistent with Figure 4b during 24 h. The experimental
program was arranged as a comparative study of the dynamic response of pile-soil-structure system
in coral sand and Fujian sand sites, while considering the influence of shaking intensity. Table 3
summarizes the specific experimental program. Figure 5 shows the time history curves of sinusoidal
wave excitation. The sinusoidal wave has a simpler law than the seismic wave, and it is easy to analyze
the dynamic response of the model foundation and structure, many scholars have used sinusoidal
wave as excitation, especially in the liquefaction condition [35,36]. The white noise with an amplitude
of 0.02 g and a duration of 20 s was input before and after each sinusoidal wave excitation input.
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Table 3. Summary of shake table tests conducted.

Case Relative
Density Input Motions Peak

Acceleration (g) Duration (s) Frequency
(Hz)

1 0.67 Sine wave 0.1 10 5
2 0.67 Sine wave 0.2 10 5
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3. Macroscopic Phenomena of Soil and Structure

Figure 6a shows the surfaces of coral sand and Fujian sand sites. When the 0.1 g sinusoidal wave
excitation was input, the building on the coral sand site began to shake slightly, and no water was
discharged from the model soil. The phenomenon of Fujian sand site was similar to that of the coral
sand site. Figure 6b presents the site condition after test. When the 0.2 g sinusoidal wave excitation
was input, the shaking degree of buildings in the two kinds of sand sites increased and reached the
maximum at about 4.8 s, and then the shaking degree suddenly decreased. With the input of shaking
excitation, the shaking degree gradually increased again. The buildings subsided and inclined, and
the soil on both sides of the building rose. For coral sand, the surface of model soil was gradually
getting wet, and little water accumulated after test, as shown in Figure 6c. The water of Fujian sand
site increased from the surrounding of the soil container and accumulated a little on the surface of the
site (Figure 6d).
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Figure 6. Macroscopic phenomena of the model soil and structure: (a) Before test; (b) After 0.1 g
shaking excitation; (c) Coral sand site after 0.2 g shaking excitation; and, (d) Fujian sand site after 0.2 g
shaking excitation.
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4. Result and Discussion

4.1. Pore Water Pressure Response

The excess pore pressure ratio (ru) was defined here as the ratio of the difference of pore water
pressure in a specified stage and initial pore water pressure over the vertical effective stress to detect
the occurrence of soil liquefaction.

Under 0.1 g shaking intensity, Figure 7 shows the time history curves of excess pore pressure ratio
directly under the buildings (P1, P2, P3, and P4) of coral sand and Fujian sand. The signal of pore
water pressure gauge was lost at P4 position in Fujian sand site. During the period of shaking (10 s),
the excess pore pressure ratio of two kinds of sand sites gradually increased and the growth rate of
coral sand was significantly less than that of Fujian sand. After 2 s of shaking, the excess pore pressure
ratio of coral sand at P1 position was approximately 0.02, which of Fujian sand was about 0.04, and the
excess pore pressure ratio of coral sand was less than that of Fujian sand. During the whole shaking
period, Table 4 shows the peak values of excess pore pressure ratio. With the decrease of depth, the
peak values of the two kinds of sand sites gradually increased. The peak values of excess pore pressure
ratio of coral sand were less than that of Fujian sand. From top to bottom (P1–P3), the peak values of
coral sand were about 0.86, 0.67, and 0.80 times of that of Fujian sand.
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Table 4. Comparison of peak excess pore pressure ratios.

Shaking Intensity Sand Type P1 P2 P3 P4 P5 P6 P7 P8

0.1 g Coral sand 0.06 0.04 0.04 0.03 0.08 0.04 0.04 0.03
Fujian sand 0.07 0.06 0.05 Lost 0.09 0.06 0.04 0.04

0.2 g Coral sand 0.94 0.68 0.62 0.5 1.1 0.72 0.59 0.54
Fujian sand 1.2 1.09 0.98 Lost 1.5 1.24 1.12 0.81

Figure 8 shows the time history curves of excess pore pressure ratio under 0.2 g shaking intensity,
and the signal of pore water pressure gauge was lost at P4 position in the Fujian sand site. The
development patterns of the excess pore pressure ratio of the two kinds of sand sites were the same
with time during the shaking period (10 s). The excess pore pressure ratio reached peak value after a
sharp increase of about 4 s, and then began to decrease. The growth rate of excess pore pressure ratio
of coral sand was less than that of Fujian sand, when the excess pore pressure ratio reached 0.5 at the
P1 position, the coral sand uses 2.73 s, and the Fujian sand uses 2.22 s. Table 4 shows the peak values
of the excess pore pressure ratio of two kinds of sand sites. The peak values of excess pore pressure
ratio of coral sand were less than that of Fujian sand. From top to bottom (P1–P3), the peak values of
excess pore pressure ratio of coral sand were 0.78, 0.62, and 0.63 times of that of Fujian sand. With the
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increase of depth, the peak values of the excess pore pressure ratio of two kinds of sand sites gradually
decreased. The liquefaction degree of coral sand site is less than that of the Fujian sand site.J. Mar. Sci. Eng. 2020, 8, 189 9 of 17 
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Figure 10. The acceleration amplification factors of coral sand were less than that of Fujian sand, 
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Figure 8. Excess pore pressure ratio time history curves under 0.2 g shaking intensity: (a) P1 position;
(b) P2 position; (c) P3 position; and, (d) P4 position.

4.2. Acceleration Response

Figure 9 shows the acceleration time history curves of the coral sand and Fujian sand site. Under
0.1 g shaking intensity, the shape of acceleration time history curves of two kinds of sand sites was
similar to that of the input sinusoidal wave excitation, which indicated that the soil was basically in an
elastic state, and there was a near-linear amplification effect on the input sinusoidal wave excitation.
The acceleration amplification factors got larger when the depth decreased, as shown in Figure 10.
The acceleration amplification factors of coral sand were less than that of Fujian sand, which were
approximately 0.54–0.90 times of that of Fujian sand. The difference of peak values of the acceleration
between two kinds of sand sites was the greatest at the A1 position and the smallest at the A3 position.
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Figure 9. Acceleration time history curves: (a) A1 position under 0.1 g intensity; (b) A2 position under
0.1 g intensity; (c) A3 position under 0.1 g intensity; (d) A1 position under 0.2 g intensity; (e) A2 position
under 0.2 g intensity; and, (f) A3 position under 0.2 g intensity.
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Figure 10. Acceleration amplification factors at different depth.

Under 0.2 g shaking intensity, the acceleration of Fujian sand gradually increased with time,
reaching peak values at about 4.5 s, and then suddenly decreased. The acceleration change of coral
sand with time was not that obvious, like Fujian sand. The shape of time history curves of coral
sand was basically similar to that of input sinusoidal wave excitation. The difference of shape of
acceleration time history curves between coral sand and Fujian sand was due to the liquefaction of the
Fujian sand site. The shear strength of Fujian sand site sharply decreased, and the soil had an obvious
attenuation effect on input acceleration excitation with the onset of liquefaction. The coral sand site
was in a high pore pressure state at this time, but there was no obvious liquefaction phenomenon,
the attenuation effect of soil on input acceleration was less obvious than that of Fujian sand. Figure 10
shows acceleration amplification factors at different depths of two kinds of sand sites. Acceleration
amplification factors increased with the decrease of depth, which is consist with the acceleration
response of general liquefaction sites. The acceleration amplification factors of coral sand were less
than that of Fujian sand, which were approximately 0.79–0.90 times of that of Fujian sand.

Figure 11 shows the spectrum analysis with a damping ratio of 0.05 for the white noise at the
A1 position. The dominant frequencies of the coral sand and Fujian sand sites were 10 Hz before
the sinusoidal wave excitation, and the spectrum distribution of two kinds of sand sites was similar,
which indicated that the initial state of two kinds of sand sites was close. After 0.2 g sinusoidal wave
excitation, the high frequency component attenuation and low frequency component amplification
occurred in both coral sand and Fujian sand sites although the dominant frequency of the two kinds
of sand sites were still 10 Hz, which illustrated that the two kinds of sand sites had softened and the
stiffness of model foundation was reduced when compared with the initial state.
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4.3. Displacement Response

Figure 12 shows the horizontal displacement time history curves of buildings in coral sand and
Fujian sand sites. Under 0.1 g shaking intensity, the variation law of horizontal displacement oscillation
amplitude of buildings in the two kinds of sand sites was basically similar with time. Both of the
building horizontal displacements of coral sand and Fujian sand experienced a rapid increase in a short
time (about 1.5 s) and remained stable. The variation law of building oscillation amplitude with time
was consistent with the input sinusoidal wave excitation. At this time, there was no liquefaction in the
two kinds of sand sites, no obvious reduction of soil stiffness and shear strength, and the horizontal
displacement oscillation amplitude of the building changed with the input sinusoidal wave excitation.
When the shaking ended, the horizontal displacement of building in coral sand site was 0.02 mm, and
that in the Fujian sand site was 0.22 mm. The horizontal displacement in coral sand site was less than
that in Fujian sand site, which was approximately 0.09 times of that in the Fujian sand site.
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The horizontal displacement of buildings in the two kinds of sand sites changed with time
similarly under 0.2 g shaking intensity, while the horizontal displacement oscillation amplitude in the
coral sand site was obviously smaller than that in the Fujian sand site. The horizontal displacement
oscillation amplitude in the two kinds of sand sites decreased abruptly at around 4.8 s, at this moment,
the excess pore pressure ratio reached its peak value (Figure 8). The coral sand site was in high pore
pressure state, and the research of Chen et al. [37] showed that the soil under that condition exhibited
shear thinning non-Newtonian fluid characteristics, even if the soil did not liquefy, so the attenuation
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of horizontal displacement oscillation amplitude of buildings was related to a certain reduction of soil
to input shaking excitation and horizontal force of pile that was caused by stiffness degradation of the
coral sand site. The attenuation of building oscillation amplitude in the Fujian sand site was due to
the sharp decrease of shear strength of soil that was caused by liquefaction. When shaking ended,
the horizontal displacement of building in coral sand site was 0.53 mm, and that in Fujian sand site
was 2.96 mm. The horizontal displacement of building in coral sand site was less than that in Fujian
sand site, which was approximately 0.18 times of that in the Fujian sand site.

Figure 13 shows the horizontal displacement time history curves of buildings in coral sand and
Fujian sand sites. Under 0.1 g shaking intensity, the building settlement in two kinds of sand sites
increased slowly with time. The building settlement in coral sand site was 0.07 mm, which in the Fujian
sand site was 0.43 mm. The building settlement in coral sand site was less than that in the Fujian sand
site, which was about 0.16 times of that in Fujian sand site. Under 0.2 g shaking intensity, the building
settlement in coral sand site increased linearly with time. The building settlement development trend
in the Fujian sand site was similar to that in coral sand site within 4.8 s from the beginning of shaking,
while the building settlement rate in Fujian sand site suddenly increased at 4.8 s, when compared with
the results of the excess pore pressure ratio of Fujian sand, as illustrated in Figure 8, it could be seen
that the excess pore pressure ratio of Fujian sand reached 1 at this time and the soil was in the initial
liquefaction state. The effective stress between the soil particles of Fujian sand was close to 0, which
led to the soil having almost no shear strength and the bearing capacity of the foundation decreasing,
consequently, the building subsided sharply. After shaking, the building settlement in coral sand site
was 1.29 mm, which in the Fujian sand site was 7.98 mm. The building settlement in coral sand site was
less than that in Fujian sand site, which was approximately 0.16 times of that in the Fujian sand site.J. Mar. Sci. Eng. 2020, 8, 189 13 of 17 
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4.4. Dynamic Bending Moment Response

The bending moment of the column and pile foundation is obtained by the following equation:

M =
EI(εt − εc)

h
(2)

where M is the bending moment, εt and εc are tensile and compressive strain, respectively, h is the
length of the section side for square cross-section columns, and h is the diameter of the pile for circular
cross-section piles.

Figure 14 shows the peak values of the dynamic column bending moments in the coral sand and
Fujian sand sites. The dynamic column moments in two kinds of sand sites were the largest at the
bottom of column, followed by the second story column, which was consistent with the general law
of dynamic moment response of building columns under earthquake. Under 0.1 g shaking intensity,
the peak column moments in the coral sand site were smaller than that in the Fujian sand site. From
top to bottom (S1–S4), the peak column moments in coral sand site were approximately 0.98, 0.88, 0.82,
and 0.98 times of that in Fujian sand site. The peak column moments in the coral sand site were also
smaller than that in Fujian sand site under 0.2 g shaking intensity. When compared with 0.1 g shaking
intensity, the dynamic column moments in the coral sand site increased by 3.11–3.61 times, and by
4.41-5.93 times in Fujian sand site under 0.2 g shaking intensity. The dynamic moment amplification
effect of building columns in coral sand site was smaller than that in Fujian sand site when the shaking
intensity increased.J. Mar. Sci. Eng. 2020, 8, 189 14 of 17 
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Figure 14. Peak column bending moments at different height: (a) 0.1 g shaking intensity; and, (b) 0.2 g
shaking intensity.

Figure 15 shows the peak values of the dynamic pile moments in coral sand and Fujian sand sites.
The dynamic moments of corner pile, edge pile, and center pile similarly varied with buried depth. The
peak values of moments were the largest at the top and the smallest at the bottom of pile. When 0.1 g
shaking excitation was input, the peak moments of corner piles in coral sand site were less than that in
the Fujian sand site, which were approximately 0.69–0.94 times of that in the Fujian sand site. The peak
moments of edge piles and center piles in coral sand site were also less than that in Fujian sand site,
respectively. When 0.2 g shaking excitation was input, the moments of pile groups in coral sand site
were less than that in Fujian sand site, which were about 0.62–0.93 times of that in Fujian sand site.
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5. Summary and Conclusions

Shaking table tests of three-story buildings with nine-pile foundation in the coral sand and Fujian
sand sites were carried out in this research. The similarities and differences of dynamic responses of
coral sand and Fujian sand sites were studied through testing and analyzing the physical quantities,
such as pore water pressure, acceleration, displacement, and dynamic bending moment. The following
conclusions are drawn:

(1) The peak values of excess pore pressure ratio of coral sand and Fujian sand were far less than
1 under 0.1 g shaking intensity, there was no liquefaction in two kinds of sand sites. The peak
values of excess pore pressure ratio of coral sand were basically less than that of Fujian sand,
which were approximately 0.67–1.00 times of that of Fujian sand.

(2) The development rate of excess pore pressure ratio of coral sand was smaller than that of Fujian
sand and the peak values of excess pore pressure ratio of coral sand were less than that of
Fujian sand, which were about 0.53–0.78 times of that of Fujian sand. The coral sand sites were
more difficult to liquefy than Fujian sand sites under the same relative density and similar
grain-size distributions.

(3) The acceleration amplification coefficient of coral sand and Fujian sand sites increased with the
decrease of depth, and the acceleration amplification factors of coral sand was smaller than that
of Fujian sand.

(4) The building horizontal displacement in the coral sand site was smaller than that in the Fujian
sand site. The building horizontal displacement in coral sand site was 0.09 times of that in the
Fujian sand site under 0.1 g shaking intensity and 0.18 times of that in Fujian sand site under
0.2 g shaking intensity. The building settlement in coral sand site was also smaller than that in
the Fujian sand site.

(5) The dynamic bending moments of building columns in coral sand site were smaller than that in
the Fujian sand site, and the magnification effect of increasing shaking intensity on the building
column moment in coral sand site was smaller than that in the Fujian sand site. The peak values
of dynamic bending moments of pile groups in the coral sand site were smaller than that in the
Fujian sand site. The buildings in coral sand will withstand earthquakes better than buildings in
silica sand.
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Abstract: Long-term, continuous in-situ observation of seabed deformation plays an important role in
studying the mechanisms of sand wave migration and engineering early warning methods. Research
on pressure sensing techniques has examined the possibility of using the temporal characteristics of
the vertical deformation of the seafloor to identify important factors (e.g., wave height and migration
rate) of submarine sand wave migration. Two pressure sensing tools were developed in this study
to observe the seabed deformation caused by submarine sand wave migration (a fixed-depth total
pressure recorder (TPRFD) and a surface synchronous bottom pressure recorder (BPRSS)), based on
the principle that as a sand wave migrates under hydrodynamic forcing, the near-bottom water
pressure, bottom pressure and total fixed pressure synchronously change with time. Laboratory
flume experiments were performed, using natural sandy sediments taken from the beach of Qingdao,
China, to better present and discuss the feasibility and limitations of using these two pressure sensing
methods to acquire continuous observations of seabed deformation. The results illustrate that the
proposed pressure sensor techniques can be effectively applied in reflecting elevation caused by
submarine sand wave migration (the accuracy of the two methods in observing the experimental bed
morphology was more than 90%). However, an unexpected step-like process of the change in sand
wave height observed by BPRSS is presented to show that the sensor states can be easily disturbed
by submarine environments, and thus throw the validity of BPRSS into question. Therefore, the
TPRFD technique is more worthy of further study for observing submarine sand wave migration
continuously and in real-time.

Keywords: sand wave; pressure sensing technique; physical model test; field application

1. Introduction

Submarine sand waves are approximately regular undulating landforms [1] formed by the
movement of sandy sediments under various marine hydrodynamic forces, such as ocean currents [2],
tidal currents [3] and internal waves [4]. Submarine sand waves are widely distributed across continental
slopes [5,6], continental shelves [7,8], straits [9,10], gulfs [11], and other geomorphic units around the
world, in shallow to deep seas. Under the action of ocean dynamics, sand waves undergo periodic
migration movements, and rates can reach nearly 70 meters per year [12,13]. From this process,
vertical deformation may spur the suspension or burial of submarine cables [3,14] and submarine
pipelines [8,15], which can seriously damage them. Therefore, the observation and study of the
geomorphic morphology of seabed sand waves has attracted the attention of numerous researchers.
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At present, the positioning and repeated measurement of water depths is used to observe the
migration of seabed sand waves. By analyzing high-precision digital terrain model (DTM) data
measured at several time points in a study area, the average rate and direction of sand wave
migration for a given period can be obtained [16,17]. DTM data obtained from multi-beam water
depth measurements can also be used to calculate the rate of seabed sand wave migration by profile
analysis [13,18]. Franzetti [7] used the spatial cross-correlation three-dimensional analysis approach to
analyze and calculate the horizontal migration rate and the vertical variation of sand waves. Zhou [19]
also used three sets of repeated multi-beam sounding data for 2011–2013 to study the first migration
and changes of giant sand wave fields in the Taiwan Shoal in the northern South China Sea. However,
because these methods depend on ship operations, they cannot be used to observe continuous changes
in height, due to weather, sea conditions and cost constraints.

In-situ integrated observation techniques have been developed to better understand processes and
mechanisms of sand wave migration at finer scales since the late 20th Century. Fixed flow meters and
small bottom observation platforms, equipped with scan sonar and acoustic backscattering, have been
used to observe sand wave surfaces, the dynamic sand wave processes on bottom surfaces [20], variations
in sediment velocity on sand wave surfaces [21] and sand ripple variations with rising tides [22]. However,
because these acoustic or optical instruments are not only susceptible to the concentration of suspended
sediments in near-surface water, but also generate a lot of power consumption during the actual
operation, they might not always meet the need for continuous on-site observations in sand wave areas.

Due to their stability and environmental adaptability, pressure sensors have increasingly been
used for sea floor height measurements [23–26] and vertical seabed deformation observations [27–29]
since the 1990s. Japan’s MH21 plan for the exploitation of natural gas hydrates in Japan’s seabed
involves formation subsidence monitoring at a precision level of 10 mm [30]. In the North Sea,
high-precision water pressure measurement technology is used to monitor seabed subsidence [31].
These successful cases highlight possibilities to apply pressure sensing technology in the study of
seabed sand wave migration.

In view of this summary of past research, this paper focuses on the application of pressure sensing
techniques in the study of sand wave migration. Based on the principle of vertical pressure change
caused by sand wave migration, two observation methods were designed and verified by indoor
water flume tests. The work presented in this paper can guide the monitoring and early detection of
submarine sand wave migration, and be used to better understand mechanisms of submarine sand
wave migration.

2. Materials and Methods

2.1. Theory

When using pressure sensing technology to continuously observe the height of the sea floor, the
position of the observation point must first be determined. Assuming that the observation point is
located at the trough of the initial position of a sand wave (solid line), under hydrodynamic action, the
sand wave migrates to the left toward the dotted line (Figure 1). According to the pressure change law
acting on the sand wave profile during this process, the bottom pressure (PB) at the observation point
mainly includes the hydrostatic pressure determined by the sea floor surface height (H) and dynamic
water pressure created by the waves and current (∆PN). The total pressure change (∆PT) is mainly
shaped by changes in the soil–water pressure ratio’s contribution to total pressure created by ∆H,
and by changes in dynamic water pressure caused by waves and currents. Therefore, in combining
the device arrangement depth of the in-situ observation (b) with the near-bottom pressure sensor
mounting height (a), it can be deduced that there is a relationship (shown by Equations (1) and (2))
between ∆H, and ∆PB and ∆PT.

∆H = (∆PB − ∆PN)/ρwg, (1)

∆H = a·(∆PT − ∆PN)/(PT0 − PN0 − ρwgb), (2)
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∆PT = ∆H·γ+ ∆PN, (3)

where ρw is the density of seawater, g is gravity acceleration, γ is the buoyant unit weight of the seabed
sediment; PT0 is the total fixed-depth pressure level at the time of initial recording and PN0 is the
near-bottom pressure level at the time of initial recording.J. Mar. Sci. Eng. 2020, 8, x FOR PEER REVIEW 3 of 12 
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Thus, both PT and PN can be used to measure vertical height changes of the sea floor caused by
sand wave migration. Based on this, we propose two tools for observing the vertical deformation of
the sea floor caused by sand wave migration: (a) a fixed-depth total pressure recorder (TPRFD) kept at
a certain depth within a sand wave at the observation point and (b) a surface synchronous bottom
pressure recorder (BPRSS) kept at the surface of a sand wave at the point of observation.

2.2. Experimental Set-Up and Arrangement

To verify the feasibility of the above two methods, a physical model test was carried out in the
wave flume (14.0 m × 0.5 m × 1.3 m) (Figure 2) housed at the Environmental Geotechnical Laboratory
of the College of Environmental Science and Engineering, Ocean University of China. The 2.6 m
wave-shaped test bed (Figure 2b) used to simulate sand wave terrain was filled with sand samples
(Qingdao Beach, China) (Table 1). A wave generator with a wave frequency of 0.2 to 50 Hz was fixed
to the right end of the water flume to form a wave with a controllable wave height and frequency
(Figure 2a). A permeable slope with a slope of 1:4 was set on the left side of the sink to eliminate the
influence of reflected waves (Figure 2a). The two side walls of the sink are made from transparent
tempered glass to easily observe test phenomena and markings.

Table 1. Soil sample properties and instrument parameters.

Instrument Characteristic Parameters

Sand Sample

Average particle diameter 0.25 mm
Nonuniformity coefficient 1.47

Curvature coefficient 1.14
Buoyant unit weight 16.2 N/cm3

AA400
Accuracy 1 mm

Range 0.15–100 m

Ultrasonic terrain scanner
Accuracy 1 mm

Range 0.1–2 m

Pressure sensor
Accuracy 0.5%

Range 0–20 kPa

Fiber optic pressure sensor Accuracy 1‰ F.S
Range 0–30 kN
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The traditional electrical pressure sensor is easily affected by its own thermal effect and poor
linearity, while the optical fiber pressure sensor is small in size, highly sensitive and stable, and responds
directly to pressure changes. Therefore, because the measurement performance of a pressure sensor
directly determines the accuracy of the ocean observation depth [32], in this experiment, the optical
fiber pressure sensor (Suzhou NanZee Sensing Technology Co., Ltd., Suzhou, China) was used to
observe the total pressure level. The sensor is 100 mm × 100 mm × 19.2 mm in size, and the interior of it
is designed as a “Seesaw” structure (Figure 3). The pressure was measured from the change in the strain
wavelength (P1, P2) caused by the change in the force of the two fibers installed on the seesaw structure.
With no stress, the strain wavelengths of the two fibers were: P1 = 1538.22 nm and P2 = 1546.303 nm.
The pressure calculation formula is W = KP × (∆P1 + ∆P2) where W is the weight of the overlying
object, and ∆P1 and ∆P2 are the changes in the strain wavelength after being stressed. The NZS-FBG-A01
(M) multi-channel fiber grating sensor demodulation module (Suzhou NanZee Sensing Technology Co.,
Ltd., Suzhou, China) was used to collect and demodulate the data measured by the fiber sensor. It is a
high-resolution Bragg grating sensor demodulation system and a high-precision spectrum analysis
system. The resolution of the demodulation wavelength is 0.1 pm and the speed of demodulation is
1 Hz. The central wavelength, peak value and wavelength scanning reflection spectrum of the optical
fiber pressure sensor can be output to the computer connected to the demodulation module in real-time
through the USB cable. After using standard weights, increasing the number of weights step by step,
and combining calculation formulas to calibrate the sensors in the test environment, parameter KP is
290.3 g/nm, and the linear equation is WX = 290.3× (∆P1X + ∆P2X).

Whether the height of the bottom pressure sensor can synchronously change with the height of
the sea floor at the observation point is key to whether the BPRSS method can be used for observation.
Therefore, a float with a density value between those of the sand bed and water was designed to carry
the pressure sensor. Float spheres made from polyamide (PA) have a density (1.14 g/cm3) slightly greater
than that of seawater (1.10 g/cm3). Because a dish-shaped object has good hydrodynamic features, to
reduce measurement errors caused by the movement of the floating ball due to hydrodynamic forces,
a dish-shaped floating ball was used in the test. As Figure 4 shows, the float has a diameter of 186 mm
on the horizontal axis and a height of 93 mm on the vertical axis. In the middle of the upper structure
of the float, a 16 mm diameter penetration hole is reserved. A smooth stainless steel rod is connected
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to the metal base through the floating ball penetration hole to reduce the left and right sway caused by
the wave as the floating ball moves up and down. The interior is hollow, and a bracket is reserved to
mount the pressure sensor. There are four through holes with a diameter of 12 mm above and below
the sphere to keep internal and external hydrostatic pressure levels consistent.
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The test was applied to TPRFD and BPRSS groups, and observation points were set at the crest (A1,
A2) and trough (B1, B2) (Figure 2) of each group to compare the applicability of the two methods at
different positions. With the exception of the pressure sensor, the layout and test conditions of the
instruments used in the two groups of tests remained the same. In this test, a hydrodynamic force was
applied over two stages. First, waves with a frequency of 34 Hz and a height of 7.9 cm were applied for
one hour, and then waves with a frequency of 50 Hz and a height of 12.0 cm were applied for 25 min (in
the experiment without any measuring instrument in advance, through direct observation, we found
that when the wave action in the second stage reached 25 min, the bed shape had reached a stable
state). In addition, to evaluate the accuracy of the two methods, we applied echo ranging, which has
been widely used in seabed deformation measurement [33,34], as a control group. A freestyle sonar
altimeter (AA400, EofE Ultrasonics Co., Ltd., Goyang-si, Korea) and an ultrasonic terrain scanner were
used for the echo ranging group (Table 1). The ultrasonic terrain scanner was used to collect bottom
bed morphological data before and after each test, while the AA400 made real-time observations of the
bottom bed height at the observation point.

3. Results

3.1. Measurements Made by the Fixed-depth Total Pressure Recorder (TPRFD)

Shown by the echo ranging group data and experimental records, the shape of the sandy bed
underwent significant migration and deformation after continuous wave loading (Figure 5). The height
of the bottom bed surface at observation point A1 decreased by roughly 7.0 cm, while that at B1

increased by approximately 7.9 cm. Wave crest A and trough B moved roughly 3.2 cm along the wave
propagation direction.
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From the measurement results of echo ranging and the TPRFD (Figure 6), overall terrain changes
can be divided into two processes: (a) a sharp period of change of 0–20 min, and (b) a slow adjustment
period of 20–90 min. The experimental records show that wave crest flattening and wave trough filling
processes mainly occurred during the period of sharp change. During this period, the positions of
wave crests and troughs moved roughly 2 cm along the wave propagation direction, and the terrain
was gentle overall. The height remained basically stable, and the terrain slowly moved in the wave
propagation direction and then moved roughly 3.2 cm relative to the original terrain.
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3.2. Measurements Made by the Surface Synchronous Bottom Pressure Recorder (BPRSS)

The bed height data measured by echo ranging (Figure 7) show that the height of crest A before
migration was 20.19 cm, while the trough B reached 11.50 cm. After migration, the height at initial
crest A dropped by 8.2 cm, the height of trough B increased by 6.4 cm, and the sand wave migrated
roughly 3.4 cm in the wave direction.
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The data measured by the BPRSS and echo ranging (Figure 8) show that the height of the float at
the position used in this test continuously rose or descended in a stepwise manner, without an obvious
stability period. During the test period of 85 min, heights at observation points A2 and B2 underwent
four step-like changes. According to the pressure data, the height of the bed at B2 was increased by
roughly 5 cm, falling 1.4 cm below test records. The height of the bed at A1 dropped by 8.3 cm, which
is consistent with test records.
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4. Discussion

4.1. The comparison of the Results Measured by Pressure Sensor Techniques and Echo Ranging

It is worth noting that there was a significant response delay to the change in elevation within
the first 20 min of the TPRFD measurement at crest A. During this period, the results measured by
the TPRFD and echo ranging have similar changes in elevation, but there is a delay of about 5 min.
From the experimental records, this phenomenon may have occurred because the weight measured
by the TPRFD is the total weight of overlying sand in an area of 100 mm × 100 mm, while the height
measured by echo ranging is a point height (Figure 9). For this reason, for the point height of sharp
terrain changes, rendering the response sensitivity of the fiber optic pressure sensor is insufficient.
Therefore, quantitative research into the process of this phenomenon, by increasing the number of
acoustic ranging points on the plane where the optical fiber pressure sensor is located or reducing the
surface area of the sensor, is needed in the following research.
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A comparison of measurement results from the BPRSS and the TPRFD shows that there are two
reasons for this stepwise manner: (a) due to the presence of the floating ball, the water flow speed on
both sides of the floating ball accelerated, increasing the erosion of the sediment on both sides of the
floating ball (Figure 10); (b) because the density of the float is slightly greater than that of seawater,
relative to the downward movement at the wave crest, the upward movement of the float at the trough
is subjected to more resistance. It should be noted that only the impact of the existing floating ball on
the movement of the bottom sediment, and whether and to what extent the movement of the sediment
in other areas is affected, still needs to be explored by designing more controlled experiments.

J. Mar. Sci. Eng. 2020, 8, x FOR PEER REVIEW 8 of 12 

 

the TPRFD and echo ranging have similar changes in elevation, but there is a delay of about 5 minutes. 

From the experimental records, this phenomenon may have occurred because the weight measured 

by the TPRFD is the total weight of overlying sand in an area of 100 mm × 100 mm, while the height 

measured by echo ranging is a point height (Figure 9). For this reason, for the point height of sharp 

terrain changes, rendering the response sensitivity of the fiber optic pressure sensor is insufficient. 

Therefore, quantitative research into the process of this phenomenon, by increasing the number of 

acoustic ranging points on the plane where the optical fiber pressure sensor is located or reducing 

the surface area of the sensor, is needed in the following research. 

 

Figure 9. Measurement state of echo ranging and optical fiber pressure sensor. 

A comparison of measurement results from the BPRSS and the TPRFD shows that there are two 

reasons for this stepwise manner: (a) due to the presence of the floating ball, the water flow speed on 

both sides of the floating ball accelerated, increasing the erosion of the sediment on both sides of the 

floating ball (Figure 10); (b) because the density of the float is slightly greater than that of seawater, 

relative to the downward movement at the wave crest, the upward movement of the float at the 

trough is subjected to more resistance. It should be noted that only the impact of the existing floating 

ball on the movement of the bottom sediment, and whether and to what extent the movement of the 

sediment in other areas is affected, still needs to be explored by designing more controlled 

experiments. 

 

Figure 10. Bottom depression formed by the bottom of the floating ball at the trough. 

4.2. The Accuracy of Pressure Sensor Techniques in Reflecting Elevation 

A comparison of the two methods with the observation results of the echo ranging group shows 

that, while the two methods reflect height changes that are consistent with actual height changes of 

Figure 10. Bottom depression formed by the bottom of the floating ball at the trough.

4.2. The Accuracy of Pressure Sensor Techniques in Reflecting Elevation

A comparison of the two methods with the observation results of the echo ranging group shows
that, while the two methods reflect height changes that are consistent with actual height changes of
the observation points as a whole, there are significant differences in the accuracy of the observations.
Therefore, to quantify the accuracy of the height observations of the BPRSS and TPRFD, we define the
observation error and accuracy α as:

error = HPR −Hecho ranging, (4)

α =
H(error)

Hecho ranging
× 100%, (5)

where “HPR” is the height calculated using the pressure observation method, and “Hecho ranging” is the
height measured by echo ranging.

The two methods produced crest and trough observations with accuracy levels of more than
90%, with the most accurate (98.1%) observation obtained using the pressure floating ball method at
the trough (Figure 11). The largest error (2.7 cm) was made in the 17th min of observing the crest
using the fiber-optic pressure sensor. With the corresponding delay occurring after 15 min, the overall
observation accuracy level decreased to 91.4%, representing the least accurate observation. In addition,
the two methods exhibit the following two characteristics in terms of accuracy levels: (a) observations
of the trough are more accurate than those of the crest, and (b) the BPRSS method is more accurate than
the TPRFD method. These findings show that while seabed elevation can be measured from the weight
of overlying sand, this approach is less accurate than using water pressure to reflect elevation.
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4.3. Applicability of In Situ Observations

A method’s reliability is essential to practical observations. Our experiments show that while the
BPRSS method, using the floating ball as a carrier, can more accurately reflect bottom bed elevation,
it affects the migration of sand waves. When the underflow velocity of active sand wave areas reaches
58 cm/s [16], a floating ball with a density slightly higher than the density of the seawater can generate
up and down movement under the action of the current. Increasing the density to reduce this effect
may exacerbate the disturbance of the sand wave migration process. Therefore, its optimal density is
difficult to determine, making the authenticity of the migration process reflected in observation results
difficult to confirm.

In this respect, as a fixed-depth total pressure recorder with an optical fiber pressure sensor is
buried in the sea floor, sediment migration on the sea floor surface is less likely to be interrupted.
Furthermore, because the sand wave has a common height of approximately 0.4–5 m and a wavelength
of approximately 5–100 m [35], it is much larger than that of the bed model used in this experiment.
Therefore, the effect of the response delay phenomenon exhibited by the TPRFD method used in this
experiment should be greatly reduced. Therefore, the TPRFD method is more applicable for field
applications. However, if this technique is to be applied to the field observation, there are still many
unresolved problems. How large is this noise caused by bottom current and potential turbulence
relative to the measured noise? Further, how to ensure that the TPRFD is always inside the sand wave,
and not exposed to current during the sand wave migration process. A designed field observation
device, equipped with a TPFRD observation probe and some instruments for measuring hydrodynamics,
may help to explore these issues. A multistage penetrating method can also be used to ensure that the
TPRFD is always located inside the sand waves [36]. Nevertheless, more relevant subjects in pressure
sensing techniques for observing seabed deformation caused by submarine sand wave migration are
still expected to be studied and explored.

5. Conclusions

The application of pressure sensing technology in observing changes in the sea floor caused by
the migration of submarine sand waves has been demonstrated in this paper. In studying the change
law of the near-bottom water pressure, bottom pressure and total fixed pressure during sand wave
migration, we propose two methods: BPRSS and TPRFD. Through a simulation experiment with an
indoor water flume, the observation effects of the two methods were evaluated. Overall, the main
conclusions of this study can be summarized as follows:
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(1) Pressure sensor techniques can be used to observe seabed elevation changes (accuracy of
above 90%), but for microtopography with severe terrain fluctuations (such as the sand wave crests
considered in this experiment), their observation accuracy will decrease.

(2) Reflecting seabed elevation from the weight of overlying sand is feasible, but less accurate
than using water pressure to reflect elevation.

(3) The use of a floating ball-mounted pressure sensor as a surface synchronous bottom pressure
recorder (BPRSS) to observe sea floor elevation will affect sediment migration on the surface of a sand
wave, causing the results to show a step-like change process not observed under real conditions.

(4) Considering the underflow velocity of a sand wave development area, and the actual size of
sand waves during field observations, it is more effective to use a fixed-depth total pressure recorder
(TPRFD) to observe a trough.
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Abstract: This study presents an exploration into identifying the interactions between ocean waves
and the continental margin in the origination of double-frequency (DF, 0.1–0.5 Hz) microseisms
recorded at 33 stations across East Coast of USA (ECUSA) during a 10-day period of ordinary
ocean wave climate. Daily primary vibration directions are calculated in three frequency bands
and projected as great circles passing through each station. In each band, the great circles from all
stations exhibit largest spatial density primarily near the continental slope in the western North
Atlantic Ocean. Generation mechanisms of three DF microseism events are explored by comparing
temporal and spatial variations of the DF microseisms with the migration patterns of ocean wave
fronts in Wavewatch III hindcasts. Correlation analyses are conducted by comparing the frequency
compositions of and calculating the Pearson correlation coefficients between the DF microseisms and
the ocean waves recorded at selected buoys. The observations and analyses lead to a hypothesis
that the continental slope causes wave reflection, generating low frequency DF energy and that the
continental shelf is where high frequency DF energy is mainly generated in ECUSA. The hypothesis
is supported by the primary vibration directions being mainly perpendicular to the strike of the
continental slope.

Keywords: ocean waves; double-frequency microseisms; continental margin; continental slope

1. Introduction

Ambient noise (or seismic noise) has been widely used to estimate the seismic site effect parameters
(e.g., predominant frequency f 0, sediment thickness, amplification factor, etc.) of a site [1–5] and to
characterize both deep (down to the mantle of the Earth) and shallow (within the depth of geological
engineering activities) subsurface structures [6–15] for its advantages as a fast, effective, and reliable
tool. However, the accuracies and reliabilities of the applications listed above would be strongly
affected by the spatial and temporal variations of the ambient noise sources. One example is given
in [16] who estimated the amplification factors in Northern Mississippi of United States applying
the horizontal-to-vertical spectral ratio (HVSR, or Nakamura) method based on long term ambient
noise recordings. As the f 0s in their study region lie in the frequency band of ocean waves induced
double-frequency (DF) microseisms (0.1–0.5 Hz), the estimated amplification factors (HVSR values at
f 0) fluctuate with time and are strongly correlated with the energy of the DF microseisms as well as
the ocean wave height. Many other studies suggest that if the noise sources are not homogeneously
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distributed, the cross-correlation function cannot be reconstructed causing big errors in subsurface
tomography or even failure of subsurface tomography [17–22]. In addition, the ambient noise with
frequency greater than 0.1 Hz would be used in shallow subsurface tomography. From this point
of view, exploring the source locations, the spatial and temporal characteristics and the generation
mechanisms of the ambient noise with frequency greater than 0.1 Hz, especially the DF microseisms,
would significantly improve the application of the ambient noise in site effect evaluation and shallow
subsurface tomography.

In the spectrum of ambient noise recorded globally, the DF microseisms (or secondary microseisms)
manifest themselves as one or more energy peaks in the frequency band of 0.1–0.5 Hz which is roughly
twice of ocean waves’ frequencies. It is widely accepted that DF microseisms are generated by the
nonlinear interaction between ocean waves propagating in opposite directions with similar frequencies
(e.g., [23–31]).

Recent studies suggest that two different circumstances may be responsible for generating opposing
ocean waves that trigger DF microseisms. The first group considers wave–wave interactions in the
open-ocean during strong storms [27,32–34]. However, DF microseisms can be observed worldwide
even when there are no strong storms locally or globally. This is explained by the second group of studies
who emphasize the role of interactions between the incident and reflected ocean waves at the continental
margin [22,35–39]. For example, the authors of [40] observed that Rayleigh waves in a microseism
recording at an ocean bottom seismometer in the Pacific Ocean were approaching from California coast
during a super-typhoon rather than the location of the typhoon and concluded that the microseisms
were generated by interactions of typhoon-induced waves toward and their reflections from the coastal
line. In a different set of studies based on correlation analyses between the ocean storms developed
close to shorelines and the ambient noise recorded on coastal seafloor or costal land, it was recognized
that the long- and short-period DF microseisms (LPDF, 0.1–0.2 Hz and SPDF, 0.2–0.5 Hz, respectively)
were excited by swells from distant and local waves, respectively [25,30,31,41,42]. However, regarding
the locations where the interactions (reflection) occur, there exist a debate in terms of the water
depth (deep or coastal). In [43] the authors summarized the debate and compared theoretical and
observed DF characteristics for each case considering the ocean wave frequency composition and
velocities. It appears that the relationship between DF microseisms and ocean waves is not yet directly
investigated as a function of water depth across the continental margin.

In this study, the continental slope, as a boundary between shallow (continental shelf) and
deep (open ocean) water, is explored for its interactions with the ocean waves as well as its role and
significance in the generation of DF microseisms. To reach this goal, a total of 10-days (2014/325–334) of
ambient noise recordings the WAVEWATCH III® (WWIII) hindcasts of ocean wave energy in Atlantic
Ocean, and ocean wave climate parameters are utilized and analyzed.

2. Materials and Methods

2.1. Ambient Noise Data

The selected ambient noise data were recorded at 33 broadband seismic stations (Figure 1, see IRIS
Data Management Center for further details of the instruments) of the Transportable Array (TA)
network along parts of the middle and southeastern North Atlantic coastal area and the Shenandoah
Valley. The original time series of amplitude in vertical (V), north-south (N), and east-west (E) directions
archived with a sampling rate of 40 samples-per-second were first parsed into 1-h segments, followed
by removing the mean, linear trend, and instrument response in each segment [44]. Then each
segment was processed following a 14-step procedure summarized below, to estimate the power
spectral density (PSD) in vertical (V) direction (steps 1–4), and the primary vibration direction by
the radial-to-transverse spectral ratio (Ra) method (steps 5–9) as well as the polarization analysis
method based on [45] (steps 10–13) in the three DF bands (DF1, 0.1–0.2 Hz; DF2, 0.2–0.3 Hz; and DF3,
0.3–0.4 Hz). The two methods used to estimate the primary vibration directions are both based
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on an assumption that DF microseisms propagate dominantly as a fundamental mode Rayleigh
wave [34,46–48]. The Ra method searches the direction of the largest ratio of radial to transverse
components on the horizontal plane which is expected to be along the propagation direction of a
Rayleigh wave [29,44]. The polarization analysis method represents the particle motion within a
short time range (when the propagation direction is reasonably stable) as an ellipsoid with three
axes perpendicular to each other [45], from which the back azimuth of the major axis with highest
probability for the whole recording period can be calculated. If the primary energy source is stable
and strong enough, and significantly larger than secondary sources, the primary vibration directions
obtained by the two methods would agree because the secondary sources do not alter the direction of
the major axis but increase the Ra values in directions other than the major axis.
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relief base map is from [49]. The black lines A-A’ and B-B’ are the transects presented in Figure 9a,b. 
The white box indicates the area where the underground shear velocity model (Figure 9c,d) was 
computed based on [15]. 

The steps of the data analysis are: 
(1) Apply an anti-triggering algorithm based on a prescribed range of short (1 s) to long (30 s) 

term average amplitude ratios (0.2 < STA/LTA < 2.5) to filter each segment for avoiding occasional 
energy bursts [4,50]. 

(2) Apply fast Fourier transform with a 10% cosine taper on the filtered segments in three 
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Figure 1. Study area and locations of transportable array (TA) stations (triangles) and buoys (yellow
circles) of National Oceanic and Atmospheric Administration, recordings of which are analyzed in this
study. The table lists the original numbers and a simplified numbering scheme of the ocean buoys
grouped according to their four distinct locations: deep ocean (DO), the continental slope-deep ocean
side (SlDO), the continental slope-shelf side (SlSh), and the continental shelf (Sh). The color-encoded
relief base map is from [49]. The black lines A-A′ and B-B′ are the transects presented in Figure 9a,b. The
white box indicates the area where the underground shear velocity model (Figure 9c,d) was computed
based on [15].

The steps of the data analysis are:

(1) Apply an anti-triggering algorithm based on a prescribed range of short (1 s) to long (30 s) term
average amplitude ratios (0.2 < STA/LTA < 2.5) to filter each segment for avoiding occasional
energy bursts [4,50].
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(2) Apply fast Fourier transform with a 10% cosine taper on the filtered segments in three directions
to calculate spectra (V( f ), N( f ), and E( f )) and then smooth them using Konno–Ohmachi method
with a bandwidth coefficient of 40 [51].

(3) Compute the PSDs in the vertical direction [52] in the unit of (m/s2)2/Hz dB:

PSD( f ) = 10 log
[ 1
0.825

·2∆t
N
·V( f )2

]
(1)

where ∆t is the sample interval (0.01 s); N is the number of samples in each selected time-series
segment; the constant 1/0.825 is a scale factor to correct for the 10% cosine taper applied [53].

(4) Plot the PSDs of all segments at each station in time-frequency domain PSD(t, f ).
(5) Apply band-pass filter using the frequency bands, F = 0.1–0.2 Hz (DF1), 0.2–0.3 Hz (DF2), and

0.3–0.4 Hz (DF3) to each 1-h segment to produce filtered amplitude-time series V(t, F), N(t, F),
and E(t, F).

(6) Rotate the two horizontal components by an angle ϕ into radial (R) and transverse (T)
components [54] in each segment:

[
R(t, F,ϕ)
T(t, F,ϕ)

]
=

[ − cos(ϕ) − sin(ϕ)
− sin(ϕ) − cos(ϕ)

][
N(t, F)
E(t, F)

]
(2)

in which ϕ is defined as the back-azimuth angle between the north and the radial direction from
the recording station toward the source.

(7) Calculate the root mean square of R(t, F,ϕ) and T(t, F,ϕ) in each segment and their ratio Ra(F,ϕ).
(8) Repeat steps 6 and 7 to calculate Ra(F,ϕ) at every 1◦ increment of angle ϕ in 1◦–360◦.
(9) Calculate average values of Ra(F,ϕ) for all segments at a station and determine the azimuth

ϕm for the maximum value of these averages. The angle ϕm is taken as the primary vibration
direction by Ra method.

(10) Further parse the filtered 1 h segments in step 6 into ten 120 s windows and determine Vi j, Ni j,
Ei j, where i = 1, 2, and 3 (separating DF1, DF2, and DF3 contents) and j = 1, 2, . . . , 30 (number of
windows). For each window, build the three-component covariance matrix M:

Mi j =




cov
(
Vi j, Vi j

)
cov

(
Vi j, Ni j

)
cov

(
Vi j, Ei j

)

cov
(
Ni j, Vi j

)
cov

(
Ni j, Ni j

)
cov

(
Ni j, Ei j

)

cov
(
Ei j, Vi j

)
cov

(
Ei j, Ni j

)
cov

(
Ei j, Ei j

)




(3)

(11) Calculate the three eigenvalues λi j and associated eigenvectors
→
x i j of the covariance matrix Mi j

by solving:
Mi j

→
x i j = λi j

→
x i j (4)

and define the maximum eigenvalue λi j1, and associated eigenvectors
(

xi j11 xi j12 xi j13

)ᵀ
.

(12) Find the back azimuth angle ϕi j corresponding to the major axis of the polarized ellipse:


ϕi j = arctan

xi j13
xi j12

if xi j11 > 0

ϕi j = arctan
xi j13
xi j12

+ 180 if xi j11 < 0
(5)

Compute the probability of the back azimuth angle within 0◦–360◦ range with a 10◦ bin width.
The back azimuth of highest probability is considered as the primary vibration direction by the
polarization method.
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2.2. Ocean Data

Theoretically, the frequencies of ocean waves that generate DF microseisms should be half of the
frequencies of DF peaks. Therefore, daily WWIII hindcast of E(F/2) (log10(m2/Hz)) distributions within
the half frequency bands of corresponding DF peaks are used in this study in order to explore the
association between the ocean wave climates in Northern Atlantic Ocean and DF microseisms.

Additionally, a total of 19 ocean buoys in Atlantic Ocean (see Figure 1 for locations) were selected
to retrieve recordings of the ocean climate parameters including dominant wave period and significant
wave height (detailed descriptions of which can be found at National Data Buoy Center website).
In order to clearly display the locations of the buoys on the figure and to facilitate discussion of the
observations, these buoys were renumbered and divided into four groups according to their locations
(Figure 1): (1) deep ocean (DO) buoys (9, 10, and 11); (2) the continental slope and deep ocean side
(SlDO) buoys (2, 5, 17, and 25); (3) the continental slope and shelf side (SlSh) buoys (3, 6, 7, 19, 21, and
23); and (4) the continental shelf (Sh) buoys (the remaining ones).

In order for a direct comparison of frequency compositions of the ocean wave and DF microseisms,
the dominant ocean wave frequency of ocean waves at each buoy was simply doubled to determine
the double ocean wave frequency (DWF).

2.3. Source Regions of DF Microseisms

2.3.1. Spatial Density of Primary Vibration Directions

The daily primary vibration directions (ϕm1) were calculated for all stations and the great circles
corresponding to all ϕm1 were generated in the three DF bands. Any point on a great circle can be
considered as a possible energy source of the corresponding station in the corresponding day and DF
band. In order to find the possible source areas, spatial density of the points sampled from the great
circles with a sampling interval of 100 m were calculated, normalized, and plotted as a color gradient
map for each DF band. The relative magnitude of the spatial density reflects the possibility of the area
to be an energy source, i.e., the larger the density, the higher the possibility.

2.3.2. Correlation Analyses

As the selected recording period was free of major anomalous ocean activities (e.g., ocean storm,
typhoon, hurricane) in Atlantic or Pacific Oceans (according to National Hurricane Center, NHC), the
DF microseisms were generated by the interactions of the incoming ocean waves and those reflected at
the continental margin. In order to investigate the significance of the continental slope in the excitation
of the DF microseisms quantitatively under normal sea states, correlation analyses of time histories
between DF microseisms and ocean wave energy were carried out by considering the time-dependent
variation of frequency composition and energy levels. A few DF microseism events were identified as
their PSD levels are higher than the average PSDs in the whole recording period in the frequency band.
Their generation mechanisms were explored by comparing temporal and spatial variations of the
PSDs to the migration patterns of ocean wave fronts in WWIII hindcasts in corresponding frequency
bands, as well as comparing the frequency band of each event to the DWF of ocean buoys in four
groups. For the entire period of microseism recordings, Pearson correlation coefficients (CC) were
calculated between the DF microseisms and ocean wave heights recorded at selected buoys in each
frequency band.

3. Results

3.1. Power Spectral Density (PSD)

Figure 2a shows the vertical PSD(t,f ) plots at the stations selected to cover a wide latitude range
(40◦N–34◦N) (see Figure 1 for locations of the stations). The remaining stations were divided into three
groups according to their locations (for their groups, see Figure S1a in the Supplementary Materials
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to this article) and their PSD(t, f ) plots are shown in Figure S1b,d,f. In the recording time period of
this study, DF peaks are mainly in the frequency band of 0.15–0.3 Hz at the selected example stations,
however, may cover a much wider frequency band at the stations close to the coastline (see Figure S1b
in the Supplementary Materials to this article). At all stations, three DF microseism events are identified
and labeled with I, II, and III which will be described in Section 3.3.J. Mar. Sci. Eng. 2020, 8, x FOR PEER REVIEW 6 of 21 
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ranges. Three relatively strong double-frequency (DF) microseism events are identified and labeled 
as I, II, and III. (b) Polar plots of average 𝑅𝑎(𝜑) values (blue) combined with rose diagrams of back 
azimuths (calculated by the polarization analysis) (purple) at the three DF bands at the selected 
stations in the whole recording period. On each plot, the text labels refer to the recording station (e.g., 
N61A), probability of back azimuth (in purple, e.g., 10%) and the scale of the solid outer circle in 
multiples of the 𝑅𝑎(𝜑) value (in blue, e.g., Ra = 2). The same plots for the remaining stations are 
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Figure 2b presents the polar plots of average radial-to-transverse spectral ratios Ra(φ) (blue 
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generated for the three DF bands in Figure 3. The main back-azimuth in the three DF bands are shown 
to be in 110°–150°, which is perfectly consistent with the results in the same area in [55]. 

Figure 2. (a) Power spectral density (PSD) plots in time-frequency domain of the vertical components
at the selected stations. The dashed lines at 0.2 and 0.3 Hz mark the boundaries of the three frequencies
ranges. Three relatively strong double-frequency (DF) microseism events are identified and labeled
as I, II, and III. (b) Polar plots of average Ra(ϕ) values (blue) combined with rose diagrams of back
azimuths (calculated by the polarization analysis) (purple) at the three DF bands at the selected stations
in the whole recording period. On each plot, the text labels refer to the recording station (e.g., N61A),
probability of back azimuth (in purple, e.g., 10%) and the scale of the solid outer circle in multiples of
the Ra(ϕ) value (in blue, e.g., Ra = 2). The same plots for the remaining stations are shown in Figure S1
in the Supplementary Materials.

3.2. Primary Vibration Directions at DF Peaks

Figure 2b presents the polar plots of average radial-to-transverse spectral ratios Ra(ϕ) (blue
outline) and rose diagrams of back azimuths calculated by the polarization analysis (purple) in DF1,
DF2, and DF3 bands for the selected stations over the entire recording period of 10 d. The same plots
for the remaining stations are given in Figure S1c,e,g in the Supplementary Materials. The longer axis
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of each Ra(ϕ) outline is identified indicating the average primary vibration direction in 10 days (ϕm10),
which closely coincide with the major polarized direction.

The ϕm1s was calculated as well for all stations, and rose diagrams of them in 10 days were
generated for the three DF bands in Figure 3. The main back-azimuth in the three DF bands are shown
to be in 110◦–150◦, which is perfectly consistent with the results in the same area in [55].J. Mar. Sci. Eng. 2020, 8, x FOR PEER REVIEW 7 of 21 
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Figure 3. The normalized spatial density (color gradient maps) of the great circles corresponding to the
daily primary vibration directions (ϕm1) and the vertical PSDs averaged for the entire recording period
(scaled circles) in the three DF bands. The yellow lines contour the density of 0.5. The rose diagram
shows the probability distribution of all ϕm1s.

The spatial density of ϕm1s was calculated, normalized, and plotted as a color gradient map
for each DF band in Figure 3, as well as the contours at a density of 0.5 and the ocean bathymetries.
Comparing the three maps, it can be observed that the areas of high spatial density, e.g., the areas
sketched by the density contours of 0.5, shrink towards the continental shelf with increase of frequency,
and the spatial density in the area between Blake Ridge and Cape Hatteras is high in all three DF bands.

3.3. Excitation of the Three Relatively Strong DF Microseism Events

First, the spectral WWIII hindcasts of ocean wave energy (E(F/2) in log10(m2/Hz)) in North
Atlantic Ocean (see Figure S2 in the Supplementary Materials to this article) were used to explore the
temporal and spatial relationships in each frequency band of the energy levels between PSDs and
wave energy. This result demonstrates that (1) the primary vibration directions do not point to the
areas of high wave energy in open ocean, and (2) variations of ocean wave activities in open ocean of
the North Atlantic Ocean have limited influence on the DF microseisms observed in the east coast of
the United States.

Based on the spatial density of great circles of ϕm1s presented in Figure 3, it can be inferred that
the excitations of DF microseisms appear to be associated with the ocean waves in different areas of
the continental margin of the western North Atlantic Ocean. Therefore, the excitation mechanisms of
the three DF microseism events identified in Figure 2 are explored below with reference to the area of
the continental margin as outlined in Figure 4.
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primary vibration directions (segments of great circles) at all stations corresponding to the three 
events (I, II, and III) identified in Figure 2. The purple circles/ellipses delimit the intersections of the 
great circles; (b,d,f) Time history of average PSDs in three frequency bands. In each plot, the curves 
are stacked by the latitudes of the stations and the relief of each curve shows the change of PSD level. 
The starting time of the three events are picked and connected to form the red lines, the arrows of 
which show the impact sequence. 

Figure 4a,c,e shows the WWIII hindcasts of E(F/2) in the western Northern Atlantic Ocean (color 
gradient maps) within the half frequency band of events I, II, and III identified in Figure 2. In the 
corresponding days and frequency bands of the events, the PSD levels and the primary vibration 
directions are demonstrated by the small circles with scaled sizes and segments of great circles 
passing though the corresponding stations. The bathymetries of the western Northern Atlantic Ocean 
are plotted as well in order to examine the importance of the continental slope in generation of DF 
microseisms. In Figure 4b,d,f, the arrival times of each event are picked on the PSD-time plots of all 
stations, and the connection of them form the red lines indicating the sequence of energy impact on 
stations. In order to facilitate the description of the spatial variations of PSD levels and primary 
vibration directions, the area where stations are placed are divided into two sections, north and south 
of Cape Hatteras. 

3.3.1. Event I 

Figure 4. (a,c,e) Daily WAVEWATCH III hindcasts of ocean wave spectra (E(F/2) in log10 (m2/Hz))
in Northern Atlantic Ocean (color gradient maps), PSD levels (small circles with scaled sizes), and
primary vibration directions (segments of great circles) at all stations corresponding to the three events
(I, II, and III) identified in Figure 2. The purple circles/ellipses delimit the intersections of the great
circles; (b,d,f) Time history of average PSDs in three frequency bands. In each plot, the curves are
stacked by the latitudes of the stations and the relief of each curve shows the change of PSD level. The
starting time of the three events are picked and connected to form the red lines, the arrows of which
show the impact sequence.

Figure 4a,c,e shows the WWIII hindcasts of E(F/2) in the western Northern Atlantic Ocean (color
gradient maps) within the half frequency band of events I, II, and III identified in Figure 2. In the
corresponding days and frequency bands of the events, the PSD levels and the primary vibration
directions are demonstrated by the small circles with scaled sizes and segments of great circles passing
though the corresponding stations. The bathymetries of the western Northern Atlantic Ocean are
plotted as well in order to examine the importance of the continental slope in generation of DF
microseisms. In Figure 4b,d,f, the arrival times of each event are picked on the PSD-time plots of
all stations, and the connection of them form the red lines indicating the sequence of energy impact
on stations. In order to facilitate the description of the spatial variations of PSD levels and primary
vibration directions, the area where stations are placed are divided into two sections, north and south
of Cape Hatteras.
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3.3.1. Event I

The energy of event I in DF1 band (LPDF, 0.1–0.2 Hz) starts to appear in late hours of day 2014/325
(red line on day 325 in Figure 4b) and reaches a higher strength on days 2014/326 and 327 (Figures 2
and 4b). The ocean waves in frequency band of 0.05–0.1 Hz in the deep ocean close to the continental
slope are uniformly higher on day 326 than day 327, and extend to the continental slope (Figure 4a).
In addition, intersections of great circles concentrate at several small areas (purple circles) evenly
distributed on the continental slope on day 326. All these observations might explain the occurrence of
event I at the same time on day 326. The ocean wave energy decreases in the deep ocean close to the
continental slope and increase slightly at the deep ocean area south of Georges Bank on day 327. The
primary vibration directions at all stations cover a wider range, and the intersections of great circles
are not as concentrated as on day 326. These changes can explain the decrease of PSD levels at most
stations except for eight northernmost stations on day 327.

3.3.2. Event II

The event II in DF2 (0.2–0.3 Hz) band occurs on days 2014/327, 328, and 329, and arrives at
the stations in south section before north section as indicated by the curved red arrow in Figure 4d.
This sequence can be explained by the ocean wave interactions associated with the continental slope
(Figure 4c).

On day 327, the wave energy in frequency band of 0.1–0.2 Hz is relatively higher on lower Blake
Plateau (water depth 200–2000 m) and many great circles of the stations in the south section intersect on
the edge of this area. The PSD levels at the stations in the south section are roughly proportional to their
distances to lower Blake Plateau. Then on day 328 the wave front moves north along the continental
slope to south of Cape Hatteras while the wave energy increases to the highest. The great circles of
almost all stations in south section intersect in this area, and the PSD levels at these stations increase
significantly. On day 329, the wave front moves further north to the area between Georges Bank
and Cape Hatteras where the strike of the continental slope turns almost 90◦, causing the significant
increase of wave energy in this area. The great circles at the stations in north section do not intersect
in the open ocean where the wave energy is higher, but on the continental slope segments south of
Georges Bank and north of Cape Hatteras. The PSD levels at the stations to the north increase but not
as significantly as at the southern stations on day 328. The great circles at the southern stations still
intersect at the continental slope between Cape Hatteras and Blake Plateau but not as concentrated as
on day 328.

3.3.3. Event III

The event III in DF2 (0.2–0.3 Hz) band occurs on days 2014/330, 331, and 332, arrives at the stations
almost at the same time, but generates the energy peaks slightly earlier at the stations in the south
section (Figure 4d). This sequence can also be explained by the ocean wave interactions associated
with the continental slope (Figure 4e).

On day 330, the great circles of most stations point to the area between Georges Bank and Blake
Plateau where the ocean waves are roughly the same height, and intersect evenly on this continental
slope segment. However, the ocean wave energy on the continental slope of Georges Bank are relatively
higher which coincide well with the relatively higher PSD levels at the four northernmost stations.
On day 331, the ocean wave energy grows very fast while the wave front moves north quickly to
Georges Bank, resulting in high waves on the continental slope segment and deep ocean area between
Georges Band and Blake Ridge. Most intersections of the great circles align on this continental slope
segment and nearby deep ocean, and the PSD levels are very high at all stations. On day 332, the wave
front moves to northeast of Georges Bank and the wave energy decreases moderately. However, the
wave energy on the continental slope south of Georges Bank is still relatively high and many great
circles of the stations in northern section intersect here, which might be the reason for high PSD levels
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at the eight northernmost stations. A new high wave front is developed at Blake Ridge where most
great circles of stations in southern section intersect, and a new PSD peak appears at the stations in the
southern section.

3.4. Correlation between DF Microseisms and Ocean Wave Parameters

The time histories of average PSDs in DF1, DF2, and DF3 bands are shown in Figure 4b,d,f,
respectively. The curves are stacked according to the latitudes of the stations and the reliefs show the
time-dependent variations of PSD levels. The DWFs at the DO, SlDO, and SlSh buoys are closer to the
frequency band of event I, and the waves whose DWFs match events II and III are observed in groups
SlDO, SlSh, and Sh (for the time history of DWFs at the buoys, see Figure S3 in the Supplementary
Materials to this article). The Pearson correlation coefficients (CC) between the time series of ocean
wave height and PSD in the three DF bands are calculated for all pairs of ocean buoy and ambient
noise station, and the CC values are then averaged in each buoy group for each DF band at each
station, as plotted Figure 5. The right most bar in Figure 5 gives the CC values averaged for all stations.
The CC values are normalized within the range [−1.0, 1.0], where positive (negative) values represent
the same (opposite) trends of ocean wave height and PSD pairs and the absolute value of CC express
the level of consistency in these trends. In the DF1 band, better correlations can be found between
the DF microseisms at all stations and the ocean wave heights in the continental slope on deep ocean
side (SlDO). In the DF2 band, the DF microseisms at most stations correlate well with the ocean wave
heights in SlDO, and some with those in the continental slope on the shelf side (SlSh). In the DF3
band, higher CC values can be found in all SlDO, SlSh, and continental shelf (Sh) groups. Near-zero
negative CC values for the deep ocean (DO) buoys implies that deep ocean waves do not exert a
positive influence on the DF microseisms.
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4. Discussion

4.1. Hypothesis on the Significance of Continental Slope for the Origination of DF Microseisms

The correlation analysis (Figure 5) shows that the DF microseism trends in DF1, DF2, and DF3
bands are most compatible with the ocean wave activities in the continental slope on the deep ocean
side (SlDO), the continental slope on both deep ocean and continental shelf sides (SlDO and SlSh),
and SlSh, respectively. These domains of wave activities are separated by the continental slope,
where waves approaching from the deep ocean zone are reflected back creating nonlinear wave–wave
interactions. This naturally leads to a hypothesis that the continental slope plays a significant role
in the origination of DF microseisms, and with increasing frequency band, the dominant origination
area migrates from SlDO to SlSh in the east coast of the United States. Validity of this hypothesis is
explained in detail in the following.

During the time period of event I (Figure 4a), the continental slope is shown to be the boundary
of impact from the ocean wave in frequency band of 0.05–0.1 Hz, the increase of wave energy in the
deep ocean area south of Georges Bank does not cause an increase of PSD levels at the stations in the
north section but the decrease of ocean wave energy on the continental slope do coincide well with
the decrease of PSD levels in most stations from day 2014/326 to 327. Comparing events II and III
(Figure 4c,e), the PSD levels are much higher on day 331 than day 329, mainly because of the higher
wave energy on the continental slope between Georges Bank and Blake Ridge on day 331. Figure 6
shows the differences of the wave energy and PSD levels corresponding to DF2 band between day
331 and 329. A coincidence can be found between the changes of PSD levels and wave energy on
the continental slope segment between the Georges Bank and Blake Ridge (outlined by the purple
dash-dot line), which supports the hypothesis.
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As no hurricane development was reported in Northern Atlantic Ocean during the period of
recordings analyzed in this study, most DF microseisms identified from these recordings should be
generated mainly by the nonlinear interactions of incoming and reflected ocean waves of similar
frequencies. These interactions take place at different intensities and directions as determined by
ordinary ocean activities and ocean bottom topography. Theoretically strong reflections leading to
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strong DF energy can occur only if the incoming waves encounter an obstacle perpendicular to their
propagation direction, as shown in Figure 7. The area and energy of constructive interaction is much
larger when the incoming wave direction is perpendicular (Figure 7b) rather than nearly parallel
(Figure 7a) to the obstacle. Considering that, in a reflection system, at each point of incidence at any
angle, the energy normal to the reflector is the largest (Figure 7b), a station receives the strongest
signal when the station and incident point is aligned with the line normal to the reflector (Path A in
Figure 7b). Such an alignment should therefore correspond to the great circles (lines connecting the
wave origination areas to the stations) intersecting the continental slope nearly at orthogonal angles.
In order to test this hypothesis, the intersection angles δ between the great circles and the strike of the
continental slope are defined as shown in Figure 8a and the frequency histograms of δs in the three DF
bands are generated and shown in Figure 8b. The medians of δs in the three DF bands are 72.4◦, 74.1◦,
and 72.5◦, respectively, and the largest frequencies of occurrences are within the 81◦–90◦ range, which
support the proposed hypothesis.J. Mar. Sci. Eng. 2020, 8, x FOR PEER REVIEW 12 of 21 
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New Zealand, the authors of [57] observed that DF peaks were in the > 0.2 Hz band when there was 
a local wind in the Tasman Sea but lower than 0.2 Hz when the sea was calm and a swell from 
Southern Ocean arrived across the continental slope. Another example is presented by [31]. Two 
pressure spectra were obtained from two seafloor stations in the continental shelf (water depth of 0.6 
km) and in the continental shelf edge followed by a steep and deep continental slope (water depth of 

Figure 7. A sketch describing how constructive interactions of ocean waves and their reflections from
a barrier (the continental slope or the shoreline) can result in different energies when the angle of
incidence is (a) large and (b) 0◦. Note a given station receives the strongest signals along the shortest
path A.

J. Mar. Sci. Eng. 2020, 8, x FOR PEER REVIEW 12 of 21 

 

 
Figure 7. A sketch describing how constructive interactions of ocean waves and their reflections from 
a barrier (the continental slope or the shoreline) can result in different energies when the angle of 
incidence is (a) large and (b) 0°. Note a given station receives the strongest signals along the shortest 
path A. 

 
Figure 8. (a) Defining the angle 𝛿 (<90°) between a great circle and the continental slope’s strike. (b) 
Histogram of the angles 𝛿s in the three DF bands. 

As the waves are reflected from the continental slope, the wave energy should be higher in the 
continental slope and the nearby deep ocean zone than in the distant deep ocean zone and the 
continental shelf. To examine this notion, the mean and standard deviation of ocean wave energy 
were calculated in each of the four buoy groups, 2.19 and 0.44 m in DO, 2.48 and 0.98 m in SlDO, 2.10 
and 0.99 m in SlSh, and 1.57 and 0.74 m in Sh. The highest wave energy appears at the SlDO buoys 
and then DO and SlSh buoys, which coincide well with areas of intersection of the great circle paths 
(purple dashed ellipses in Figure 4). Similar observations can also be found in [33]. Recalling once 
more that there was no strong storm in the northern Atlantic Ocean during the microseism 
recordings, the identified DF microseisms cannot be explained by ocean storms. 

The hypothesis is also supported by several ocean bottom observations in shallow and deep 
waters divided by the continental slope. For example, the authors of [56] concluded that the excitation 
at DF peaks require some part of the ocean storm to extend over the shallow water based on coherence 
studies. Comparing ocean waves recorded in shallow waters (100 m deep) in Tasman Sea and 
microseisms recorded near the shoreline (30 km away from the ocean buoy) of the North Island of 
New Zealand, the authors of [57] observed that DF peaks were in the > 0.2 Hz band when there was 
a local wind in the Tasman Sea but lower than 0.2 Hz when the sea was calm and a swell from 
Southern Ocean arrived across the continental slope. Another example is presented by [31]. Two 
pressure spectra were obtained from two seafloor stations in the continental shelf (water depth of 0.6 
km) and in the continental shelf edge followed by a steep and deep continental slope (water depth of 

Figure 8. (a) Defining the angle δ (<90◦) between a great circle and the continental slope’s strike.
(b) Histogram of the angles δs in the three DF bands.

As the waves are reflected from the continental slope, the wave energy should be higher in
the continental slope and the nearby deep ocean zone than in the distant deep ocean zone and the
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continental shelf. To examine this notion, the mean and standard deviation of ocean wave energy
were calculated in each of the four buoy groups, 2.19 and 0.44 m in DO, 2.48 and 0.98 m in SlDO, 2.10
and 0.99 m in SlSh, and 1.57 and 0.74 m in Sh. The highest wave energy appears at the SlDO buoys
and then DO and SlSh buoys, which coincide well with areas of intersection of the great circle paths
(purple dashed ellipses in Figure 4). Similar observations can also be found in [33]. Recalling once
more that there was no strong storm in the northern Atlantic Ocean during the microseism recordings,
the identified DF microseisms cannot be explained by ocean storms.

The hypothesis is also supported by several ocean bottom observations in shallow and deep waters
divided by the continental slope. For example, the authors of [56] concluded that the excitation at DF
peaks require some part of the ocean storm to extend over the shallow water based on coherence studies.
Comparing ocean waves recorded in shallow waters (100 m deep) in Tasman Sea and microseisms
recorded near the shoreline (30 km away from the ocean buoy) of the North Island of New Zealand,
the authors of [57] observed that DF peaks were in the > 0.2 Hz band when there was a local wind in
the Tasman Sea but lower than 0.2 Hz when the sea was calm and a swell from Southern Ocean arrived
across the continental slope. Another example is presented by [31]. Two pressure spectra were obtained
from two seafloor stations in the continental shelf (water depth of 0.6 km) and in the continental
shelf edge followed by a steep and deep continental slope (water depth of 1 km), respectively, off the
coast of southern California (see topographic profiles in [58]). At the shallower site, a high spectral
peak with pressure level of around 103 Pa2/Hz was observed at around 0.2 Hz when a storm directly
passed overhead, whereas no spectral peak could be clearly identified when there was no passing
storm. On the deeper site, two high and sharp pressure spectral peaks appeared at 0.14 and 0.3 Hz
with pressure levels of 5 × 103 and 104 Pa2/Hz, respectively. Differences between the effects of shallow
and deep ocean on DF peaks’ frequencies and energy levels presented in these studies imply that DF
microseism in the continental shelf is driven by local weather, whereas that in the deep ocean is excited
by the standing waves [35] generated by the interaction between the distant ocean swell and the waves
reflected due to the sudden change of water depth at the continental slope.

4.2. Types of Continental Margin

In this study, two types of continental margins are identified as exemplified by the transects A-A′
and B-B′ (profile locations are marked in Figure 1) in Figure 9a,b, respectively. Both types have wide
(≈100 km) and shallow (<0.2 km) shelves. Along the first type (A-A′), a high (≈2.5 km) and steep slope
sharply changes the profile followed by a long gentle slope (continental rise). In the second type (B-B′),
the shelf transition into the slope via a wide and gently dipping plateau (Blake Plateau) followed by a
shorter (≈1.5 km) and gentler slope (than the first type), then a wide undulating plateau (continental
rise) ending with a relatively steep slope.

These differences between the continental margin profiles appear to modify the mechanism of DF
microseism generation as suggested by the consistently high spatial densities in the area covering the
Blake Ridge and northern Blake Plateau in all three DF bands (Figure 3). A more gradual transition from
the shelf and a shorter continental slope are the most prominent features that can support generation of
a relatively stable energy level in these areas. Concavity of the continental slope at the edge of the Blake
Plateau potentially causes strong reflections resulting in higher DF energy. In contrast, the continental
slope at Cape Hatteras has a convex outline that could cause a diffraction pattern, consequently a lower
spatial density in this area as shown in the map of the DF1 band in Figure 3. As the DF3 microseisms
are generated in the continental shelf, the rough shoreline at Cape Hatteras may be the reason for
higher density observed in the DF3 band in Figure 3.
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times wider than that around Cape Hatteras. The ocean at Drake Passage is at least 3 km deep and is 
delimited by the continental slope of Antarctic Peninsula and an underwater ridge roughly normal 
to the slope. The authors of [33] showed that the excitation locations of both P- and S-wave 
microseisms observed by a seismometer array in Japan are distributed along the eastern continental 
slope of Greenland and Reykjanes Ridge extended from Iceland into the deep ocean. An ocean bottom 
straight blocked by relief features [34,59] promotes formation of ocean wave reflection at the 
continental slope. 

The hypothesis may appear to fail the test based on the observations in [37], who compared the 
DF spectra (around 0.15 Hz) at three seismometer stations in the coastal region of Oregon and 
California with the ocean wave climate parameters’ spectra (see their Figure 17). Based on an excellent 
correlation between DF peak and wave spectra, they concluded that the DF microseism is generated 
by the wave activities near the shoreline. Significantly different widths of the continental shelves, 
being much narrower on the western continental margin of North America, and the location of the 
ocean buoys being on the edge of such a narrow continental shelf (see their Figure 15) can explain the 
apparent failure. Together with the low frequency (< 0.2 Hz) of their DF peak, it can be argued that 

Figure 9. Topographic profiles of the continental margin along (a) A-A′ and (b) B-B′ (marked in
Figure 1) based on General Bathymetric Chart of the Oceans (GEBCO, 2014). The shear velocity
profile and contours in (a) are reproduced on [15]. The geophysical interface between sediments and
bedrock is estimated (black dotted line) by horizontal-to-vertical spectral ratio (HVSR) method and
was extended seaward by inference (black dashed line) to connect with the 2.2 km/s shear velocity
contour. A transitional zone (TZ) with the largest shear velocity gradient is identified and outlined by
the two pink dashed lines in (a). The shear velocity models inside the white box outlined in Figure 1
are generated for elevations (Elv.) of −5.2 km (c) and −15.2 km (d) based on [15].

Recent studies also support the hypothesis about the role of the continental slope and show that
submarine ridges act similarly to cause reflection of the waves. In [59], by comparing the seasonal
variation of DF microseisms and ocean activities, the authors concluded that the DF microseism in the
0.1–0.2 Hz band on the King George Island (on Antarctic Peninsula) originates from a region of Drake
Passage instead of the continental shelf around Antarctic Peninsula even though it is several times
wider than that around Cape Hatteras. The ocean at Drake Passage is at least 3 km deep and is delimited
by the continental slope of Antarctic Peninsula and an underwater ridge roughly normal to the slope.
The authors of [33] showed that the excitation locations of both P- and S-wave microseisms observed
by a seismometer array in Japan are distributed along the eastern continental slope of Greenland and
Reykjanes Ridge extended from Iceland into the deep ocean. An ocean bottom straight blocked by
relief features [34,59] promotes formation of ocean wave reflection at the continental slope.

The hypothesis may appear to fail the test based on the observations in [37], who compared
the DF spectra (around 0.15 Hz) at three seismometer stations in the coastal region of Oregon and
California with the ocean wave climate parameters’ spectra (see their Figure 17). Based on an excellent
correlation between DF peak and wave spectra, they concluded that the DF microseism is generated
by the wave activities near the shoreline. Significantly different widths of the continental shelves,
being much narrower on the western continental margin of North America, and the location of the
ocean buoys being on the edge of such a narrow continental shelf (see their Figure 15) can explain the
apparent failure. Together with the low frequency (< 0.2 Hz) of their DF peak, it can be argued that the
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DF microseism observed by [60] was also a result of the reflections from the nearby continental slope
as put forward in the proposed hypothesis.

4.3. Rayleigh Wave Refraction

As mentioned in “Data acquisition and processing” section, the Ra and polarization analysis
methods to estimate the primary vibration direction are based on an assumption that DF microseisms
propagate dominantly as fundamental mode Rayleigh waves. To verify this assumption, Figure 10 was
generated to show the probability distributions of the phase differences between the two orthogonal
horizontal components (ϕHH) and between the vertical and horizontal components in the primary
vibration direction (ϕVH) in the three DF bands. The facts thatϕHH is dominant in 0◦ andϕVH is mainly
in 65◦–80◦ and −65◦–−80◦ reveal that the energy is propagating as Rayleigh waves dominantly [61],
which coincides well with the observation in [55].
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4.3.1. Refraction at the Water–Solid Earth Interface 

As explained by [61], when the energy in the DF band is generated from wave–wave interaction 
in the ocean, it propagates as “pseudo-Rayleigh waves” (pRg) in water column and turns to free 
surface Rayleigh waves (FSRW) when it reaches solid earth. In the water column, due to phase speed 
difference, the pRg exists in different forms: dominantly elastic pRg in shallow water with phase 
speed roughly equal to that of FSRW, and acoustic pRg in deep water with phase speed of about 60% 
of FSRW. Definitions of shallow and deep waters vary with the wave frequencies. According to the 
analysis in this study, the energy in LPDF (DF1) band is generated around the continental slope 
where the water depth is generally smaller than 3000 m (Figure 1), especially on the Blake Plateau (≤ 
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4.3.1. Refraction at the Water–Solid Earth Interface

As explained by [61], when the energy in the DF band is generated from wave–wave interaction
in the ocean, it propagates as “pseudo-Rayleigh waves” (pRg) in water column and turns to free
surface Rayleigh waves (FSRW) when it reaches solid earth. In the water column, due to phase speed
difference, the pRg exists in different forms: dominantly elastic pRg in shallow water with phase
speed roughly equal to that of FSRW, and acoustic pRg in deep water with phase speed of about 60%
of FSRW. Definitions of shallow and deep waters vary with the wave frequencies. According to the
analysis in this study, the energy in LPDF (DF1) band is generated around the continental slope where
the water depth is generally smaller than 3000 m (Figure 1), especially on the Blake Plateau (≤ 1000
m) and the edge of the Blake Ridge (≈3000 m). According to Figure 14 in [61], with the increase of
frequency from 0.1 to 0.2 Hz, the depth in the water column of elastic pRg dominance decrease from
3000 to 1500 m, under which the elastic pRg transfer to fundamental acoustic pRg. Thus, a phase-speed
difference might exist at the water–solid earth interface deeper than 1500 m, i.e., areas except the Blake
Plateau, however, the DF energy would still propagate vertically in the water column and transfer
to solid earth. Even though there is significant energy loss at the interface, the spherical spreading
of the DF energy in the solid earth will not change. Therefore, the phase speed difference on the
water–solid earth interface is not likely to affect the determination of the source location by great circle.
For high-frequency (0.2–0.5 Hz) DF band, the hypothesis put forward in this manuscript claims that
the energy is generated in the continental slope and continental shelf where the water depth is smaller
than 200 m. The same figure in [61] shows that the energy in this band should also propagate as elastic
pRg and directly transition to FSRW on the continental shelf. As there is no significant phase speed
difference between elastic pRg and FSRW, Rayleigh wave refraction at the surface of solid earth is not
likely to be significant.
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4.3.2. Refraction within the Solid Earth

The Rayleigh wave ray paths are expected to bend also when they travel through the solid earth
boundaries with significant impedance contrasts. In order to examine possibility of such boundaries
and implications for the validity of the triangulation method, the shear velocity (Vs) structure of the
study area is explored as described below.

The cross-section A-A′ presented in Figure 9a shows that under the continental slope there exists
a layer of material having Vs less than 2.2 km/s, which is interpreted as sediments in [15]. Our HVSR
survey around the eastern foothills of the Appalachian mountain and near the coastal area suggest that
the sediment–hard layer interface lies at a depth as depicted by a dotted line in the A-A′ profile in
Figure 9a, and that the average Vs of the sediment is about 0.9 km/s [5]. According to [51], the shear
velocity contrast at the sediment–hard layer interface should be larger than 2.5 to produce a clear a
predominant frequency peak on the HVSR spectrum, therefore, the Vs of the hard layer should be
around 2.2 km/s. Therefore, this interface is inferred to connect to the 2.2 km/s contour line (depicted
as the dashed line in Figure 9a). Shear velocity gradients are calculated along A-A′ at two different
elevations by [15] shear velocity model, and a transitional zone (TZ) of largest shear velocity gradient
(where Vs increases from about 1.7 to 3.2 km/s within a horizontal distance of ≈80 km) is identified and
outlined as shown in Figure 9a. The TZ at Cape Hatteras (Figure 9c) extend roughly parallel to the
continental slope. The absence of notable shear velocity variations at −15.2 km (Figure 9d) suggests
that the transitional zone may not extend to this depth.

As explained above, the Rayleigh waves propagating through the solid earth from the deep ocean
near the continental slope (DF1 and DF2 bands) or from the continental shelf (DF3 band) to the inland
stations are expected to change propagation direction due to gradual and continuous refraction as they
pass through TZ. The total refraction angle ε is defined as shown in Figure 11a only for the great circles
passing through TZ which represents the worst scenario of changes. The cumulative probability of ε in
the three DF bands is given in Figure 11b. The weighted average (m) of ε in DF1, DF2, and DF3 bands
are calculated to be 8.8◦, 8.2◦, and 8.7◦, respectively, and the probabilities of ε values less than these
corresponding weighted averages (P < m) are 60.2%, 63.1%, and 59.6%.
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Another examination of the Rayleigh wave refraction from sediments to bedrock is carried out by
tracking hurricane “Sandy” in Atlantic Ocean on 27 October 2012 using 8 h ambient noise recorded
on the bedrock in Tishomingo, Mississippi. The DF peak is found at the central frequency of 0.18 Hz
with very high energy. The primary vibration direction at this central frequency is calculated by both
Ra and Polarization analysis methods and projected as great circles which point to the locations of
hurricane “Sandy” successfully (see Figure S4 in the Supplementary Materials to this article). Thus,
the great circles can be considered as valid projections to the source areas of the DF energy.

4.4. Rayleigh Wave Refraction

According to the hypothesis and the discussion above, the DF microseisms in the LPDF (DF1)
band is generated in the deep ocean close to the continental slope and propagate to stations on
land. Depending on the location of the stations, the propagation paths are different, i.e., through
sediments and bedrock to stations on inland bedrock, and through sediments on coastal stations on
sediments, resulting in different attenuations and energy levels at stations. This difference is observed
in this study. In Figure 3, the PSD levels in the DF1 band increase from coast (sediments) to inland
(Appalachian Mountain) while the distance to source (ocean) increases. The possible explanation is
that the attenuation due to spherical spreading is less effective than energy absorption in sediments.
A similar trend is observed by [55] in the same study area. In the DF2 band, the PSD levels at coastal
stations are slightly larger than or equal to those at inland stations, which might because the attenuation
due to spherical spreading and absorption in sediments are equally effective. In the DF3 band, the PSD
levels at coastal stations are obviously larger than those at inland stations, as the attenuation is
dominantly spherical spreading and absorption effect is equally effective, which reveals that the DF
microseisms in this band are generated in the continental shelf and propagate mainly in sediments.

5. Conclusions

This study explored the role and significance of the continental slope in the interactions between
the ocean waves and the continental margin as well as the resulting double-frequency (DF) microseisms
recorded in ENAM. The primary vibration direction analysis of the ambient noise recordings in the
study area shows that these DF microseisms originated in areas of the North Atlantic Ocean, which are
generally aligned in the SE direction with the recording stations. The great circles corresponding to
these primary vibration directions for different DF peaks intersect at a number of locations enabling
delineation of source areas along the continental slope. Correlation analysis between DF microseisms
and ocean wave climate by considering the correspondence in their frequency composition and
variation in energy levels shows that the DF microseisms in DF1 (0.1–0.2 Hz), DF2 (0.2–0.3 Hz),
and DF3 (0.3–0.4 Hz) bands correlate well with the ocean wave activities in the continental slope
on the deep ocean side, and in the continental slope on both the deep ocean and shelf sides, and
in the continental slope on the shelf side, respectively. These analyses lead to a hypothesis on the
frequency dependent interactions of ocean waves with the continental margin and the origination of
DF microseisms. The steep continental slope is a key submarine topographic feature which behaves as
an obstacle causing reflections of the incoming low frequency (≤ 0.15 Hz) ocean waves and formation
of standing waves to generate low frequency (≤ 0.3 Hz) DF microseisms. While the high frequency
(≥ 0.15 Hz) ocean waves are reflected at the shallow portion of the continental shelf to excite high
frequency (≥ 0.3 Hz) DF microseisms. This hypothesis is also supported by the observations that (1) the
great circles corresponding to the primary vibration directions of DF microseisms are mostly normal to
the strike of the continental slope; and (2) the ocean wave energy in the continental slope or the nearby
deep ocean are higher than in the distant deep ocean and the continental shelf. Additional systematic
observations at different parts of the globe will help to determine validity and limits of the proposed
hypothesis under all possible climatic and bathymetric conditions.

Understanding the generation mechanisms and locating the source regions of the DF microseisms
would improve the reliability of estimating the amplification factor based on ambient noise because
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the amplification process could be understood by bridging the variations of the input energy levels
at the sources and the energy at the site. In addition, DF microseisms recordings at the coastal areas
suggests that the sources are not homogeneously distributed. However, surface wave tomography
could be carried out only if the noise sources are homogenously distributed. Therefore, locating the
source regions could improve the current method of tomography or initiate a new method using
non-homogenous ambient noise.

With the frequency dependent interactions between the ocean waves and the continental margin
determined, one could further analyze the possible mass wasting on the continental margin caused by
the ocean wave energy input and transmission while ocean waves interact with the continental margin.

Supplementary Materials: The following are available online at http://www.mdpi.com/2077-1312/8/2/134/s1,
Figure S1: (a) Map of the USarray transportable array stations and their groups. Vertical power spectral density
(PSD) plots in time and frequency domain of (b) coastal stations, (d) Appalachian mountain stations, and (f) south
section stations. (c,e,g) Ra outlines and rose diagrams of polarized back azimuth in three DF bands of the stations
in the three station groups, Figure S2: Daily WWIII hindcasts of spectral ocean wave height in Northern Atlantic
Ocean (color gradient maps), and PSD levels (small circles with scaled sizes) and primary vibration directions
(great circles) at all stations in the corresponding DF bands: DF1 in the top two rows, DF2 in the middle two
rows, and DF3 in the bottom two rows. The frequency band of ocean wave (half of corresponding DF band) and
day are labeled on top of each plot, Figure S3: Time history of double dominant ocean wave frequencies (DWF)
and significant ocean wave heights (WH) at the ocean buoys grouped according to their locations, deep ocean
(DO), the continental slope on the deep ocean side (SlDO), the continental slope on the shelf side (SlSh), and the
continental shelf (Sh) (see Figure 1 for their locations and original names), Figure S4: An example to verify the
validity of the great circle projecting to the sources of LPDF microseisms. The great circles at the station T2 on
bedrock in Tishomingo, Mississippi project to the sources of DF microseisms induced by hurricane “Sandy” on 27
October 2012 successfully.
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Abstract: The significance of small-strain stiffness (Gmax) of saturated composite soils are still of
great concern in practice, due to the complex influence of fines on soil fabric. This paper presents
an experimental investigation conducted through comprehensive bender element tests on Gmax of
marine silty sand. Special attention is paid to the influence of initial effective confining pressure
(σ′c0), global void ratio (e) and fines content (FC) on Gmax of a marine silty sand. The results indicate
that under otherwise similar conditions, Gmax decreases with decreasing e or FC, but decreases
with increasing FC. In addition, the reduction rate of Gmax with e increasing is not sensitive to σ′c0,
but obviously sensitive to changes in FC. The equivalent skeleton void ratio (e*) is introduced as
an alternative state index for silty sand with various FC, based on the concept of binary packing
material. Remarkably, the Hardin model is modified with the new state index e*, allowing unified
characterization of Gmax values for silty sand with various FC, e, and σ′c0. Independent test data for
different silty sand published in the literature calibrate the applicability of this proposed model.

Keywords: marine silty sand; small-strain stiffness; Hardin model; binary packing model

1. Introduction

The small-strain stiffness Gmax of marine deposits plays a fundamental role in liquefaction
potential assessment, site seismic response analyses, and the design of marine structures (e.g., pipeline,
immersed tunnel, caisson foundation) subjected to storm or earthquake loading [1–4]. Generally, Gmax

is defined as the stiffness of soil at small-strain level of 10−6, where the soil properties are considered to
exhibit pure elasticity. Hardin and his co-authors [5–7] conducted comprehensive studies on Gmax of
clean, uniform, quartz sands through well-controlled resonant column tests, and these investigations
indicated that the global void ratio e and initial effective confining pressure σ′c0 are considered to be the
most important ones among the various factors that may influence Gmax. Similar results were also
presented by Seed et al. (1986) [8], Youn et al. (2008) [9], Yang and Gu (2013) [10], and Payan et al.
(2016) [1].

While a large number of attempts have been carried out to characterize Gmax for clean sands,
systematic studies on silty sand with different fines content (FC) are relatively few, despite the fact
that naturally deposited sands are not clean, but contain a certain amount of fine particles [11–14].
A systematic study was first implemented by Iwasaki and Tatsuoka (1977) [11] to study the Gmax

influence factors of Iruma silty sand. Their results showed that Gmax decreased with increasing FC, and
at given e and σ′c0, Gmax exhibited a decreasing trend as uniformity coefficient Cu increasing. The state
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parameter of skeleton void ratio esk was introduced by Wichtmann et al. (2015) [12] to uniquely
characterize Gmax of silty sand. However, as discussed by Rahman et al. (2008) [13] and Yang and Liu
(2016) [14], the application of esk might contribute to underestimation of Gmax at high FC. Goudarzy
et al. (2017) [15] developed a new Gmax prediction method based on the binary packing state. A series
of bender element tests has been conducted on Ottawa sand with FC = 5%–20% by Salgado et al.
(2000) [16], the test results revealed that Gmax decreases dramatically with the increasing of FC at a
constant relative density and σ′c0. Salgado et al. (2000) [16] introduced a state parameter ψ to estimate
Gmax in the framework of critical state soil mechanics by taking account of the stress dependence.
However, compared with the Goudarzy et al. (2017) method [15], the introduction of state parameter
ψ requires determination of the critical state line, thus complicating the application of this method [16].

Many natural silty sands contain a significant amount of fines. This is particularly true for marine
deposits, which in most cases behave as composite soils. Therefore, study is needed on whether
the Gmax prediction method established for clean sand is also applicable to that of marine silty sand.
The main purpose of this study is to explore how FC, initial effective confining pressure (σ′c0), and global
void ratio (e) affect the Gmax of marine silty sand and whether the Gmax of silty sand can be predicted
within the established framework based on clean sand. In addition, the influence of parameters in the
Hardin model for Gmax prediction was discussed in a traditional way. In particular, the binary packing
state concept [17–19] is implemented to establish the modified Hardin model for evaluation of Gmax of
marine silty sand. For this purpose, a series of bender element tests were conducted on marine silty
sand with FC = 0%~30%.

2. Materials and Methods

2.1. Testing Apparatus

The measurement of shear wave velocity (Vs) or the associated Gmax was performed using a pair
of piezoceramic bender elements (BE) installed in the cell chamber of a dynamic hollow/solid cylinder
apparatus (HCA) [20], as shown in Figure 1. For each of the BE tests, a set of sinusoid signals from 1 to
40 kHz, rather than a single signal, was used as the excitation, and the received signals corresponding
to these excitation frequencies were examined in whole to better identify the travel time of the shear
wave, then, Gmax can be calculated as following [16].

Gmax = ρV2
s (1)
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Figure 1. GCTS HCA-300 dynamic hollow cylinder-TSH testing system and bender element system.
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2.2. Tested Materials

Nantong marine sand was used as clean sand and Nantong marine silt with sub-angular particles
was used as pure fines to investigate the effects of FC on the Gmax of silty sand. Figure 2 shows the
grain size distributions and scanning electron microscopy image of clean sand and pure fines, and the
material properties are given in Table 1. Although the ASTM D4253 [21] and D4254 [22] test methods
for the determination of minimum and maximum void ratios (emin and emax) are applicable to silty
sand with FC < 15%, these methods were also used for silty sands with FC ≥ 15% in order to provide
consistent measurements [23]. The clean sand was mixed with non-plastic Nantong silt (pure fines)
corresponding to various FC from 0% to 30% by mass. The emin and emax of the silty sand are shown in
Table 2.
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Figure 2. Scanning electron microscopy image and grain size distributions of clean sand, pure fines,
and marine silty sand with different fines content: (a) grain size distribution; (b) scanning electron
microscopy image.

Table 1. Index properties of clean sand and pure fines.

Clean Sand Pure Fines

Material Nantong sand Nantong silt
d50/mm 0.114 0.040
d10/mm 0.080 0.016
Cu 1.672 2.931
G 2.672 2.719
emax 1.262 1.481
emin 0.662 0.764

Table 2. Physical index of Nantong marine silty sand with different FC.

FC of Silty Sand (%)

0 10 20 30

emax 1.290 1.232 1.221 1.212
emin 0.731 0.587 0.431 0.364

G 2.669 2.680 2.690 2.701
d50 0.113 0.104 0.097 0.091
Cc 0.796 0.829 1.453 1.752
Cu 1.646 1.681 2.826 3.201
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2.3. Specimen Preparation, Saturation and Consolidation

The bender element tests were conducted on specimens with 100 × 200 mm (diameter × height),
and all specimens of the tested silty sands were prepared by the moist tamping method; considering this
method can ensure a very wide range of e for the specimens and contribute to preventing segregation
and enhancing uniformity [24], all specimens of the tested silty sands were prepared by the moist
tamping method using an under-compaction procedure. All samples were tested under saturated
rather than other conditions, as the former is more practical [14]; in order to saturate the specimen fully,
carbon dioxide flushing from bottom to top of the specimen was applied firstly; then, de-aired water
flushing followed immediately [19]; finally, back pressure saturation at the back pressure of 400 kPa
was used to guarantee Skempton’s B-value greater than 0.95 [25]. After saturation, all the specimens
were isotropically consolidated.

2.4. Testing Program and Process

For the bender element tests, the 10 kHz excitation signal was found to consistently yield a clear
arrival of the shear wave for both clean sand and silty sand with various FC, which is consistent
with the test results of Yang and Liu (2016) [14]. Figure 3 presents a set of typical received signals
captured from the bender element in different silty sand specimens. The first arrival time method
was introduced to determine the shear wave travel time in this study [26–28], and the zero after first
bump point corresponds to Point C marked in Figure 3, suggested by Yoo et al. (2018) [29] and Lee and
Santamarina (2005) [30], was selected as the shear wave arrival time.
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Figure 3. Shear wave signals in specimen for case ID: S11.

In order to investigate the influences of FC, e, and σ′c0 on Gmax of silty sand, FC = 0, 10, 20, and 30%
were considered, and three samples were prepared at different e for silty sand at a fixed FC. The Gmax

were measured subjected to σ′c0 at 100, 200, 250, 300, and 400 kPa in five stages, Table 3 details the
test conditions.

Table 3. Schemes of bender element tests for Nantong marine silty sand.

ID FC/% Dr/% e ρ (g/cm3) b Value e* σ′
c0

/kPa

S1 0 35 1.076 1.286 0 1.286

100
200
250
300
400

S2 0 50 0.973 1.352 0 1.352
S3 0 60 0.890 1.412 0 1.412
S4 10 35 1.009 1.334 0.321 1.155
S5 10 50 0.934 1.386 0.321 1.075
S6 10 60 0.883 1.424 0.321 0.953
S7 20 35 0.936 1.348 0.454 1.189
S8 20 50 0.947 1.382 0.454 1.077
S9 20 60 0.824 1.475 0.454 0.998
S10 30 35 0.948 1.386 0.555 1.248
S11 30 50 0.865 1.448 0.555 1.152
S12 30 60 0.792 1.506 0.555 1.042
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3. Results and Discussion

3.1. Factors Influencing Maximum Shear Modulus

Figure 4 present the comprehensive view of the measured Gmax values of silty sand with different
FC, e, and σ′c0. A remarkable finding from the figure is that FC, e, or σ′c0 all has a significant impact on
Gmax, the increase of e will significantly reduce Gmax for silty sand at different FC and σ′c0. Furthermore,
in each plot, the five trend lines describe the effect of e on Gmax, and the range of trend lines revealed
the influence of varying σ′c0. Under otherwise similar conditions, Gmax decreases with increasing e
or FC, but increases with increasing FC. The existing explanation that: as e increases, the dense state
changes from compact to loose, which reduces the amount of force chain between particles, contribute
to a attenuation in the stiffness of silty sand; while at a fixed e, the amount of sand grains composed of
soil skeleton is constant as FC increases, a certain amount of grains participate in the composition of soil
skeleton, and the grain contact area increases, eventually leading to an increase in Gmax. In addition,
the relationship between Gmax and e is insensitive to σ′c0, but obviously sensitive to FC. According to
Yang and Liu (2016) [14], there is a linear function relationship between Gmax with e for Toyoura silty
sand, and the void ratio dependence appears to be similar to silty sand with different FC. Incorporating
the test results in the study, an obvious soil-specific relationship between Gmax and e can be found,
and a more comprehensive study needs to be conducted for addressing this concern.
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For silty sand at a specific FC, given that Gmax is dependent on both e and σ′c0, e must be taken
into account when quantifying the impact of σ′c0. Therefore, a void ratio function F(e) was introduced
to characterize the influence of e on Gmax:

F(e) =
(c− e)2

1 + e
(2)

where c is a soil-specific fitting parameter dependent on the particle shape—2.97 for angular particles
and 2.17 for rounded particles [5,15]. Considering that the particles of marine silty sand are angular
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(Figure 2b), c = 2.97 was used. An empirical relation for Gmax prediction, incorporating material,
particle shape, e and σ′c0, was proposed originally by Hardin and Black (1966) [5], then a more general
form was developed based on the research of Iwasaki and Tatsuoka (1977) [11], Seed et al. (1986) [8],
Youn et al. (2008) [9], Yang and Gu (2013) [10], Wichtmann et al. (2015) [12], and Payan et al. (2016) [1]:

Gmax = A
(c− e)2

1 + e

(
σ′c0

Pa

)n

(3)

where A = material constant depends on soil type; Pa = atmospheric pressure (≈100 kPa); n = stress
exponent, the values of n typically distribute between 0·35 and 0·6 for silty sand. Iwasaki and Tatsuoka
(1977) [11] and Yang and Liu (2016) [14] present a common phenomenon that the stress exponent n is a
soil-specific constant.

In order to explore the distribution of A and n values, the Gmax values of silty sand are plotted
as function of σ′c0/Pa and F(e) in Figure 5. Under otherwise identical conditions, Gmax increases with
increasing in normalized effective confining stress σ′c0/Pa and void ratio function F(e). In addition,
R-square of the Hardin model are all greater than 0.9, which means that the Hardin model can
characterize the influence of e and σ′c0 on Gmax of silty sand at a specific FC well. However, for a specific
silty sand, the exponent n is insensitive to FC and e, which is consistent with the results demonstrated
by Iwasaki and Tatsuoka (1977) [11] and Yang and Liu (2016) [14]. The exponent n, reflecting the
incremental rate of Gmax due to the enhancement of σ′c0, is highly dependent on the types of silty
sand and present as a soil-specific constant. Using the generalized nonlinear regression model for
the test data of marine silty sand tested in this study and six silty sands compiled from the literature,
the soil-specific constant n is closely related to the synthesizing material parameter Cs

u ·Cf
u of sandy soils

(as shown in Figure 6). It is seen that n increases with the increase of Cs
u ·Cf

u, indicating a logarithmic
function relation. The soil-specific constant n can be determined empirically by the following equation:

n = 0.086 ln
(
Cs

u ·Cf
u

)
+ 0.302, R2 = 0.98 (4)
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It is worth noting that the addition of FC will obviously alter the material-specific fitting parameter
A, which describe the increment ratio of Gmax/F(e) caused by the increasing of (σ′c0/Pa)n (Figure 7),
and a fairly good exponential relationship can be given as following:

A(FC) = A0 × exp(m · FC) (5)

where, the value of A0 represents the parameter A for clean sand (FC = 0%) in the Hardin model,
m is the fitting parameter and the value of m is −1.52 for Nantong silty sand. It is worth noting that
care should be exercised when the Hardin model is directly used for predicting the Gmax of silty sand,
considering the sensitivity of the A to FC. Therefore, a modified Hardin model needs to be explored for
unified charactering Gmax of silty sand with different FC.J. Mar. Sci. Eng. 2020, 8, x FOR PEER REVIEW 8 of 13 
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3.2. Modified Hardin Model Based on Binary Packing Model

The binary packing state concept [17,31] is adopted herein to interpret the behavior of granular
soil. For the binary packing system, the FCth has been introduced to distinguish the difference of
“coarse-dominated behavior” from “fines-dominated behavior” for silty sand with various FC [32,33].
The FCth can be determined empirically by semi-experience formula [13]:

FCth = 0.40×
(

1
1 + exp(0.5− 0.13 · χ) +

1
χ

)
(6)

where χ = ds
10/df

50 is the particle size disparity ratio, ds
10 is the grain size at 10% finer for clean sand,

df
50 is the grain size at 50% finer for pure fines.
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As FC increases, fines may come in between the contact of sand grains and participate in the
force chain. Thus, the effect of fines on the force transfer mechanism is considered by introducing an
alternative equivalent skeleton void ratio e* [31,34], as defined by Equation (7).

e∗ = e + (1− b) · FC
1− (1− b) · FC

(7)

The physical meaning of b is the fraction of fines that participate in the force chain between soil
grains and 0 ≤ b ≤ 1. Equation (7) is based on coarse-dominated behavior soil fabric, this meaning b
requires FC < FCth. Rahman and his co-authors developed a semi-empirical relation to predict the
parameter b [13,15,35]:

b =

{
1− exp

(
−µ (FC/FCth)

nb

k

)}(
r× FC

FCth

)r

(8)

where r = 1/χ, and k = 1 − r0.25, µ and nb are the fitting parameters which depend on the specific soil
type. The experimental results, presented by Lashkari (2014), suggested that a µ of 0.30 and nb of 1.0
satisfy a large dataset and were later verified with new datasets. Goudarzy et al. (2016) acknowledged
that these parameters might vary for different types of soil, the µ and nb value were optimized in
Equation (8) to obtain the maximum value of R2. It has been well recognized that e*, instead of e,
can well capture various aspects of the mechanical behavior of silty sand [36]. Notably, the binary
packing state parameter has been introduced to uniquely quantify the critical state line, steady state
line, and liquefaction resistance, etc. of the silty sand with different FC. Hence, an effort has been made
to investigate whether e* determined by Rahman’s approach can better characterize Gmax by replacing
e with e* in Equation (3):

F(e∗) = (c− e∗)2/(1 + e∗) (9)

Figure 8 show the relationship between Gmax, F(e*), and normalized effective confining stress
(σ′c0/Pa)n of silty sands. Despite the variation in FC, e, or σ′c0 of the specimens, all of the test data points
are located in a narrow surface, which means that e* appears to adequately capture the effects of FC, e,
and particle gradations when FC < FCth. Therefore, the modified Hardin model based on the binary
packing state parameter can be established:

Gmax = A∗
(c− e∗)2

(1 + e∗)
(
σ′c0

Pa

)n

(10)

A* = 59.3 MPa and R-square = 0.938 for Nantong silty sand, n was determined using Equation (4).
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Figure 8. The modified Hardin model for Nantong marine silty sand with different FC in
Gmax-F(e*)-σ′c0/Pa space.
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To validate the accuracy of the modified Hardin model, the comparison between the predicted
Gmax in Equation (10) and the measured Gmax are presented in Figure 9. Almost all of the data pairs
are close to the bisecting line, with the errors within 10%, indicating that the measured and predicted
Gmax values are basically consistent. Considering the complexity of the effect of fines and man-made
errors, such an error is acceptable. Therefore, the modified Hardin model can be used to predict the
Gmax of silty sand when FC < FCth in a simple yet reliable way.
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Figure 9. Comparison of the measured Gmax and the predicted Gmax using the modified Hardin model.

Given the complexity of material properties, further work to validate the applicability of the
modified Hardin model evaluation Gmax by using experimental data is worthwhile. The similar Gmax

testing series were carried out on four types of silty sand by Goudarzy et al. (2016) [15], Salgado et al.
(2000) [16], Chien and Oh (1998) [37], and Thevanayagam and Liang (2001) [38]. Table 4 presents the
physical index properties and fitting parameters of Nantong marine silty sand tested in this study and
four silty sands using compiled data from the literature. Best fitting values of µ and nb in Equation (8)
are 0.27~0.34 and 0.89~1.08, and the R-square value of the modified Hardin model for experimental data
compiled from the literature are all over 0.9, which means the modified Hardin model can characterize
Gmax for different types of silty sands well. It should be noted that A* for different types of silty sand
presents an obvious soil-specific diversification. In addition, as shown in Figure 10, a power function
relationship between A* and the synthesizing material property parameters ln(erange(s)·Cu(s)·χ) was
established:

A∗ = 54.6×
[
ln

(
erange(s)·Cu(s)·χ

)]−0.43
(11)

Table 4. Physical index properties and fitting parameters of silty sands considered in this study.

Data from Material
Index Properties In Equation (8) In Equation (10)

erange(s) Cu(s) χ µ nb A* R2

This study Nantong sand + Nantong silt 0.60 1.67 2.0 0.32 0.94 62.1 0.932
Goudarzy et al. (2017) Hostun sand + Quartz powder 0.35 2.01 63.3 0.33 1.05 30.3 0.943
Salgado et al. (2000) Ottawa sand + Sil-co-Sil 0.30 1.48 11.8 0.34 0.92 44.7 0.895
Chien and Oh (1998) Yunling sand + Yunling silt 0.55 1.69 2.17 0.27 1.08 64.9 0.883
Thevanayagam and
Liang (2001) Foundary sand + Sil-co-Sil 0.19 1.69 17.1 0.29 0.89 43.2 0.902

Note: erange(s)—void ratio range of clean sand (=emax − emin); Cu(s)—uniformity coefficient of clean sand; µ and
nb—fitting parameters in Equation (8); A*—fitting parameter in Equation (10); R2—coefficient of determination for
Equation (10).

Thus, the modified Gmax prediction method based on the binary packing model can be established
by combining Equations (4), (10), and (11), only considering basic indices of the clean sand and pure
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fines. It is worth noting that the application of the binary packing model should not be limited to
the evaluation of Gmax. Existing test results show that e* presents a unified correlation with static
liquefaction characteristics [39], drained and undrained triaxial compression behaviors [40], critical
strength [41], liquefaction strength [42], etc., of silty sand, and the proposed procedure in this paper
provides a significant improvement in the evaluation of the above mechanical properties in geotechnical
engineering practice.
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4. Conclusions

In order to investigate how e, FC and σ′c0 alter the Gmax of marine silty sand, comprehensive
bender element tests were performed under isotropic consolidation, and a modified procedure based
on the Hardin model was established to predict the Gmax. The main obtained results are summarized
as follows.

(1) Under otherwise similar conditions, Gmax decreases with decreasing e or FC, but decreases with
increasing FC. In addition, the reduction rate of Gmax with e increasing is not sensitive to σ′c0,
but obviously sensitive to changes in FC.

(2) For a specific FC, the traditional Hardin model can well characterize the influence of e and σ′c0
on the Gmax of silty sands. The stress exponent n does not appear to be sensitive to changes
in FC and e, but sensitive to changes in the types of silty sand. In addition, the soil-specific
constant n increases with increasing Cs

u · Cf
u and shows a logarithmic function. However, the

material-specific fitting parameter A in the Hardin model is sensitive to FC. The traditional Hardin
model cannot incorporate the influence of FC on Gmax of marine silty sand.

(3) e*, instead of e, can be an appropriate proxy to characterize the Gmax of marine silty sand with
various FC. The modified Hardin model, established in the framework of the binary packing
model, allowing unified characterization of Gmax values for silty sands, only considering basic
indices of the clean sand and pure fines. The predicted errors are within 10% for the Nantong
marine silty sand tested. Independent test data in the literature validate the applicability of this
modified model.
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Abstract: This paper proposes representative constitutive relationship equations of dredging and
reclamation soft soil in Korea. The marine soft soils were sampled at 23 dredged-reclaimed construction
sites in the Busan, Gwangyang, and Incheon regions in Korea; then, laboratory tests were carried
out. The consolidation property was classified as LL = 60% for Busan and Gwangyang marine
soft soil and LL = 30% for Incheon marine soft soil by conducting basic physical property tests
and consolidation tests. Busan soft soil showed a slightly higher consolidation settlement property
than Gwangyang soft soil. Incheon soft soil showed the lowest consolidation settlement property
among the three regions. In particular, 77 consolidation simulations were carried out at a high void
ratio using the centrifugal experiment to realize high water content and in-field stress conditions.
The constitutive relationship equations of each of the 23 specimens were analyzed with regard to the
void ratio–effective stress and void ratio–permeability coefficient through the back analysis of finite
consolidation theory from the experimental results. The constitutive relationship equation for Korean
soft soil was determined to be a reasonable power function equation. The representative constitutive
relationships for soft soils in the three regions were estimated using six equations, which were
classified by physical and consolidation properties. The representative constitutive equations were
compared to those in previous studies on high void ratio conditions of marine soft soil, and the results
showed a similar range.

Keywords: marine soft soil; dredging and reclamation; constitutive relationship; centrifugal
experiment; void ratio–effective stress; void ratio–permeability coefficient

1. Introduction

The demand for land is addressed efficiently through the reclamation of foreshores, which include
vast lands for industrial use, dwellings, airports, and harbors. Superior soil, suitable for making
grounds through the reclamation of the foreshore, has been depleted due to resource exhaustion and
environmental preservation, and marine soft soil is used to substitute soil to be reclaimed from nearby
sites. Each year, over 30 million m3 of dredged soil is used for the environmental reformation of
offshores and estuaries, harbor construction, and maintenance of waterways. Recently, dredged soil
has been reclaimed to dumping areas only because the 1996 Protocol to the London Convention has
not permitted ocean dumping from January 2009. The dredged marine soft soil is reclaimed to dump
areas due to demands for new ground and the treatment of a huge amount of dredged soil.

In Korea, most of the dredged marine soft soil is reclaimed due to its high water content; however,
the difference between construction methods as well as the very weak strength and large settlement
of the soft soil is a problem. Settlement is the main geotechnical issue related to the stability and
estimation of the amount of dredged soil.
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The difference between actual settlement and Terzaghi’s one-dimensional consolidation theory is
well explained by Gibson et al. [1] and Cargill [2]. Finite strain consolidation theory induces a large
strain consolidation phenomenon without numerical inconsistency and, specifically, it applies nonlinear
compressibility and permeability. Numerical analysis conducted using the equation that is governed
by the finite strain consolidation theory is known to estimate a large consolidation settlement [3–7].
Finite strain consolidation theory is not commonly applied to the design and construction in Korea.
The general reasons are the lack of understanding of the theory, and difficulty in estimating input data
and analyzing the numerical input or result.

The studies on void ratio-effective stress and void ratio-permeability have mainly focused on
the exponential or power equation. Somogyi [8,9] proposed a constitution equation as a power
law. Carrier et al. [10] proposed a constitution equation of modified power laws by analyzing the
relationship between physical character (Atterberg limits and Activity) and the coefficient of the
constitution equation. Gibson et al. [11] proposed an exponential constitution equation to simplify the
consolidation governing equation.

Non-linear relationships between void ratio and effective stress, and void ratio and permeability,
which directly affect settlement behavior, are observed in the high water content range of dredged
soil. The non-linear constitution equation in a high water content range is difficult to estimate by
conducting direct experiments. To overcome this problem, consolidation tests and settlement tests are
carried out, and the results of these tests are back-analyzed through numerical analysis based on the
finite strain consolidation theory. Therefore, in this study, representative relationship equations of void
ratio-effective stress and void ratio-permeability of marine soft soil in Korea are proposed using finite
strain consolidation theory.

2. Characteristics of Dredged and Reclaimed Soil

2.1. Methods of Analysis

A huge amount of dredged soil has been reclaimed in disposal areas that are mostly developed at
new ports. There are three main disposal areas of dredged soil at Busan New Port, five at Incheon port,
and three at Pyeongtaek-Dangjin Port, in addition to several others in various locations. The demand
for the disposal area is continuously increasing around the areas developed at new ports, and the
expansion of the existing disposal area is covered due to the expropriation of dredged soil. In this
study, dredged soil was sampled at 23 dredged-reclaimed construction sites and laboratory tests were
carried out using 23 samples. The sampling locations and construction sites are shown in Table 1 and
Figure 1. The samples were separated into three regions: the Busan, Gwangyang, and Incheon regions.

Table 1. Sampling locations.

Region Mark Locations in Korea Region Mark Locations in Korea

Busan
(10 sites)

bs-a Angol-dong, Changwon

Gwang
-yang

(9 sites)

gy-c Hwanggil-dong, Gwangyang
bs-b Cheonseong-dong, Busan gy-d Doi-dong, Gwangyang
bs-c Gamcheon-dong, Busan gy-e Hwanggeum-dong
bs-d Ung-dong, Changwon gy-f Doi-dong, Gwangyang
bs-e Ung-dong, Changwon gy-g Hwachi-dong, Yeosu
bs-f Seongbuk-dong, Busan gy-i Doi-dong, Gwangyang
bs-g Haeun-dong, Changwon gy-j Jeongryang-dong, Yeosu
bs-i Ung-dong, Changwon

Incheon
(4 sites)

ic-a Songdo-dong, Incheon
bs-j Youngdang-dong, Busan ic-b Oryu-dong, Incheon
bs-k Gapo-dong, Changwon ic-c Unbuk-dong, Incheon

Gwang-
yang

gy-a Jung-dong, Gwangyang ic-d Songdo-dong, Incheon
gy-b Hwanggeum-dong Total 23 dredged-reclaimed sites
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Figure 1. Sampling locations: (a) the regions in Korea; (b) the Busan region; (c) the Gwangyang region;
(d) the Incheon region.

Dredged soil is disposed of under disturbed conditions using different dredging methods.
In particular, the pump-dredged method mostly used in Korea moves dredged soil with water into
the disposal area after being totally disturbed. Therefore, in this study, experiments on engineering
properties and centrifugal tests used disturbed samples. The sieve analysis, particle size analysis,
soil classification system, and Atterberg limit test for 23 samples were performed by ASTM C136, ASTM
D422, ASTM D2487, and ASTM D4318, respectively. The oedometer one-dimensional consolidation
test and the constant rate of the strain (CRS) consolidation test followed ASTM D2435-11 and ASTM
D4186-06. The CRS test is performed as strain rates of 0.04–0.001% per minute depending on the liquid
limit of the soil, and the result is analyzed using the consolidation solution provided by Wissa et al. [12].

2.2. Characteristics of Dredged Soil

2.2.1. Busan Region

The characteristics of dredged soil in the Busan region were analyzed using 10 samples, and are
shown as plasticity and activity charts in Figure 2a,b, respectively. The specific gravity, plastic limit,
liquid limit, plastic index, and activity of the samples were 2.706–2.731 (average 2.718), 20.88–39.31
(avg. 28.97%), 40.10–94.26% (avg. 60.74%), 15.56–54.96% (avg. 31.77%), and 0.8–2.29 (avg. 1.63),
respectively. The specimens bs-g, bs-i, bs-j, and bs-k followed the A-line on the plasticity chart, and
other specimens showed liquid limits (LL) in the range of 40–55% (LL < 60%). The specimens in the
Busan region can be separated into bs-a to bs-f (LL < 60%) and bs-g to bs-k (LL ≥ 60%), according to
the liquid limit. It can be observed from Figure 2b that specimens with LL less than 60% represent a
contented clay mineral with a PI (plasticity index) range of 10–20%, and the specimens with LL greater
than 60% represent activated clay with a PI range of 33–55%. According to the sieve and particle size
analysis tests, the sand particle content (less than the No. 200 sieve, 0.074 mm), silt particle content,
and clay particle content were 0.62–5.07%, 72.90–82.93%, and 16.05–24.53%.
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Figure 2. Physical properties of Busan region soil: (a) Plasticity chart; (b) Activity chart.

The specimens showed the compression index (Cc) of 0.316–0.883 and permeability change index
(Ck) of 0.209–1.328 during the oedometer [incremental loading (IL)] test, and Cc of 0.530–1.011 and Ck

of 0.731–1.799 during the CRS consolidation test where the compression index (Cc) and the permeability
change index are defined as ∆e

log p/p0
and ∆e

log k/k0
. The consolidation properties of the Busan region soils

as per the liquid limit are shown in Figure 3. Specimens (bs-a, b, d) with LL < 60% showed small
compression and high permeability than the specimens with LL ≥ 60%. Therefore, the separation of the
Busan region soil using the criteria of liquid limit (LL = 60%) can be considered reasonable because the
physical and consolidation properties are different. The clay with LL < 60% was named the Busan-L
marine clay and the clay with LL ≥ 60% was named the Busan-H marine clay.

Figure 3. Consolidation properties of Busan region soil: (a) liquid limit (LL)-compression index (Cc);
(b) liquid limit (LL)-permeability change index (Ck).

2.2.2. Gwangyang Region

The soil in the Gwangyang region, which was analyzed using nine samples, had the specific gravity,
plastic limit, liquid limit, and plastic index of 2.702–2.745 (average 2.718), 14.78–36.37% (avg. 24.13%),
33.77–82.71% (avg. 55.77%), and 18.99–50.50% (avg. 31.63%), respectively, as shown in Figure 4. It had
an activity of 0.94–3.79 (avg. 2.60) and was classified into CL and CH as per the unified soil classification
system (USCS). The plastic and liquid limits of the Gwangyang region soil were slightly less than
those of the Busan region soil. According to the sieve and particle size analysis tests, the sand particle
content, silt particle content, and clay particle content were 0.47–10.30%, 67.41–87.14%, and 6.9–22.81%,
respectively. The Busan region soil contained slightly finer particles than the Gwangyang region soil as
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per the result of the plasticity, sieve, and particle size analysis tests. However, clay minerals might be
different due to the higher activity of the Gwangyang region soil than the Busan region soil.

Figure 4. Physical properties of Gwangyang region soil: (a) Plasticity chart; (b) Activity chart.

The clay showed a Cc of 0.231–0.939 and Ck of 0.478–0.840 during the IL test, and Cc of 0.242–1.273
and Ck of 0.518–1.371 during the CRS test, as shwon in Figure 5. Hence, the Gwangyang region soil
showed small ranges of Cc and Ck. This might be the reason why the Busan clay included more fine
clay than the Gwangyang clay.

Figure 5. Consolidation properties of Gwangyang region soil: (a) liquid limit (LL)-compression index
(Cc); (b) liquid limit (LL)-permeability change index (Ck).

In the Gwangyang region soil, specimens such as gy-a to gy-e with LL > 60% showed high clay
particle content, high plastic index, high compression, and low permeability than the specimens with
LL < 60%. Therefore, the Gwangyang region dredged soil can be separated reasonably using the criteria
of liquid limit (LL = 60%) in the same way as the Busan region dredged soil. The clay with LL < 60%
was named the Gwangyang-L marine clay and the clay with LL ≥ 60% was named the Gwangyang-H
marine clay.

2.2.3. Incheon Region

The Incheon region soil analyzed from four sites shown in Table 1 had the specific gravity,
plastic limit, liquid limit, and plastic index of 2.693–2.713 (avg. 2.703), 12.48–22.74% (avg. 16.48%),
24.86–38.34% (avg. 30.62%), and 11.84–16.78% (avg. 14.15%), respectively. The sand particle content,
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silt particle content, and clay particle content for the Incheon region soil were 4.59–8.78%, 79.38–84.41%,
and 10.79–14.42%. The activity with a range of 1.04–1.22 and average of 1.13 lies in the normal
area, as shown in Figure 6. The consolidation properties were analyzed with Cc = 0.167–0.406 and
Ck = 0.246–0.628 during the oedometer test, and Cc = 0.204–0.493 and Ck = 0.380–0.791 during the CRS
test, as shown in Figure 7.

Figure 6. Physical properties of the Incheon region soil: (a) Plasticity chart; (b) Activity chart.

Figure 7. Consolidation properties of Incheon region soil: (a) liquid limit (LL)-compression index (Cc);
(b) liquid limit (LL)-permeability change index (Ck).

The Incheon region soil had lower liquid and plastic limits than the Busan and Gwangyang
region soils. The liquid limit was 30.12% less than that of Busan clay and 25.15% less than that of the
Gwangyang clay. The plastic index was less than 17.5 compared to the Busan and Gwangyang clays.
The results of the oedometer test show that Incheon clay exhibited a Cc = 0.31 and Ck = 0.246–0.628,
which were less than those of the Busan and Gwangyang clays. That is, the Incheon region soil
clearly showed low plasticity, small compressibility, and large permeability than the Busan and
Gwangyang clays.

Furthermore, the Incheon region soil had different physical and compressive properties that
were separated by the criteria of LL = 30% compared to the Busan and Gwangyang clays (LL = 60%).
The ic-c and ic-d specimens with LL ≥ 30% had large fine particles, large compressibility, and small
permeability compared to the ic-a and ic-b specimens with LL < 30%. Therefore, the Incheon region
dredged soil can be separated reasonably using the criteria of liquid limit (LL = 30%). The clay with LL
< 30% was named the Incheon-L marine clay and the clay with LL ≥ 30% was named the Incheon-H
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marine clay. Engineering properties of the marine soft soil were classified by liquid limits and are
summarized in Figure 8.

Figure 8. Engineering properties for the classified marine soft soil by liquid limits.

3. Relationships between Void Ratio–Effective Stress and Permeability

3.1. Estimation of Non-Linear Constitution Equation

The dredged-reclaimed clay with a high void ratio should be estimated using finite strain
consolidation theory due to huge deformations. The finite strain consolidation is suitable to analyze
large deformations, considering the variation in the compressibility and permeability of clay as per
effective stress. The variation in compressibility and permeability depend on the relationship void
ratio (e)–effective stress (σ’)–permeability coefficient (k) during analysis, and this relationship is called
the constitutive relationship of finite strain consolidation theory [13,14]. The constitutive relationship
between void ratio–effective stress and void ratio–permeability is examined in this section to choose a
suitable constitutive relationship equation in Korea.

The constitutive relation equations were mostly the proposed exponential function and power
function. Somogyi [8,9] proposed Equations (1) and (2) of the power function using the empirical data
of void ratio–effective stress and void ratio–permeability:

e = Aσ′B (1)

k = CeD (2)

where A, B, C, and D are the decided coefficients including the material properties observed during the
test or empirical study. These equations were used in this study due to the following three considerations.
First, there should be an equation that was proposed from research on Korean clay. Second, there should
be an equation that represents a reasonable relationship between the void ratio–effective stress and void
ratio–permeability coefficient in the high void ratio range. Finally, there should be a simple equation to
propose a design chart.
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3.2. Back Analysis of Constitutive Relationship Equation through Centrifugal Experiment

The centrifugal test is applied to carry out a one day long self-weight consolidation of
dredged/reclaimed clay in foreign and domestic scenarios because it can surmount the limitations
of consolidation time and initial height through a back-analysis study using the time-settlement
results of the test. The back analysis using the centrifugal experiment is explained as a flowchart in
Figure 9. The equipment used for the centrifuge test in this study was from the Kangwon National
University in Korea. The centrifugal experiment was carried out 2–4 times under different initial
void ratio and height conditions for each specimen, and then a constitutive relationship equation
was estimated through the back analysis from the experimental results. The experimental conditions
such as test number, gravity acceleration, initial void ratio, and constitutive relationship equations
analyzed by the back analysis for each region specimen are shown in Table 2. Numerical analysis for
the self-weight consolidation test in the flowchart was performed by the microcomputer program
‘Primary Consolidation, Secondary Compression, and Desiccation of Dredged Fill’ (PSDDF) by
Stark et al. [3,4].

Figure 9. Flowchart of back analysis of constitutive relationship using the centrifugal experiment.
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Table 2. Centrifugal experimental conditions and results.

Symbol Mark
Accel. of
Gravity,

n (g)

Initial
Void Ratio

e0

Initial Height
of Column

H0 (mm)

Atterberg Limits Constitutive Relationship

LL (%) PI e=σ
′

(kPa) e-k (m/day)

Busan
-L-clay

(bs-L-clay)

bs-a 20~30 4.08~6.80 75~200 47.2 20.5 e = 3.44 σ′−0.241 k = 1.42× 10−5 e5.22

bs-b 30 4.07~6.78 100~200 40.1 16.6 e = 2.85 σ′−0.121 k = 1.17× 10−6 e8.22

bs-c 40 5.42~6.78 100 55.1 27.3 e = 3.49 σ′−0.207 k = 1.74× 10−5 e4.06

bs-d 50~60 4.07~5.43 100~150 53.8 31.0 e = 2.32 σ′−0.171 k = 1.13× 10−5 e5.17

bs-e 50~60 4.34~5.42 150~200 54.4 29.5 e = 2.84 σ′−0.175 k = 6.39× 10−6 e6.33

bs-f 30~40 4.06~5.41 100 53.2 24.8 e = 2.84 σ′−0.187 k = 9.91× 10−6 e5.34

Busan
-H-clay

(bs-H-clay)

bs-g 30~40 5.42~6.78 100 65.6 33.9 e = 4.20 σ′−0.174 k = 9.30× 10−6 e4.01

bs-i 50~60 4.08~5.44 120~220 69.6 37.9 e = 4.33 σ′−0.222 k = 3.58× 10−6 e5.38

bs-j 30~40 4.10~5.46 100~200 74.0 39.4 e = 4.16 σ′−0.254 k = 1.03× 10−6 e6.03

bs-k 30~50 5.44~10.88 100~200 94.3 55.0 e = 4.58 σ′−0.180 k = 1.68× 10−5 e3.56

Gwangyang
-L-clay

(gy-L-clay)

gy-a 30~40 4.08~5.43 100 45.9 24.0 e = 2.97 σ′−0.197 k = 2.67× 10−6 e5.52

gy-b 30~40 4.12~5.49 100 44.9 28.0 e = 2.66 σ′−0.176 k = 8.88× 10−6 e6.17

gy-c 30~40 4.07~5.42 100 44.1 21.0 e = 2.81 σ′−0.175 k = 5.32× 10−6 e5.26

gy-d 30~40 4.11~5.48 100 44.0 25.5 e = 3.03 σ′−0.244 k = 9.72× 10−6 e6.10

gy-e 40~50 4.05~8.11 180~225 33.8 19.0 e = 3.16 σ′−0.174 k = 4.25× 10−6 e7.50

Gwangyang
-H-clay

(gy-H-clay)

gy-f 30~50 4.08~6.80 100~200 79.3 50.5 e = 3.96 σ′−0.294 k = 1.69× 10−5 e4.25

gy-g 30~40 4.17~6.95 100~200 62.6 35.1 e = 4.62 σ′−0.277 k = 1.15× 10−5 e3.75

gy-i 30~40 4.07~5.42 100~200 82.7 46.3 e = 3.77 σ′−0.179 k = 8.09× 10−6 e5.91

gy-j 40 3.32~5.45 100~125 64.5 35.3 e = 3.71 σ′−0.177 k = 1.26× 10−5 e3.78

Incheon
-L-clay

(ic-L-clay)

ic-a 60 2.71~4.06 200 25.5 11.8 e = 1.76 σ′−0.150 k = 1.09× 10−4 e5.94

ic-b 50 2.69~4.04 100~200 24.8 12.4 e = 1.50 σ′−0.161 k = 3.12× 10−4 e4.46

Incheon
-H-clay

(ic-H-clay)

ic-c 30~40 2.71~4.34 100~200 33.8 16.8 e = 2.15 σ′−0.139 k = 6.69× 10−5 e4.90

ic-d 30~40 4.05~5.40 100 38.3 15.6 e = 2.97 σ′−0.197 k = 2.67× 10−5 e5.52

4. Proposed Constitutive Relationship Equation for Each Region

4.1. Representative Constitutive Relationship Equation for Each Region

The constitutive relationship equations for a total of 23 dredged clay specimens from three regions
and six groups were obtained through back analysis and the results of the centrifugal experiments.
The equation of the power function is shown on a log–log scale and is the deduced representative
equation for each of the six groups. The units of the constitutive equation are kPa of effective stress
and m/day of permeability coefficient.

The Busan-L marine clay (Busan marine clays with low liquid limit) with a liquid limit in
the 40–60% range in the Busan region dredged clay was analyzed using six specimens (bs-a, b,
c, d, e, f). A constitutive relationship equation for the six specimens is shown in Figure 10 of the
log–log scale. The representative constitutive relationship equation (bs-L-clay) of Busan-L marine
clay can be expressed as e = 3.1σ′−0.19 and k = 9 × 10−6e5.5 (A = 3.1, B = −0.19, C = 9 × 10−6,
D = 5.5) using the arithmetic mean on the log–log plot, as shown in Figure 10. The representative
constitutive relationship equations of Busan-L marine clay had the coefficient of determination of
0.87 on void ratio–effective stress and 0.84 on void ratio–permeability. The Busan-H marine clay had
a high liquid limit (LL = 60–80%) and was analyzed using four specimens (bs-g~k), as shown in
Figure 11. The representative constitutive relationship equations of Busan-H clay (bs-H-clay) can be
expressed as e = 4.3σ′−0.20 and k = 6× 10−6e4.5, and had the coefficient of determination of 0.97 on
void ratio–effective stress and 0.88 on void ratio–permeability.
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Figure 10. Constitutive relationship of Busan L marine clay (bs-L-clay): (a) void ratio vs. effective
stress; (b) void ratio vs. permeability.

Figure 11. Constitutive relationship of Busan H marine clay (bs-H-clay): (a) void ratio vs. effective
stress; (b) void ratio vs. permeability.

The Gwangyang-L marine clay with LL = 40–60% and the representative constitutive equation
(gy-L-clay) of e = 2.9σ′−0.18 and k = 9 × 10−6e6.0 was analyzed using five specimens (gy-a~e),
as shown in Figure 12. The equations of gy-L-clay had the coefficient of determination of 0.95 on void
ratio–effective stress and 0.86 on void ratio–permeability. The Gwangyang-H marine clay with a high
liquid limit of 60–80% and the representative constitutive equation (gy-H-clay) of e = 3.9σ′−0.20 and
k = 8 × 10−6e4.5 was analyzed using four specimens (gy-f~j), as shown in Figure 13. The equations
of gy-H-clay had the coefficient of determination of 0.88 on the e-σ′ relationship and 0.77 on the
e-k relationship.
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Figure 12. Constitutive relationship of Gwangyang L marine clay (gy-L-clay): (a) void ratio vs. effective
stress; (b) void ratio vs. permeability.

Figure 13. Constitutive relationship of Gwangyang H marine clay (gy-H-clay): (a) void ratio vs.
effective stress; (b) void ratio vs. permeability.

The Incheon-L marine clay with LL = 20–30% and the representative constitutive equation
(ic-L-clay) of e = 1.7σ′−0.15 and k = 1× 10−4e5.5 was analyzed using ic-b and ic-c specimens, as shown
in Figure 14. The equations of ic-L-clay had the coefficient of determination of 0.98 on the e-σ′
relationship and 0.92 on the e-k relationship. The representative constitutive equation (ic-H-clay) of the
Incheon-H marine clay was e = 2.2σ′−0.17 and k = 5× 10−5e5.5, which was deduced from the ic-c and
ic-d specimens, as shown in Figure 15. The equations of ic-H-clay had the coefficient of determination
of 0.85 on the e-σ′ relationship and 0.94 on the e-k relationship.
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Figure 14. Constitutive relationship of Incheon L marine clay (ic-L-clay): (a) void ratio vs. effective
stress; (b) void ratio vs. permeability.

Figure 15. Constitutive relationship of Incheon H marine clay (ic-H-clay): (a) void ratio vs. effective
stress; (b) void ratio vs. permeability.

The representative constitutive relationship equations for each region are summarized in Table 3.

Table 3. Representative constitutive relationship equation.

Region Symbol

Representative Constitutive Relationship
Applicable Range
of Liquid Limits

Void Ratio-
Effective Stress

(kPa)

Void
Ratio-Permeability

(m/day)

Busan
bs-L-clay e = 3.1 σ′−0.19 k = 9× 10−6 e5.5 40~60%
bs-H-clay e = 4.3 σ′−0.20 k = 6× 10−6 e4.5 60~80%

Gwangyang gy-L-clay e = 2.9 σ′−0.18 k = 9× 10−6 e6.0 40~60%
gy-H-clay e = 3.9 σ′−0.20 k = 8× 10−6 e4.5 60~80%

Incheon
ic-L-clay e = 1.7 σ′−0.15 k = 1× 10−4 e5.5 20~30%
ic-H-clay e = 2.2 σ′−0.17 k = 5× 10−5 e5.5 30~40%
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4.2. Comparison with Precedent Studies

The representative constitutive relationship equations were compared to previous studies that had
similar basic physical properties such as a classification of soil and Atterberg limits. The constitutive
equations proposed in this paper and those presented by Carrier et al. [10] were plotted, as shown in
Figure 16. The relationships of void ratio–effective stress were plotted in the low effective stress range
at the same void ratio. The equations were similar to Horton, Naumee River, Todedo and Craney Island
clays, which had similar physical properties. The permeability of Korean clay had a comparatively
high range at the same void ratio. The constitutive relationship equations were similarly analyzed
for aluminum red mud (LL = 41–46%, PI = 7–9), FGD (Flue-Gas Desulfurization) sludge (LL = 65%,
PI = 17), and Craney Island clay.

Figure 16. Comparison of our study and the study by Carrier et al. [10]: (a) void ratio vs. effective
stress; (b) void ratio vs. permeability.

Yamagami et al. [15] proposed the power function relationship equations of void ratio–effective
stress and void ratio–permeability coefficient for each stage of settling and consolidation during the
estimation of settling and consolidation characteristics from back analysis. The equations proposed
here were plotted and compared with the constitutive equations for mud A (PI = 40.1) and mud B
(PI = 22.5) presented by Yamagami et al., as shown in Figure 17. The equation for mud A was similar to
that of the e-σ’-k of bs-L-clay and gy-L-clay; mud B showed low compressibility and high permeability
at high void ratio ranges. The representative constitutive equations in this study were compared to the
existing research data that had similar physical properties as a Korean marine soft soil, and the results
showed a similar range.

Figure 17. Comparison of our study and the study by Yamagami et al. [15]: (a) void ratio vs. effective
stress; (b) void ratio vs. permeability.
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5. Conclusions

In this study, the marine soft soil that was sampled at dredging and reclamation sites in Korea
was analyzed, and the representative constitutive relationship equations were proposed as follows:

The consolidation property was classified according to LL = 60% for Busan and Gwangyang marine
clay and according to LL = 30% for Incheon marine clay by conducting basic physical property tests and
consolidation tests for 23 marine soft soils in the Busan, Gwangyang, and Incheon regions. Busan clay
showed a slightly higher consolidation settlement property than Gwangyang clay. Incheon clay
showed the lowest consolidation settlement property among the three regions. The void ratio–effective
stress and void ratio–permeability coefficient were estimated using the back analysis and centrifugal
experiment with high void ratios, and the constitutive relationships were shown to be similar in
terms of region and properties. This is a reasonable analysis procedure to carry out the consolidation
experimental high void ratios using the centrifugal experiment, and then to estimate the constitutive
relationship equation by back analysis from the result of the centrifugal experiment. Furthermore,
the constitutive relationship equation for Korean clay was analyzed to be a reasonable power function
equation. The representative constitutive relationship equations of each region were analyzed by
estimating each constitutive equation for each specimen using the back analysis and centrifugal
experiment, and then the specimens were classified on the basis of LL criteria, reflecting the engineering
properties. For future study, a design chart for estimating the consolidation phenomenon of marine
soft soil will be proposed using the constitutive relationship equations.
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Abstract: With the accelerated development of marine engineering, a growing number of
marine structures are being constructed (e.g., seabed pipelines, drilling platforms, oil platforms,
wind turbines). However, seismic field investigations over recent decades have shown that many
marine structures were damaged or destroyed due to liquefaction. Seismic liquefaction in marine
engineering can have huge financial repercussions as well as a devastating effect on the marine
environment, which merits our great attention. As the effects of seawater and the gas component
in the seabed layers are not negligible, the seabed soil layers are more prone to liquefaction
than onshore soil layers, and the liquefied area may be larger than when liquefaction occurs on
land. To mitigate the impact of liquefaction events on marine engineering structures, some novel
liquefaction-resistant marine structures have been proposed in recent years. This paper reviews the
features of earthquake-induced liquefaction and the mitigation strategies for marine structures to
meet the future requirements of marine engineering.

Keywords: marine engineering; seismic liquefaction; novel liquefaction-resistant structures;
mitigation strategies

1. Introduction

An increasing number of structures are being constructed in offshore areas; these include wharfs,
cross-sea bridges, seabed tunnels, wind turbines and oil platforms. An important challenge of
our times is to develop eco-friendly and renewable energy sources in marine areas [1,2]. Thus,
offshore engineering has greatly developed in various countries and the pace of marine resource
development is gradually accelerating [3]. The United Nations pointed out that the 21st century is the
century of the oceans.

However, marine geohazards occur frequently because of the complex and harsh marine
environment [4,5]. Under cyclic loading, such as storms, sea ices, waves and earthquakes, the strength
and stiffness of marine soft clay will decrease and liquefaction may occur [6]. Seabed liquefaction can
lead to catastrophic consequences, such as the creation of a submarine slope, pile foundation instability,
flotation of buried pipelines, and overturning of wind turbines [7–9]. For example, Christian et al.
reported a flotation accident on a 3.05-m diameter steel pipeline in Lake Ontario in 1974, which was
induced by seabed liquefaction [10]. In 2010, huge waves caused liquefaction of the seabed soil in some
areas of the Yellow River Delta in China, and an offshore platform capsized, causing two deaths and
economic losses of 5.92 million RMB [11]. In the 2011 Tohoku Earthquake, Kamisu and Hiyama wind
farms located 300 kilometers away from the epicenter survived without major damage because the wind
turbine system (~3 s) is designed to have a dominant period of ~3 s, which is considerably different from
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that of the seismic motions at the farm sites (0.07–1.0 s). However, one wind turbine with a monopile
foundation tilted due to the seismic seabed liquefaction [12]. These liquefaction-induced accidents
had huge financial impacts and severely affected the environment. Due to the serious consequences,
researchers have made great efforts in the studies of seabed liquefaction induced by various types of
excitation. For instance, Jia and Ye carried out systematic wave flume experiments and numerical
simulation works respectively, which well explained the hydrodynamic behaviors (liquefaction and
re-suspension) of marine deposits under the sea wave loads [13,14]. Sui et al. considered distribution
gradient terms of soil properties and analyzed liquefaction of an inhomogeneous seabed caused by
waves [15]. Huang et al. comprehensively reviewed the mechanisms of wave-induced liquefaction and
relevant remedial measures [16]. Additionally, in some high-altitude areas, ice-induced vibration needs
to be considered, which may also cause liquefaction around marine structures [17,18]. The duration of
wave and ice loads is much longer than that of earthquakes. However, earthquakes can produce more
energy in a short time compared to waves or ice sheets, so marine structures located in the earthquake
zone will be at great risk due to seismic liquefaction. Unfortunately, most earthquakes occur on the
seafloor, especially in offshore areas [19]. In Japan, a large earthquake occurs off the coast every three to
four years on average, with potential to cause severe damage to marine structures [20]. Therefore, it is
important to understand the effect of seismic seabed liquefaction on marine engineering structures.

Significant advances have been made in the study of onshore seismic liquefaction and
anti-liquefaction measures [21,22]. However, the ocean environment is more complicated than
the onshore one. Earthquake-induced seabed liquefaction has some unique features. For example,
the dynamic response of the seawater during an earthquake event can also cause liquefaction in the
seabed [23]. Furthermore, the biggest feature and most important development trend which ocean
engineering faces is moving from shallow to deep sea. In marine engineering, especially in the abyssal
environment, reinforcing the seabed soil skeleton or improving the pore water to prevent liquefaction are
not always applicable because of the difficulty and cost. In recent years, scientists have been extensively
studying earthquake-induced seabed liquefaction and damage mitigation related to the design of new
marine structures. For example, Groot et al. systematically summarized the physical principles of
various triggering mechanisms for liquefaction affecting ocean construction [8]. Esfeh et al. used an
advanced liquefaction model with FLAC3D and successfully analyzed the liquefaction effect on floating
structures [24]. Through dynamic centrifugal tests, Yu et al. studied the dynamic behaviors of different
types of foundation (mono-pile and gravity) under seismic loadings that caused liquefaction [25].
Wang et al. presented a comprehensive review of research on mainstream wind turbine foundations
and new suction bucket foundations based on both experimental and numerical methods [26].

However, the characteristics of marine seismic liquefaction and the latest marine structures
proposed for reducing liquefaction damage have not been reviewed systematically. This article
summarizes previous studies and outlines specific issues of seismic liquefaction in marine engineering.
Moreover, perspectives on novel liquefaction-resistant marine structures are presented to help cope
with the future trends and challenges of ocean engineering. This paper can help readers understand
the problems of marine engineers in designing liquefaction-resistant marine structures, and provide
useful guidelines on the subject.

2. Seismic Field Investigations in Marine Engineering

A large number of earthquakes occur in highly populated coastal areas such as the Pacific Rim
earthquake zone and the Mediterranean earthquake zone. Therefore, earthquake damage investigations
such as the seismic survey of the Grand Banks submarine landslide were conducted as early as 1929 [27].
In 1964, after the Alaska earthquake, investigations on seabed liquefaction and submarine landslides
were also carried out [28,29]. Due to the difficulties of underwater surveying, there are a limited
number of seismic damage investigations on the sea floor compared with those on land. However,
from the existing cases, we can still conclude that earthquake-induced seabed liquefaction has caused
serious damage to marine engineering structures in the past. Recently, there has been growing
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interest in seismic field investigations in marine engineering. Sumer et al. summarized seismic
liquefaction around ocean engineering structures in Japan and Turkey [20]. Kardogan et al. reported
on historical cases of earthquake-induced liquefaction of pile-support wharf structures [30]. This article
supplements these studies and summarizes earthquake-induced liquefaction field investigations in
marine engineering (Table 1) to provide readers with a systematic understanding of historical cases
over the last three decades.

Table 1. Major historical cases of seismic liquefaction in marine engineering.

Date Earthquakes Magnitude Details References

17 October 1989 1989 Loma Prieta
Earthquake 6.9

Monterey Bay Aquarium Research Institute’s
pier subsided approximately 30 cm led by
liquefaction, evidence of seabed liquefaction
extending seaward over 600 m, a large number
of pipelines failed, some fuel tanks tilted at
the dock

[30,31]

17 January 1995 1995 Hyogoken-nanbu
Earthquake 7.2

All 240 berths in Kobe Port suffered at least
some damages, quay walls moved
laterally seaward

[32]

17 August 1999/12
November 1999

1999 Kocaeli,
earthquake/Duzce

earthquake
7.4/7.1

Almost all the backfill and sheet-piled
structures were liquefied behind dock walls,
some structures were displaced seaward,
seabed settled and some marine
structures collapsed

[20,33]

26 January 2001 2001 Bhuj Earthquake 7.7

Dams built on alluavia badly damaged,
intake tower titled induced by liquefaction,
differential settlement and lateral
spreading occurred

[34]

26 December 2004 2004 Great Sumatra
Earthquake 9.0+

Liquefaction-induced coastal structures and
embankment failures occurred [35]

12 January 2010 2010 Haiti Earthquake 7.0 A piece of coastal land disappeared, large delta
area liquefied [36]

27 February 2010 2010 Chile Earthquake 8.8

Liquefied zone covered an area with a length of
almost 1000km in the north-south direction,
several piles-supported facilities were damaged
because of liquefaction-induced lateral
spreading, some tanks at gas facility titled

[37,38]

11 March 2011 2011 off the Pacific coast of
Tohoku Earthquake 9.0

Liquefaction occurred in the river delta area,
offshore ground failed, uplift of pipelines and
fuel tanks occurred, sand boiled on quay wall,
dike collapsed for liquefaction at the bottom,
a wind turbine tilted

[39]

4 September 2010
(start on)

2010–2011 Canterbury
Earthquake Sequence

(CES)

7.1
(mainshock)

Severe seismic liquefaction damage to
infrastructures happened, recurrent and
large-area liquefaction in offshore area

[40,41]

6 February 2012 2012 Negros Earthquake 6.7
Columns titled and spans of bridge
dismembered, induced by liquefaction,
large area settlement of coastal roadbed

[42]

14 November 2016 2016 Kaikōura Earthquake 7.8

Gravel and sand ejected near the entrance to
the harbor, the pier settled below the surface of
water, foundation connection failed and
wharves damaged

[43,44]

28 September 2018 2018 Indonesia Sulawesi
Earthquake 7.5

Extensive liquefaction happened in offshore
areas, floatation of pipelines was observed, a
piece of coastal land disappeared,
devastating tsunami took place caused by
liquefaction

[45]

3. Features of Earthquake-Induced Seabed Liquefaction

Both submarine seismic liquefaction and onshore seismic liquefaction can be explained using
the principle of effective stress. However, the amount of seismic damage in marine areas
indicates that seabed seismic liquefaction has many characteristics that differ from those of onshore
seismic liquefaction.
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3.1. Marine Deposits Layer

Based on extensive soil liquefaction cases, particle size distribution curve boundaries for the
possibility of liquefaction can be drawn, as shown in Figure 1 [20]. Generally, if the curve of the seabed
soil samples falls within the range defined by the two blue boundaries, it is necessary for us to consider
the risks of soil liquefaction in engineering design. Well-sorted aeolian sands are widespread in offshore
areas, which is inclined to liquefaction easily [46]. For example, the offshore areas of China are mainly
layered soils composed of sand, silt and clay (as shown in Figure 2) [47,48], and the submarine soil
layers in the North Sea of Europe are dominated by sands [49].
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In addition, another important feature of the marine deposits layer is the presence of calcareous
sands. It worth noting that calcareous sands are widely distributed in the South China Sea, the Gulf
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of Mexico, the coasts of Australia, etc. Calcareous sands may have higher resistance to liquefaction
than siliceous sands [50]; however, they are also at a great risk of liquefaction [51]. The liquefaction
mechanisms of calcareous sands are not very clear yet due to their unique structural characteristics,
such as crushability, high content of angular particles and mineralogy surface roughness [52].
Studies on the seismic liquefaction behavior of calcareous sands are of great significance in marine
engineering and need to be further carried out.

3.2. Influence of Sea Water

When analyzing seismic earthquake forces in marine areas, it is necessary to consider the increase
in pore-water pressure on the seabed caused by earthquake-induced water waves acting in offshore
areas. Thus, the external excitation that triggers the liquefaction of the soil is not only seismic action
but also wave action. Waves can cause two types of seafloor liquefaction: instantaneous liquefaction
and residual liquefaction [16].

Moreover, after the seafloor is liquefied, the soil is liable to form mud flows due to the action
of waves and seawater; the suspended flow can diffuse over a long distance, which results in lateral
spread over a larger area compared with land liquefaction. When liquefaction occurs in soil layers
below the seabed surface, the pore-water pressure dissipates much more slowly than on land, and the
strength recovery is slower [53].

3.3. Influence of Submarine Gas Composition

Gas is always present in gas-charged sediments which are widespread in marine or offshore
environments [54]. Under normal conditions, methane is the dominant gas component [55]. As there
are many differences between the behavior of unsaturated soils and typical saturated soils under seismic
loading [56], it is necessary to clarify and summarize the differences in their liquefaction characteristics.

Firstly, seismic cyclic loading is likely to cause the discharge of shallow seabed gas, which will
accelerate the increase in pore pressure and make liquefaction more likely to occur [53]. Moreover,
research suggests that small amount of tiny gas bubbles suppress the accumulation of soil pore-water
pressure, but may increase the instantaneous liquefaction risk under waves or vertical seismic
motion [57]. Figure 3 shows the change in pore pressure with depth for saturated and unsaturated
soils. If the soil contains some air or gas, the pore pressure will dissipate very rapidly with depth.
In unsaturated soil, the pore pressure gradient can be extremely large, especially near the seabed
surface, which means considerable lift can be generated during the passage of a wave trough [58].
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Figure 3. Typical pore pressure distributions in saturated and unsaturated soils during the passage of a
wave trough (modified from [58]).

Additionally, natural gas hydrates are widely distributed in marine sediments. Under standard
conditions, 1 unit volume of hydrate can release about 164 units of methane [59]. When a large amount
of gas migrates upward, it may be trapped under the low-permeability soil layer, which can reduce
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the effective stress to zero and cause potential instability [60]. An earthquake can trigger dissociation
of a large amount of gas hydrate. Moreover, Xu et al. studied the shear behavior of dissociated gas
hydrate in undrained conditions using DEM and found that the dissociation of gas hydrate produced
significant excess pore pressure and volume expansion, and occasionally static liquefaction [61].

In conclusion, under the influence of sea water and trapped gas, seabed soil layers are more prone
to liquefaction than onshore soil layers, and the liquefied area may be larger.

4. Seismic Liquefaction Mitigation Strategies of Novel Marine Structures

4.1. Conventional Liquefaction-Resistance Measures

Generally, for seabed liquefiable foundation soils, it is imperative to lower the risks of liquefaction.
Measures to reduce liquefaction damage can be summarized into three categories [16]: (i) reinforcement
of seabed soil; (ii) improvement of pore water; and (iii) improvement of structures. In the design stages,
the advantages and disadvantages of various remedial measures are compared, and the most suitable
and economical method is selected. Sometimes, a combination of two or more countermeasures leads
to better results.

4.2. Liquefaction-Resistance Measures of New Marine Structures

In recent years, novel liquefaction-resistant marine structures to prevent liquefaction have been
widely researched. This is because traditional measures are difficult and costly to take on the ocean floor.
It is worth noting that marine structures are divided into two types in this paper: (1) non-supported
structures, such as submarine pipelines and cables; and (2) foundation-supported structures, such as
wind turbines, drilling platforms and oil platforms.

4.2.1. Non-Supported Structures

This section provides a brief introduction to pipelines. Submarine pipelines are an important part
of the marine oil and gas extraction system, and are currently the most convenient and economical tool
for transporting oil and gas. Seismic liquefaction is one of the main causes of damage to submarine
pipelines, mostly through the following two failure modes: (1) due to the difference in soil gravity
between the pipe and the liquefied seabed, the pipe will rise or sink; (2) seabed sliding causes
lateral movement of the pipe. In conventional mitigation measures, the pipelines are buried deeper;
however, it is difficult to do so in a marine environment. Ren et al. proposed a new measure for
liquefaction damage prevention by reinforcing pipelines with wing plates, and verified the feasibility
through shaking-table tests [62]. Yang proposed a simple portal frame to limit the displacement of
pipelines. Compared with general anchoring reinforcements, the portal frame allows a certain upward
displacement of the pipeline, which greatly reduces the stress of the pipeline and improves the safety
when liquefaction occurs [63].

4.2.2. Foundation-Supported Structures

As listed in Table 1, many marine facilities experienced strong earthquakes and were damaged
to a certain extent. Among various foundation-supported structures (offshore drilling platforms,
oil platforms, wind turbines, cross-sea bridges, etc.), offshore wind turbines are gradually becoming
the focus of attention. This is mainly because of the trend of developing clean and eco-friendly energies.
Wind energy as a representative has aroused great research interest. Europe is a pioneer of offshore
wind turbine (OWT) construction [64]. A 2019 report on European offshore wind turbines showed that
OWTs are moving towards the deeper sea (Figure 4). As OWTs are deployed in deeper water, the OWT
foundations are being modified, as shown in Figure 5.
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Meanwhile, the wind turbine is a slender structure, which has a larger length/width ratio compared
to other marine structures, so it is very sensitive to lateral loads [65]. Under the combined effect of
winds, waves, and possible seismic loads, the structure–soil interaction will become quite complicated.
The soils around the foundations of wind turbines may be greatly disturbed and have a great potential
of liquefaction. Thus, in this section, we take the wind turbine as a typical marine structure and
highlight research on new foundation structures of liquefaction resistance as applied to it.
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At present, there are five main types of foundation structure for OWTs: gravity, monopile,
jacket, suction bucket and floating foundation. Many researchers have studied the damage-mitigation
performance of the above foundation forms, mainly by numerical methods and dynamic centrifuge
experiments. To meet the various marine engineering challenges in the future and improve the
liquefaction-resistant performance of the foundations, many innovative structure improvements have
been proposed (Table 2).
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Table 2. Main OWT foundation types and novel liquefaction-resistant structure improvements (based
on [2,26,68–71]).

Foundation Type Application Scape Descriptions Novel Anti-Liquefaction Structure
Improvements

Gravity Shallow water (0~10 m)

Simple structure,
long construction period and low

cost, compaction effect on
soil body

Cross-shaped structure [72]

Monopile Shallow water
(0~30 m)

Industrialization,
large disturbance to soil,

high cost, scour effect, poor
resistance to liquefaction

Hybrid monopile foundation [73,74],
tripod foundation [75]

Jacket Intermediate water
(10~50 m)

Applicable to various geological
conditions, difficult installation

and high cost
—

Suction Bucket Intermediate water
(5~60 m)

Fast construction, reusable,
most applicable for soft clay,
low cost, good resistance to

liquefaction

Umbrella suction anchor
foundation [64,68],

large-scale prestressed concrete bucket
foundation [76,77], tripod suction

bucket foundations [78],
modified suction caisson with external
skirt [79,80], modified suction buckets

with honeycomb compartment [81]

Floating Deep water
(>50 m)

Flexible installation,
unstable foundation and a little

high cost
Anchor piles and suction anchors [24]

The monopile foundation is the main type of OWT foundation currently in use. A new adaptation
is the multi-pile foundation (to some extent, the jacket foundation can also be classified as a multi-pile
foundation). Hao et al. carried out dynamic centrifugal model tests on the tripod foundation and
found that it has better resistance to liquefaction than the common monopile one [75]. Wang et al.
proposed a new hybrid monopile foundation, also based on centrifugal tests, and found that the
mixed foundation has smaller lateral displacement and enhanced liquefaction resistance than ordinary
monopile foundations [73,74]. General views of these two alternatives are illustrated in Figure 6.
In fact, the concept of a hybrid monopile can be used to strengthen existing structures.J. Mar. Sci. Eng. 2020, 8, x FOR PEER REVIEW 10 of 16 
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New anti-liquefaction jacket foundations have not been proposed in published articles to our
knowledge. However, Ju et al. used the finite element method to analyze the seismic response of NREL
5-MW jacket-type OWT under combined loads (earthquakes, waves and winds), and found that the
first-mode tuned mass dampers are necessary, which can effectively reduce the vibration induced by
combined loads when liquefaction occurred [82].

As shown in Table 2, the suction bucket foundation is a hot topic currently. Many modifications of
the suction bucket foundation have been proposed and implemented, such as the large-scale prestressed
concrete bucket foundation, with certain success in real engineering by mitigating liquefaction damage
(details in Section 4.2.3). Many other new liquefaction resistant structures are still in the research
stage of model testing and numerical calculations; these include suction buckets with honeycomb
compartments, a modified suction caisson with an external skirt, an umbrella suction anchor foundation,
and so on (Figure 7). Experiments by Wang et al. showed that the honeycomb-compartment bucket
can reduce soil settlement by about 50% according to experimental data [81]. Li et al. found that the
external skirt provides the modified suction caisson with a higher lateral capacity [79,80]. Liu et al.
studied a new umbrella suction anchor foundation with anchor branches that closely fit the seafloor;
this system improves the anti-overturning ability of the master cylinder and the anti-scouring ability
of the surrounding seabed soil [64,68]. Compared with conventional foundations, these new structures
show good liquefaction-resistance performance, and have broad application prospects in practical
marine engineering.
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With the development of marine engineering, gravity foundations have been gradually phased
out because they can only be used in shallow waters and cannot meet future demands. In contrast,
floating foundations are suitable for deep-sea environments. It is foreseeable that research on floating
foundations will increase in the coming years, and new liquefaction-resistant structures of floating
foundations may be developed and applied in the field, which will become the next research hotspot.

4.2.3. An Example on Site

In this section, we enter a concrete example in reference to the field of wind turbines (large-scale
prestressed concrete bucket foundation in Qidong Sea), in order to make readers understand the issues
discussed in this article more clearly.

Qidong Sea is located in Jiangsu Province, China, near the border between the East China Sea
and the Yellow Sea. In October 2010, the first large-scale prestressed concrete bucket foundation
(diameter 30 m, buried depth 7 m) was constructed in this area. As shown in Figure 2, the ground
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conditions China’s four major marine areas are soft and layered. In this wind farm, the geological
survey showed that the soil properties from 0 to 33.5 m below the seabed are mainly silty sand and
sandy silt, and the soil properties change into dense silty fine sand with the buried depth greater than
33.5 m [83]. These soils are liable to liquefy under strong seismic motion. Therefore, the effect of soil
liquefaction needs to be considered in the design process of the wind turbines.

According to the detailed geological surveys and the seismic fortification intensity of this site
(7 degrees), Zhang et al. used the ADINA program to analyze the liquefaction-resistance ability of
soils below and inside this foundation and showed improvements due to the overburden pressure
of the foundation and the constraint effect of the skirt [76,77]. They found that the concrete bucket
foundation could still work after soil liquefaction. However, they only added the design ultimate
wind loads to the structure, and the dynamic effects of seismic waves combined with the winds were
not considered.

Many other new structures have not been constructed in real engineering, but some related
research works are also based on site geological conditions. For example, the model tests of modified
suction buckets with honeycomb compartment were also carried out in Jiangsu Province [84], and the
umbrella suction anchor foundation has been designed for the Yellow River Delta area in the future [64].

In addition, although there are no actual engineering cases of new measures, many scholars have
studied earthquake-induced liquefaction in Taiwan, Mexico and other sites. Kuo et al. focused on
Changbin offshore wind farm in Taiwan Strait, and evaluated the liquefaction potential based on
the typical ground profile of this site [85]. Mardfekri et al. proposed a probabilistic framework to
evaluate the vulnerability of wind turbines in the Gulf of Mexico [86]. Martín del Campo et al. used
numerical methods to analyze a wind turbine in Mexico under combined loads of earthquakes and
winds, and made the fragility analysis [87].

In the above research, we can see that there are not many examples of new liquefaction-resistant
structures that have been built. Works of this topic are still dominated by model tests and numerical
simulations. The advanced numerical models are generally consistent with the results of the dynamic
centrifugal tests. Numerical calculation has the advantages of being efficient and low cost while being
able to evaluate many parameters and provide insight into the entire process of liquefaction-induced
failure of structures. However, in view of the complexity of the marine environment, pore-pressure
models and soil-structure interactions need to be further studied. Thus, numerical analysis of seismic
seabed liquefaction will still be a focus of future research.

5. Conclusions

The features of onshore seismic liquefaction are quite different from seabed liquefaction, which is
more complicated and requires great attention and extensive research. In addition, mitigation strategies
of novel marine foundation structures were reviewed considering their resistance of liquefaction.
Based on the reviewed studies, the following conclusions can be drawn.

(1) This article summarizes seismic liquefaction field investigations in marine engineering to provide
a systematic understanding of the historical cases published over recent decades. These cases
show that seismic-induced liquefaction has a huge impact on marine structures and should be
taken into account when designing in the future.

(2) Seabed seismic liquefaction has different characteristics to those seen in land seismic liquefaction.
The effect of seawater and trapped or escaping gas on seismic liquefaction is not negligible;
seabed soil layers are more prone to liquefaction than onshore soil layers, and the liquefied area
may be larger than on land.

(3) Many novel improvements of foundation structures that reduce liquefaction damage in marine
engineering have been proposed in recent years; these include the hybrid monopile foundation,
umbrella suction anchor foundation, and anchor piles with suction for floating foundations,
etc. Experimental and numerical analyses show that these new marine structures have better
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liquefaction-resistance performance than traditional structures and need to be further promoted
in engineering design.

(4) Having the advantages of low cost, fast construction and reusability, the suction bucket
modification used in OWTs is the most widely studied concept nowadays. However, the monopile
is the main foundation type for OWTs in current use. The hybrid monopile concept can be used
to strengthen existing monopile structures to increase their liquefaction resistance. In addition,
it is foreseeable that the research on floating foundations is likely to expand in the coming
years, and new liquefaction-resistant structures with floating foundations may become the next
research hotspot.

(5) Many other marine structures have been designed while taking into account seismic liquefaction.
However, the prevention of submarine seismic liquefaction damage is still facing many difficulties
and challenges. Thus, we should give priority to marine geological disaster prevention in
project site selection and design to minimize the damage caused by seismic liquefaction around
marine structures.
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