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On the Relationship between Hydrogen Bond Strength and theFormation Energy in 
Resonance-Assisted Hydrogen Bonds
Reprinted from: Molecules 2021, 26, 4196, doi:10.3390/molecules26144196 . . . . . . . . . . . . . . 203

Zikri Altun, Erdi Ata Bleda and Carl Trindle

Focal Point Evaluation of Energies for Tautomers and Isomers for 3-hydroxy-2-butenamide:
Evaluation of Competing Internal Hydrogen Bonds of Types -OH . . . O=, -OH . . . N, -NH . . . O=,
and CH . . . X (X=O and N)
Reprinted from: Molecules 2021, 26, 2623, doi:10.3390/molecules26092623 . . . . . . . . . . . . . . 215

vi



About the Editor
Mirosław Jabłoński

The entire scientific career of Dr. Mirosław Jabło ński is associated with the Nicolaus Copernicus 
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Preface to ”Intramolecular Hydrogen Bonding 2021”

Studied for over a hundred years, hydrogen bonds are one of the most described phenomena in

chemistry. This is because they occupy an important position in the world of inter- and intramolecular

interactions, which in turn is related to their position on the scale of the strength of interactions and

chemical bonds. Particularly, on this scale, hydrogen bonds are between the weaker van der Waals

interactions and the stronger covalent bonds. For this reason, intermolecular hydrogen bonds act as a

glue that binds individual molecules into dimers, trimers, or larger molecular clusters. However, the

network of hydrogen bonds is dynamic, old hydrogen bonds are broken and new ones are formed.

This ability is at least in part due to the small size of the hydrogen atom, which allows the X and Y

atoms in the X-H· · ·Y bridge to come closer to each other without major steric effects. The positive

atomic charge of H is also important here, which, being contrary to the atomic charges on X and Y,

enables this contact. The most frequently mentioned symptom of the presence of intermolecular

hydrogen bonds is the curiously high boiling point of liquid water compared to slightly heavier

hydrogen sulfide. Another manifestation of the presence of intermolecular hydrogen bonds is the

lower density of ice than that of liquid water, thanks to which it floats on its surface, making it easier

for fish to survive during cold winters. The good solubility of polar and ionic substances in water is

also due to the formation of hydrogen bonds.
However, hydrogen bonds are not all about water. Their role is equally important for many much

larger molecules, including macromolecules. For example, the presence of intermolecular hydrogen

bonds between complementary nitrogen base pairs (cytosine–guanine and adenine–thymine) binds

two strands of DNA together, giving them a double-helical structure, which is fundamental in the

replication of genetic information. Intermolecular hydrogen bonds also affect the structure of proteins

and maintenance of cellulose or polymer chains.
It seems that intramolecular hydrogen bonds are not as often described as their intermolecular

counterparts. This is due to the fact that their detection is generally based on indirect methods, and

this is often associated with some problems, for example in the form of finding an appropriately

reliable reference system. In spectroscopic methods, the presence of intramolecular hydrogen bond is

ascertained, for example, on the basis of a change in a certain parameter (e.g., the stretching vibration

frequency of X-H) describing the proton-donor group X-H, but determining the value of this change

obviously requires establishing a certain reference value characterizing the unperturbed X-H group.

Like their intermolecular counterparts, intramolecular hydrogen bonds are, of course, also of great

importance. First of all, they can significantly affect the conformational equilibrium, giving preference

to certain conformers over others. A known case is the keto-enol equilibrium, which is related to the

alpha hydrogen atom movement. Such equilibria can, in turn, affect the crystallographic structure of

the compound in the solid. A very important effect related to the movement of the hydrogen atom

in the X-H· · ·Y bridge is the proton transfer effect, which occurs especially in the excited state of a

molecule.
In my opinion, the great advantage of this book is that it contains the results of both theoretical

and experimental research, and with the use of many different research methods. Therefore, it

is an excellent review of these methods, while showing their applicability to the current scientific

issues regarding intramolecular hydrogen bonds. The experimental techniques used include X-ray

diffraction, infrared and Raman spectroscopy (IR), nuclear magnetic resonance spectroscopy (NMR),

nuclear quadrupole resonance spectroscopy (NQR), incoherent inelastic neutron scattering (IINS),

and differential scanning calorimetry (DSC). The solvatochromic and luminescent studies are also

ix



described. On the other hand, theoretical research is based on ab initio calculations and the

Car–Parrinello Molecular Dynamics (CPMD). In the latter case, a description of nuclear quantum

effects (NQE) is also possible. This book also demonstrates the use of theoretical methods such as

Quantum Theory of Atoms in Molecules (QTAIM), Interacting Quantum Atoms (IQA), Natural Bond

Orbital (NBO), Non-Covalent Interactions (NCI) index, Molecular Tailoring Approach (MTA), and

many others.

Mirosław Jabłoński

Editor
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Undoubtedly, hydrogen bonds occupy a leading place in the rich world of intermolec-
ular interactions. This fact results from their intermediate strength, being between stronger
covalent bonds and weaker van der Waals interactions. For this reason, intermolecular
hydrogen bonds act as a glue that binds individual molecules into dimers or larger molecu-
lar clusters, but at the same time allows for dynamic changes consisting in breaking old
bonds and possible formation of new ones. This ability is partly due to the small size of
the hydrogen atom, which, being poor in electron density, allows the X and Y units in
the X-H. . .Y contact to come closer to each other with relatively small steric effects. The
most frequently quoted academic symptoms of the presence of intermolecular hydrogen
bonding are the unexpectedly high boiling point of water, lower density of ice compared to
liquid water, and the good solubility of polar and ionic substances in water. Nevertheless,
equally important is the presence of hydrogen bonds between the complementary nitrogen
bases (C-G, A-T) in the nucleotides of two DNA strands, because it leads to a double-helical
structure that is fundamental in the replication of genetic information. Intermolecular
hydrogen bonds also have a huge impact on the formation of the structure of proteins or
the maintenance of cellulose and polymer chains.

It seems that intramolecular hydrogen bonds are described somewhat less frequently.
The reason may be the problem of direct detection of intramolecular hydrogen bonds, which
in turn entails the need to use some indirect methods, both experimental and theoretical.
This generally requires finding a reasonable reference system, which is often not so trivial.
Like their intermolecular counterparts, intramolecular hydrogen bonds are also often of
great importance. They significantly influence the stability and physico-chemical properties
of the conformers in which they occur.

The year 2021 will be known historically as the year of the SARS-CoV-2 coronavirus,
which has made scientific research difficult for many. However, despite these difficulties,
this Special Issue has collected as many as 12 articles, including 4 reviews. Thus, this
has to be seen as a success, all the more so as these articles deal with many issues of
intramolecular hydrogen bonding. Moreover, these articles gather both experimental and
theoretical results. At the same time, the rich subject matter of the articles of this Special
Issue proves that intramolecular hydrogen bonds are, despite over a hundred years of
investigations in this field, still an important object of scientific research.

Two of the four review articles are devoted to theoretical methods for estimating the
energy of intramolecular interactions, including, of course, hydrogen bonds [1,2]. In the
first of them, written by Jabłoński [1], the main goal was to present the theoretical rationale
of a given method and to show that often many variants of a given method are possible.
This generally leads to a significant range of the estimate values obtained. The limitations
of the methods used are also discussed. This review is then brilliantly complemented by
Deshmukh and Gadre in their review on the Molecular Tailoring Approach [2]. Importantly,
this fragmentation method allows the energy of an individual intramolecular hydrogen
bond to be estimated in systems containing many such interactions. The authors present
many examples of the use of this method.

Hansen [3] reviews intramolecular NH. . .X (X = O, S, N) bonds in various systems and
describes the usefulness of spectroscopic parameters (mainly based on NMR) in assessing
their strength. He points out that the NH chemical shift should be corrected for ring current

Molecules 2021, 26, 6319. https://doi.org/10.3390/molecules26206319 https://www.mdpi.com/journal/molecules
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effects when the substituent at the nitrogen is an aromatic ring. The importance of the
two-bond deuterium isotope effects (TBDIE) on 13C chemical shifts is then underlined.

Studies on excited states are usually regarded as more problematic than ground-
state studies and are therefore much rarer. For this reason, the review by Jankowska and
Sobolewski on the excited-state intramolecular proton transfer (ESIPT) is particularly im-
portant [4]. These authors discuss the modern theoretical methods of the ESIPT description,
paying attention to their range of applications and limitations.

The remaining articles are good evidence, showing that in order to study the phe-
nomenon of hydrogen bonding, many different research techniques, both experimental
and theoretical, are used. For example, Filarowski and collaborators [5] use infrared (IR)
and Raman spectroscopy, incoherent inelastic neutron scattering (IINS), X-ray diffrac-
tion, nuclear quadrupole resonance spectroscopy (NQR), differential scanning calorimetry
(DSC) along with DFT calculations to explain the influence of the O-H. . .O intramolec-
ular hydrogen bond on the polymorphic states and isomerization of 5-chloro-3-nitro-2-
hydroxyacetophenone. In a similar way, Tolstoy, Filarowski and collaborators [6] also inves-
tigate the intramolecular O-H. . .N hydrogen bond in 2-[(E)-(phenylimino)methyl]phenol,
which is one of the most photo-thermochromic compounds. Their spectroscopic studies
confirm that this bond can be classified as a resonance-assisted hydrogen bond (RAHB).

Alkhimova, Babashkina and Safin [7] investigate solvatochromic and luminescent
properties of four N-salicylidene aniline derivatives derived from the ethyl ester of glycine,
whose photophysical properties are dictated by the intramolecular proton transfer in the
O-H. . .N bridge. It is shown that the physicochemical properties of these compounds,
related to a subtle keto-enamine-enol-imine equilibria, can be tuned by the nature of the
solvent used (non-polar vs. polar aprotic vs. polar protic).

Many methods (including Car-Parrinello Molecular Dynamics (CPMD) for the gas
and crystalline phases) are used by Jezierska, Panek and collaborators in their theoretical
studies of 2,3-dimethylnaphthazarin and 2,3-dimethoxy-6-methylnaphthazarin [8]. These
authors show that the proton transfer phenomenon takes place in both the compounds
as well as in both phases. Importantly, the nuclear quantum effects (NQE) are shown to
localize the proton closer to the half of the O. . .O contact. Nevertheless, NQE should have
no qualitative impact on the properties of the investigated molecules. The strong mobility
of the bridged protons is also confirmed by spectroscopic data.

Alkorta, Elguero and Del Bene [9] investigate intramolecular O-H. . .O hydrogen
bond in 1-oxo-3-hydroxy-2-propene (i.e., 3-hydroxy-2-propenal or simply the enol form of
malondialdehyde) and the change of its characteristics during interaction of this molecule
with Lewis acids LiH, LiF, BeH2, and BeF2. They found that the binding of these acids
to the -C=O group is more preferred than to -OH and that 2hJ(O-O), 1hJ(O-H), and 1hJ(H-
O) spin–spin coupling constants exhibit a second-order dependence on the O. . .O, O-H,
and H. . .O distances, respectively.

Lamsabhi, Mó, and Yáñez [10] utilize the high-level ab initio G4 theory to study
the O-H. . .N intramolecular hydrogen bond in a series of the most stable conformers of
HOCHX(CH2)nCH2NH2 and HOCH2(CH2)nCHXNH2 (n = 0–5) where X is H, F, Cl, or Br
substituted in position α with respect to either -OH or -NH2. The strongest hydrogen bond
occurs when n = 2 as shown by shortest H. . .N distance, isodesmic reaction-based largest
interaction energy, largest red-shift of νOH, and NBO, QTAIM, and NCI theoretical methods.
In the group of substituents X, Br gives the greatest influence on OH. . .N, but interestingly,
it is the opposite depending on whether this substituent is in position α with respect to
-OH or with respect to -NH2. This article [10] also investigates the effect of interaction with
the BeF2 molecule.

Intramolecular O-H. . .O hydrogen bond in malonaldehyde is also theoretically inves-
tigated by Pendás and collaborators [11]. Additionally, the influence of eight substituents
(both electron-withdrawing and electron-donating) at each of the three skeletal carbon
atoms is investigated, and then the OH. . .O energy is determined using the proprietary IQA
method and compared with their equivalents obtained using the OCM and EM methods

2
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(see also [1]). While in general the O-H. . .O bond can either be weakened or strengthened
depending on the substituent and the site of substitution, the substitution next to -OH
always significantly strengthens this bond (see also [10]). It turns out that for the tested
RAHB systems, IQA energies correlate well with EM energies, while there is no such
correlation with OCM.

Noticeably, using Local Mode Analysis (and QTAIM and NCI), Altun, Bleda and
Trindle [12] order the various intramolecular hydrogen bonds present in tautomers and
isomers of 3-hydroxy-2-butenamide according to their strength as follows: the strongest O-
H. . .O=C > N-H. . .O=C > O-H. . .N, intermediate N-H. . .O=C ≥ N-H. . .O ≈ C-H. . .O=C,
the weakest C-H. . .N > C-H. . .O.
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Abstract: This article is probably the first such comprehensive review of theoretical methods for
estimating the energy of intramolecular hydrogen bonds or other interactions that are frequently
the subject of scientific research. Rather than on a plethora of numerical data, the main focus is on
discussing the theoretical rationale of each method. Additionally, attention is paid to the fact that it is
very often possible to use several variants of a particular method. Both of the methods themselves
and their variants often give wide ranges of the obtained estimates. Attention is drawn to the fact that
the applicability of a particular method may be significantly limited by various factors that disturb
the reliability of the estimation, such as considerable structural changes or new important interactions
in the reference system.

Keywords: intramolecular interaction; interaction energy; hydrogen bond

1. Introduction

Undoubtedly, intermolecular hydrogen bonds [1–16] occupy the main place among various
intermolecular interactions. This is largely due to their intermediate strength, between weaker van der
Waals interactions [7,11] and much stronger chemical bonds [1,17]. It is this intermediate strength of
intermolecular hydrogen bonds that allows for them to act as a glue that binds various molecules into
dimers or larger molecular aggregates. On the other hand, their relative weakness allows for the full
dynamics of the bonding motif; the hydrogen bond can be broken relatively easily and a new one can
be formed in its place.

It is already visible at this point that the knowledge of the strength of intermolecular hydrogen
bonding is a very important element in the full description of the characteristics of this bond.
Such knowledge would allow, for example, to classify them according to the strength found and
study the impact of various internal and external factors on it. Because of the fact that the total
energy of a molecule is a fundamental quantity available to quantum mechanics [18], the appropriate
balance of total energies can be successfully used to write a strict definition of the energy of interaction
(i.e., the interaction energy) between A and B systems in AB dimer:

Eint = E(AB)− [E(A) + E(B)] (1)

Therefore, it is clear that the reference system for the bound AB dimer is that of the isolated
monomers A and B. Another thing that I will leave behind is that these monomers may have
their own, i.e., fully optimized geometries or geometries taken from the dimer. Anyway, the
energy that is described by Equation (1) is strictly defined. Not quite rightly, Eint obtained by
Equation (1) is commonly taken as the interaction energy associated with the closest contact between
A and B, e.g., an intermolecular hydrogen bond. Therefore, this equation has also become the main

Molecules 2020, 25, 5512; doi:10.3390/molecules25235512 www.mdpi.com/journal/molecules5
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source of information regarding the strength of intermolecular hydrogen bonds in the so-called
supermolecular method.

It is quite natural that one would like to have such an important quantity also in the
case of intramolecular interactions, including intramolecular hydrogen bonds. However, there is
a fundamental problem here. Namely, unlike in its intermolecular counterpart, breaking the
intramolecular interaction is impossible without disturbing the structure of the molecule. Because of
this fact, not only it is impossible to find a strict definition of the intramolecular interaction energy,
but what is more, this energy is not even strictly definable (see, however, the further discussion on the
QTAIM-based methods).

Nevertheless, one can try to introduce a method that results in a number that is treated (in this
method) as the energy of a given intramolecular interaction. It is obvious that, in the general case,
the energies obtained will differ (perhaps even significantly) among the adopted methods. For this
reason, an important aspect of the proposed method is the evaluation of the reliability of the energy
obtained. It would rather be a worthless result to obtain for intramolecular hydrogen bond of e.g.,
the OH· · ·O type an energy of the order of, say −50 kcal/mol, if the intermolecular equivalent in the
case of a similar configuration of O and H atoms gives energy from about −4 to about −8 kcal/mol.
One of the possible ways of assessing the reliability of the obtained energy value is thus comparing it
to the appropriate intermolecular interaction, in which not only the type of X and Y atoms (from the
XH· · ·Y contact), but also their spatial configuration (e.g., the key distance H· · ·Y) is largely preserved.
Another sensible possibility is to check the fulfillment of various correlations between the found energy
values and other parameters describing the strength of the H· · ·Y bond. One should also compare the
obtained estimates for structurally closely related molecules.

This article reviews the current theoretical methods introducing the concept of the XH· · ·Y
intramolecular hydrogen bond interaction energy (or more generally the intramolecular X· · ·Y
interaction) and allowing for the computational generation of these energies. The main emphasis
will be on the problems associated with these methods, which may naturally lead to their different,
more or less reliable, variants. On the other hand, due to the multitude of numerical data concerning
the interaction energy values that were determined with these methods, this issue will necessarily
be of minor importance. Rather, I will limit myself to a few examples that illustrate how a given
method works.

2. Theoretical Methods of Estimating the Energy of Intramolecular Interactions

2.1. Conformational Methods

As noted in the Introduction, it is impossible (see, however, the further discussion on the
QTAIM-based methods) to precisely define the energy of the intramolecular hydrogen bond XH· · ·Y
(or more generally of the intramolecular interaction X· · ·Y), because it is impossible to create a reference
system in which there would be no such interaction, but in which the configuration of all atoms would
be preserved. In such a reference system, the interaction of interest would be simply “switched
off”. Crucially, this approach is eqivalent to the following partition of the total energy of the system
(the so-called closed or chelate form) containing the interaction of interest (e.g., a hydrogen bond)

E(closed) = E f (closed) + EHB (2)

in which E(closed), E f (closed), and EHB correspond successively to the total energy of the closed
form, the total energy of a fictitious closed form with the interaction switched off, and the hydrogen
bond interaction energy. Of course, such an exclusion is impossible, but, nevertheless, one may be
tempted to find another system being very similar to the fictitious closed one. Due to the fact that
total energy depends on the number and type of particles making up a given molecule, the phrase
“another but very similar system” should be understood as a different conformer of the closed form of
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a molecule. This leads to so-called conformational methods, i.e., methods which use total energies of
at least two conformers of a molecule having the intramolecular interaction.

2.1.1. The Open-Closed Method (OCM)

The simplest and the most frequently used method of estimating the energy of intramolecular
interactions, including intramolecular hydrogen bonds, is the so-called open-closed method
(OCM) [5,19]. Apart from the molecule that contains a given interaction (i.e., the closed or chelate
form), OCM requires the use of one more reference form (the so-called open), in which this interaction
is absent [20–45]. It is then assumed that

E f (closed) ≈ E(open) (3)

which means that the total energy of another conformer, i.e., the open form, can be used instead of the
impossible to obtain total energy of the fictitious closed system. Substituting expression (3) to (2) leads
to a simple expression for the intramolecular hydrogen bond energy in OCM:

EOCM
HB = E(closed)− E(open) < 0 (4)

It should be emphasized that this article adopts the convention according to which a negative
value of the obtained interaction energy means local stabilization that results from H· · ·Y, while on the
contrary, a positive value means local destabilization. Thus, of course, as being stabilizing interactions,
hydrogen bonds should be characterized by negative values.

Equation (3) requires that the open form does not differ much from the (fictitious) closed form.
Therefore, the open form is most often obtained by rotating the donor or acceptor group by 180◦,
as shown in Figure 1.

Figure 1. Scheme showing two open forms obtained by rotation of either the hydrogen-acceptor (lhs)
or the hydrogen-donor (rhs) group.

It is understood that, in general, these reference open forms give different values of EOCM
HB [33].

In principle, one can also try to use a different open form. However, I will come back to this
issue further. Although the expression (3) suggests that the open form should be fully optimized,
i.e., it should correspond to a local minimum on the potential energy hypesurface, another possibility
is to use an open form having the geometry (more precisely, geometrical parameters) of the closed
form [5,19,33,38,39,42,44,45]

E f (closed) ≈ Eclosed(open) (5)

Of course, this leads to a different energy value

EOCM
HB = E(closed)− Eclosed(open) (6)

since Eclosed(open) �= E(open). In fact, Schuster advocated this option, suggesting that the reference
open form should have "the least changes in molecular geometry besides a cleavage of the H-bond”
and proclaiming that it "need not be a local minimum of the energy surface” [5]. Moreover, in his
opinion, the full optimization of the open form geometry is even inadvisable, because this approach
mixes the energy of isomerization (resulting from the change of the conformer) into the determined
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energy value [5]. In fact, both of these approaches introduce different definitions of the intramolecular
interaction energy (cf. Equations (4) and (6)). This situation is somewhat similar to the one that occurs
when determining the interaction energy from Equation (1). Namely, the use of the monomers A
and B with their geometries taken from the AB dimer defines the interaction energy, while their full
optimization leads to the binding energy. The latter quantity also takes into account the correction
for geometry change that takes place during the transition from the isolated form to the bound form
in the dimer. Because of the fact that, in OCM, the fictitious closed form is replaced by the open
form obtained by some conformational change, Schuster stressed that any splitting of the energetical
difference between both forms is artificial [5]. However, it seems that this opinion may be slightly
weakened by some corrective approaches [39,44]. It is valuable to present both variants of the partition
of the total energy of the closed form in one scheme, as shown in Figure 2, where more concise notations
are used for the respective energies.

Figure 2. Scheme showing two variants of the closed form total energy partition (Ec) to the
interaction energy (Eint) and the total energy of the fictitious closed form (E f

c ) obtained after ‘excluding’
this interaction.

It is worth noting that |Eo| > |Ef,c
o |, which, in principle, should lead to the relationship

|EOPT
int | < |ESP

int|. It seems that at present the variant based on full geometry optimization of the open
form (leading to Eo and then EOPT

int ) is much more popular [37] than the variant based on single point
calculations (leading to Ef,c

o and then ESP
int). In this variant, the isomerization energy mentioned by

Schuster [5] is ‘absorbed’ into the interaction energy. In other words, this variant assumes that the
changes in geometrical parameters that take place during the open form → closed form transition are
related to the continuous process of creating the interaction (e.g., an intramolecular hydrogen bond) in
the closed form [42,45].

Although OCM seems to be the most frequently [20–45] used theoretical method of estimating
the energy of an intramolecular interaction, it is not free from further problems. The rotation of the
proton-donor or the proton-acceptor group quite often leads to a new, significant interaction (either
repulsive or attractive) in an open form [24,27–29,31,33,39–46]. Unfortunately, this possibility is quite
often ignored. Moreover, sometimes, one or even both of the open forms cannot be used due to
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symmetry of these groups. Some simpe examples representing both cases are shown in Figure 3.
Of course, similar examples can be easily invented endlessly.

Figure 3. Examples of problematic cases in the open-closed method: (a) malondialdehyde,
(b) 3-aminoacrolein, (c) 1-amino-2-nitroethylene.

In the case of (a) relating to the intramolecular hydrogen bond O-H· · ·O in malondialdehyde, the
rotation of the proton-donor group -OH leads to a new rather significant interaction O· · ·O, while the
rotation of the proton-acceptor group -CHO leads to also rather significant new interaction H· · ·H.
In the case of (b) (3-aminoacrolein), due to the symmetry of the amino group, its rotation leads to
practically the same system, while the rotation of the aldehyde group leads to a new significant H· · ·H
interaction, similar to the case of (a). The closed form of 1-amino-2-nitroethylene does not have any
such simple open forms due to the symmetry of both groups, i.e., -NH2 and -NO2.

Another, but important, question is whether these new interactions can be completely
ignored [24,27–29,33,39–46]. For example, in the case of malondialdehyde, geometry optimizations
(B3LYP/aug-cc-pVTZ) of the open form shown on the left-hand side of Figure 3 gives 2.89 Å for
the O· · ·O distance and 2.02 Å for H· · ·H in the open form shown in the right-hand side of this
figure. In the case of the open form of 3-aminoacrolein, the distance H· · ·H is 2.18 Å. Therefore, it
would seem that these distances are too large for the interaction energy to be uncertain. However,
on the other hand, the comparison of the CCC angle values in both forms (119.6◦ vs. 126.8◦ and
125.2◦ in malondialdehyde and 122.0◦ vs. 125.1◦ in 3-aminoacrolein) shows that the closed form →
open form transition leads to an opening of the molecular skeleton, which may suggest significant
repulsive actions of both these interactions. It seems that the O· · ·O contact, in particular, cannot be
completely ignored here. It is worth mentioning that both forms, i.e., closed and open, may differ in
some structural aspects, e.g., the amino group in 3-aminoacrolein (b) is flat in the closed form, whereas
slightly pyramidal in the optimized open form. In this case, one would have to decide whether the
pyramidalization energy of the amino group should be shelled out or included in the hydrogen bond
energy value [47].

In such and similar cases, it may be tempting to find other reasonable open forms, obtained after
the rotation of one of the groups around the CC double bond. On the one hand, such new interactions
will be avoided, but on the other hand, the configuration of the carbon skeleton of the molecule will
be changed. For example, Buemi et al. [33] rebuked the use of the most extended enol and enethiol
tautomers of thiomalondialdehyde [48,49] as reference structures [24,50], because, in their opinion,
the trans configuration of double bonds seems to be too different that the cis arrangement in the closed
form (Figure 4).
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Figure 4. Closed and the most extended enol and enethiol forms of thiomalondialdehyde.

It is also worth adding that the most extended conformers are very often the global minima of a
given molecule. On the other hand, open systems with a changed configuration of backbone atoms
can be more reasonable in many cases. In fact, the selection of the most reasonable reference system is
an individual matter for the closed form of the molecule under consideration. Therefore, this issue
should be carefully analyzed before starting the appropriate calculations while using OCM.

The fundamental issue for OCM is that the presence of a new significant interaction in the
reference open form leads to either an overestimation or underestimation of the determined value of
the interaction energy in the closed form [42,45]. Both of the situations are shown in Figure 5.

Figure 5. Scheme showing the presence of a new either repulsive or attractive interaction as a cause of
either overestimating or underestimating the determined value of the intramolecular interaction energy.
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The presence of a new significantly repulsive interaction in the reference open form leads to
a less negative total energy of this form (Erep

o ), and thus to an overestimation of the determined
value of the interaction energy (EOPT

int,r > EOPT
int ). Conversely, the presence of a significant attractive

(stabilizing) interaction, e.g., a new hydrogen bond, results in underestimating the determined energy
value (EOPT

int,a < EOPT
int ). Moreover, because the most extended forms are often the most stable (as already

mentioned), Eext
o < Ec, their frivolous use can underestimate the value of the interaction energy so

much that this value can even change the sign (EOPT
int,e ) [42]. As open forms with presence of new

locally repulsive interactions X· · ·Y (e.g., O· · ·O, O· · · S, S· · · S, etc.) and, in particular, H· · ·H are
often treated favorably, the resulting energies may often be overestimated. This, in turn, may lead to
overinterpretations of the considerable strength of some intramolecular hydrogen bonds [39].

Given the fact that the full geometry optimization of the open form can lead to a new significant
interaction (repulsive or attractive) or to a significant change in structure as compared to the closed
form, a solution may be to perform a partial (i.e., constrained) geometry optimization [42]. In many
cases, it is enough to ‘freeze’ one or two dihedral angles that define the spatial orientation of the
proton-donor or proton-acceptor group, the optimization of which would lead to the previously
mentioned undesirable effects. However, sometimes, it is also necessary to freeze other geometric
parameters [42]. The approach that is based on partial geometry optimization of the open form is,
in fact, another variant of OCM, leading to the interaction energy value between these described by
Formulas (4) and (6).

This variant was first proposed [42] to estimate the energy of Si-H· · ·Al intramolecular
charge-inverted hydrogen bonds [51,52] in ten model systems. The energy values of Si-H· · ·Al
in these systems were determined while using seven variants of OCM. In addition to either the full
optimization (OPT) or complete freeze (SP) of the open form geometry, five variants of the constrained
optimizations of the open form geometry were also used: (P1) only bonds optimized, (P2) only bonds
and plane angles optimized, (P3) all geometric parameters optimized but dihedral angles governing
the positions of the Si atom and the -AlH2 group in relation to the carbon skeleton of the reference
form, (P4) all geometric parameters optimized but dihedral angles governing the positions of the Si
atom and both hydrogen atoms from the -AlH2 group, and (P5) all geometric parameters optimized,
but dihedral angles governing the positions of both hydrogen atoms from -AlH2. Of course, the values
of the non-optimized geometric parameters in the variants SP and P1–P5 were taken from the closed
form. Therefore, it can be seen that the P1–P2 variants in a controlled manner increase the number of
optimized parameters (degrees of freedom), which increases the flexibility of the approach. Because
the obtained results [42] very well reflect the mentioned problems related to the use of OCM, these
results are shown for three molecules (Figure 6) in Table 1.

Table 1. Determined (B3LYP/aug-cc-pVTZ) energy values (in kcal/mol) of Si-H· · ·Al interactions in
1c, 2c and 3c (see Figure 6).

System Rotated Group SP P1 P2 P3 P4 P5 OPT

1 −SiH2 −5.31 −4.88 −4.41 −3.36 −1.50 −0.99 −1.08
−AlH2 −7.01 −6.61 −5.79 −4.41 −3.24 −1.75

2 −SiH2 −5.23 −4.75 −3.93 −2.46 −2.42 −2.42 pπ → Al
−AlH2 −8.09 −7.37 −6.27 −4.85 −4.73 −4.72

3 −SiH2 −6.04 −5.03 −3.47 −1.41 −1.40 −1.40 −4.97/−0.75
−AlH2 −10.61 −10.05 −8.44 −6.23 −6.19 −6.19
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Figure 6. Closed and some open forms of (1) H3Si-CH2-CH2-CH2-AlH2, (2) H3Si-CH=CH-CH=
CH-AlH2 and (3) H3Si-CH=CH-CH2-CH2-AlH2.

First of all, it can be seen that the determined values of the interaction energy vary widely,
depending on the variant of the open-closed method used in the calculations. In the case of
molecule 1, it is from −7 to −1 kcal/mol and, in the case of 3, from −10.6 to about −0.8 kcal/mol.
The values decrease (i.e., become less negative) with an increased degree of flexibility regarding
the geometric parameters optimized in a given variant. It can be seen that especially even a partial
optimization of dihedral angles has a large influence on the determined interaction energy values.
Moreover, the rotation of the -SiH3 group in general gives significantly different values from that when
the −AlH2 group is rotated. This is especially visible for the least flexible variant SP, while on going
from P1 to P5 these differences become smaller and smaller. It is instructive to analyze the results from
the last column of Table 1, i.e., regarding the variant with full geometry optimization of the proposed
open form. While in case of 1 one reasonable value was found (−1.08 kcal/mol), in the case of 6 two
significantly different values were obtained (−4.97 and −0.75 kcal/mol). The latter results from the
fact that two open reference forms (see 3o1 and 3o2 in Figure 6) with quite different characteristics
were obtained. Despite the fact that both forms have identical carbon frame configuration (cis), the
3o2 form has two new Hδ+ · · ·Hδ+ interactions. On the other hand, the 3o1 form has two pairs of
probably less important Hδ− · · ·Hδ+ interactions. Case 2, on the other hand, is an important example
illustratating the significant impact of the presence of a completely new type of interaction in an open
form on the quality of the estimation of the interaction energy is a closed form. Namely, in both
open forms (2o1 and 2o2), the -AlH2 group (Al has an empty p orbital) takes a coplanar position to
the CH=CH fragment with a formal C=C double bond. This arrangement allows for the pπ →Al
coupling (highlighted in Figure 6 by drawing a C=Al double bond), which significantly lowers total
energies of these forms. Consequently, the estimates of the interaction energy of Si-H· · ·Al in 2c are
highly unreliable.

The variant of OCM with partial geometry optimization of the open form was then used [45]
to estimate energies of Si-H· · ·B contacts in some 1-silacyclopent-2-enes and 1- silacyclohex-2-enes
and helped to successfully support the earlier Wrackmeyer’s suggestion based on NMR spectroscopic
data [53] that this contact is considerably stronger in the latter system than in the former one.
Additionally, the energies of Ge-H· · ·Al and Ge-H· · ·H-N interactions in some alkenylhydrogermanes
were estimated [46] in a similar way (see Figure 7).
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Figure 7. Closed and open forms investigated in ref. [46].

The variant of OCM with partial geometry optimization of the open form should rather be
treated as a certain, but probably not the only, possible solution when the full geometry optimization
of this form gives (for the reasons discussed earlier) highly unreliable estimates of the interaction
energy [42,45].

The results that are presented here are enough to show that OCM in which only one reference
system is utilized must be used with great caution so as not to write with reserve. It should be so
especially when its—nevertheless the most popular—variant with the full geometry optimization of
the reference open form is used. Not as rare as it may seem at first, the occurrence of new interactions
(whatever attractive or repulsive) or significant structural changes (e.g., changing the skeleton of a
molecule) can lead to highly unreliable estimates of the energy value of the intramolecular interaction
of interest in a closed form. Indeed, Rozas et al. [32] went so far as to say that the energy value
obtained from OCM should scarcely be taken as the value of the energy of the interaction in a closed
form. Simply, it should rather be treated as the energetical difference between the respective forms of a
molecule. On the other hand, this criticism seems a bit exaggerated. If the open form is very similar to
the closed form both in terms of structure and the interactions occurring in these forms, then it seems
that OCM is a worthy method of choice. The substantial similarity that is referred to herein can be
provided by the presence of some rigid part of the molecule to which both the donor and acceptor
groups are attached. This is the case, for example, with a benzene ring, leading to the variant of OCM,
described as the ortho-para method [38,54,55], which is described in more detail in the next subsection.

2.1.2. Ortho-Para Method (opM)

The ortho–para method (opM) was most likely used for the first time by Estácio et al. [38] for
estimating the energy of intramolecular hydrogen bonds in four 1,2-disubstituted benzene derivatives:
1,2-dihydroxybenzene (catechol), 1,2-benzenedithiol, benzene-1,2-diamine, and 2-methoxyphenol
(guaiacol). To describe opM, it is enough to refer to the O-H· · ·O hydrogen bond in
1,2-dihydroxybenzene, i.e., catechol (Figure 8).

The use of the open form that was simply obtained by rotating the hydroxyl group around
the C-O bond resulted in hydrogen bond energy estimates of −3.7 or −4.0 kcal/mol at the
MPW1PW91/aug-cc-pVDZ and CBS-QMPW1 levels of theory, respectively. These values were
considered to be unreliable and significantly overestimated as a result of the presence of new
repulsive interactions between oxygen atoms as well as the O-H dipole–dipole interactions [38].
As a consequence, it was concluded that the energetic difference between the open and closed forms
cannot be regarded as the energy of the O-H· · ·O hydrogen bond in the latter form. However, in this
and similar cases, the para form is a very reliable reference form. The comparison of total energy of this
form with the total energy of the closed form of the ortho configuration gives opM, which can be seen
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as a variant of OCM. Based on this approach, the respective hydrogen bond energies were −2.1 and
−2.3 kcal/mol [38].

Figure 8. Various forms of catechol (the subfigures (a) and (b) represent different forms of para-catechol).

It is worth emphasizing here that the high reliability of the estimate obtained by means of opM
results from the high stiffness of the main part of the molecule, i.e., the benzene ring and, hence,
the significant transferability of the related geometric parameter values. In other words, the stiffness
of the molecular framework and its high preservation when going to the para-substituted reference
system allowed for avoiding the typical problems that are faced by the standard version of OCM
which were mentioned earlier. On the other hand, it should be noted that this method assumes that the
substituent electronic effects in the ortho and para forms are similar. However, this is in line with the
general knowledge on substituent effects [56–59]. Nevertheless, another question, which is completely
not addressed by Estácio et al., is which form of the para conformer (see (a) and (b) in Figure 8) to use.
While this rather purely theoretical issue seems to be insignificant for catechol due to the negligible
difference in total energies between the two forms (e.g., 0.1 kcal/mol at the B3LYP/aug-cc-pVTZ level
of theory), the difference may become slightly larger for other substituents or molecular frameworks.

It should be mentioned that Estácio et al. described the O-H· · ·O hydrogen bond in the closed
form of catechol by means of a simple model that is based on the description of interacting dipoles of
the O-H bonds. This model resulted in the following formula

EHB = −[EO···O
LJ + Edd] (7)

where EO···O
LJ is the Lennard–Jones interaction energy for the relevant pair of oxygen atoms and Edd is

the dipole-dipole interaction energy for the closed form [38]. The energy value that was determined
using this formula was −2.0 kcal/mol (MPW1PW91/aug-cc-pVDZ) and it was very closed to the one
determined while using opM (−2.1 kcal/mol). Estácio et al. considered this result to be significant,
because it shows that opM correctly describes both interactions, i.e., the O· · ·O repulsion and the
interaction between the dipoles of both O-H bonds in the closed form of catechol.

2.1.3. Related Rotamers Method (RRM)

As we have seen, the choice of a reasonable open form in OCM is often problematic and even
sometimes impossible. This is due to the requirement that this form should be as close to the closed
form as possible. This means that the conformer change should not lead to significant changes in the
values of geometric parameters. In order to overcome any inaccuracies, another approach is to use more
than just two conformers of a given molecule [47,60–63]. This idea will be shown on the example of
3-aminopropenal (3-aminoacrolein), which has four conformers. The N-H· · ·O hydrogen bond energy
in the ZZ conformer of 3-aminoacrolein was quite often estimated [47,61,63–65], but the methods used
did not take into account changes in the values of geometric parameters when switching from the
bound system (ZZ-3-aminoacrolein) to reference forms (in particular, to ZE-3-aminoacrolein) [64,65].
The specific system of conjugated double bonds and, hence, the presence of four conformers
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(see Figure 9), allowed for proposing a method that was derived from the analysis of the mutual
energy relations between the four conformers of 3-aminoacrolein (Figure 9) [47].

Figure 9. Four conformers of 3-aminoacrolein and energetic relationships between them.

This method takes use of approximations

EHB + R1 = EZZ − EZE, R1 ≈ EEZ − EEE (8)

EHB + R2 = EZZ − EEZ, R2 ≈ EZE − EEE (9)

that lead to the following formula for the hydrogen bond energy in the ZZ form of 3-aminoacrolein

ERRM
HB = (EZZ − EZE) + (EEE − EEZ) (10)

Calculations that are based on MP2(Full)/6-31G** and MP2(FC)/6-311+G** level of theory gave
values of −8.2 and −7.5 kcal/mol, respectively [47]. Later, B3LYP/6-311++G** (however, most
likely Nowroozi et al. [61] used a smaller 6-31G** basis set, as evidenced by the number of 100 basis
functions mentioned by them and the obtained value of −8.4 kcal/mol, which is close enough to
the value of −8.2 kcal/mol obtained [47] at the MP2(Full)/6-31G** level of theory) computation by
Nowroozi et al. [61] gave value of −8.4 kcal/mol.

The term in the first bracket of Equation (10) is equivalent to the energy that is obtained from the
most commonly used variant of OCM in which the open reference form is obtained by the rotation of
the proton-acceptor group. Hence, the relationship between RRM and OCM can be expressed by the
following relationship between the total energies of the conformers EE and EZ [44]:

ERRM
HB − EOCM

HB = EEE − EEZ (11)

Because, in most cases, the extended EE conformer is more stable than the EZ conformer, the
difference defined by the above equation is negative. For this reason, as compared to OCM, RRM gives
greater stabilizations of interactions. It may even happen that interactions that are weakly destabilizing
based on OCM are weakly stabilizing if RRM is considered instead, and this result is only due to
“different zeros” in both of these methods [44].

It should be mentioned that RRM [47,60] has been readily adopted by Nowroozi et al. [61–63],
who called it the Related Rotamers Method (RRM) and in this review it functions under that
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name. However, even a little earlier, practically the same method was used by Lipkowski et al. [60]
to estimate the energy of O-H· · ·N intramolecular hydrogen bonds in some chloro-derivatives of
2-(N-dimethylaminomethyl)-phenols, but they used the term “thermodynamic cycle”. Therefore, as one
can see, not only are different methods used, but even the same method can function under different
names [47,60–63].

2.1.4. Geometry-Corrected Method (GCM)

All of the methods for estimating the energy of intramolecular interactions (e.g., hydrogen
bonds) discussed so far do not take into account changes in the values of geometric parameters upon
considering an open reference form of a molecule. However, the presence of a conjugated system of
double bonds, which is characteristic for 3-aminoacrolein and, thus, the existence of its four conformers
(Figure 9) allowed for proposing a method to estimate the energy of the N-H· · ·O intramolecular
hydrogen bond in the ZZ conformer with simultaneous partial consideration of geometric factors [39].
This method initially functioned under the name “Scheme A” [39–41,43], but later its meaningless
name was changed to the Geometry-Corrected Method (GCM) [44].

Very helpful in understaning the idea of GCM and how to derive it are the diagrams presented in
Figure 10, which show the energy relationships between the respective forms of 3-aminoacrolein.

Figure 10. Energy dependencies between the respective forms of 3-aminoacrolein used in deriving
the formula for the energy of the intramolecular N-H· · ·O hydrogen bond in the ZZ form, according
to Geometry-Corrected Method (GCM).

As in Equation (2), in the first step, it is assumed that the hydrogen bond in the ZZ form of
3-aminoacrolein can be simply ’turned off’ without any changes in the electron density distribution
of the system, therefore also without any changes in the geometrical parameters of this form.
By introducing an approximation of the energy additivity, we obtain:

EHB = EZZ − EZZ,f < 0 (12)

where EZZ,f is simply the total energy of the fictitious form of ZZ with the hydrogen bond just ‘turned
off’. The rotation of the aldehyde group around the C=C double bond, i.e., the transition ZZ→EZ
leads not only to breaking the hydrogen bond, but also to some changes in the geometrical parameters.
If the energy associated with these changes in geometric parameters is ΔZZ→EZ

g , then

EEZ ≈ EZZ + EHB + ΔZZ→EZ
g = EZZ,f + ΔZZ→EZ

g (13)

and quite similarly for the ZZ→EE transition

EEE ≈ EZZ + EHB + ΔZZ→EE
g = EZZ,f + ΔZZ→EE

g (14)
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Dividing the sum of Equations (13) and (14) by two, one obtains an expression that can be
interpreted as the averaged energy that is related to the configuration change Z→E:

Δav
g =

1
2
(ΔZZ→EZ

g + ΔZZ→EE
g ) =

1
2
(EEZ + EEE)− EZZ,f (15)

Combining this equation with (12) gives the expression for the hydrogen bond energy in the
conformer ZZ

EHB = EZZ − 1
2
(EEZ + EEE) + Δav

g (16)

but in which there is (so far) the unknown quantity Δav
g . In fact, the hydrogen bond energy, EHB, and the

averaged contribution to the configuration change Z→E, Δav
g , are formally non-separable quantities.

However, the existence of conformers allowed for determining the unknown contribution Δav
g from

yet another source. Let us introduce the fictitious equivalents of the conformers EZ and EE (EZf and
EEf, respectively), having the same values of all (of course, except the dihedral angle(s) changing
the conformation) geometrical parameters as the conformer ZZ (see Figure 10). The energy that is
associated with the transition ZZf →EZ can then be assumed in the form

ΔZZ→EZ
g = ΔZ→E + Δrel (17)

where ΔZ→E is the energy resulting from the change of the Z→E configuration while maintaining
the constant values of all geometrical parameters, while Δrel is the relaxation energy of the fictitious
EZf form to its fully relaxed equivalent obtained after the full geometry optimization. The energy
associated with the transition ZZf →EE can be presented quite similarly

ΔZZ→EE
g = Δ̃Z→E + Δ̃rel (18)

Changing the conformation from ZZf to either EZf or EEf (i.e., maintaining the same values of
bond lengths and angles) should not have a significant influence on the energy change. With the
neglect of changing the interactions between ’unbound’ atoms, it can therefore be assumed that
ΔZ→E ≈ Δ̃Z→E ≈ 0. This approximation gives, after adding Equations (17) and (18) to each other,
another expression for Δav

g

Δav
g =

1
2
(ΔZZ→EZ

g + ΔZZ→EE
g ) ≈ 1

2
[(EEZ,f − EEZ) + (EEE,f − EEE)] (19)

which, inserted into Equation (16), gives the final formula for the value of the hydrogen bond energy
in ZZ-3-aminoacrolein [39]

EGCM
HB = EZZ − 1

2
(EEZ,f + EEE,f) < 0 (20)

Thus, it can be seen that, to determine EGCM
HB , only the total energy of the fully optimized ZZ

conformer and the total energies of the fictitious EZ and EE conformers with the values of geometric
parameters (except for the dihedral angle O=C–C=O) from the ZZ conformer are needed. It is worth
repeating at this point that GCM, i.e., formula (20), to some extent takes into account the changes in
geometric parameters when moving from the ZZ form to the reference forms.

At this point, it is instructive to compare GCM with the OCM variant, in which the open reference
form is the ZE conformer, i.e., EOCM

HB = EZZ − EZE (cf. with Equation (4)). As already discussed,
the assumption of OCM is that the reference open system does not differ significantly from the closed
form, whereas, in the case of ZZ-3-aminoacrolein, the rotation of the aldehyde group around the C–C
bond leading to the ZE conformer introduces a new rather significant interaction of the H· · ·H type
(see Figure 9). This interaction is practically not present in the closed form ZZ. Any estimate that refers
to the ZE conformer as the reference form should take this change into account. Suppose (similar to
the hydrogen bond in the ZZ conformer) that this H· · ·H interaction in the fictitious ZEf form can be
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‘turned off’, which gives ZEf′ (note the prime sign in the superscript). The energy associated with the
rotation of the aldehyde group (ΔZ→E

s ) at the transition ZZf → ZEf′ can be assumed to be negligible
due to both the conservation of the same geometric parameters as in the conformer ZZ and also due
to the neglect of additional H· · ·H repulsion at this stage (additionally, the negligible influence of
changes in the interactions of unbound atoms other than H· · ·H is also assumed). This repulsion leads
to an energy increase of ΔZE

rep and to the form ZEf, which still maintains the geometry of ZZ. Only full
relaxation of the ZEf geometry leads to the optimized ZE conformer. The energy that is associated with
this relaxation has been designated as ˜̃Δrel (see Figure 11).

Figure 11. Diagram showing the way of obtaining the ZE conformer from the ZZ one through various
fictitious forms.

Therefore, the energy that is associated with the transition from the ZZf conformer to the ZE
conformer can be expressed as:

ΔZZ→ZE
g ≈ ΔZE

rep + ˜̃Δrel (21)

Given the assumption (12) and by the similarity to the previously defined changes in energies
ΔZZ→EZ

g (13) and ΔZZ→EE
g (14), one gets

ΔZZ→ZE
g = EZE − EZZ,f (22)

Inserting this expression together with Equation (21) into Equation (12) gives a relationship
between the estimation of the hydrogen bond energy in ZZ-3-aminoacrolein that is obtained by GCM
and that obtained by OCM with the ZE conformer as the reference open form

EGCM
HB = EZZ − EZE + (ΔZE

rep + ˜̃Δrel) = EOCM
HB + (ΔZE

rep + ˜̃Δrel) (23)

Equation (23) shows that, when compared to OCM, the estimation that is based on GCM takes
into account two terms with opposite signs. The repulsive term ΔZE

rep is positive, whereas the relaxation

term ˜̃Δrel is negative. The mutual weights of these two terms cause that the value of the intramolecular
hydrogen bond energy determined by GCM is either below or above the value obtained by OCM.
Strong hydrogen bonds should cause significant changes within the X-H· · ·Y bridge and, thus, both
a small distance H· · ·Y in the conformer ZZ and a small distance H· · ·H in the fictitious form ZEf′

(or ZEf) obtained after rotation of the proton-acceptor group while maintaining the geometrical
parameters from the conformer ZZ (except for the dihedral angle O=C–C=C). As a consequence,
in molecules with a strong intramolecular hydrogen bond, the role of H· · ·H repulsion at the ZEf′ →
ZEf should be significant. On the other hand, the significance of the relaxation term ˜̃Δrel should be
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dominant in the case of relatively small distances H· · ·H in the ZEf form (H· · ·Y in ZZ) and, which
seems more important, in the case of bulky proton-acceptors.

At this point, it is worth comparing the hydrogen bond energy values that were obtained with
GCM with those obtained with the traditional variant of OCM. The first comparison of this type
was made for the ZZ-3-aminopropenal (ZZ-3-aminoacrolein) [47] discussed here and for the related
ZZ-3-aminopropential [39], where sulfur atom replaces the oxygen atom. The energy values of
hydrogen bonds EGCM

HB and EOCM
HB are shown in Table 2. Additionally, this table also shows the relative

energies (in relation to ZZ) of the respective conformers, the H· · ·H distances in ZEf and ZE forms,
and the values of ˜̃Δrel, which will be used in the current discussion. All of these values are limited to
the best method used (MP2/6-311++G**), so as not to increase the amount of numerical data [39].

Table 2. Some energetic (in kcal/mol) and geometric (in Å) parameters computed (MP2/6-311++G**)
for different forms of 3-aminoacrolein (Y = O) and 3-aminopropential (Y = S).

Y EEZ EEE EZE EOCM
HB EGCM

HB dZE,f
H···H dZE

H···H ΔdZE,f→ZE
H···H

˜̃Δrel

O 4.77 3.77 6.50 −6.50 −5.28 1.840 2.141 −0.301 −1.87
S 6.07 4.09 6.02 −6.02 −6.96 1.968 2.127 −0.159 −1.86

In the case of 3-aminoacrolein, the following order of relative energies of conformers was obtained:
EZZ < EEE < EEZ < EZE. It suggests a significant relaxation of the most extended EE conformer and a
significant role of the H· · ·H repulsion in the ZE conformer. In the case of 3-aminopropential (Y = S),
the relative energy of the EZ conformer, on the other hand, is significantly lifted up, so that it equals
that of the ZE conformer. In turn, this result suggests a greater role of S· · ·H valence repulsion in
3-aminopropential than O· · ·H in the EZ conformer (a complementary explanation may also be the
greater role of the attractive component in the O· · ·H interaction than S· · ·H, which lowers the relative
energy of EZ-3-aminoacrolein in relation to EZ-3-aminopropential). It is also manifested by the values
of the angle CCY, which is 128.3◦ and only 125.4◦ for Y = S and O, respectively. As for the estimated
values of the hydrogen bond energy, interestingly, OCM suggests a somewhat stronger N-H· · ·O
hydrogen bond in ZZ-3-aminoacrolein (−6.50 kcal/mol) than N-H· · · S in ZZ-3-aminopropential
(−6.02 kcal/mol), whereas, in the case of GCM, the opposite is obtained, i.e., this method suggests that
the latter bond is stronger (−6.96 kcal/mol) than the former one (−5.28 kcal/mol). Table 2 also presents
the values of the distances H· · ·H in the ZEf and ZE forms of both molecules, as well as the changes of
these distances at the ZEf → ZE transition, i.e., upon relaxation of this conformer. The much higher
ΔdZE,f→ZE

H···H value for the ZE-3-aminoacrolein (−0.301 Å) than for ZE-3-aminopropential (−0.159 Å)
suggests a much stronger H· · ·H repulsion in the former of these systems, which is most likely due
to the much shorter initial distance (1.840 Å vs. 1.968 Å). This suggestion is actually confirmed by
the obtained results. Namely, as can be seen from the last column of Table 2, 3-aminoacrolein and
3-aminopropential are characterized by the same value (−1.87 kcal/mol) of ˜̃Δrel, i.e., the relaxation
term ZEf → ZE. Therefore, the greater change in the H· · ·H distance at the transition ZEf → ZE
for the former of these molecules must result primarily from the greater repulsion ΔZE

rep, which, as a

consequence, should significantly exceed the relaxation component ˜̃Δrel. In turn, this should lead to a
significantly lower EGCM

HB when compared to EOCM
HB . As can be seen from Table 2, such a relationship

for ZZ-3-aminoacrolein does indeed take place since EGCM
HB and EOCM

HB amount to −5.28 and −6.50
kcal/mol, respectively. This result shows that the hydrogen bond energies obtained within GCM are
consistent with the observable geometric changes.

In addition to the case of 3-aminoacrolein [47] and 3-aminopropential [39] discussed here,
GCM was later used to estimate the energy of intramolecular C-H· · ·O/S interactions in few systems
featuring a similar quasi-ring structure (Figure 12) [40,41].

19



Molecules 2020, 25, 5512

Figure 12. Energy values (in kcal/mol) of intramolecular C-H· · ·O/S interactions obtained [41]
(B3LYP/aug-cc-pVTZ) by either OCM (black) or GCM (red).

Importantly, contrary to popular belief, these calculations showed that the C-H· · ·O/S contacts
in these systems are actually destabilizing. Therefore, no hydrogen bond in the usual sense is
formed between the proton-donating C-H bond and proton-acceptor O or S atoms. This result
was interpreted [40,41] in terms of the steric compression, which leads to the dominance of the
valence repulsion contribution in the C-H· · ·O contact and it was further supported by observing
both the increase in contact destabilization and the corresponding geometric changes during the
flattening of some systems. Further detailed studies on an even larger group of systems (vide infra)
showed, however, that intramolecular C-H· · ·O interactions may be destabilizing in some systems,
while stabilizing in others [44]. The fact that the large number of X· · ·O (X = F, Cl, Br, I), O· · ·O and
F· · · F interactions, which some consider stabilizing due to the presence of a bond path tracing these
contacts are, in fact, destabilizing in many molecules was also shown [43] by means of the energy
values obtained, inter alia, by GCM and OCM. An example is shown in Figure 13.

Figure 13. Interaction energies (in kcal/mol) of the X· · ·O (X = F, Cl, Br, I) contact obtained [43] by
either OCM (black) or GCM (red). The MP2/aug-cc-pVTZ level of theory was used for all systems but
that with Y = I, for which MP2/aug-cc-pVTZ-PP was used instead.

Theoretical studies [39–41,43,44] show that GCM can be considered to be a reliable method of
estimating the energy of both intramolecular hydrogen bonds as well as intramolecular non-bonding
interactions. As this method takes into account changes in geometric parameters that occur when
passing to reference systems, it is a more reliable approach than the standard OCM, which does not
take into account these changes at all. Of course, the applicability of GCM, like most other methods,
is limited. For example, the presence of bulky substituents can significantly reduce the reliability of
this method. Moreover, of course, the analyzed molecule must have appropriate conformers, which is
not always the case. However, OCM also has to deal with similar requirements. Nevertheless, OCM is
less tricky.
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It is obvious that obtaining the individual conformers needed while using conformational methods
requires a great deal of care and attention. Unfortunately, this is not always the case. In their study of
the N-H· · ·O and N-H· · · S intramolecular hydrogen bonds in β-aminoacrolein, β-thioaminoacrolein,
and their halogenated derivatives, Nowroozi and Masumian claimed that GCM performs worse than
RBM and RRM, in particular [63]. However, it is enough to look at their Scheme 3 to realize that they
used wrong conformers labeled as EZ and EE. Briefly, both of these conformers should have H and
R3 at reversed positions! (Starting with the ZZ conformer, rotation of the -NHR3 group around the
C=C double bond obviously leaves the H atom rotated with this group on the “inside” of the molecule,
i.e., at the R3 site and close to R1.) Because EZ and EE conformers (either real or fictitious) are used in
RRM and GCM, it is obvious that the results that are presented by Nowroozi and Masumian [63] are
completely wrong (as evidenced, e.g., by low R2 values). Moreover, these authors ignored the fact that
some of the conformers they used experience new significant interactions, such as O· · ·Br, which, of
course, significantly affect the total energy of a given conformer.

2.1.5. Geometry-Corrected Related Rotamer Method (GCRRM)

It is worth noting that, when compared to GCM, RRM should give too negative values of
interaction energy, because the total energy of the ZE conformer, EZE, which is not present in the
formula for EGCM

HB (Equation (20)), appears with a negative sign. At first glance, it would seem difficult
to further directly compare the two methods, as they do not use the same EZ and EE conformer
structures; GCM overlays them with the values of the geometric parameters from the closed ZZ
form, while RRM uses fully relaxed geometries. Nevertheless, the difference in estimations of the two
methods can be written, as follows [44]:

EGCM
HB − ERRM

HB =
1
2
(EEZ − EEZ,f) +

1
2
(EEE − EEE,f) +

1
2
(EEZ − EEE) + (EZE − EEE) (24)

This expression shows that the difference between the estimates that were obtained with GCM and
RRM results from the balance of the relaxation terms (first two terms) and the conformational changes
(EZ→EE and ZE→EE). Importantly, both of these contributions have opposite signs and the latter ones
are larger than the former. Moreover, the last term contributes without the factor 1/2. As a consequence,
the difference (24) is positive. In the case of 13 molecules containing intramolecular C-H· · ·O contacts
considered in the reference [44], the energies of the consecutive terms were, as follows: −1.3 ± 0.3,
−2.0 ± 0.6, 2.5 ± 0.8, and 2.7 ± 0.3 kcal/mol, so that the difference (24) was 2.3 ± 0.3 kcal/mol.
Because the first three values almost cancel themselves (−0.4 kcal/mol), it can be assumed that the
difference (24) comes mainly from the configurational change EE→ZE. This configurational change
can then be considered as a two-step process: EE→EEf′ →ZE, where EEf′ is a fictitious conformer EE
having the geometric parameters of the ZE conformer. Hence, the energy of the EE→ZE process can be
written as the sum of the preparation energy of the ZE conformer and the E→Z isomerization energy:

EZE − EEE = (EEE,f′ − EEE) + (EZE − EEE,f′) (25)

In the considered systems with the intramolecular C-H· · ·O interactions, the first term was
1.0 ± 0.2 kcal/mol. The second term is related to the H· · ·H repulsion that appears in the conformer
ZE, the value of which was estimated at 0.60 ± 0.17 kcal/mol (median value) [44]. Together with
the preparation energy, this energy suggests that the EE→ZE process is affected by close H· · ·H
contact by roughly 1.6 kcal/mol, which is close to the actual value of 2.7 kcal/mol as well as the E→Z
isomerization energy in 2-butene (1.04 kcal/mol). This fairly good agreement led to the proposition
of a corrected RRM known as the Geometry Corrected Related Rotamers Method (GCRRM) [44].
According to GCRRM, the estimated value of an intramolecular hydrogen bond (or other interaction)
can be obtained from the following formula

EGCRRM
HB = ERRM

HB + (EEE,f′ − EEE) + EHH (26)
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where the EHH value is 0.6 kcal/mol. The values obtained with GCRRM are between the values
obtained with GCM and RRM and closer to the former, as shown in Figure 14.

Figure 14. Interaction energies (in kcal/mol) of the intramolecular C-H· · ·O contacts in the molecules
investigated in ref. [44].

It is noteworthy that all four lines that are shown in Figure 14 have similar slopes; therefore,
the methods differ by their intercepts that can be seen as “zeros of the interaction energy” [44].
Indeed, ERRM

HB = EEM
HB + 1.7 kcal/mol, EGCRRM

HB = EEM
HB + 3.4 kcal/mol and EGCM

HB = EEM
HB + 4.0 kcal/mol.

At the same time, Figure 14 is a wonderful illustration displaying that a given intramolecular interaction
in a certain system may be suggested to be much or less stabilizing according to one estimating method
while another method may suggest its rather repulsive nature.

2.2. Rotation Barriers Method (RBM)

A strong alternative to OCM with its various variants is the Rotation Barriers Method
(RBM) [33,65–72] first used by Buemi et al. in order to estimate the energy of the O-H· · ·O
intramolecular hydrogen bond in malonaldehyde [66] and a bit later of N-H· · ·N in formazan [67].
Quite rightly, this method assumes that an intramolecular hydrogen bond in the closed (chelate) form
raises the height of the energy barrier that is associated with either the proton-donor or proton-acceptor
group rotation by 180◦ to form an open form. Hence, when assuming the additivity of the respective
energy terms, it can be written that

ERB = ERBM
HB + EARB (27)

where ERB is the rotation barrier and EARB is (to use Buemi’s terminology) the actual rotation
barrier of the considered group [33]. The actual rotation barrier introduced as a result of the above
additivity scheme is obviously related to a fictitious equivalent of a closed system in which the
intramolecular hydrogen bond is ‘turned off’, and, therefore, it is not possible to calculate its value
exactly. Nevertheless, EARB can be estimated while using a certain reference system (see Figure 15).
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Figure 15. Scheme showing the way of estimating the energy of an intramolecular hydrogen bond
according to RBM.

Hence,
ERBM

HB = Eref
ARB − ERB = (Eref

90 − Eref
0 )− (E90 − Ec) < 0 (28)

where the expressions in the former and in the latter brackets are rotation energy barriers for either
the proton-donor or the proton-acceptor group in the reference and the closed form, respectively.
In fact, the transition states for the rotations in both systems do not have to correspond exactly to
the perpendicular orientation of the group. Nevertheless, the symbols denoting total energies of the
transition states are given the subscript 90 in order to emphasize that often the transition state, that is
associated with the rotation of a given group, roughly corresponds to its perpendicular orientation
with respect to the molecular framework. Importantly, just like in the case of OCM, in RBM it is
assumed that the reference system retains the earlier described significant similarity to the bound,
i.e., closed form. This condition is not always easy to meet. On the other hand, the use of RBM is
a reasonable method of choice in many of those cases where the energy estimate based on OCM is
unreliable due to the presence of some bulky or highly electronegative substituents leading to new
important interactions in the open reference form [33].

As already mentioned, this method was first used by Buemi et al. [67] in order to estimate
the energy of the N-H· · ·N intramolecular hydrogen bond in one of the conformers of formazan
(Figure 16).

Figure 16. The open and closed forms of formazan and the two reference systems (A1 and A2) used by
Buemi et al. [67] in RBM.

The abandonment of the traditional OCM and the need to use a different method, which led to
RBM, resulted from the inability to find a reliable reference form. Because of the symmetry of the amino
group, its rotation is useless, and the rotation of the N=N–H group leads to a close H· · ·H contact.
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On the other hand, the use of other conformers was considered [67] impractical, because it led to too
large structural change. As a consequence of these problems, Buemi et al. proposed using, in RBM, two
reference systems shown in Figure 16 as A1 and A2. Buemi et al. emphasized that they had previously
successfully used this method to determine the interaction energy of the O-H· · ·O intramolecular
hydrogen bond in malonaldehyde (using vinyl alcohol as a reference), obtaining (MP2/6-31G**) a value
similar to that of the traditional open-closed method (−14.07 and −14.01 kcal/mol, respectively) [66].
Depending on the reference molecule A1 or A2 and on more subtle conditions concerning the structure
of the amino group (planar vs. pyramidal), Buemi et al. obtained energies that ranged from −9.38
to −4.85 kcal/mol. Subsequently, however, the value close to the middle, i.e., −7.17 kcal/mol, was
considered as the most reliable. Nevertheless, quite reasonably, Buemi and Zuccarello pointed out that
such wide range of the obtained estimates does not allow for stating that the estimate of the N-H· · ·N
hydrogen bond energy in formazan is as good as O-H· · ·O in malonaldehyde [66].

Buemi and Zuccarello then used RBM to estimate interaction energies of various intramolecular
hydrogen bonds (O-H· · ·O, O-H· · · halogen, O-H· · ·N, N-H· · ·O, N-H· · ·N, S-H· · ·O, O-H· · · S, and
S-H· · · S) in many molecules (e.g., malondialdehyde, acetylacetone, and their variously substituted
derivatives, formazan, 3-aminoacrolein, some β-thioxo- and β-dithioketones, 2-halophenols,
2-nitrophenol) [33]. From the many data shown there, I will only mention those obtained for
malondialdehyde, acetylacetone, and 3-aminoacrolein. The closed form, the two open forms, and the
two reference molecules used in RBM are shown in Figure 17, and the quoted values of the respective
estimates are listed in Table 3.

Figure 17. The closed form, the two open forms and the two reference molecules used in RBM for
malondialdehyde and acetylacetone (R = CH3) [33].

Table 3. Estimated values (MP2/6-31G**) of intramolecular O-H· · ·O hydrogen bond energies
(in kcal/mol) in malondialdehyde and acetylacetone [33].

Molecule EOCM−D
HB EOCM−A

HB ERBM−D1
HB ERBM−D2

HB ERBM−A1
HB ERBM−A2

HB

malondialdehyde −14.0 −10.7 −14.1 −14.0 −12.4 −12.9
acetylacetone −16.2 −13.3 −15.1 −16.9 −12.3 −14.5

As can be seen from Table 3, in the RBM calculations, Buemi and Zuccarello used four
reference structures, two for the ARB for the -OH proton-donor group, and two for the ARB for
the proton-acceptor -CHO group. In the former case, these systems were the open form A and the
reference D obtained by replacing the group -CHO by the H atom. In the latter case, these were the
open form D and the reference A obtained by replacing the OH group by H. Buemi and Zuccarello
emphasized the very good agreement of the estimates based on OCM and RBM, whenever these
methods use the proton-donor group rotation [33]. This result is especially obvious in the case of
malondialdehyde (ca. −14 kcal/mol), whereas slightly less in the case of acetylacetone (from ca.
−17 kcal/mol to ca. −15 kcal/mol), which was attributed to the new, probably quite significant,
interaction between the methyl group and the hydrogen atom from the hydroxyl group in the open
form A. On the contrary, worse agreement of the OCM and RBM results was noted for the estimates
that are based on the rotation of the proton-acceptor group. However, it is noted that, in general,
the estimates that are based on RBM (no matter whether it is a rotation of the proton-donor or the
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proton-acceptor group) are closer to OCM estimates based on the proton-donor group rotation than
the corresponding OCM based on the proton-acceptor group rotation [33].

As already mentioned, for ZZ-3-aminoacrolein (see Figure 9), it seems that the most reasonable
reference form is EZ (although Buemi and Zuccarello also admitted the conformer ZE, this form
experiences a new significant H· · ·H interaction). In the case of malonaldehyde, the EZ conformer
gives a value of −9.7 kcal/mol, thus approximately 5.3 kcal/mol lower than the classic value of the
O-H· · ·O hydrogen bond energy in malondialdehyde. Assuming that a similar underestimation would
also act for 3-aminoacrolein, Buemi and Zuccarello renormalized the obtained value (−5.2 kcal/mol),
finally obtaining a value of about −10.5 kcal/mol [33]. The main model problem in the estimation of
the N-H· · ·O hydrogen bond energy in ZZ-3-aminoacrolein using RBM is the change in the degree
of amino group pyramidalization during rotation [33,47]. Because of the presence of the hydrogen
bond, this group is planar in the ZZ conformer, whereas slightly pyramidal when rotating around the
C-N bond. Depending on the constraint put on the rotating amino group and the reference system
utilized (Figure 18), the estimated value of the N-H· · ·O hydrogen bond energy in ZZ-3-aminoacrolein
is between −11.7 and −8.4 kcal/mol (MP2/6-31G**).

Figure 18. Two reference molecules used in RBM for 3-aminoacrolein [33].

Unfortunately, this example shows quite a lot of freedom in terms of the possible choice of
reference systems. On the one hand, the reference molecule A was obtained for ZZ-3-aminoacrolein
by replacing the amino group with a hydrogen atom, whereas molecule D by replacing the aldehyde
group with a methyl group (and not only with hydrogen). On the other hand, both of these reference
molecules have the same number of heavy framework atoms. However, unlike D, molecule A features
the presence of a conjugated system of two double bonds. Hence, it should be expected that the
π-electron structure in both of these reference molecules is quite different.

In summary, RBM is a reasonable approach for estimating intramolecular hydrogen bond energy
in many simple molecules and it can be successfully used as a replacement or supplement to the
estimation based on OCM. However, like OCM, this method should also be used with great caution,
because the presence of new interactions during rotation of a group in the parent or reference molecule
may significantly reduce the reliability of the estimation. Moreover, in this method, both the problem
of choosing a reasonable reference form and a certain freedom of this choice are noticeable. As noted
by Buemi and Zuccarello [33], RBM is much more computationally expensive than OCM, as it requires
calculating the rotation barriers for two systems, the bound, i.e., the closed one, and the reference
molecule (Equation (28)). It is worth reminding here that the maxima of these barriers do not have to
correspond exactly to the perpendicular arrangement of the rotated groups.

2.3. Dimer Model (DM)

Importantly, in the context of the present considerations, all of the methods of estimating
the energy of intramolecular hydrogen bond (or more generally, interaction) in the closed form
that were discussed so far, were based on the assumed model of energy additivity, which leads
to quite a lot of freedom in choosing a reasonable reference system. This, in turn, leads to the
known problem that the resulting hydrogen bond energy value can be quite dependent on this
reference system. Moreover, even within the adopted estimation method there are often many possible
variants (e.g., in OCM with only partial optimization of the open reference form). Hence, the
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idea was born to abandon the assumed total energy partition of the closed form and refer to the
strictly defined interaction energy of the intermolecular contact (Equation (1)). This idea leads to
the Dimer Model (DM) [73,74]. This model was most likely used for the first time by Palusiak
and Krygowski in order to estimate the interaction energy of the intramolecular π · · ·π contact in
1,3,5,7-cyclooctatetraene [73]. Subsequently, DM was used by Jabłoński and Palusiak [74] to support
the previously obtained result [43] that the intramolecular Cl· · ·O interaction in 3-chloropropenal is,
in fact, destabilizing (repulsive) and not stabilizing [75].

To relate to the results that were obtained for the 3-halogenopropenal previously presented in
Figure 13, details on the ideas of DM will be discussed on the basis of this molecule [74]. The first
step in this model is to build a reasonable dimer in which the fragment of the considered interaction
from the bound molecule, i.e., its closed form, is preserved. In the case of 3-halogenopropenal, this is
obviously the C–X· · ·O=CH fragment in the ZZ conformer (see Figure 13). In order to test the reliability
of the model, two dimers, namely ZE· · ·EZ and ZE· · ·EE, were constructed where, fundamentally, the
C–X· · ·O=CH fragment was taken from the ZZ-3-halogenopropenal and then built into these dimers,
as shown by green ovals in Figure 19.

Figure 19. Spatial arrangement of reference dimers and their ‘open’ forms used in estimating the
interaction energies of intramolecular X· · ·O contacts in ZZ-3-halogenopropenal [74].

Unfortunately, as clearly seen (red ovals) in Figure 19, the new very short C-H· · ·H-C contacts
appear in the dimers thus constructed. However, they can be accounted for (and ‘subtracted’) by
using appropriate rotated (inverted) forms of the proposed dimers, in which, importantly, the relative
arrangement of all atoms in the C-H· · ·H-C fragment is conserved. Consequently, the formula
for the interaction energy of the intramolecular X· · ·O contact in ZZ-3-halogenopropenal has the
following form:

EDM
X···O = Eint(dimer)− Eint(rotated dimer) (29)

Table 4 presents the results obtained using this formula.

Table 4. Interaction energies (kcal/mol) of the X· · ·O intramolecular contact in ZZ-3-halogenopropenal
estimated by means of several dimers utilized in Dimer Model (DM) [74].

X EZE···EZ
X···O EZE···EE

X···O EXMe···Fa
X···O EXAc···Fa

X···O
F 1.82 1.97 0.52 0.44
Cl 2.98 3.34 1.06 0.38
Br 3.49 3.95 1.08 0.19
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First, it should be noted that the thus obtained estimates are positive, not negative. This result
confirmed the previously [43] obtained conclusion that the intramolecular X· · ·O interactions in
ZZ-3-halogenopropenal are in fact locally destabilizing, i.e., repulsive. As expected, the obtained
repulsion values increase in the order F < Cl < Br, and those obtained for Cl and Br are
similar to each other, whereas the values for F differ from them. Due to a probably slight
(2.44 Å) contamination of the rotated dimers with weak C-H· · ·O hydrogen bond (orange ovals),
simplification of DM was then applied. Namely, halogenomethane· · · formaldehyde (XMe· · · Fa) and
halogenacetylene· · · formaldehyde (XAc· · · Fa) dimers were then designed (Figure 19) with imposed
restrictions on the structural requirements discussed earlier [74]. Although these simplified variants
introduce some subtle problems [74] and the resulting estimates are clearly lower, the values are still
positive, which supports the earlier conclusion regarding the repulsive nature of the X· · ·O contact in
ZZ-3-halogenopropenal.

2.4. Isodesmic Reactions Method (IRM)

In many areas of physical organic and theoretical chemistry the so-called isodesmic reactions are
used [63,76–93]. These are more or less hypothetical reactions, in which the same numbers of single
and multiple bonds of the same type are present on both sides of this reaction, i.e., of the reagents and
of the products. If, in addition, the relevant atoms conserve their hybridization, then these reactions
are called the homodesmotic reactions [79–83,87–92]. The conservation of the atomic hybridizations
makes the homodesmotic reaction a more reliable description of a given phenomenon than the less
demanding isodesmic reaction. The use of isodesmic and homodesmotic reactions allowed for a more
detailed theoretical description of many physical processes and effects, such as the extra stability
due to cyclic π-electron delocalization [88]. Homodesmotic reactions are also often used in order to
estimate the energy of intramolecular hydrogen bonds [32,38,39,44,63,84,86,87,89,91] or some other
interactions of interest [42–44,55,87,93].

The reliability of the Isodesmic Reactions Method (IRM) is based on the assumption that the
total energy of a molecule I can be partitioned into energies of chemically recognizable fragments,
such as bond energies, and that those energies are transferable among various molecules which,
however, involve similar chemical units. A general scheme of a simple homodesmotic (also isodesmic)
reaction for a model system featuring an intramolecular X-H· · ·Y hydrogen bond is shown in Figure 20.

Figure 20. General scheme showing a homodesmotic reaction for a model molecule featuring an
intramolecular X-H· · ·Y hydrogen bond.

In this figure, the molecular framework, which, of course, may vary from molecule to molecule,
is drawn as a box for simplicity and, moreover, those C-H bonds in molecules II, III, and IV, which are
not present in the parent molecule I are marked by a zigzag bond line. When comparing both sides
of the homodesmotic reaction shown in Figure 20, it can be easily seen that all the bonds, except the
only one denoting the H· · ·Y contact in the parent molecule I, on the left side of this reaction are also
present on the right side of this reaction. Accordingly, the only missing ’bond’ on the right side of this
reaction equation is the intramolecular H· · ·Y contact in the parent molecule I. Thus, the interaction
energy of this contact can be obtained by the following expression
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EIRM
HB = E(I)− Ef(I) < 0 (30)

where
Ef(I) = E(III) + E(IV)− E(II) (31)

In these two equations, E(I) is the total energy of the fully optimized parent molecule I,
whereas Ef(I) can be regarded to as the total energy of its fictitious counterpart featuring no
H· · ·Y contact.

As with conformational methods, the question now arises as to what geometries to use for
the auxiliary molecules II, III, and IV [42–44,91]. The vast majority of calculations that are related
to isodesmic or homodesmotic reactions use fully optimized geometries, so that the total energies
in Equations (30) and (31) are total energies of fully optimized molecules. For this reason, such
an approach can lead to considerable doubts regarding the reliability of EIRM

HB if only full geometry
optimization of at least one of the molecules leads to new significant interaction(s) or to a significant
change in molecular structure compared to I [42]. On the other hand, if the structural fragments in
II, III, and IV do not differ significantly from those in I, then IRM can give reasonable estimates of
interaction energies of the hydrogen bond (or any other contact of interest) in I. It seems that rigid ring
molecules should be privileged here [44]. Another possibility that is very rarely considered [42–44]
is that the geometry of the parent molecule I is transferred to the auxiliary molecules II, III, and IV.
However, then, the question arises, what to do with the C-H bonds that the molecule I does not have
(they are indicated in Figure 20 by a zigzag line). Hence, a field for different IRM variants arises here.
For example, these bonds can be optimized, or they can be given the length of either the C-X or C-Y
bond of molecule I, or any other reasonable value as, e.g., 1 Å. It is worth mentioning that the use of
not fully optimized molecules II, III, and IV leads to an overestimation of the hydrogen bond energy
value in I, i.e., EIRM

HB .
Despite the fact that, as mentioned above, the method of estimating the interaction energy

either of some hydrogen bonds or some other kinds of intramolecular interactions in I that is
based on isodesmic/homodesmotic reactions is quite popular [32,38,39,42–44,55,63,84,86,87,89,91,93],
its reliability, in general, may raise some doubts. For example, it has been shown that the comparison
of the interaction energy in closely related systems disqualifies IRM (Figure 21) [44].

Figure 21. The values (in kcal/mol) of the interaction energies of the C-H· · ·O contacts estimated by
OCM (black values) and IRM (red values) [44].

As one can see, the values of the interaction energies of C-H· · ·O contacts in both of these similar
molecules are very close to each other (0.30 and 0.80 kcal/mol) when OCM is used, while IRM
gives values very different from each other, also in terms of sign (−2.97 and 0.86 kcal/mol).
Moreover, the failure of IRM also manifested itself in the unphysical positive slope of the dependence
of EIRM

HB on the electron density at the critical point (ρb) of the C-H· · ·O interaction featuring a sp3

hybridized carbon atom (see Figure 22) [44].
In contrast, RRM and GCM gave physically justifiable negative slopes.
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Figure 22. Correlations between RRM-, GCM-, and IRM-based interaction energies of C-H· · ·O contacts
featuring either sp2 (open circle) or sp3 (full circle) hybridized carbon atoms and the electron density at
the bond critical points of these contacts [44].

2.5. QTAIM-Based Methods

By operating with the topology of the electron density distribution, the Quantum Theory of
Atoms in Molecules (QTAIM) created by Bader [94–96] makes it possible to divide the space of a
molecule into closely adjoining, i.e., non-overlapping, three-dimensional subspaces. According to
QTAIM, they are understood as individual atoms. These atoms are separarated from each other by
surfaces through which there is no electron density gradient flow, and atomic nuclei are most often
attractors of this gradient field. Importantly, the possibility of unequivocally defining the space of
an atom in a molecule, introduced by QTAIM, enables the determination of many atomic quantities
by integration over the volume of a given atom. Yet another useful result of QTAIM are the concepts
of the so-called bond path (BP) and bond critical point (BCP) [94–96]. The latter is a saddle point in
the electron density distribution that features positive curvature (thus, experiencing the minimum) in
the direction of the two neighboring nuclei and negative curvatures (thus, experiencing maxima) in
the two perpendicular directions, and the former is a pair of gradient vector paths originating at this
BCP and terminating at both nuclei. Thus, a bond path is also a ridge of the highest electron density
between a pair of the so linked atoms. For this reason, the pattern of such electron density ridges, i.e.,
bond paths (the so-called molecular graph) very often corresponds to the pattern of bonds that are
drawn by chemists, i.e., the structural formula [97]. The fundamental issue in the theory of inter- and
intramolecular hydrogen bonds or other stabilizing interactions is that, according to QTAIM [94–96],
the simultaneous presence of a bond path and a bond critical point between any pair of atoms is a
necessary and sufficient proof that this bond (interaction) is stabilizing [98]. This view has resulted in
many people using the presence of a bond path as a sufficient criterion for the presence of a hydrogen
bond (or other bonding interaction) between a pair of atoms. Unfortunately, this happens without
even specifying the bonding (interaction) energy value, in a way ignoring the fact that the hydrogen
bond must be stabilizing to deserve this name. However, it should be noted that the treatment of both
BP and BCP as sufficient evidence for stabilizing interaction has been criticized [99–114], as it turns out
that the presence of these topological features between a pair of atoms in general does not determine
the stabilizing or destabilizing nature of the interaction between the pair [112,113].

However, in the context of this article, it is more important that QTAIM makes it possible to
determine the interatomic interaction energy. The first of these methods was proposed by Espinosa
et al. [115] and it is based on a quantity computed at the bond critial point of the interaction, the energy
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of which is to be determined. The another method is based on the partition of the total energy of
a system into individual monoatomic and diatomic contributions and functions under the name of
Interacting Quantum Atoms (IQA) [116,117]. These two methods will now be discussed in the next
two subsections.

2.5.1. Espinosa’s Method (EM)

Based on empirical data for many systems featuring intermolecular hydrogen bonds of the H· · ·O
type, Espinosa et al. [115] proposed the following relationship between the energy of an intermolecular
hydrogen bond and the local electronic potential energy density that is determined at the bond critical
point of a given hydrogen bond

EEM
HB =

1
2

VBCP (32)

It should be noted that both the simplicity of the formula (32) and the easy availability of
the VBCP value (QTAIM calculations) resulted in a rather uncritical acceptance of this expression
for determining not only the energy of intermolecular hydrogen bonds, but also the energy of
intramolecular interactions. The latter, however, must be firmly criticized [44]. Since VBCP is a
negatively defined quantity [94], the energy of any hydrogen bond (or other interaction) determined by
formula (32) will always give a negative EEM

HB value. Therefore, according to EM, any interaction will be
stabilizing. However, as shown [44], many C-H· · ·O contacts, which many would probably consider
weak hydrogen bonds, are, in fact, destabilizing, i.e., repulsive in nature. Indeed, VBCP, which is crucial
in formula (32), was interpreted [115] as the pressure exerted by the system on the electrons in the
closest vicinity of BCP. Therefore, it is easy to imagine a situation that the short distance H· · ·Y is
merely forced, e.g., by the stiffness of the molecular skeleton or some steric interactions, which lead to
a high value of VBCP and, consequently, to a large value of EEM

HB , suggesting strong hydrogen bond,
though in reality the interaction may be locally repulsive in nature. For this reason, the use of EM in
the cases of intramolecular interactions is not recommended [44].

It should be added that some concerns regarding EM have also been pointed out by
Gatti et al. [118] and more recently by Nikolaienko et al. [119]. For example, the latter authors
complained that the expression (32) was obtained while using data relating to crystallographic
structures in which, as is known, the distances H· · ·Y are often much shorter due to lattice forces.
Moreover, this expression was obtained for X-H· · ·O (X = C, N, O) hydrogen bonds only and its use
for hydrogen bonds of other types is unreliable. They also refer to the example of hydrogen bonds
of the H· · · F type, for which the Espinosa formula (32) should rather have a factor of 0.31 [120].
To all of these allegations [119], it can be added that the hydrogen bond energies were obtained [115]
with a real mixture of theoretical methods. Therefore, it seems necessary to revise the derivation of
formula (32). In fact, some modifications to the orginal Espinosa’s formula (Equation (32)) have been
proposed [44,118,120,121]. For example, Afonin et al. [121] obtained the formula

EHB = 0.277VBCP + 0.45 (33)

in which the slope value of 0.277 is very close to the mentioned 0.31 value that was obtained by
Mata et al. [120]. Even a little earlier, Jabłoński and Monaco proposed correcting the Espinosa’s
formula (32) by adding a constant k of 3.4 kcal/mol, thus to use the expression EHB = EEM

HB + 3.4 [44].
Importantly, this expression was specifically dedicated to intramolecular hydrogen bonds.

2.5.2. Interacting Quantum Atoms (IQA)

As already mentioned, the Interacting Quantum Atoms (IQA) approach [116,117], which is
based on QTAIM, allows for the total energy of a system to be divided into mono- and polyatomic
components. Among many energy terms available by means of IQA, the most important one in the
context of this article is the interatomic interaction energy defined as follows
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EE1E2
int = VE1E2

nn + VE1E2
en + VE1E2

ne + VE1E2
ee (E1 �= E2) (34)

where VE1E2
nn is the repulsion energy between nuclei of atoms E1 and E2, VE1E2

en is the attraction energy
between electrons of the atom E1 and the nucleus of the atom E2, VE1E2

ne is the attraction energy between
the nucleus of the atom E1 and the electrons of the atom E2, and VE1E2

ee is the interatomic two-electron
repulsion energy. Because the E1 and E2 atoms may be e.g., the H and Y atoms from the X-H· · ·Y
hydrogen bridge, it is evident that IQA via Equation (34) can be a suitable tool for calculating the
energy of inter- and, more importantly, intramolecular hydrogen bonds. In this case, Equation (34)
takes the following form

EH···Y
int = EIQA

HB = VHY
nn + VHY

en + VHY
ne + VHY

ee (35)

It should be emphasized that the determination of the interaction energy of H· · ·Y using
formula (35) does not require assuming any reference system or referring to empirical data, and from
this point of view the IQA-based approach is absolutely unique and, therefore, also worth a wider
study of its applicability. It should also be added that E1 and E2 of Equation (34) can be any atoms,
and therefore the interaction energy of any interatomic contact, not just hydrogen bonding, can be
determined in a similar way. Moreover, these atoms do not need to be linked to each other by a bond
path, nor do they need be in a close proximity to each other.

Unfortunately, as compared to intermolecular hydrogen bonds [122–126], the IQA-based estimates
of the energy of intramolecular hydrogen bonds are relatively rare [127–130]. It is worth noting here
that the list of IQA applications given most recently by Guevara-Vela et al. [117] can be easily
supplemented with various repulsive interactions [105–108,112–114], which are often related to the
presence of an appropriate bond path. Therefore, these cases are important in the very discussion on
the interpretation of a bond path and the earlier connection of its presence on molecular graphs with
the stabilizing nature of interactions, as stated in the orthodox QTAIM [94].

It should be emphasized that, as it seems, the interatomic interaction energy itself (i.e., EE1E2
int ) is

currently not as popular quantity as the exchange-correlation component (EE1E2
ee,xc) of the interelectron

interaction energy (EE1E2
ee = EE1E2

ee,C + EE1E2
ee,xc). This, in turn, results from the fact that EE1E2

ee,xc was associated
with the presence of bond path via the concept of so-called privileged exchange channels [131].
Moreover, even more importantly, at short distances [113] EE1E2

ee,xc is related to the strength of a given
bond [123]. Therefore, it turns out that, despite the possibility of determining the interatomic interaction
energy and thus also of an intramolecular hydrogen bond, which is significant for the theory of
intramolecular interactions, this quantity in IQA has become less important than dimensionally much
lower exchange energy.

2.6. Empirically-Based Methods

It is well known that, apart from the energy or ethalphy of hydrogen bond, i.e., the quantities
that directly prove its stabilizing nature, there is a whole range of quantities that indicate or rather
suggest the presence of a hydrogen bond indirectly [5]. The typical effects that are to prove the
presence of (strong) standard (i.e., those where both X and Y atoms in the X-H· · ·Y contact are strongly
electronegative) hydrogen bonds include an elongation of the proton-donor X-H bond, shifting the
frequency of its stretching vibration towards lower values (i.e., the so-called red-shift) [132–135],
intensification and broadening of the band associated with this vibration [136,137], and deshilding of
the proton participating in the hydrogen bond [138–141] in the magnetic field [142,143] observed in the
1H NMR spectra. While all of these effects can be relatively easily correlated with the hydrogen bond
energy in the case of intermolecular hydrogen bonds, which, of course, is due to the relatively simple
availability of the hydrogen bond energy (or enthalpy of formation) in such a case, transferring these
correlations to the ground of intramolecular hydrogen bonds [144–149] is much more troublesome.
Obviously, this, in turn, results from both the lack of an unambiguous definition of the interaction
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energy of intramolecular hydrogen bonds and the problematic determination of an unperturbed
reference value. Moreover, the rationale for such transferability is unclear and certainly deserves to be
a hotly debated topic. Nevertheless, some empirical expressions that were basically derived in order to
determine the interaction energy (or the enthalpy of formation) in the case of intermolecular hydrogen
bonds are also used from time to time in the estimation of the energy of intramolecular hydrogen
bonds. In the following subsections, I will discuss the two most common approaches that are based on
spectroscopic quantities, namely the red-shift of the X-H proton-donor stretching vibration frequency
and the proton downfield shift in the 1H NMR spectrum.

2.6.1. Iogansen’s Relationship

Based on the results obtained for various phenol complexes, in 1969 Iogansen and Rassadin
proposed an empirical formula for the relationship between intermolecular hydrogen bond energy
(the hydrogen bond enthalpy of formation) and the red-shift of the X-H stretching vibration frequency
(ΔνXH) that takes place upon the hydrogen bond formation [150,151]

EHB = 0.33
√

ΔνXH − 40 > 0 (36)

The ΔνXH red-shift can be obtained either from experimental measurements or theoretical
computations. Unfortunately, although the Iogansen’s relationship was derived for intermolecular
hydrogen bonds [150,151], it is also used in order to estimate intramolecular hydrogen bond
energies [119,152–154], where its applicability is at least unclear. One such use will be discussed
in more detail here.

Using the formula (36), Nikolaienko et al. [119] estimated the energies of an impressively large
number (However, it is highly doubtful that all of the more than 4000 conformers studied there actually
correspond to true minima on the potential energy hypersurface and thus it is unclear what these
conformers really mean.) of O-H· · ·O, O-H· · ·N, N-H· · ·O, and O-H· · ·C intramolecular hydrogen
bonds in some biologically relevant DNA-related molecules. It is obvious that the use of this expression
requires the knowledge of the reference vibration frequency νfree

XH . Despite the fact that, in the case of
an isolated molecule, obtaining such a quantity is, at least in terms of theoretical calculations, a fairly
simple process; however, in the case of intramolecular interaction, it is controversial which frequency
should be best taken as a reference [40,41]. It is enough to mention here a very common problem
with coupling vibrations. Anyway, Nikolaienko et al. [119] stated that “νfree

XH has been calculated as
the simple average of stretching vibration frequencies for XH groups, such that: (i) their H atom
does not participate in any XH· · ·Y bonding (i.e., no QTAIM bond path ends on it except for the one
corresponding to the XH covalent bond), and (ii) unique normal vibration exists with cXH

j > cth.”,

where cXH
j = ∂lXH/∂xj (xj is the j-th normal coordinate) and cth is the fixed treshold value (=0.92).

Subsequently, based on the thus calculated energy values, these authors obtained, for each type of the
hydrogen bond under consideration, a relationship with the determined value of the electron density
at the bond critical point of a given hydrogen bond, EHB = AρBCP + B. The linear fit values for A
and B thus obtained (the signs have been changed, so that the resulting EHB values are negative) by
Nikolaienko et al. [119] for each of the types of hydrogen bonds considered by them are shown in
Table 5.

In principle, one could complain that the B values should be exactly zeros, as a zero electron
density value should result in no hydrogen bonding and, therefore, also zero energy value. On the
other hand, however, a significant portion of the electron density in the BCP is only due to the mutual
overlapping of atomic orbitals of various atoms, and not only H and Y [107]. This fact was completely
ignored here. Most likely, a correction is required to at least subtract the electron density contributions
from H and Y, and perhaps even X. A somewhat similar correction has recently been proposed by
Scheiner for calculating corrected NMR chemical shift for a proton involved in an intramolecular
hydrogen bonding [141].
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Table 5. Linear fit parameters for the linear relation EHB = AρBCP + B between the hydrogen bond
energy (in kcal/mol) and electron density at the BCP (au) of the indicated hydrogen bond [119].

Type A B R R2

O-H· · ·O −239 ± 2.2 3.09 ± 0.07 0.93 0.86
O-H· · ·N −142 ± 2.1 −1.72 ± 0.08 0.97 0.94
N-H· · ·O −225 ± 12 2.03 ± 0.25 0.85 0.72
O-H· · ·C −288 ± 19 0.29 ± 0.22 0.86 0.74
together −200 ± 2.2 1.70 ± 0.07 0.88 0.77

2.6.2. Chemical Shift—Based Method

As mentioned earlier, one of the characteristic effects accompanying the formation of a hydrogen
bond is the 1H NMR signal shift for the donor proton, i.e., the so-called downfield shift or proton
magnetic deshilding, Δδ [138–141]. As early as in 1961, Gränacher [155] noticed a linear correlation
between the proton chemical shift and the shift of the infrared absorption band, announcing
the possibility of obtaining values of intermolecular hydrogen bond energies via the following
equation [145]

EHB = Δδ + (0.4 ± 0.2) > 0 (37)

Quite recently, this expression was used by Afonin et al. [121] in order to estimate energies of many
different intramolecular hydrogen bonds, including improper, blue-shifting [156,157] ones, the energy
of which cannot be estimated while using Equation (36). Importantly, their aim was to compare the
energies that were obtained in this way with their counterparts obtained using other popular methods
of estimating the energy of hydrogen bonds. Moreover, this approach allowed them to obtain new
correcting parameters in the formulas combining the hydrogen bond energy with the local potential
energy density (VBCP) and the electron density (ρBCP) at the BCP of these interactions and determine
the quality (However, the combination of experimental rather than theoretical 1H NMR data with
theoretically determined QTAIM parameters for theoretically obtained geometries of the molecules
under consideration is somewhat suspicious.) of the methods that are based on these parameters [121].
In this way, Afonin et al. showed that the estimates based on geometric parameters [158–160] are
very poor (therefore, they are not discussed in this review). Nevertheless, even less reliable (2–3 times
overestimation) values were obtained while using the uncorrected Espinosa’s formula, whereas
applying a multiplier of 0.31 significantly improved the results. Based on the values of the hydrogen
bond energies that were obtained by Equation (37) and the calculated values of either VBCP or ρBCP,
Afonin et al. [121] obtained Equation (33) for the former parameter and EHB = −191.4 ρBCP + 1.78 for
the latter one, where the coefficients A and B are noticeably close to those that were obtained earlier by
Nikolaienko et al. [119] (see last column in Table 5).

3. Summary

This article is a comprehensive critical overview of the currently most commonly used theoretical
methods for estimating the energy of intramolecular hydrogen bonds and other intramolecular
interactions. All of these methods have been grouped, as follows: conformational methods
(The Open-Closed Method, Ortho-Para Method, Related Rotamers Method, Geometry-Corrected
Method, Geometry-Corrected Related Rotamers Method), Rotation Barriers Method, Dimer Method,
Isodesmic Reactions Method, QTAIM-based methods (Espinosa’s Method and IQA-based method)
and empirically-based methods (Iogansen’s relationship and chemical shift - based method). The main
emphasis is placed on two issues, namely the theoretical rationale of a given method and the fact that
within the adopted method its diverse variants are often possible. Quite often, the methods themselves
and their variants may lead to a wide range of the estimates being obtained by them.

The user should be aware that the applicability of a particular method is quite often very limited.
This is especially seen in the case of conformational methods. Urgent attention should be paid
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that the reference form or forms do not have significant new stabilizing (attractive) or destabilizing
(repulsive) interactions and that the structure of such forms is as close as possible to the intramolecularly
hydrogen-bonded form. Because of the fact that ensuring such conditions is not always a simple task,
the emerging methods of a non-invasive estimation of the intramolecular hydrogen bond interaction
energy, i.e., not requiring any open form with the intramolecular hydrogen bond (or any other
interaction) of interest being broken, are particularly important.

The performed energy estimates should be completed with an evaluation of their credibility.
This can be done by either showing quite good correlations with various types of parameters used for
indirect assessment of the bond strength or by an in-depth comparison of the obtained estimates for
structurally similar systems. It is also recommended to use several estimation methods simultaneously.
It should also be remembered that most of the problems that are encountered result from the fact that
just trying to estimate the energy of intramolecular hydrogen bonding is also an attempt to introduce
an indefinable quantity.
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Abbreviations

The following abbreviations are used in this manuscript:

OCM Open-Closed Method
opM Ortho-Para Method
RRM Related Rotamers Method
GCM Geometry-Corrected Method
GCRRM Geometry-Corrected Related Rotamers Method
RBM Rotation Barriers Method
DM Dimer Model
IRM Isodesmic Reactions Method
EM Espinosa’s Method
QTAIM Quantum Theory of Atoms in Molecules
IQA Interacting Quantum Atoms
BP bond path
BCP bond critical point
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Abstract: Hydrogen bonds (HBs) play a crucial role in many physicochemical and biological pro-
cesses. Theoretical methods can reliably estimate the intermolecular HB energies. However, the
methods for the quantification of intramolecular HB (IHB) energy available in the literature are
mostly empirical or indirect and limited only to evaluating the energy of a single HB. During the
past decade, the authors have developed a direct procedure for the IHB energy estimation based
on the molecular tailoring approach (MTA), a fragmentation method. This MTA-based method can
yield a reliable estimate of individual IHB energy in a system containing multiple H-bonds. After
explaining and illustrating the methodology of MTA, we present its use for the IHB energy estimation
in molecules and clusters. We also discuss the use of this method by other researchers as a standard,
state-of-the-art method for estimating IHB energy as well as those of other noncovalent interactions.

Keywords: hydrogen bond (HB); intramolecular hydrogen bond (IHB); molecular tailoring approach
(MTA); fragmentation methods; bond energy estimation; noncovalent interactions

1. Introduction

The hydrogen bond (HB) is a dominant noncovalent interaction found in chemical
and biological systems [1–4]. The term “hydrogen bond” seems to have emerged around
1930, from the works of Pauling [1] and Huggins [5,6]. However, the mention of weak,
yet specific interactions involving the hydrogen atom is much older. The dimeric associ-
ation of molecules with hydroxyl groups was suggested by Nernst in 1892 [7]. The term
“Nebenvalenz” by Werner [8] and “weak union” by Moore and Winmill [9] are other early
stipulations of this noncovalent interaction. In 1920, Latimer and Rodebush [10] suggested
that the hydrogen nucleus in an aqueous solution of amines is held jointly by two octets,
constituting a weak bond. Barnes, while studying the structure of ice [11], suggested that
the hydrogen atoms were midway between the two oxygen atoms, though he did not
explicitly mention the hydrogen bond. Huggins [12] claimed that he was the first to pro-
pose the term “H-bond” in 1919. His later usage of the term “hydrogen-bridge” may have
led to the German word “Wasserstoffbrücke.” The concept of HB gained popularity after
Pauling published his classic book, The Nature of the Chemical Bond in 1939 [1]. Pimentel
and McClellan [13] suggested that an HB exists when (i) there is evidence of a bond and
(ii) there is evidence that this bond involves a hydrogen atom already bonded to another
atom. The recent definition of HB by IUPAC [14] is similar in spirit to that in Ref. [13]. The
former [14] states that “the hydrogen bond is an attractive interaction between a hydrogen
atom from a molecule or a molecular fragment X–H in which X is more electronegative
than H, and an atom or a group of atoms in the same or a different molecule, in which
there is evidence of bond formation.”

An HB may be generally represented as X–H···Y, where X–H is the proton donor
and Y is a proton acceptor. The X–H···Y interactions such as O–H···O, N–H···O, N–H···N,
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S–H···O, etc., in neutral molecular systems, exhibit interaction energies lying between
~1 to 20 kcal/mol. Typical H···Y distances suggested in the literature fall in the range of
~1.2–3.0 Å and X–H···Y angles lie between 100 and 180◦ [2–4]. The HB’s in liquid water
are central to water’s life-providing properties [1,15]. It is stipulated in the literature [16]
that if HBs in water were 7% stronger or 29% weaker, water would not be a liquid at room
temperature. HBs provide a significant driving force for the native structures and functions
of biomolecules [17,18]. Hence, it is of great importance to reliably estimate these X−H···Y
HB strengths for shedding light on several physicochemical phenomena and life processes.

The theoretical estimation of intermolecular X–H···Y HB strength in a complex A···B
is routinely performed using a supermolecular approach, in which the HB energy (EHB) is
estimated as EHB = EA···B − (EA + EB). Several methods for estimating the intermolecular
interaction energies are reported in the literature (see, e.g., Refs. [19–22]). On the other hand,
quantifying an intramolecular hydrogen bond (IHB) strength is not as straightforward
as the intermolecular one. The main difficulty lies in isolating the X–H···Y interaction
present within a molecule than in a dimer or a complex. Many studies for gauging the
strength of the IHB in the literature are based on spectroscopic- [23–26] and electron density
topological approaches [27–30]. Nevertheless, some empirical, semiempirical, and ab initio
procedures [31–39] have also been reported in the literature for estimating the IHB energy.
These have been nicely summarized by Jablonski [40] in his article in this Special Issue,
and we shall discuss only the aspects of these methods (e.g., their merits and demerits) that
are not explicitly covered in Ref. [40].

One of the early approaches is the conformational analysis (CA), in which two dif-
ferent conformers of the reference molecule are considered. These conformers are chosen
such that the HB is kept intact in one of the conformers and is broken in another. The
energy difference between these two conformers is then taken as the measure of IHB
energy [32,40,41]. A significant disadvantage of this method is that the estimated IHB
energy is erroneous due to the incorporation of attractive (syn-anti) or repulsive (anti-anti)
additional interaction in one of the conformers [42]. In another similar procedure, viz., the
ortho-para method [43], the IHB energy of the X-H···Y bond formed by two substituents,
which are ortho to each other, is taken as the energy difference between the ortho and para
forms of the reference molecule. However, this method applies only to aromatic systems in
which an HB is present in two substituents, which are ortho to each other. The main draw-
back of this method is that it assumes that the electronic effects caused by the substituent
at different positions are similar between the ortho- and para-conformers [44–46].

Yet, another indirect approach is the isodesmic/homodesmic reactions. In the former,
the IHB making/breaking reaction is written so that the number and type of bonds on
either side of the reaction are equal, except the HB, which is retained in one of the reac-
tants [33,47,48]. A further assumption is that the atomic hybridization is conserved on
both sides of the reaction. In that case, the method is called homodesmic reaction, which
is supposed to give more reliable energy estimates than the isodesmic reaction [49–51].
The main drawback of the isodesmic/homodesmic reaction approach is that it does not
give HB energy but includes strain energy due to the formation of a ring structure [52].
Another major disadvantage of these indirect methods is that they are applicable only to
the evaluation of energy of a single HB present in the system and cannot be employed in a
system containing multiple HBs.

Another popular but indirect method is based on the quantum theory of atoms in
molecules (QTAIM) [53]. In this method, the presence of a (3, −1) bond critical point (BCP)
of the molecular electron density (MED) between H···Y, is considered as the signature of
an HB. The large/small value of the MED at the BCP is seen to correlate with strong/weak
X–H···Y interaction [54–58]. Espinosa et al. [59] proposed an empirical relation, EHB = 0.5
V(rcp), where V(rcp) is the potential energy density at BCP. Interacting quantum atoms
(IQA) [60] framework, leading to QTAIM-compatible energy partition, is another indirect
approach wherein the HB energy is calculated as the sum of the classical Coulombic
interaction between groups involved in the HB and the exchange-correlation energy. It has
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been pointed out that there is no check on the reliability of HB energy provided by both
of these methods [61,62]. Further, these empirical equations are applicable only when a
(3, −1) BCP is present. For instance, a (3, −1) BCP at O–H···O bond is conspicuous by its
absence in all the polyols having an O–H···O interactions between the vicinal -OH groups.
However, the weak O–H···O HB was confirmed in ethylene glycol-based on the vapor
phase OH-stretching overtone spectroscopy [63–65]. Some other variants and indirect
empirical equations proposed in the literature for estimating the strength of IHBs are
summarized in Ref. [40]. Hence, we skip the discussion of these methods.

A brief review of the above literature suggests that these empirical and indirect
methods for estimating IHB energy are generally limited to singly H-bonded systems.
These cannot be readily extended to a system containing multiple HBs and hence also
to the estimation of HB cooperativity due to an interconnected network of HBs. Most
importantly, there is no check on the reliability of the estimated HB energies. Thus, it
was felt necessary to come up with a direct theoretical method for a reliable estimation
of IHB energy. Deshmukh and Gadre [66,67] proposed such a procedure, based on the
in-house developed molecular tailoring approach (MTA) for the ab initio treatment of large
molecular systems [68–82]. The MTA currently enables the calculation of one-electron
properties, geometry optimization, and the calculation of vibrational infrared and Raman
spectra of large molecules/clusters using DFT or correlated methods. Before discussing
the application of MTA for the IHB energy estimation, we explain the working principle of
MTA, with an illustrative example, in Section 2.

2. Molecular Tailoring Approach

The molecular tailoring approach (MTA) is a fragmentation-based technique devel-
oped by Gadre et al. [68–82]. Within MTA, a spatially extended molecular system under
consideration is partitioned into a set of overlapping fragments (called the “main frag-
ments”) on which ab initio calculations for one-electron property or the energy are carried
out. The fragmentation may be carried out automatically or manually. The quality of the
fragmentation scheme is gauged by a parameter called R-Goodness (Rg), which may be
estimated as follows: Put a sphere of radius R centered on a reference atom i so that all
the atoms of the parent system lying within this sphere belong to at least one of the main
fragments. The maximum value of R obeying this condition is called the Rg value of atom i
in the given fragmentation scheme. The minimum of such atomic Rg values is called the
Rg value of the scheme. In general, the larger the Rg value of a fragmentation scheme, the
better is the chemical environment of each atom mimicked [69]. After choosing an appro-
priate fragmentation scheme, molecular energy E, of the spatially extensive parent system
is estimated approximately by patching those of the individual fragment energies [69]
using Equation (1).

E = ∑i EFi − ∑i<j EFi∩Fj + ···+ (−1)k ∑i<j<···<n EFi∩Fj∩··· ∩Fn (1)

where the energy E of the parent molecule is estimated as the sum of energies of primary
fragments { Fi} minus the sum of energies of binary overlap fragments {Fi ∩ Fj

}
plus the

sum of energies of ternary overlap fragments, etc. Here, k stands for the degree of overlap.,
e.g., for binary overlap, k = 1, for ternary overlap, k = 2, etc. Equation (1) is generalized
for estimating an electronic property of the molecule, such as the energy gradients, the
Hessian matrix elements, etc.

We now illustrate the fragmentation procedure with a test example, viz., the α-
tocopherol molecule (shown as M) in Scheme 1, fragmented into three primary fragments
F1, F2, and F3 (shown by appropriate circles). The fragments F4 and F5 are the binary
overlaps of fragments F1, F2, and F2, F3, respectively. Here, the term binary overlap means
the common structural part of two primary fragments. In fragmentation Scheme 1, the
ternary fragment (overlap of three fragments F1, F2, and F3) is absent. The valencies of
the cut regions are satisfied by placing the H-atoms at the appropriate C–H distance of
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1 Å along the cut C–C bond. The calculations for the single point energy (or the property)
of these fragments F1 to F5 are performed. For this test case, we report the MTA energy
calculation of M at HF/6-31+G(d,p) level theory using Equation (1). It should be noted
that the HF method employed here is only for illustrative purposes. MTA method works
at any correlated level of theory. All the calculations are performed with the Gaussian
16 package [83].

Scheme 1. Illustration of the molecular tailoring approach (MTA)-based fragmentation procedure for
α-tocopherol, shown as the parent molecule, M. See text for details.

In the present case, the energy (EMTA) of the parent molecule (M) is obtained by
Equation (2) as

EMTA = {EF1 + EF2 + EF3} − {EF4 + EF5} (2)

In the present case of α-tocopherol this energy is calculated utilizing the energies of
the fragments as EMTA = {(−769.56869) + (−469.57421) + (−391.51579)} − {(−118.26152) +
(−235.36444)} = −1277.03273 hartrees (a.u.). The actual energy (EFC) at the HF/6-31+G(d,p)
level of theory is EFC = −1277.03288 a.u. Thus, the error (EError) in the estimation of molec-
ular energy is given EError = EFC − EM = −0.00016 a.u. This error can be further reduced
using the so-called grafting procedure embedded in the current version of MTA [77,78].

Gadre et al. first proposed the MTA methodology for estimating the electrostatic
properties of large, closed-shell molecules [68]. However, in the last 24 years, the scope
of MTA was extended for the estimation of molecular energy [69], geometry optimiza-
tion [70,71], the estimation of the Hessian matrix [72], the computation of vibrational
infrared [73] and Raman spectra [74], and binding energies of large molecular clusters
and complexes [75–82]. Since the fragment computations are independent of each other,
MTA has the advantage that the energy computation of the parent molecule is intrinsically
parallel. Further, MTA can currently work with Gaussian, GAMESS, and NWChem at the
back-end, thereby becoming a powerful tool for ab initio treatment of large molecules and
clusters, when used in conjunction with a high level of theory, such as MP2 or CCSD(T)
employing a large basis set. One important application of MTA is in estimating the IHB
energy [52,66,67,84–92]. This will be discussed in the next section.
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3. Intramolecular Hydrogen Bond Energy Estimation by Molecular
Tailoring Approach

With the above brief introduction to MTA, we now discuss its application for estimat-
ing the IHB energy. As discussed in the introduction section, intermolecular X–H···Y HB
energy in a complex A···B is estimated as EHB = EA···B − (EA + EB). This estimation is possi-
ble because the energies of the two monomers A and B can be separately calculated. In the
case of intramolecular X–H···Y interaction, such a separation is, in general, difficult. How-
ever, the MTA procedure allows the generation of fragments so that the atoms/functional
groups involved in the HB formation are parts of two different fragments.

The fragmentation procedure is illustrated in Scheme 2 for the test molecule of 1,2,4-
butanetriol. In Scheme 2, the parent test molecule, denoted as M, is shown at the center.
The geometry of 1,2,4-butanetriol was optimized at the MP2/6-31+G(d,p) (default option:
frozen core) level of theory using the Gaussian package [83]. The energy of the optimized
structure is −383.01926 a.u. at MP2/6-31+G(d,p) level. The three oxygen atoms are shown
as O1, O2, and O3 (see Scheme 2), with the two HB’s, viz., HB1 (O2-H···O1) and HB2

(O3-H···O2) whose energy is to be estimated. For this purpose, the parent molecule is cut
into three primary fragments F1, F2, and F3, obtained by replacing −O1H, −O2H, and
−O3H groups, respectively, with an H atom each. Dotted circles show these cut regions
on the original molecule. The H-atoms are added along the respective C–O bonds (which
are cut to form these primary fragments) so that the C–H distance is 1 Å. Hydrogen is
the simplest monovalent atom that can be used for satisfying the valencies of cut regions.
It is emphasized here that H-atoms placed at slightly different distances (say at 0.9 or
1.1 Å) from the C-atom do not change the results appreciably. This is because of the
cancellation of errors in estimating the molecular energy using these fragments. Fragments
F4, F5, and F6 are obtained by taking the binary intersection of these primary fragments,
i.e., (F1∩F2), (F2∩F3), and (F1∩F3), respectively. Here, intersection means the common
structural parts between two primary fragments apart from added H-atoms. For instance,
in fragment F4, C1(H2)–C2(H2)–C3(H2)–C4(H2)O3(H) is the common structural part that is
also present in fragments F1 and F2. Similarly, fragment F7 is the common intersection of
three primary fragments F1, F2, and F3, i.e., (F1∩F2∩F3). A single point energy evaluation,
at MP2/6-31+G(d,p) level of theory, is carried out on all seven fragments obtained by the
above fragmentation procedure. The fragment geometries are not optimized to avoid the
conformational changes in them so that they lead to reliable estimates of IHB energies. It
is necessary first to provide a check on MTA application to the parent molecule, M. As
discussed above, the actual energy of the original molecule (M) is EM = −383.01926 a.u.
at the MP2 level of theory. Using the MP2 single point energies of these fragments, the
estimated molecular energy of M is: EM = {EF1 + EF2 + EF3} − {EF4 + EF5 + EF6} + EF7 =
{−307.97304 + (−307.9642) + (−307.97765)} − {−232.92410 + (−232.92514) + (−232.93273)} +
(−157.88552) = −383.01844 a.u. The error, ΔE = |MTA energy - actual energy| in molecular
energy indeed turns out to be very small, viz., 0.00082 a.u. This excellent agreement
between the MTA-estimated and actual energy suggests that the present fragmentation
scheme is reliable for evaluating HB energies.

Now we estimate the energy of two hydrogen bonds HB1 and HB2, in the parent
1,2,4-butanetriol. Recall that the hydroxyl groups involved in the formation of hydrogen
bond HB1 are O1–H and O2–H. These hydroxyl groups were replaced in fragments F1 and
F2, respectively, by H-atoms. Putting the geometry of fragment F1 over F2, we regenerate
the parent molecule except following two things: (i) the O–H···O H-bond, i.e., the HB1

interaction between O1–H and O2–H present in the parent molecule is missed out and (ii)
there is double counting of common structural part between F1 and F2 (viz., the secondary
fragment, F4). Upon addition of single-point energies of fragments F1 and F2, followed
by subtraction of the energy of fragment F4 would give the energy of the parent molecule
except that the energy of the HB, viz., HB1 is missed out. If the energy of the parent
1,2,4-butanetriol EM is subtracted from (EF1 + EF2 – EF4), the HB energy EHB1 is obtained
as EHB1 = (EF1 + EF2 − EF4) − EM = 3.84 kcal/mol. In a similar fashion, EHB2 is obtained
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as EHB2 = (EF2 + EF3 − EF5) − EM = 1.60 kcal/mol. It should be noted here that these
estimated HB energies are in the gas phase. However, the MTA-based method in principle
can provide HB energies in the solvent phase, wherein the energies of the fragments in
solvent (using continuum solvation model) could be employed.

Scheme 2. Fragmentation procedure for estimating the energies of the H-bonds, HB1, and HB2 in
1,2,4-butanetriol (Parent M) molecule. See text for details.

We note that the two HBs, HB1 and HB2, are interconnected, forming an H-bond
network. Such networking of H-bonds leads to a phenomenon called cooperativity [67].
In general, it is anticipated that the strengths of HB1 and HB2 are enhanced because of
this networking effect. To estimate the contribution of cooperativity toward each of these
two H-bonds, we reestimated the HB energy of these two HBs by isolating them from each
other. The difference between the HB energy estimated earlier (in the presence of network)
and the one when they are isolated (in the absence of a network) is the cooperativity
contribution toward this HB. For example, consider fragment F3 in which only HB1 is
present and fragment F1 in which HB2 is present. To estimate the energy of HB1 in the
absence of the networking effect of HB2, we consider fragment F3 as our parent molecule.
In the present case, fragments F5 and F6 are the two primary fragments that, when placed
over each other, would give us the parent fragment F3 except HB1, and fragment F7 is the
binary overlap of F5 and F6. Therefore, utilizing these fragments’ energies, the energy of
HB1 is obtained as EHB1 = (EF5 + EF6 − EF7) − EF3 = 3.32 kcal/mol. Similarly, the energy
of HB2 in the absence of the networking effect of HB1 is obtained as EHB2 = (EF4 + EF6
− EF7) − EF1 = 1.09 kcal/mol. These reestimated HB energies are indeed smaller than
those estimated in the presence of the networking effect. The difference in the energy is
cooperativity contribution. The cooperativity contribution to HB1 is Ecoop

HB1 = 3.84 − 3.32
= 0.52 kcal/mol and that for HB2 is Ecoop

HB2 = 1.60 − 1.09 = 0.51 kcal/mol. In the present
test case, the estimated cooperativity contributions are not large because only two HBs
are present. The later sections will show that cooperativity values in some molecules can
indeed be as large as a typical HB energy.

The HB energies obtained by applying the above procedure to some alkanetriol
molecules are shown in Table 1 [66]. The estimated HB energies fall in a range between
1.50 and 4.97 kcal/mol (see Table 1). This is the expected energy range from chemical
intuition. Further, these HB energies are in a qualitative agreement with those expected
from the corresponding HB distances. For instance, the strongest HB in 1,2,5-pentanetriol
has an energy of 4.97 kcal/mol, with the corresponding HB distance being the shortest
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(1.80 Å) among all the alkanetriols reported in Table 1. One of the noteworthy results in
Table 1 is that the error in estimating molecular energies of all the alkanetriols is quite
small, viz., between 0.40 to 0.65 kcal/mol. By considering this accuracy, we estimate the
maximum error associated with our calculated HB energies to be 0.3 kcal/mol. The present
method is thus capable of calculating accurately the IHB energies and cooperativity values
of multiply H-bonded systems. This is a significant advantage of the current method over
the other indirect approaches reported in the literature.

Table 1. The H-bond (HB) distances (in Å), HB energies (in kcal/mol), and the error in the molecular energy estimation
for alkanetriols using similar fragments, ΔE=|EM − Ee|. The corresponding O–H stretching frequencies (cm−1) and the
molecular electron density (MED) value at the (3, −1) bond critical point (BCP) (a.u.) are also shown. The calculations are
performed at MP2 (full)/6-311++G(2d,2p) level theory.

Molecule
HB

Label

HB
Distances a

(in Å)

HB Energy
(kcal/mol)

ΔE
(kcal/mol)

O–H Stretch
Frequency

(cm−1)

MED at
(3, −1) BCP

(a.u.)

1,2,3-propanetriol b
HB1
HB2
HB3

2.16
2.08
2.58

1.90
2.47
1.63

0.50
3784
3765
3845

0.0201

1,2,3-butanetriol b
HB1
HB2
HB3

2.13
2.05
2.58

2.13
2.72
1.60

0.50
3768
3745
3844

0.0211

1,2,4-butanetriol HB1
HB2

1.98
2.22

2.90
1.75 0.40

3789
3828
3875

0.0219

1,2,5-pentanetriol HB1
HB2

1.80
2.25

4.97
1.78 0.55

3669
3825
3865

0.0334

1,3,5-pentanetriol HB1
HB2

1.94
1.96

2.91
2.90 0.58

3763
3792
3875

0.0225
0.0239

2,3,4-pentanetriol b
HB1
HB2
HB3

2.12
2.02
2.56

2.18
2.94
1.50

0.52
3759
3731
3820

0.0223

2,4,6-heptanetriol HB1
HB2

1.92
1.93

3.02
2.94 0.65

3753
3773
3857

0.0250
0.0242

a The MP2 (FC)/6-311++G(2d,2p) optimized geometries were employed. Table 1 is partially reproduced from our earlier study reported in
Ref. [66]; Copyright (2006) The American Chemical Society. b The triols wherein three OH groups are present on the successive C-atoms show
three H-bonds. See text for details.

4. Critical Comparison of MTA with Other Methods

We now compare the estimated HB strengths in these molecules with those qualita-
tively estimated by other indirect measures. These measures include the O–H stretching
frequency, molecular electron density (MED) value at (3, −1) BCP, and the HB energy
estimated using the isodesmic reaction approach (IDRA) and that by using Espinosa’s
equation. Both the MED value at (3, −1) BCP and the shift in the stretching frequency
of the O–H involved in the HB show a good qualitative correlation with the estimated
HB energies (see Table 1). For instance, the strongest HB found in 1,2,5-pentanetriol
(4.97 kcal/mol) corresponds to the highest MED value (0.0334 au) at the (3, −1) BCP. The
stretching frequency of the O–H bond involved in the HB is 3669 cm−1, showing a redshift.
The weakest HB is seen in 2,3,4-pentanetriol (1.50 kcal/mol), with the (3, −1) BCP being
absent and a large O–H stretch frequency of 3820 cm−1. In general, the calculated HB
energies show a good qualitative rank–order relationship with the corresponding O–H
stretching frequencies and the MED value at the respective (3, −1) BCP.

We now critically compare our MTA-based results with those obtained by yet another
indirect method, viz., the isodesmic reaction approach (IDRA) [33,48]. In IRDA, the IHB-
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making/breaking reaction is written such that, except for the HB under consideration, the
number and type of other bonds are conserved on both sides of the reaction. Within IDRA,
all the reactant and product geometries are optimized at the appropriate level of theory.
The energy change for such a reaction is taken as the HB energy. The main disadvantage of
IDRA is that there is no unique way of writing an isodesmic reaction for estimating the
HB energy. For example, in Scheme 3, four possible reactions are shown for evaluating the
HB energy EHB2 in 1,2,5-pentanetriol, which retain HB1 on both sides of these isodesmic
reactions. See Ref. [52] for details of several other isodesmic reactions for estimating the
HB energies of HB1 and HB2.

Scheme 3. Some possible isodesmic reactions for the estimation of H-bond energy, EHB2 in 1,2,5-
Pentanetriol. See text and Ref. [52] for details.

Figure 1 shows a histogram of the estimated HB energy EHB2 by these four reactions
and also by the MTA-based method. The HB energies estimated by the isodesmic reactions
vary significantly across the levels of theory and from each other. These estimated energy
values are much smaller (30 to 40%) than the respective MTA-based ones. The reasons for
these smaller HB energy values by IDRA can be understood as follows: In IDRA reactions
presented in Scheme 3, on the reactant side, the HB2 bond formation between the -OH
groups at C2 and C5 positions leads to a seven-membered ring-like structure involving
one O–H···O, two C–O, and three C–C bonds. This ring formation has the ring strain effect
in the parent 1,2,5-pentanetriol molecule. Since the reactant and product geometries are
optimized, this ring strain effect is not preserved on the product side of these reactions.
Therefore, the molecules on the product side are more relaxed, losing most of their ring
strain due to the loss of the HB2 bond. It may be noted here that the ring strain may be small
or canceled out when one estimates the energy of HB1 using IDRA. This is because the
formation of HB1 leads to the formation of a five-membered ring-like structure involving
one O-H···O, two C–O, and only one C–C bonds. This ring (five-membered) backbone
is expected to be maintained (to some extent if not fully) on both reactant and product
sides as it involves only one C-C bond. For more details about HB1 energy by IDRA, see
Ref. [52].
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Figure 1. The H-bond energy, EHB2, in 1,2,5-pentanetriol calculated at different levels of theory
using isodesmic reactions (see Scheme 3) and also by molecular tailoring approach (MTA). See text
for details.

Thus, the finer bonding effects are not mimicked evenly on both sides of the reac-
tion, resulting in poor estimates of HB energy by IDRA. On the contrary, in the MTA
method, the geometry of the fragments is not optimized, and the fragment backbone
structure is preserved, leading to accurate estimates of the HB energies. For instance, the
evaluation of HB energy EHB1 as (EF1 + EF2 − EF4) − EM in 1,2,4-butanetiols involves the
energies of F1, F2, and F4 (see Scheme 2). Thus, the MTA-based method leads to unique
isodesmic/homodesmic reaction, viz., M + F4 → F1 + F2. As seen in Scheme 2, the carbon
backbone structure is retained on either side of this unique reaction. In other words, as
advocated in the literature [49–52], IDRA does not yield the true HB energies. Another
drawback of the IDRA is for estimating the HB strengths in multiply hydrogen-bonded
systems. Here, one has to write different reactions for different HBs. In summary, the
MTA-based method for the estimation of IHB energy is accurate and can be applied to
the evaluation of multiple IHB energies in a given molecule. In the following sections,
we present and discuss the results of IHB energies obtained by applying the MTA-based
method to a variety of systems.

We now present a comparison of the HB energy estimated by the MTA-based method
with those by Espinosa’s empirical relation [59]. For this purpose, we consider two
molecular systems having O–H···O=C HB, viz., 2′-Hydroxyacetophenone, and methyl
2-hydroxybenzoate. The geometries and HB energies by Espinosa’s method in these two
molecules were taken from the Ref. [93]. The reported HB energies at B3LYP/6-311++G(d,p)
level, by Espinosa’s method, in 2′-Hydroxyacetophenone and methyl 2-hydroxybenzoate
are 15.3 and 11.4 kcal/mol, respectively. The HB energies for these molecules were calcu-
lated by us at the given geometries, at the same level of theory, by MTA-based method
are 9.7 and 7.8 kcal/mol, respectively. As can be observed, the HB energies estimated
by Espinosa’s method are significantly overestimated, compared to the HB energies by
the MTA method. These results are in agreement with an earlier report that the use of
Espinosa’s method significantly overestimated the energy of HBs [62,93]. Although our
MTA-based method requires extensive calculations and more computational time, reliable
direct estimates of the HB energies are thereby obtained. Further, the internal benchmark-
ing of the total energy is possible for the MTA-based method. Such benchmarks are not
available in Espinosa’s method.

5. Application to Large Molecules and Clusters with Multiple Hydrogen Bonds

We now discuss the application of the MTA-based method for IHB energy estimation
in several large systems. One such interesting system is a class of carbohydrates, viz.,
sugar molecules. These molecules play an important role in biological processes, which are
mainly governed by weak interactions such as hydrogen bonding, hydrophobic effects, etc.
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Hence, understanding the interactions such as H-bonding is of utmost importance. Further,
the O–H groups in carbohydrates form a network of interconnected O–H ···O HBs. It is
suggested that the strengths of these individual O–H···O HBs are enhanced due to such
networking of HBs.

In our earlier work [67], the IHB energies and the contribution to cooperativity were
investigated in eight aldopyranose monosaccharides, which vary in the position of hydroxyl
groups [axial (ax) or equatorial (eq)], as shown in Figure 2. The estimated HB energies are
in the range of 1.2 to 4.1 kcal/mol at the MP2(full)/6-311++G(2d,2p) level of theory. It is
found that the OH···O eq-eq interaction energies are between 1.8 and 2.5 kcal/mol, with
axial-equatorial ones being stronger (2.0 to 3.5 kcal/mol). The strongest bonds involve
nonvicinal ax-ax O–H groups (3.0 to 4.1 kcal/mol). The cooperativity contribution to the
HBs is seen to fall between 0.1 and 0.6 kcal/mol for eq-eq HBs and is seen to be higher (0.5
to 1.1 kcal/mol) for ax–ax HBs. This work [67] was one of the first attempts for estimating
the IHB energies and the respective cooperativity contributions in sugar molecules.

Figure 2. General structure of the aldopyranose sugar. In Table, ax represents axial, and eq represents equatorial orientations
of the hydroxyl group at carbons C2-C4. Figure partially reproduced from Ref. [67] with the permission from American
Chemical Society (ACS). Copyright (2008) The American Chemical Society.

A similar class of compounds having no ring oxygen atom is hexahydroxy–cyclohexane,
called inositol. Inositol derivatives function as intracellular signal transduction molecules,
playing an important role in biological processes. It is hence important to understand the
structure and stability of various inositol conformers [84]. On applying the MTA-based
method, the estimated HB energies in the presence of a cooperative HB network are seen to
be in the range of 2.2 to 3.8 kcal/mol at the MP2/6-311+G(d,p) level of theory. The sum of
all the HB energies in these conformers of inositol falls between 7.2 to 18.1 kcal/mol. The
total cooperativity contribution in these conformers is rather large, between 2 to 5 kcal/mol.
It increases on going from isomers with more eq O-H groups to those with more ax ones.
Importantly, the highest stability of the scyllo isomer in the solvent was attributed [84] to
weaker intramolecular OH···O HBs between eq hydroxyl groups. It is suggested that these
weak OH···O HBs in scyllo isomer may facilitate favorable intermolecular interactions with
solvent molecules. In contrast, the inositol isomers with ax O-H groups are involved in the
formation of relatively strong HBs. Therefore, they are less stable due to large steric factors
in the gas phase and unfavorable intermolecular interaction in the solvent phase.

The MTA-based method was also employed for understanding the conformational
stability of fructose [85]. The experimental rotational spectroscopic studies suggest that
the molecules of fructose and ribose preferentially adopt the β-pyranose structure in the
gas phase. It was noted that [85] the relative stability of different conformers of fructose
in the gas phase could be explained in terms of three collective effects: (i) the sum of
HB energies in a given conformer, (ii) the strain energy of a bare fructose ring, and (iii)
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the sum of anomeric stabilization (endo + exo) energies. It was concluded [85] that the
small ring strain, sufficiently large sum of the IHB energies, and the higher stabilization
due to anomeric interactions in β-fructo-pyranose makes it a conformationally locked
predominant structure in the gas phase.

Another molecular system wherein the D-glucose units are joined to each other by
1–4 linkage is cyclodextrins (CDs), which are macrocyclic oligosaccharides. They possess
a unique ability to entrap guest molecules in their cavities owing to their bucket/bowl
shape. Such inclusion complexes are used in the pharmaceutical industry for a variety of
formulations. The most commonly known CDs are α-, β- and γ-CDs which have six, seven,
and eight glucose units, respectively (see Figure 3). The IHB’s between the secondary O–H
groups of glucose units result in the formation of a smaller rim of the CD bowls, whereas
the primary O–H groups form the larger ones. The strength of the IHBs is suggested to be
an important factor governing the stability of the CDs [94–96]. Moreover, one would expect
a larger cooperativity contribution due to the formation of a more extended network of HBs
between different types of O–H groups. The estimated IHB energies obtained by using the
MTA-based method [86] belonged to a wide range of 1.1 to 8.3 kcal/mol at the B3LYP/6-
311++G(d,p) level, suggesting that strong HBs are seen in CDs. For the O6H···O6

′
HBs, HB

energies fall between 6.7 to 8.3 kcal/mol, and for O3H···O2
′

HBs, they are between 3.3 to
5.5 kcal/mol and 1.9 to 2.8 kcal/mol for O2H···O3 HBs. The cooperativity contribution by
the O6H···O6

′
HB is larger (1.3 to 2.7 kcal/mol) than that for O3H···O2 (0.3 to 1.0 kcal/mol)

and O2H···O3 (0.25 to 1.10 kcal/mol) HBs. Note that the cooperativity contribution in
glucopyranose (0.1 to 1.1 kcal/mol) is much smaller than that in CDs. The higher HB
strength in CDs could be one of the possible reasons for the much lower aqueous solubility
of the natural CDs than that of comparable acyclic polysaccharides [97–99].

Figure 3. (a) A schematic structure of β-cyclodextrin molecule (containing seven glucose units) indicating different types of
hydroxyl groups and (b) a CD bowl, secondary hydroxyl groups at smaller and primary ones at the larger rim, respectively.
See text for details.

We now discuss the HB energies and cooperativity contributions calculated by using
MTA in yet another macrocyclic system, viz., p-substituted Calix[n]arenes CX[n] (n = 4,
5), for exploring substitution effect on the strength of the HBs [87]. The estimated HB
energies were between 4.6 to 8.2 kcal/mol, with cooperativity contribution being 0.2 to
2.6 kcal/mol, both calculated at B3LYP/6-311G(d,p) level of theory. The estimated HB
energies showed [87] the following order: CX[n]-t-Bu ≈ CX[n]-NH2 > CX[n]-CH2Cl >
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CX[n] > CX[n]-SO3H > CX[n]-NO2 > S-CX[n]-t-Bu > S-CX[n]. It was also observed that the
HB energies in CX[5] derivatives are larger than those in CX[4]. Additionally, as expected,
large HB energy values and the respective cooperativity contributions were found in CX[n]
hosts with electron-donating substituents.

Recently, we have widened the application of the MTA-based method for the esti-
mation of individual O–H···O HB energy and their cooperativity contribution in water
clusters [88]. Many works reported in the literature focus on the global minimum structure
of water clusters of variable sizes [73,75,76,100–103]. In spite of a large number of studies,
the nature of water clusters at the molecular level is not fully understood. For instance, the
strengths of individual O-H···O HB interactions reported in the literature are mostly limited
to the water–dimer. Larger clusters are expected to have a cooperativity contribution due
to the networking of HBs therein. We recently applied the MTA-based method for the
reliable estimation of individual O–H···O HB energies and their cooperativity contribution
in small water clusters Wn, n = 3 to 8 (see Figure 4).

Figure 4. The MP2-optimized geometries of various water clusters (Wn). Figure reproduced from
Ref. [88] with the permission from American Chemical Society (ACS). Copyright (2020) The American
Chemical Society.

The fragmentation procedure for the estimation of O–H···O HB energy in Wn is similar
to the one for molecules, discussed in the previous section. The difference is that no dummy
atoms are needed here because no covalent bond is cut. In the present case, two water
molecules involved in the formation of an O-H···O HB were removed for generating the
two primary fragments keeping the other water molecules within the cluster intact (see
Ref. [88]). The calculated HB energies in Wn, for n = 3 to 8, are in the wide range of 0.3
to 10.7 kcal/mol at the CCSD(T)/aug-cc-pVDZ level, with the respective cooperativity
contribution being 1.2 to 7.0 kcal/mol. To check the reliability of the results, the sum of
all the HB energies for a given cluster was added to the sum of monomers energies. The
molecular energy of a water cluster thus estimated agreed well with the actual energy
(typical error less than 8.3 mH), suggesting HB energies obtained by our MTA-based
method [88] are reliable.
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6. Applications to Biomolecules

We now discuss the application of the MTA-based method for the energy estimation of
the N–H···O=C, N–H···N, N–H···S, N–H···O, C–H···N, and resonance-assisted O–H···O=C
HBs in biomolecules. Quantitative estimates of the strengths of such individual HB inter-
actions are scarcely available, although they play a vital role in the determination of the
structure of biomolecules such as polypeptides/proteins. In order to gauge the strengths of
the N–H···O=C HBs, a model tetrapeptide was taken as a test case [89]. It has two different
N–H···O=C HBs, the fragmentation scheme being similar to that discussed earlier. In the
present case, we remove a –(H)N–(O=C)- functional group of amino acids, involved in
the formation of N–H···O=C HB to generate the primary fragments (see Ref. [89]). The
MTA-based methodology is applied for the estimation of these IHB energies in five dif-
ferent substituted tetrapeptides of polyglycine abbreviated as GGGGG apart from the
capped acetyl and NH2 groups. The five substituted tetrapeptides (viz., GAGGG, GVGGG,
GLGGG, and GIGGG) in which the second amino acid residue is replaced by alanine (A),
valine (V), leucine (L), and isoleucine (I), respectively, were considered (see Figure 5). The
corresponding completely substituted tetrapeptides, AAAAA, VVVVV, LLLLL, and IIIII,
were also employed with a view to addressing the effect of substituents on the strengths of
the different types of N–H···O=C HBs (Chain 1 and Chain 2 in Figure 5). The estimated HB
energies at B3LYP/D95(d,p) level were in the range of 4 to 6 kcal/mol in the partially and
fully substituted polypeptides. These values were in concurrence with the geometric pa-
rameters and reflected the subtle substituents effects for the substituted polypeptides. The
MTA-based procedure was thus considered to be applicable for the IHB energy estimation
in polypeptides and it would be fascinating to apply it to an actual protein.

Figure 5. Hydrogen-bonded chains in the helical peptide structures. “X” represents the substituent
at the second position. A, B, C and D are four hydrogen bonds. See text for details. Reprinted
from Ref. [89] with permission from American Chemical Society. Copyright (2009) The American
Chemical Society.

Recently, the MTA-based procedure was applied to another biologically important
class of molecules, viz., porphyrin analogs called meta-benziporphodimethenes (1) and N-
confused isomers containing γ-lactam ring (2 and 3) [90,91]. In γ-lactam-containing isomers
3 (not shown in Figure 6) the ring O-atom of lactam ring is down, whereas, in isomer 2, O-
atom is up (see Figure 6). The substitution at meso sp3 (R′) and on the benzene at sp2 carbons
(R1 to R5) may affect the strengths of N–H···N, N–H···S, N-H···O, C-H···N HBs, which, in
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turn, decide the stability of these conformers. Hence, the IHB strengths in substituted 1,
2, and 3 were determined by the MTA-based methodology. The estimated N–H···N HB
energies were between 11.0 to 15.6 kcal/mol at B3LYP/6-311+G(d,p) level, the individual
bifurcated N–H···N interactions being ~6.0 kcal/mol. The N-H···O (~10.0 kcal/mol) and
N–H···S (11.2 kcal/mol) HBs were found to be weaker than the N–H···N HBs, with the
C-H···N HBs being the weakest (0.1 to 4.4 kcal/mol) [90]. The substituent effect on IHB
strength was also investigated [90,91].

Figure 6. Structures of meta-benziporphodimethene 1 and N-confused meta-benziporphodimethene containing γ-lactam
ring isomer (O-up, 2). See text for details.

It has been suggested that intramolecular O–H···O and resonance-assisted (RA) O–
H···O=C HBs may have a pronounced effect on the antioxidant activity of the natural
products [104–107]. Hence, an attempt was made to obtain reliable estimates of IHB
energies in these molecules [92]. The presence of an RA IHB was seen in all the antiox-
idant molecules studied. In some molecules, this type of HB was found to be in the
nature of two bifurcated HBs along with IHBs such as O–H···OCH3, O–H···OH, and
O–H···O(ring) also being present. The energies of O–H···OCH3 HBs were found to lie
between 2.2 to 2.4 kcal/mol, with the O–H···O (ring) HB energies being much smaller
(~0.5 to 0.6 kcal/mol) at the MP2/6-311G(d,p) level. The energy of RA O–H···O=C IHB
being largest (10.0 to 17.9 kcal/mol.) Recently, Restropo et al. [108] suggested that the
weak HBs are directly related to the antioxidant properties of these molecules. The reli-
able estimates of the strengths of these weak HBs by the MTA-based method could be
useful for quantitative structure–activity relationship (QSAR) studies on a larger set of
antioxidant molecules.

7. Use of the MTA-Based Method by Other Researchers

We summarize here the use of our MTA-based method for the estimation of IHB energy
by other researchers [109–117]. In an early use of the method, Lopes Jesus et al. [109] studied
the 65 local minima conformers of 1,4-butanediol molecule. The H···O IHB energies in
the two lowest energy conformers (c1, c2) were estimated using the MTA method to be
5.5 and 4.1 kcal/mol, respectively. The IHB energies were also obtained by two other
methods, viz., conformational analysis (CA) [33,41,42] and use of the empirical Iogansen
equation (IE) to spectroscopic data [110]. The IHB energy values turned out to be CA: (4.5
and 3.1 kcal/mol) and IE: (4.1 and 2.2 kcal/mol), in good qualitative agreement with their
MTA counterparts.
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Rusinska-Roszak et al. extensively used the MTA-based method [111–113]. In an early
work [111], they estimated the O–H···O=C IHB energies in several aliphatic systems. How-
ever, their fragmentation scheme consisted of two appropriately made primary fragments
and an overlapping fragment. The IHB energy was estimated, by using the energies of
these three fragments and the actual energy of the parent system, ignoring the ternary and
quaternary overlap fragments. The estimated IHB energies at MP2/6-311++(2d,2p) level in
the saturated hydroxyl compounds were between 1.4 to 7.0 kcal/mol and 13.7 kcal/mol in
the unsaturated ones [111].

In another work [112], they estimated the O−H···O=C IHB energies in 299 structures
of hydroxycarbonyl aliphatic compounds involving resonance-assisted HB. The estimated
IHB energies showed a wide range, from 8.2 to 26.3 kcal/mol. The HB energies showed a
good qualitative correlation with other indirect measures of HB strength, viz., geometrical
parameters, the O–H stretching frequencies, and the MED values at the BCP [112].

These authors [113] also applied the MTA-based method for the estimation of Ar–O–
H···O=C HBs in mono-, di-, and triphenols substituted (by electron-donating/withdrawing
groups) at the ortho- position by carbonyl-containing functional groups. The estimated
HB energies for phenolic O–H···O=C (six-membered ring) fall in the range of 5.4 to
15.4 kcal/mol at MP2/6-311++G(2d,2p) level. These HBs energies are smaller (4.6 to
9.6 kcal/mol) when the O=C group is a part of seven or eight-membered rings. These HBs’ en-
ergy range is similar to corresponding HBs involving saturated carbonyl substituted alcohols.

Very recently, Afonin et al. [114] applied our method for estimating the energy of push–
pull effect in β-diketones. In this push–pull system, the intramolecular charge transfer (ICT)
occurs as a result of interaction between the π-donor and -acceptor parts, joined by a π linker.
Further, the IHB is also present in the Z-conformation of β-diketones. Here, basic idea is
to estimate the π component of conjugation energy in these systems. For this purpose, an
E conformation of the parent β-diketones was considered wherein this HB is not present.
The molecule in this configuration was fragmented using the MTA-based method. The
donor and acceptor groups involved in ICT interaction were separated into two primary
fragments, F1 and F2, and the overlapping fragment, F3, is the conjugation unit connecting
these groups. The energy expression for the π conjugation energy is similar to that discussed
in Section 3, viz., Eπ(MTA) = [(EF1 + EF2 − EF3) − EM], EM being the energy of the parent
molecule in E configuration. The effect of electron-donating and -withdrawing groups on
the π component of conjugation energy was also estimated. The authors stated [114] that
“although the choice of the fragmentation scheme and the computational protocol used did
not play a decisive role in estimating the energies of the same IMHB, this issue also needs
to be investigated when estimating the conjugation energy.”

Afonin et al. [115] applied the methodology for the quantitative decomposition of
RAHB energy in β-diketones into resonance and hydrogen bonding components. They
also compared the estimated HB energy by the MTA method with that obtained by the
functional-based approach (FBA). In FBA, the HB energy is written as an empirical function
of HB descriptors, EHB = f(D), the parameter D is one of the H-bond descriptors (i.e.,
geometrical, topological, and/or spectral characteristics of the H-bond). For details of these
empirical FBA equations, see Ref. [115]. It has been shown by these authors that the FBA
method evaluates “the component of RAHB interaction corresponding to the energy of
the pure H-bond without resonance component.” However, the MTA method implicitly
takes into account the π component in the RAHB interaction and hence “the difference in
the energy of the IMHB as evaluated by means of the MTA and FBA yields a quantitative
estimate of the resonance component in the case of the resonance-assisted hydrogen
bonds” [115]. The resonance component energy was reported to be 6 to 7 kcal/mol for the
weak to strong RAHB, respectively. The HB component varied in the wide range from 2
to 20 kcal/mol in a series of the β-diketone molecules [115]. In summary, the energy of
IHB by the MTA-based method provides reliable values for the RAHB, including both the
resonance and HB components.
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Recently the IHB energies estimated by the MTA-based method were compared with
those obtained by other indirect HB descriptors for the wide range of malonaldehyde
derivatives by Nowroozi et al. [116]. The latter included structural, spectroscopic, topologi-
cal, and molecular orbital parameters in the intramolecular RAHBs. The substituent effect
of electron-donating and -accepting groups on the HB energy was also estimated by the
MTA-based method [116]. Further, the significance of π-electron delocalization (π-ED) of
RAHB rings was evaluated by the geometrical factor and the harmonic oscillator model of
aromaticity (HOMA). The authors [116] stated that “the excellent linear correlations with
MTA energies, which may be implied on the validity of RAHB theory”. Further, it was
emphasized by authors that “On the basis of these results, one can claim that the MTA
method is reliable for estimation of IMHB energies of RAHB systems.”

A significant application of our MTA-method was in the determination of the push–
pull π+/π− (PPππ) effect in the Henry reaction [117], an organocatalytic reaction catalyzed
by squaramide [118]. In this reaction, several noncovalent interactions such as HBs, π···H,
π···O, etc. were observed between the squaramide and benzaldehyde. It was suggested
that the reaction proceeds via an unprecedented mode of activation, modulated by π···H
(π···δ+) and π···O (π···δ−) interactions formed with the two rings of a naphthyl group and
benzaldehyde. These authors employed the MTA-based approach for determining the
energies of these two π interactions [118]. Here, the naphthyl group involved in the PPππ
interactions, observed in the intermediates (INTs) and transition state (TS) structures, along
the most favorable pathway (P1), was replaced with an H atom. Thus, generated INTs and
TS structures along the modeled pathway (P1–H) have the same noncovalent interactions
as P1, except the two π interactions whose energy is to be determined. The interaction
energy of these two π interactions in the INTs and TS structures were estimated as the
energy difference in the total interaction energies between the catalyst and the substrates
in P1 and that in modeled P1−H pathways. The estimated sum of two π interactions in
INTs and TS were found to be between 2.7 to 4.7 kcal/mol at the ωB97X-D level of theory.
In summary, the MTA-based method proposed by us has been successfully employed
by several other active research groups for exploring the strengths of IHBs and other
intramolecular noncovalent interactions in a variety of systems.

8. Summary and Concluding Remarks

This review article has summarized a direct and simple procedure for the estimation
of X–H···Y IHB energy employing a fragmentation method, viz., the molecular tailoring
approach (MTA). It has been applied to a variety of systems having multiple HBs over the
last one and half decades. A plus point of the method is that it provides the reliable energy
of every individual HB and can also estimate the corresponding cooperativity contribution
as a result of interconnected networks of HBs. In this present review article, we have
discussed the application of the MTA-based method for the estimation of X–H···Y (X–H
= O–H, N–H, C–H, etc. and Y = N, O, S, OH, OCH3, O=C, etc.) HB energies in a variety
of systems. The systems covered ranged from small alkanediols to large systems such as
cyclodextrins and biomolecules such as polypeptides, meta-benzoporphodimethenes, and
antioxidant molecules. Further, being of general nature, our method has been utilized as
a standard method for a reliable estimation of HB energies by other research groups. It
may be emphasized here that the MTA-based method is applicable for the estimation of
other noncovalent interactions as well. In recent years, this approach has been applied
for the estimation of O–H···O HB energies in water clusters, the π component of the
conjugation energy in resonance-assisted, hydrogen-bonded push–pull systems, etc. In
a recent impressive application, the method is employed for determining the favorable
organocatalytic reaction pathways [118].

It may be noted that the present method can, in principle, be applied to the esti-
mation of IHB energy in larger molecular systems. However, with the increase in the
size of a molecule, the size of the fragments would also increase, making the evaluation
of HB energies computationally rather demanding. This difficulty can, in principle, be
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overcome by the use of the MTA methodology discussed in Section 2. For instance, the
energy of the parent and fragment molecules can be reliably calculated using MTA at a
correlated level of theory which may be further used for estimating the HB energies in
larger molecular systems.

Being general in nature, the MTA-based method can be employed for exploring
other intramolecular interactions such as π···π [119], C-H···π [120], the so-called halogen
bonds [121], dihydrogen bonds [122], sulfur bonds [123], metal-H···S and metal-H···Se
bonds [124], etc. Although identified in the recent literature by these labels, they are cut
from the same cloth called the non-covalent interactions. The prowess of the MTA-based
method is that it can be applied to all such inter- and intramolecular interactions.

Author Contributions: M.M.D. and S.R.G. contribute equally to this article, conceptualization,
methodology, writing and review. All authors have read and agreed to the published version of
the manuscript.

Funding: The publication of this research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding authors.

Acknowledgments: M.M.D. thanks the University Grant Commission (UGC), New Delhi, for the
Start-up grant (F.30-56/2014/BSR). S.R.G. is thankful to the National Supercomputing Mission (NSM)
for support under the project [CORP: DG:3187], which enabled the use of computational resources at
the PARAM Shivay facility at IIT, BHU.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Pauling, L. The Nature of the Chemical Bond; Oxford University Press: London, UK, 1939.
2. Jeffery, G.A. An Introduction to Hydrogen Bonding; Oxford University Press: New York, NY, USA, 1997.
3. Desiraju, G.R.; Steiner, T. The Weak Hydrogen Bond. In Structural Chemistry and Biology; Oxford University Press: New York, NY,

USA, 1999.
4. Scheiner, S. Hydrogen Bond: A Theoretical Perspective; Oxford University Press: New York, NY, USA, 1997.
5. Huggins, M.L. Hydrogen Bridges in Ice and Liquid Water. J. Phys. Chem. 1936, 40, 723–731. [CrossRef]
6. Huggins, M.L. Hydrogen Bridges in Organic Compounds. J. Org. Chem. 1936, 1, 407–456. [CrossRef]
7. Nernst, W. Über die Löslichkeit von Mischkrystallen. Z. Phys. Chem. 1892, 9, 137–142. [CrossRef]
8. Werner, A. Ueber Haupt und Nebenvalenzen und die Constitution der Ammoniumverbindungen. Liebigs Ann. Chem. 1902, 322,

261–296. [CrossRef]
9. Moore, T.S.; Winmill, T.F. The State of Amines in Aqueous Solution. J. Chem. Soc. 1912, 101, 1635–1676. [CrossRef]
10. Latimer, W.M.; Rodebush, W.H. Polarity and Ionization from the Standpoint of the Lewis Theory of Valence. J. Am. Chem. Soc.

1920, 42, 1419–1443. [CrossRef]
11. Barnes, W.H. The Crystal Structure of Ice between 0 ◦C and −183 ◦C. Proc. R. Soc. Lond. A 1929, 125, 670–693.
12. Huggins, M.L. 50 Years of Hydrogen Bond Theory. Angew. Chem. Int. Ed. Engl. 1971, 10, 147–152. [CrossRef]
13. Pimentel, G.C.; McClellan, A.L. The Hydrogen Bond; Freeman: San Francisco, CA, USA, 1960.
14. Arunan, E.; Desiraju, G.R.; Klein, R.A.; Sadlej, J.; Scheiner, S.; Alkorta, I.; Clary, D.C.; Crabtree, R.H.; Dannenberg, J.J.;

Hobza, P.; et al. Defining the Hydrogen Bond: An Account (IUPAC Technical Report). Pure Appl. Chem. 2011, 83, 1619–1636.
[CrossRef]

15. Pauling, L. The Nature of the Chemical Bond. Applications of Results Obtained from the Quantum Mechanics and from a Theory
of Paramagnetic Susceptibility of the Structure of Molecules. J. Am. Chem. Soc. 1931, 53, 1367–1400. [CrossRef]

16. Chaplin, M.F. Water and Life: The Unique Properties of H2O; Lynden-Bell, R.M., Morris, S.M., Barrow, J.D., Finney, J.L., Harper, C.,
Eds.; CRC Press: Boca Raton, FL, USA, 2010; pp. 69–86.

17. Laage, D.; Elsaesser, T.; Hynes, J.T. Water Dynamics in the Hydration Shells of Biomolecules. Chem. Rev. 2017, 117, 10694–10725.
[CrossRef] [PubMed]

18. Bellissent-Funel, M.-C.; Hassanali, A.; Havenith, M.; Henchman, R.; Pohl, P.; Sterpone, F.; van der Spoel, D.; Xu, Y.; Garcia, A.E.
Water Determines the Structure and Dynamics of Proteins. Chem. Rev. 2016, 116, 7673–7697. [CrossRef] [PubMed]

19. Keutsch, F.N.; Cruzan, J.D.; Saykally, R.J. The Water Trimer. Chem. Rev. 2003, 103, 2533–2578. [CrossRef]

59



Molecules 2021, 26, 2928

20. Sánchez-Garc“ia, E.; George, L.; Montero, L.A.; Sander, W. 1:2 Formic Acid/Acetylene Complexes: Ab Initio and Matrix Isolation
Studies of Weakly Interacting Systems. J. Phys. Chem. A 2004, 108, 11846–11854. [CrossRef]

21. Munshi, P.; Row, T.N.G. Exploring the Lower Limit in Hydrogen Bonds: Analysis of Weak C−H···O and C−H···π Interactions in
Substituted Coumarins from Charge Density Analysis. J. Phys. Chem. A 2005, 109, 659–672. [CrossRef]

22. Cockroft, S.L.; Hunter, C.A.; Lawso, K.R.; Perkins, J.; Urch, C.J. Electrostatic Control of Aromatic Stacking Interactions. J. Am.
Chem. Soc. 2005, 127, 8594–8595. [CrossRef] [PubMed]

23. Grabowski, S.J. Hydrogen Bonding Strength-Measures Based on Geometric and Topological Parameters. J. Phys. Org. Chem. 2004,
17, 18–31. [CrossRef]

24. Bellamy. Advances in Infrared Group Frequencies; Methuen: London, UK, 1968; p. 241.
25. Glasel, J.A. Water: A Comprehensive Treatise; Frank, F., Ed.; Plenum Press: New York, NY, USA; London, UK, 1982; Volume 1,

p. 223, Chapter 6.
26. Hobza, P.; Havlas, Z. Blue-Shifting Hydrogen Bonds. Chem. Rev. 2000, 100, 4253–4264. [CrossRef]
27. Fuster, F.; Silvi, B. Does the Topological Approach Characterize the Hydrogen Bond? Theor. Chem. Acc. 2000, 104, 13–21.

[CrossRef]
28. Espinosa, E.; Alkorta, I.; Elguero, J.; Molins, E. From Weak to Strong Interactions: A Comprehensive Analysis of the Topological

and Energetic Properties of the Electron Density Distribution Involving X–H· · · F–Y Systems. J. Chem. Phys. 2002, 117, 5529–5542.
[CrossRef]

29. Klein, R.A. Hydrogen Bonding in Diols and Binary Diol–Water Systems Investigated using DFT Methods. II. Calculated Infrared
OH-Stretch Frequencies, Force Constants, and NMR Chemical Shifts Correlate with Hydrogen Bond Geometry and Electron
Density Topology. A Reevaluation of Geometrical Criteria for Hydrogen Bonding. J. Comput. Chem. 2003, 24, 1120–1131.

30. Deshmukh, M.M.; Sastry, N.V.; Gadre, S.R. Molecular Interpretation of Water Structuring and Destructuring Effects: Hydration of
Alkanediols. J. Chem. Phys. 2004, 121, 12402–12410. [CrossRef]

31. Kovács, A.; Szabo, A.; Hargittai, I. Structural Characteristics of Intramolecular Hydrogen Bonding in Benzene Derivatives. Acc.
Chem. Res. 2002, 35, 887–894. [CrossRef]

32. Chung, G.; Kwon, O.; Kwon, Y. Theoretical Study on 1,2-Dihydroxybenzene and 2-Hydroxythiophenol: Intramolecular Hydrogen
Bonding. J. Phys. Chem. A 1997, 101, 9415–9420. [CrossRef]

33. Rozas, I.; Alkorta, I.; Elguero, J. Intramolecular Hydrogen Bonds in ortho-Substituted Hydroxybenzenes and in 8-Susbtituted
1-Hydroxynaphthalenes: Can a Methyl Group Be an Acceptor of Hydrogen Bonds? J. Phys. Chem. A 2001, 105, 10462–10467.
[CrossRef]

34. Lipkowski, P.; Koll, A.; Karpfen, A.; Wolschann, P. An Approach to Estimate the Energy of the Intramolecular Hydrogen Bond.
Chem. Phys. Lett. 2002, 360, 256–263. [CrossRef]

35. Buemi, G.; Zuccarello, F. Is the Intramolecular Hydrogen Bond Energy Valuable from Internal Rotation Barriers? J. Mol. Struct.
Theochem. 2002, 581, 71–85. [CrossRef]

36. Korth, H.-G.; de Heer, M.I.; Mulder, P. A DFT Study on Intramolecular Hydrogen Bonding in 2-Substituted Phenols: Conforma-
tions, Enthalpies, and Correlation with Solute Parameters. J. Phys. Chem. A 2002, 106, 8779–8789. [CrossRef]

37. Kjaergaard, H.G.; Howard, D.L.; Schofield, D.P.; Robinson, T.W.; Ishiuchi, S.; Fujii, M. OH- and CH-Stretching Overtone Spectra
of Catechol. J. Phys. Chem. A 2002, 106, 258–266. [CrossRef]

38. Zhang, H.-Y.; Sun, Y.-M.; Wang, X.-L. Substituent Effects on O-H Bond Dissociation Enthalpies and Ionization Potentials of
Catechols: A DFT Study and Its Implications in the Rational Design of Phenolic Antioxidants and Elucidation of Structure–Activity
Relationships for Flavonoid Antioxidants. Chem. Eur. J. 2003, 9, 502–508. [CrossRef]

39. Bakalbassis, E.G.; Lithoxoidou, A.T.; Vafiadis, A.P. Theoretical Calculation of Accurate Absolute and Relative Gas- and Liquid-
Phase O-H Bond Dissociation Enthalpies of 2-Mono- and 2,6-Disubstituted Phenols, Using DFT/B3LYP. J. Phys. Chem. A 2003,
107, 8594–8606. [CrossRef]
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Received: 4 January 2021

Accepted: 18 April 2021

Published: 21 April 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Science and Environment, Roskilde University, Universitetsvej 1, DK-4000 Roskilde, Denmark;
poulerik@ruc.dk

Abstract: Intramolecular NH . . . O,S,N interactions in non-tautomeric systems are reviewed in a
broad range of compounds covering a variety of NH donors and hydrogen bond acceptors. 1H
chemical shifts of NH donors are good tools to study intramolecular hydrogen bonding. However in
some cases they have to be corrected for ring current effects. Deuterium isotope effects on 13C and
15N chemical shifts and primary isotope effects are usually used to judge the strength of hydrogen
bonds. Primary isotope effects are investigated in a new range of magnitudes. Isotope ratios of NH
stretching frequencies, νNH/ND, are revisited. Hydrogen bond energies are reviewed and two-bond
deuterium isotope effects on 13C chemical shifts are investigated as a possible means of estimating
hydrogen bond energies.

Keywords: intramolecular hydrogen bonds; deuterium isotope effects on chemical shifts; isotope
ratios; hydrogen bond energies

1. Introduction

NH . . . O,S,N (in the following called NH . . . X for simplicity) intramolecular hydro-
gen bonds are very important building blocks in biomolecules, in self-organizing materials,
in drugs, in switching molecules and in chemistry as such. Examples are given in this
review. As the title indicates, this review is dealing with intramolecular hydrogen bonding.
Recent reviews cover this subject [1,2]. Review [1] concentrates on Schiff bases made from
salicylaldehyde and TRIS. Rules are set up to predict the predominant tautomer based
on linear free energy relationships. Review [2] is focused on aromatic systems such as
o-hydroxy Schiff bases and Mannich bases and mainly deals with tautomerism. However,
in order to make it feasible within the limits of a review of this type, tautomeric systems as
such are not dealt with. Nevertheless, NH . . . X systems are of course one of the two forms
of a tautomeric system involving NH and may as such provide useful information in the
study of tautomeric systems. Older reviews covering hydrogen bonding and tautomeric
systems can also be found [3–5]. Energetics are also treated and in that relation the question
of hydrogen bond strength will be touched upon. The title may be misleadingly broad. By
spectroscopic techniques NMR and infrared spectroscopy are primarily meant, as they are
central in these studies. Within NMR, 1H-, 13C- and 15N-chemical shifts, isotope effects on
chemical shifts, one-bond NH and long-range coupling constants are included, whereas for
IR spectroscopy mainly NH stretching frequencies are explored. Theoretical calculations
are included in cases when they supplement experimental results although they are not
the focal point for this review. A goal is to give some guidance to which spectroscopic tool
to use in a given situation. NH . . . X hydrogen bonds have been investigated less than
OH...X intramolecular hydrogen bonds. For an overview of the latter, see [6].

Intramolecular hydrogen bonds can be quite different, as seen in Figures 1 and 2. An
important feature is the linker between the NH donor and the hydrogen bond acceptor. If
this is a double bond or part of an aromatic system, the system has been termed resonance-
assisted hydrogen bonding (RAHB) [6] and this clearly influences the type and the strength
of the hydrogen bond. In other cases, e.g., proteins, intramolecular hydrogen bonds are not
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very different from intermolecular ones, except for the fact that the protein may be keeping
the donor and the acceptor close to each other. This type of hydrogen bond is clearly
very important in proteins, both in defining α-helices, β-sheets and turns. In proteins
many hydrogen bonds may be present. Therefore methods to identify specific pairs and
to characterize the individual hydrogen bonded pairs is needed. For DNA and RNA the
hydrogen bonds are very similar.

Figure 1. Intramolecular hydrogen bond scheme of RAHB type or charge assisted type. The bond between the α- and the
β-carbon can be a double- or an aromatic bond. (A) R, R’,R”=H, alkyl or aryl; X=H, C, O, N or S. (B) R, R´,R”=H, C,O,N;
X=H or alkyl or aryl. (C) R=H or C; X=H or C or OR. (D) R, R´and R”=H or alkyl or aryl; X=lone pair or O− (nitrogen is
positively charged, as it is a nitro group). (E) R, R´ and R”=H or alkyl or aryl; X=alkyl or aryl. (F) R, R´ and R”=alkyl or
aryl; X + R‘=benzene ring. (G) R, R´and R”=alkyl. (H) R and R´=alkyl, X=Ph.

Figure 2. Non-RAHB system. The left hand molecule with X=N(CH3)2 is the well known DMANH+

proton sponge. With X=pyrrole in Figure 4 hydrogen bonding to the π-electron system is found, [7]
whereas with X=N(CH3)C=OCH3 hydrogen bonding to nitrogen have been tested [8]. The right
hand molecule, N,N′,N”-tris(p-tolyl)azacalix [3](2,6)pyridine (TAPH), shows an extremely low field
NH proton chemical shift of 22.1 ppm [9,10].

In the following, a number of typical hydrogen bond donors and acceptors and pairs of
these are compared. It is of course not possible to mention all compounds with intramolec-
ular NH hydrogen bonds. General trends will be given together with typical examples.

2. NMR

2.1. HN Chemical Shifts

Primary amines may pose a problem in those cases in which rotation around the C-N
bond occurs. This leads to averaged NH chemical shifts or as seen later, to averaged one-
bond NH coupling constants. In some cases rotation can be stopped at low temperature,
as seen e.g., in bis(6-amino-1,3-dimethyluracil-5-yl)-methane derivatives (Figure 3). The
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chemical shifts of the hydrogen bonded NH protons in these compounds are in the 8–9
ppm range [11].

Figure 3. Bis(6-amino-1,3-dimethyluracil-5-yl)-methane derivatives. R being ethyl, pyridine or
p-dimethylaminopyridine. Taken from [11].

In compounds with aromatic rings close to the NH proton, the NH chemical shift has
to be corrected for ring-current effects (for an example of ring current effects see Figure 4)
in order to use this to characterize the NH . . . X hydrogen bond. In A ring a current is
present, whereas it is absent in B.

(a)

(b)

y = 0.4707x 3.961
R² = 0.9939

1.5

1.6

1.7

1.8

1.9

2

2.1

11.8 12 12.2 12.4 12.6 12.8 13

Ch
em

ica
ls
hi
fts

of
H 3

5

NH chemical shift

Figure 4. (a). Demonstration of possible ring current effects. In A the ring is twisted 34◦ out to the
double bond plane, whereas in B the twist angle is 89◦. Data from [12]. (b) Plot of 1H chemical
shifts of CH3-5 vs. NH chemical shifts for enaminones with following substituent at nitrogen phenyl
substituent, o-methyl, O,O-dimethyl and 4-isopropyl. Data from [13–15].

The plot of Figure 4b demonstrates the low frequency shift of both the NH and the
CH3-5 chemical shift as the phenyl group in the ortho-substituted phenyl ring is twisted.
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In β-enaminones (Figure 1A), a hydroxyl group at the phenyl ring next to the carbonyl
group clearly competes with the NH group and the NH chemical shift drops to 11.89
ppm [12], whereas an OH group in the ortho-position of a phenyl group at the nitrogen
also leads to drop [16], but in this case it is a combination of a twist of the phenyl ring
and a field effect caused by the OH group. In case of the o-hydroxyphenyl derivative,
Rodríguez et al. [17] also report the finding of the keto-form at low concentration in the
1H-NMR spectrum but not in the 13C-NMR spectrum. o-Hydroxyaromatic Schiff bases
T are usually either on the OH-form or being tautomeric [18]. However, recently a large
number of Schiff bases based on salicylaldehyde and TRIS have been shown to be on
the enamine form in the solid state. This is true for the following salicylaldehydes with
substituents as follows: 5-nitro, 5-methylcarboxylate, 4-fluor, 4-choro, 4-bromo, 4-methoxy,
4-amino and 5-phenylazo [1]. A few other examples of compounds entirely on the NH
form are Schiff bases of 1,3,5-triacyl-2,4,6-trihydroxybenzene [19–21], 1,3,5-triformyl-2,4-6-
trihydroxybenzene [19], of gossypol [22,23] or more recently of primarily on the NH form
(2-(anilinemethylidenen)cyclohexane-1,3-dione) [24].

A classic comparison is that of hydrogen bonding involving a ketone or an ester is
seen in Figure 5A,B. Another comparison can be found in Ref. [25].

Figure 5. Comparison of different acceptors (A,B) and demonstration of steric compression (C,D). The numbers are NH
chemical shifts in ppm. A and B from [15,26]. For the corresponding N-methyl derivatives, the chemical shifts are 10.90 ppm
and 8.55 ppm. (C) is from [12] and (D) from [27].

It is obvious that substitution at nitrogen plays a role. Furthermore, steric compression
is also an important feature as seen by comparing the 3-methyl derivative C with the
corresponding non-substituted compound D. The introduction of the nitro groups leads to
a slightly more acid NH group and to a stronger hydrogen bond (A vs. C). By comparison
of the following compounds Figure 6, it is also clear that ring-size plays a role.

Figure 6. Illustration of the importance of ring size. Taken from [28]. C shows the effect of a
six-membered ring. Taken from [29]. The numbers are the NH chemical shifts in ppm.

Another comparison is made in Figure 7, in which the NH is hydrogen bonded to a
carbonyl group or to an amide group. The acceptor amide as acceptor clearly leads to the
weaker hydrogen bond.
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Figure 7. Comparison of ketone and amide groups as acceptors. Data from [30]. The numbers are
the NH chemical shifts in ppm.

Amides and thioamides as donors are compared in Figure 8 [31].

Figure 8. Comparison of amides and thioamides as donors. The numbers are the NH chemical
shifts in ppm. For the amide and thioamide the methyl derivatives have chemical shifts of 9.69 and
12.20 ppm. Taken from [31]. The amine is from [24].

It is seen from Figure 6 that the thioamide is the strongest donor followed by the
amine and in third place the amide. Hydrogen bonding to a S=O acceptor is demonstrated
in Figure 9.

g

Figure 9. Hydrogen bonding with different motifs. The numbers are NH chemical shifts in ppm. The
sulfoxide is from [32]. The indole derivative is from [33]. Other similar motifs is seen in this reference.
The benzo[d]thiazol is from [28].

The low chemical shift of the benzo[d]thiazol is due to the lack of conjugation between
the donor and the acceptor. In Figure 10 are comparisons again done between different
acceptors. NH chemical shifts may for hydrogen bonded hydrazo compounds reach values
as high as 15.8 ppm when the NH is hydrogen-bonded to a pyridine nitrogen. In the minor
isomer, in which the NH is hydrogen bonded to an ethyl ester group, the chemical shift is
12.8 ppm [34]. In the other pair it is obvious that the stronger hydrogen bond is to a CH3C=O
rather than to a PhC=O. The ability of aromatic nitrogens to form hydrogen bonds is also
demonstrated in (Z)-5-((phenylamino)methylene)quinoxaline-6-(5H)-one, 13.15 ppm in
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DMSO-d6. This value drops to 11.15 ppm in in (Z)-4-((phenylamino)methylene)thiadiazol-5-
(4H)-one, which has a sulphur instead of a CH2=CH2 unit and hydrogen bonding nitrogen
is now part of a five-membered ring [35]. This isomer is with hydrogen bonding to nitrogen
is the minor form. The authors discuss hydrogen bonding in terms of quasi-aromaticity.

Figure 10. Comparison of rotamers. The numbers are NH chemical shifts in ppm. The chemical shifts are from [36]. The
NH chemical shifts for the corresponding benzene derivative (benzene instead of naphthalene) are 14.6 ppm instead of
15.8 ppm. [34] If the ring is a 8-benzoquinoline the chemical shift is 15.36 ppm [37].

Pyrroles can also be hydrogen bond donors as seen in a series of compounds (Figure 11).
The NH chemical shifts vary from 10.16 to 13.07 ppm [38]. In a similar case but with an
OH group as the acceptor, and two pyrroles present, one hydrogen bonded the other not,
the chemical shift drops to 9.39 ppm [39].

Figure 11. Bifurcated hydrogen bonds. Taken from [40]. The numbers are the NH chemical shifts
in ppm.

Bifurcated intramolecular hydrogen bonds were found in azoylmethylidene deriva-
tives of 2-indanone (Figure 11) [40]. Similar kind of molecules have been used to establish
a correlation between NH chemical shifts and hydrogen bond energy (see Section 3). It can
be seen how the nature of the donor influences the chemical shifts slightly. In case of C the
corresponding compound with only one intramolecular hydrogen bond has a chemical
shift of 13.73 ppm illustrating the effect of bifurcation. The benzene ring seems to have little
effects as the compound corresponding to A simply with the cyclopentanone unit also has
a chemical shift of 13.20 ppm. However, by inserting a cyclohexanone ring the chemical
shift drops slightly [38]. A different kind of bifurcation can be found in 5-(4-substituted
phenylazo)-1-carboxymethyl-3-cyano-6-hydroxy-4-methyl-2-pyridones [41].

Not so common motifs are seen in Figure 12. The question is if the rather high
chemical shifts in the N-oxide are caused by a strong hydrogen bond or an electric field
effect from the N+-O− bond. A fact is that the deuterium isotope effects on C=O and
CH3 carbon chemical are rather small [42] (for a general discussion of isotope effects see
Section 2.4.1). The thio-Schiff base in Figure 12 is drawn as a neutral molecule and as a
zwitterionic structure. The latter contributes quite considerably. The NH chemical shifts
vary from 18.06 ppm for R and R′ = CH3 to 19.26 ppm for R= PhN(CH3)2 and R′=CH3 [43]
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or 17.33 ppm for CH3=PhCH3, R′=CH3 or 18.2 ppm for R=PhOCH3 and R′=CH3 [44].
Similar values were also obtained for derivatives in which R′ is H [45].

Figure 12. The amino N-oxide demonstrates hydrogen bonding to a charged acceptor. Taken
from [42] For the thio-Schiff base resonance forms are demonstrated. Taken from [43]. The number is
the NH chemical shift in ppm.

In Figure 13 is seen a comparison of an aldehyde or an imine as acceptor and a donor
being either an amide or a sulfamide. The imine is the best acceptor and as the amide is a
better donor than the sulfamide.

Figure 13. Comparison of different amides as acceptors. In A Y=O the NH chemical shift is 10.97 ppm,
whereas when Y=N-butyl it is 18.83 ppm. In B the NH chemical shift is 10.50 vs. 12.74 ppm. Taken
from [46].

Hydrogen bonding is clearly weaker when the hydrogen bonding is to a sp3 hy-
bridized oxygen and the hydrogen system is a five membered ring as demonstrated in the
benzoxazine in Figure 14. Although the hydrogen bond is not so strong it is concentration
independent [47].

Figure 14. Hydrogen bonding to single bonded oxygen. (a). Benzoxazine with intramolecular
hydrogen bonding from [47]. (b). N’-benzylidenbenzohydrazide from [48]. (c). Protonated enamine
molecular switch from [49]. (d). 1,4-dihydropyridine derivatives from [50]. The numbers are the NH
chemical shifts in ppm.
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In the case of N′-benzylidenbenzohydrazide, as seen in Figure 14b, a weak hydrogen
bond to the methoxy group is formed. This is clearly stronger than when a classic amide
is the hydrogen bond donor. In Figure 14c an amine is hydrogen bonded to an ester
oxygen [49].

Charged species show large NH chemical shifts. The protonated DMAN’s are tau-
tomeric, but as long as they are symmetric this will not influence the NH chemical shifts.
For a review of these see [51]. Very recently an amide type has been investigated. The R
substituent has a small effect [8]. Recently motifs A and C have been combined [52].

It is obvious from the chemical shifts seen in Figure 15 and in Figure 2, that the charged
systems have high NH chemical shifts. These systems are typically tautomeric and show
strong intramolecular hydrogen bonds.

Figure 15. Hydrogen bonding of DMAN types (A–C). Counter ions are left out, but the numbers vary slightly with
the counter ion. (C,D) are hydrogen bonding to a negative acceptor. Numbers are NH chemical shifts. (A) from [53],
(B,C) from [54]. (D) from [55]. (E) from [56].

Motifs involving urea can be found in a review by Osmialowski [57]. Urea is versatile,
as it can act both as an amide type donor and acceptor. The intramolecular nature of
the hydrogen bonds were among other things established by measuring the temperature
dependence. Temperature dependence was also used to distinguish between NH and OH
hydrogen bonds [16]. However, this technique is by no means a reliable tool [58]. Oxamides
and thioamides NH temperature coefficients have also been investigated to distinguish
intra from inter molecular hydrogen bonding [59].

A number of non-RAHB cases are seen in Figure 14. In addition, proteins often offer
many intramolecular hydrogen bonds (for use of coupling constants see Section 2.2). To use
NH chemical shifts these should be corrected. This subject has been treated in dipeptides
by Scheiner [60].

The results of Figures 4–14 can be summarized in the following way: thioamides seem
to be better than hydrazo groups as donors. They are slightly better than aromatic amines,
which again are better than aliphatic amines, amides and sulfamides in that order. The
pyrroles are not so easy to fit into this scheme. Even when the hydrogen bond is part of
a seven membered ring, they are clearly forming strong hydrogen bonds. As acceptors
thiones are better than pyridines and other nitrogen containing rings, imines are better
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than ketones, which are better than amides and esters. Sulfoxides are rather poor. Single
bonded oxygens are even poorer. For charged systems the number of cases is limited, but
seems to follow the neutral ones. However, the chemical shifts are much higher both in
cases with the donor being positive charged or the acceptor being negatively charged as
compared to the neutral cases.

2.2. Coupling Constants

Two types of couplings are immediately useful, 1J(N,H) and for derivatives of aldehy-
des, 3J(NH,CH). 1J(N,H), one-bond hydrogen nitrogen couplings show often a numerical
value of around 90 Hz. This coupling is of course negative. Dudek and Dudek showed a
small difference between hydrogen bonded and non-hydrogen bonded cases [61]. 1J(N,H)
couplings have also been calculated by DFT methods. A recent study optimized for se-
cundary amines the functional and basis set as follows: B3LYP/6-311++G** for structure
optimization in chloroform (PCM approach) and APFD/6-311++G**(mixed) for calculation
of 1J(15N,H) coupling constants. A very good agreement with experimental values was
found. The shorter the bond the larger the coupling constant [62]. A number of useful
trends were found to complement the not so many experimental data. Using a simpler
basis set, B3LYP-6-31G, it was found that one has to distinguish between primary and
secondary amines. For the primary amine cases dissolved in a hydrogen bonding solvent
like dimethylsulfoxide, a sulfoxide molecule has to be hydrogen bonded to the “free” NH
in order to obtain good results [3].

The 3J(NH,CH) coupling is for a non-tautomeric case close to 12 Hz [61]. The observa-
tion of a coupling of this magnitude or 1J(N,H) of around 90 Hz is a clear indication that
one is actually dealing with a NH . . . X hydrogen bond and not with an OH . . . X one or a
tautomeric system. The access to reliable calculations of 1J(N,H) enables one to calculate
values for tautomeric systems, but also to estimate the influence of substituents.

2.3. Non-RAHB Cases. Couplings across Hydrogen Bonds

The NH . . . X bond is central both to proteins, DNA and RNA. A breakthrough was
the observation of couplings across hydrogen bonds in RNA [63]. The presence of large
J couplings (6–7 Hz) between the hydrogen bond (H-bond) donating and accepting 15N
nuclei in Watson–Crick base pairs in double-stranded RNA was found [64]. For proteins,
both in α-helices and in β-sheets they are ubiquitous. These hydrogen bonds are generally
not very strong. However, in the stronger cases very interesting coupling constants across
hydrogen bonds between 15N and 13C=O (also referred to as C′) have been observed [65,66]
enabling pairing of hydrogen bond donors and acceptors. Correlations with bond lengths
3hJNC′ = −59000 exp(−4RNO) ± 0.09 Hz, or RNO = 2.75 − 0.25 ln(−3hJNC′ ) ± 0.06 Å have
been established [67]. Normally such coupling can only be observed in proteins below 10
kD. However, with perdeutration 3hJNC′ scalar couplings across hydrogen bonds could
be observed in the uniformly 2H/13C/15N-enriched 30 kDa ribosome inactivating protein
MAP30 [68].

A study of lysine interactions in ubiquitine with carbonyl backbone revealed that
the NH3

+ groups of Lys29 and Lys33 exhibit measurable h3JNζC′ couplings arising from
hydrogen bonds with backbone carbonyl groups of Glu16 and Thr14, respectively. For an
example see Figure 16. 3JNζCγ-coupling constants could also be measured, these together
with relaxation studies showed that the NH3

+ groups are involved in a transient and highly
dynamic interaction [69].
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Figure 16. Coupling from at carbonyl carbon to a side-chain lysine N via the hydrogen bond. Taken
from [69] with permission from The American Chemical Society.

A plot of 1J(N,H) vs. dNH for DNA and RNA demonstrated that the N1 . . . N3
hydrogen bonds are stronger in dsRNA A:U than in dsDNA A:T bases pairs [70]. Both
two-bond 1H-31P and three bond 15N-31P couplings have also been seen from a histidine to
the phosphate group of DNA in a zink finger (see Figure 17) [71].

Figure 17. Hydrogen bond scalar coupling involving a phosphate and a histidine. Taken from [71]
with permission from the American Chemical Society.

A very large N . . . N coupling of 40 Hz through a hydrogen bond is seen in the
compound in Figure 15E. The N..N distance is calculated as 2.54 Å. The coupling is the
largest of this kind so far reported in a symmetric system [56].

Couplings across hydrogen bonds have also been calculated and summarized by
Del Bene [72]. The couplings are dominated by the Fermi contribution and depends on
the distance between the heavy atoms. Relationships are noted between hydrogen bond
type, X–Y distances, NMR spin–spin coupling constants, and infrared proton-stretching
frequencies. This also nicely reflects the experimental findings.

2.4. Isotope Effects on Chemical Shifts

Three different types of deuterium isotope effects on chemical shift are useful, nΔC(ND),
1ΔN(D), nΔH(ND) and in principle nΔ17O(ND) in the study of intramolecular hydrogen
bonds [73]. Isotope effects is in the present review defined as: nΔ = δX(H) − δX(D).
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2.4.1. RAHB Cases (a “Double Bond” Connecting Cα and Cβ)
nΔC(ND) were early on studied in enaminones [74]. Later this study was extended

12,18,32,75,76]. An advantage of studying enaminones is that a number of these may exist
both in an E- and a Z-form. The former without an intramolecular hydrogen bond, the latter
with and thus giving a genuine reference compound. This kind of study clearly showed
that the two-bond deuterium isotope effect on 13C chemical shifts, 2ΔC(ND), are larger
in the intramolecular hydrogen bonded case (Figure 18). This was ascribed to resonance
assistance. Having e.g., a substituent at the C-β carbon can introduce steric strain. This
will lead to a larger two-bond deuterium isotope effect as seen by comparing number
from Figures 14 and 16 (see later) and to a stronger hydrogen bond. An interesting feature
in such systems is also the observation of isotope effects at the carbon involved in the
intramolecular hydrogen bond and even the carbon attached to the carbonyl group and
beyond (see Figure 14) making this a tool for establishing pairs of hydrogen bonds in
systems with several possibilities.

Figure 18. Deuterium isotope effects on 13C chemical shifts in ppm. Taken from Ref. [12].

Isotope effects have often been plotted vs. XH chemical shifts. [75] In the present case,
two-bond deuterium isotope effects (TBDIE) are plotted vs. NH chemical shifts (Figure 19). It
is clear that E- and Z-derivatives can be distinguished. The correlation covers enaminones,
nitro- and sulphinyl derivatives [32].

Figure 19. Plot of two-bond deuterium isotope effects on 13C chemical shifts vs. NH chemical shifts
for enamines. Open squares (Z)-enaminones, closed squares (E)-enaminones, + enamino esters, * (Z)-
nitroenamines, crosses (Z)-sulphinylenamines and diamonds (E)-sulphinylenamines, ϕ indicates
N-phenyl groups. Taken from [32] with permission from Wiley.
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One-bond deuterium isotope effects, 1ΔN(D), depend strongly on hydrogen bonding
(the geometry) and related to that RAHB (see Figure 20). [32]

Figure 20. One-bond deuterium isotope effects on 15N chemical shifts and two-bond deuterium
isotope effects at carbon in ppm. From [76].

2.4.2. Non-RAHB Cases

Deuterium isotope effects on 15N chemical shifts have been studied in the mono anion
of 2,3-dipyrrol-2-ylquinoxaline and its 6,7-dintro derivative (see Figure 15E) [56]. The
effects 1.13 ppm and 0.88 ppm (signs have been changed from the original publication) are
rather large and indicate a strong hydrogen bond.

Deuterium isotope effects on 15N and 1H chemical shifts have been used to judge
whether certain salt bridges, which are observed in the solid also exist in solution. An
example is protein G, B1 domain. The isotope effect demonstrated that two salt bridges
found in the X-ray structure did not exist in solution [77]. This approach was also used in
Barnase [78]. Both types of isotope effects have also been treated theoretically [79].

In ubiquitin the one-bond deuterium isotope effects of hydrogen bonded NH of the
back-bone is correlated to the back bone angles and the angle between the acceptor oxygen
and the NH bond (Figure 21) [80].

Figure 21. Angles and distances for an inter-chain hydrogen bond. Taken from [80] with permission
from Springer.

In DNA and RNA through hydrogen bond isotope effects on chemical shifts can be
seen from H-3 to C-2 between adenine and thymine respectively uracil. The isotope effects
on chemical shifts are found to be sensitive to the N1-N3 distance suggesting that the
isotope effect is sensitive to hydrogen bond strength (see Figure 22) [81,82].
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Figure 22. Example of hydrogen bonding in an adenine:thymine base pair.

Very long range isotope effects due to deuteriation at NH have been observed in
N-substituted 3-(cycloamino)thioproionamides [83]. These effects were ascribed to electric
field effects (Figure 23). The use of nuclei with a large chemical shift range like 19F makes
this kind of effect very useful even for weaker hydrogen bonds.

Figure 23. Example of electric field isotope effect through space in N-substituted 3-(cycloamino)-
thioproionamides.

2.4.3. Primary Isotope Effects
PΔ1H(ND), and PΔ1H(NT), in which the NH is replaced by either deuterium or tritium

may also be used to gauge intramolecular hydrogen bonding. Only a few examples are
available [84].

Protonated DMAN’s (DMANH+) (Figure 2) show tautomerism. However, for symmet-
ric compounds this will not influence the primary isotope effects [56]. For DMANH+ itself
the PΔ1H(ND), is 0.69 ppm. Similar values were found for a 4,5-CH2OCH2 derivative as
well as the one in which the methyl groups are changed to ethyl groups. However, for 2,7-
substituted derivatives the values are much smaller, dichloro, dibromo, bisdimethylamino,
dimethoxy and ditrimethylsilyl gave values of 0.30, 0.23, 0.34, 0.31 and 0.14 ppm. [85] The
much smaller values in these derivatives were ascribed to a buttressing effect leading to a
shorter N . . . N distance [86]. These data and more together with data from Ref. [84] are
plotted in Figure 24. Interesting points falling in-between at chemical shifts 14.03 and 14.84
ppm are N-phenyl derivatives, so these chemical shifts must be corrected for ring current
effects. Others are also N-phenyl derivatives, but substituted in the 2-position so the rings
are twisted heavily out of the double bond plane and thereby reducing the ring-current
effects. The primary isotope effects were also related to IR isotope ratios [73].

77



Molecules 2021, 26, 2409

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

9 11 13 15 17 19 21 23

Pr
im

ar
y
de

ut
er
iu
m

iso
to
pe

ef
fe
ct

NH chemical shifts

Figure 24. Plot of primary deuterium isotope effects vs. NH chemical shifts. Data from [56,85].

As the review deals with NH hydrogen bonds the obvious isotope to use is deuterium.
Secondary deuterium isotope effects over two-bonds tell in a qualitative way about the
hydrogen bond strength. The larger the isotope effect, the stronger the hydrogen bond. For
a relation to hydrogen bond energy see Section 3. In case of one bond deuterium isotope
effects on 15N two different scenarios are found. In RAHB cases the isotope effect increases
with increasing hydrogen bond strength, whereas for intramolecular hydrogen bond cases
with no direct connection between donor and acceptor (like in DNA) the magnitude of the
isotope effect decreases as the distance between heavy atoms decreases.

The primary isotope effects deuterium isotope effects show a more irregular behavior.
It would be interesting in the future to compare primary isotope effects for the systems
shown above with the one bond secondary isotope effects on 15N.

3. Energy

Hydrogen bond energies for intramolecular hydrogen bonds of the RAHB type are
difficult to determine experimentally. Nevertheless, experimental values are necessary
in order to have a gauge for theoretical calculations. Spectroscopic data can be useful in
this context. The question of calculating the hydrogen bond energy for NH . . . X bonds
were treated by Reuben [87]. He suggested to calculate the hydrogen bond energy by
extending the equation originally suggested by Schaefer [88] (in this case based on OH
. . . O intramolecular hydrogen bond). It is important to remember that Schaefer said a
tentative equation and “rather involved but approximate calculations of electric field effects
of the chemical shifts of the hydroxyl proton in intermolecularly hydrogen bonded phenol
predict a very nearly linear relationship between the chemical shift and the energy”.

The energy was obtained from a correlation with NH chemical shifts:

ΔδNH = −1.06 + EH (1)

ΔδNH is in the Reuben case referred to the NH chemical shift of N-methylaniline
in CDCl3. Chiara et al. [89] used these equations to obtain hydrogen bond energies of
nitro-substituted enaminones of the order of 29 to 34 KJ/mole. A very comprehensive
overview is given by Afonin et al. [33] but mostly for weak interactions. Afonin et al. used
a slightly different correlation:

EHB(Δδ) = Δδ + (0.4 ± 0.2) energy in Kcal/mol

Afonin et al. [33] used in their study the NH donor in a pyrrole ring together with OH
. . . X and CH . . . X intramolecular hydrogen bond. In this case the reference compound
was pyrrole with a chemical shift of 9.25 ppm. Recently other theoretical approaches have
been used. Tupikina et al. used 1H chemical shifts of NH2 groups using the non-hydrogen

78



Molecules 2021, 26, 2409

bonded NH as reference for aniline derivatives and looking mainly at intermolecular
hydrogen bonds. Unfortunately, the only RAHB system, an o-amino Schiff base, falls off
the correlation line obtained [90].

The hydrogen bond and out scheme [91] used for intermolecular hydrogen bonds
cannot really be used for NH . . . X intramolecular hydrogen bonds. A scheme has been
set up by Jablonski et al. [92] for NH2 groups as donors and later used for APO and
3-methyl APO [93]. A simpler method is to use the “in” and 90 degrees approach in
which the energy of the latter is subtracted from the hydrogen bonded one. An example
is hydrazone switches. A correlation is found between the hydrogen bond energy and
the long range NH coupling across the hydrogen bridge [94]. A different method is
to use the electron density at the bond critical point as suggested by Rozas et al. [95].
Using this method for 3-aminopropenal Vakili et al. [93] found 26.6 KJ/mol in good
agreement with those of Jablonski et al. using MP2/6-31G** and MP2/6-311++G** [92].
The electron density at the bond critical point is used to estimate the hydrogen bond
strength in a number of strategic intramolecular hydrogen bonds of enaminones. Inspired
by the Reuben approach [87] energies have been related to two-bond deuterium isotope
effects at carbons [96,97]. Recently, two-bond deuterium isotope effects (TBDIE) have
been correlated to hydrogen bond energies in o-hydroxy aromatic aldehydes in which
the hydrogen bond energies were calculated by the hb and out method [98]. The use
of TBDIE has the advantage that no reference is needed. The hydrogen bond energies
expressed as electron density at the bond critical point are plotted vs. two-bond deuterium
isotope effects on 13C chemical shifts in Figure 25 for a small set of enaminones. The
ring critical points were calculated using the B3LYP/6-311++G(d,p) functional [99] and
the AIM program [100,101]. A reasonable correlation is obtained considering that both
ketones, esters and nitro groups are acceptors and compounds are both linear and cyclic
and substituents at nitrogen both aliphatic (methyl and t-butyl) and aromatic. It is obvious
that the cyclic compounds fall on a line of their own.
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Figure 25. Plot of electron densities at the bond critical point vs. two-bond deuterium isotope
effects on 13C chemical shifts in ppm. Series 1 include linear compounds with ketones and nitro
groups as acceptors, Series 2 include cyclic compounds both 5- and 6-membered rings, ketones and
esters. Isotope effects in ppm from [76,89,102,103]. The ring critical points were calculated using the
B3LYP/6-311++G(d,p) functional and the AIM program.

Considering the correlation between the TBDIE on 13C and the electron density at the
bond critical point (Figure 25) it is obvious that the large isotope effect is correlated to a
stronger hydrogen bond. As TBDIE are also correlated to NH chemical shifts, a series of
parameters may be used to predict hydrogen bond strength.
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4. Hydrogen Bond Strength

Hydrogen bond strength can be judged from the hydrogen bond energy (see Section 3).
The work on predicting hydrogen bond strength using the pKa slide should be mentioned
as a reference method although not based on spectroscopic methods [104]. Gorobets et al.
have suggested the difference between 1H chemical shifts of the chemical shifts of primary
amides as a simple index of hydrogen bond strength in primary amides as demonstrated in
Figure 26 [105]. The hydrogen bond strength can best be described by experimental trends
like NH stretching frequencies, the lower the NH stretching frequency the stronger the
hydrogen bond, for NH chemical shifts and two-bond deuterium isotope effects on 13C
chemical shifts or one-bond deuterium isotope effects on 15N chemical shifts, the larger the
stronger the hydrogen bond. A list of criteria also including structural parameters can be
found in [106]. Martyniak et al. [107] also find that the asymmetry of the potential curve is
a measure of hydrogen bond strength.

Figure 26. Primary amides used to estimate hydrogen bond strength. Taken from [105].

5. Assignments

5.1. CD Stretching Frequencies

A blue shift of CδD2 stretching frequencies of prolines in the Src homology 3 domain
was interpreted as a correlation with a hydrogen bond Ni+1H . . . Ni interaction. The blue
shifts were 10 and 17 cm−1 for Pro 165 and 21 and 28 cm−1 for Pro183 relative to two other
prolines not affected. This was further supported by model studies of methyl terminated
proline dipeptides similar to those of the SRC homology 3 domain. DFT calculations and
NBO analysis supported this type of hydrogen bond [108].

5.2. Assignments

As NH stretching vibrations can be difficult to assign, deuteriation is often a good
tool. As most NH stretching frequencies are found around 3000 cm−1 the ND stretching
frequencies will be around 2100 cm−1, which is in a region with few other resonances.
However, the NH/ND ratio is not fixed. This was originally studied by Novak [109] and
later supplemented by Sobczyk et al. [110] primarily using OH stretching frequencies.
Novak included mostly intermolecular hydrogen bonds whereas Sobczyk et al. added
intramolecular hydrogen bonds. The broad trend is a decrease of the isotope ratio as the
NH stretching frequency decreases. However, as seen in Figure 27 based on data by Chiara
et al. [89,103] for nitro-substituted enaminones and nitro-substituted enamino esters and
supplemented with data on enamino esters the picture is not so clear cut at all. This is also
seen in the review by Sobczyk et al. [73] but is to some extent masked by the inclusion of a
correlation line.

80



Molecules 2021, 26, 2409

1.33
1.34
1.35
1.36
1.37
1.38
1.39
1.4

2300 2350 2400 2450
Iso

to
pe

ra
tio

ND
Series1 Series2 Series3

Figure 27. Plot of the νNH/νND ratio vs. νND. Series 1 β-amino-α-nitro-α,β-unsturated ketones,
hydrogen bonding to the keto group, Series 2 Hydrogen bonding to the nitro group from [89] and
Series 3 enaminoesters from [89,103].

6. Conclusions

In conclusion it is useful to deal with the three different types of intramolecular
hydrogen bonds separately. For intramolecular hydrogen bonds of RAHB type hydrogen
bond energies are difficult to obtain, resulting in very few or none experimental results
are available. A useful method, although not tested to a large extent, on intramolecularly
hydrogen NH . . . X systems, is electron densities at the ring critical point. The latter
may also be correlated to deuterium isotope effects on 13C chemical shifts. In view of this,
empirical parameters, NH chemical shifts, deuterium isotope effects on 13C or 15N chemical
shifts may been used as indicators. NH chemical shifts have to be corrected for ring current
effects, if the substituent at the nitrogen is an aromatic rings. Based on these parameters a
large range of both donors and acceptors are investigated and rated with their ability to
form intramolecular hydrogen bonds. NH chemical shifts and TBDIE have been correlated.
However, NH chemical shifts have to be corrected for possible ring current effects, solvent
effects and should be measured at as low concentration as possible. The TBDIE have the
advantage of being measured as a difference and therefore being dependent on the just
mentioned effects. Furthermore, deuterium isotope effects over hydrogen bonds may be
used to identify hydrogen bonded pairs in case of multiple possibilities. The finding that
1J(N,H) is rather invariant makes this a good gauge for checking for tautomerism.

Charged systems with connecting bonds between donor and acceptor of the in-
tramolecular hydrogen bonds, but no conjugation, show very large NH chemical shifts.

For intramolecular hydrogen bonds in proteins and nucleic acids coupling through
the hydrogen bond can be measured and the magnitude increases with the shorter the
heavy atom is. Also 1J(N,H) couplings are useful in the characterization of intramolecular
hydrogen bonds.

Theoretical calculations are very useful in calculation of energies, coupling constants,
isotope effects on chemical shifts and the finding that NH stretching frequencies can be
calculated routinely means that they can be used more easily to identify infra red bands due
to NH stretching vibrations. The use of νH/νD ratios to predict NH stretching frequencies
based on ND stretching frequencies probably need more investigations.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The author would warmly like to thank R. Rutu and B.A. Saeed, Basra University,
Iraq for their help in calculating electron densities at the bond critical points.

81



Molecules 2021, 26, 2409

Conflicts of Interest: The author declares no conflict of interest.

References

1. Martinéz, R.F.; Matamoros, E.; Cintas, P.; Palacios, J.C. Imine or Enamine? Insights and Predictive Guidelines from the electronic
Effect of Substituents in H-Bonded Salicylimines. J. Org. Chem. 2020, 85, 5838–5862. [CrossRef]

2. Jezierska, A.; Tolstoy, P.M.; Panek, J.J.; Filarowski, A. Intramolecular Hydrogen Bonds in Selected Aromatic Compounds: Recent
Developments. Catalysts 2019, 9, 909. [CrossRef]

3. Hansen, P.E. Methods to distinguish tautomeric cases from static ones. In Tautomerism: Ideas, Compounds, Applications; Antonov,
L., Ed.; Wiley-VCH: Weinheim, Germany, 2016.

4. Hansen, P.E.; Spanget-Larsen, J. NMR and IR investigations of strong intramolecular hydrogen bonds. Molecules 2017, 22, 552.
[CrossRef]

5. Sobczyk, L.; Chudoba, D.; Tolstoy, P.M.; Filarowski, A. Some Brief Notes on Theoretical and Experimental Investigations of
Intramolecular Hydrogen Bonding. Molecules 2016, 21, 1657. [CrossRef] [PubMed]

6. Gilli, P.; Bertolasi, V.; Ferretti, V.; Gilli, G. Evidence for intramolecular N-H . . . O Resonance–Assisted Hydrogen Bonding in
β-Enaminones and Related Heterodienes. A Combined Crystal-Structural, IR and NMR Spectroscopic, and Quantum-Mechanical
Investigation. J. Am. Chem. Soc. 2000, 122, 10405–10417. [CrossRef]

7. Pozharskii, A.F.; Ozeryanskii, V.A.; Filatova, E.A.; Dyablo, O.V.; Pogosa, O.G.; Borodkin, G.S.; Filarowski, A.; Steglenko, D.V.
Neutral Pyrrole nitrogen Atom as a π- and Mixed N,π-Donor in Hydrogen Bonding. J. Org. Chem. 2019, 84, 726–737. [CrossRef]

8. Mikshiev, V.Y.; Pozharskii, A.F.; Filarowski, A.; Novikov, A.S.; Antonov, A.S.; Tolstoy, P.M.; Vovk, M.A.; Khoroshilova, O.V. How
Strong is Hydrogen Bonding to Amide Nitrogen? ChemPhysChem 2020, 21, 1–9. [CrossRef] [PubMed]

9. Zhou, S.; Wang, L. Quantum effects and 1H NMR chemical shifts of a bifurcated short hydrogen bond. J. Chem. Phys. 2020, 153,
114301. [CrossRef]

10. Kanbara, T.; Suzuki, Y.; Yamamoto, T. New proton-sponge-like macrocyclic compound: Synergistic hydrogen bonds of aminopy-
ridine. Eur. J. Org. Chem. 2006, 3314–3316. [CrossRef]

11. Sigalov, M.V.; Pylaeva, S.A.; Tolstoy, P.M. Hydrogen Bonding in Bis(6-amino-1,3-dimehtyluracil-5-yl)-methane Derivatives:
Dynamic NMR and DFT Evaluation. J. Phys. Chem. A 2016, 120, 2737–2748. [CrossRef]

12. Zheglova, D.K.; Genov, D.G.; Bolvig, S.; Hansen, P.E. Deuterium Isotope Effects on 13C Chemical Shifts of Enaminones. Acta
Chem. Scand. 1997, 51, 1016–1023. [CrossRef]

13. Chen, X.; She, J.; Shang, Z.; Wu, J.; Wu, H.; Zhang, P. Synthesis of Pyrazoles, Diazepines, Enaminones, and Enamino Esters Using
12-Tungstenphosphoric Acid as a Reusable Catalyst in Water. Synthesis 2008, 21, 3478–3486.

14. Kidwai, M.; Bardway, S.; Mishra, N.K.; Bansai, V.; Kumar, A.; Mozumdar, S. A novel method for the synthesis of β-enaminones
using Cu-nanoparticles as catalyst. Catal. Commun. 2009, 10, 1514–1519. [CrossRef]

15. Gholap, A.R.; Chakor, N.S.; Daniel, T.; Lahoti, R.J.; Srinivasan, K.V. A remarkable rapid regioselective synthesis of β-enaminones
using silica chloride in a heterogenouts as well as an ionic liquid in a homogenenous medium at room temperature. J. Mol. Catal.
A Chem. 2006, 245, 37–46. [CrossRef]
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51. Piękoś, P.; Jezierska, A.; Panek, J.J.; Goremychkin, E.A.; Pozharskii, A.F.; Antonov, A.S.; Tolstoy, P.M.; Filarowski, A. Sym-
metry/Asymmetry of the NHN Hydrogen Bond in Protonated 1,8-Bis(dimethylamino)naphthalene. Symmetry 2020, 12, 1924.
[CrossRef]

83



Molecules 2021, 26, 2409

52. Vlasenko, M.P.; Ozeryanski, V.A.; Pozharskii, A.F.; Khoroshilova, O.V. Positively and negatively charged NHN hydrogen bonds in
one molecule: Synergistic strengthening effect superbasicity and acetonitrile capture. New J. Chem. 2019, 43, 7557–7561. [CrossRef]

53. Dega-Szafran, Z.; Nowak-Wydra, B.; Szafran, M. Reinvestigtion of 1H and 13C NMR Spectra of 1,8-Bis(dimethylamino)naphthalene
Complexes with Mineral Acids. Magn. Reson. Chem. 1993, 31, 726–730. [CrossRef]

54. Pietrzak, M.; Grech, E.; Nowicka-Scheibe, J.; Hansen, P.E. Deuterium isotope effects on 13C chemical shifts of negatively charged
NH . . . N systems. Magn. Reson. Chem. 2013, 51, 683–688.

55. Yamakoda, R.; Ishibashi, H.; Motoyoshi, Y.; Yasuda, N.; Maeda, H. Ion-pairing assemblies based on p-extended dipyrrolylquinox-
alines. Chem. Commun. 2019, 55, 326–329. [CrossRef]

56. Pietrzak, M.; Try, A.C.; Andriolette, B.; Sessler, J.L.; Anzenbacher, P., Jr.; Limbach, H.-H. The largest 15N-15N Coupling Constant
across an NHN Hydrogen bond. Angew. Chem. Int. Ed. 2008, 47, 1123–1126. [CrossRef]

57. Osmialowski, B. Conformational equilibrium and substituent effects in hydrogen bonded complexes. Curr. Org. Chem. 2018, 22.
[CrossRef]

58. Sosnicki, J.G.; Hansen, P.E. Temperature coefficients of NH chemical Shifts of Thioamides in Relation to Structure. Mol. Struct.
2004, 700, 91–103. [CrossRef]

59. Desseyn, H.O.; Perlepes, S.P.; Clou, K.; Blaton, N.; van der Veken, B.J.; Dommisse, R.; Hansen, P.E. Theoretical, Structural,
Vibribrational, NMR and Thermal evidence of the Inter versus Intramolecular Hydrogen Bonding in Oxamides and Thiooxamides.
J. Phys. Chem. A 2004, 108, 175–182. [CrossRef]

60. Scheiner, S. Assesment of the Presence and Strength of H-Bonds by Means of Corrected NMR. Molecules 2016, 21, 1426. [CrossRef]
[PubMed]

61. Dudek, G.; Dudek, E.P. Spectroscopic Studies of Keto-Enol Equilibria. Part XIII. 15N Substituted Imines. J. Chem. Soc. B 1971,
1356–1360. [CrossRef]

62. Hansen, P.E.; Saeed, B.A.; Rutua, R.S.; Kupka, T. One-bond 1J(15N,H) coupling constants at sp2-hybridized nitrogen of Schiff
bases, enaminones and similar compounds: A theoretical study. Magn. Reson. Chem. 2020, 58, 750–762. [CrossRef] [PubMed]

63. Dingley, A.J.; Grzesiek, S. Direct observation of hydrogen bonds in nucleic acid base pairs by internucleotide (2)J(NN) couplings.
S. J. Am. Chem. Soc. 1998, 120, 8293–8297. [CrossRef]

64. Dingley, A.J.; Masse, J.E.; Peterson, R.D.; Barfield, M.; Feigon, J.; Grzesiek, S. Internucleotide Scalar Couplings across Hydrogen
Bonds in Watson-Crick and Hoogsteen Base Pairs of a DNA Triplex. J. Am. Chem. Soc. 1999, 121, 6019–6027. [CrossRef]

65. Grzesiek, S.; Cordier, F.; Jaravine, V.; Barfield, M. Insights into biomolecular hydrogen bonds from hydrogen bond scalar couplings.
Prog. Nuc. Magn. Reson. Spectrosc. 2004, 45, 275–300. [CrossRef]

66. Cornilescu, G.; Hu, J.S.; Bax, A. Identification of the hydrogen bonding network in a protein by scalar couplings. J. Am. Chem. Soc.
1999, 121, 2949–2950. [CrossRef]

67. Cornilescu, G.; Ramirez, B.E.; Frank, M.K.; Clore, G.M.; Gronenborn, A.M.; Bax, A. Correlation between 3hJNC′ and Hydrogen
Bond Length in Proteins. J. Am. Chem. Soc. 1999, 121, 6275–6279. [CrossRef]

68. Wang, Y.-X.; Jacob, J.; Cordier, F.; Wingfield, P.; Stahj, S.J.; Lee-Huang, S.; Torchia, D.; Grzesiek, S.; Bax, A. Measurement of 3hJNC′
connectivities across hydrogen bonds in a 30 kDa protein. J. Biomol. NMR 1999, 14, 181–184. [CrossRef] [PubMed]

69. Zandarashvili, L.; Li, D.-W.; Wang, T.; Brüschweiler, R.; Iwahara, J. Signature of Mobile Hydrogen Bonding of Lysine Side Chains
from Long-Range 15N–13C Scalar J-Couplings and Computation. J. Am. Chem. Soc. 2011, 133, 9192–9195. [CrossRef]

70. Manalo, M.N.; Kong, X.; LiWang, A. 1JNH Values show that N1...N3 Hydrogen Bonds are stronger in dsRNA A:U than dsDNA
A:T Base pairs. J. Am. Chem. Soc. 2005, 127, 17974–17975. [CrossRef]

71. Chattopadhyay, A.; Esadze, A.; Roy, S.; Iwahara, J. NMR Scalar Couplings across Intermolecular Hydrogen Bonds between
Zinc-Finger Histidine Side Chains and DNA Phosphate Groups. J. Phys. Chem. B 2016, 120, 10679–10685. [CrossRef]

72. Del Bene, J. Two-Bond NMR Spin–Spin Coupling Constants across Hydrogen Bonds. Encyclopedia of Theoretical Chemistry; Wiley:
Weinheim, Germany, 2004.

73. Sobczyk, L.; Obzrud, M.; Filarowski, A. H/D Isotope Effects in Hydrogen Bonded Systems. Molecules 2013, 18, 4467–4476.
[CrossRef] [PubMed]

74. Kozerski, L.; von Philipsborn, W. N-15 NMR spectroscopy. 9. Solvent induced Deuterium isotope effects in C-13 NMR and N-15
NMR spectra of enaminones. Helv. Chim. Acta 1982, 65, 2077–2087. [CrossRef]

75. Hansen, P.E. Isotope effects on chemical shift in the study of intramolecular hydrogen bonds. Molecules 2015, 20, 2405–2424.
[CrossRef] [PubMed]

76. Hansen, P.E.; Kawecki, R.; Krowczynski, A.; Kozerski, L. Deuterium Isotope Effects on 13C and 15N Nuclear Shielding in
Intramoleculary Hydrogen-bonded Compounds. II. Investigation of Enamine Derivatives. Acta Chem. Scand. 1990, 44, 826–832.
[CrossRef]

77. Tomlinson, J.H.; Ullah, S.; Hansen, P.E.; Williamson, M.P. Characterisation of salt bridges to lysines in the Protein G B1 domain. J.
Am. Chem. Soc. 2009, 131, 4674–4684. [CrossRef]

78. Williamson, M.P.; Hounslow, A.M.; Ford, J.; Fowler, K.; Hebditch, M.; Hansen, P.E. Detection of salt bridges to lysines in barnase
in solution. Chem. Commun. 2013, 49, 9824–9826. [CrossRef]

79. Ullah, S.; Ishimoto, T.; Williamson, M.P.; Hansen, P.E. Ab initio Calculations of Deuterium Isotope Effects on Chemical Shifts of
Salt bridged lysines. J. Phys. Chem. B 2011, 115, 3208–3215. [CrossRef]

84



Molecules 2021, 26, 2409

80. Abildgaard, J.; LiWang, A.; Manalo, M.N.; Hansen, P.E. Peptide Deuterium Isotope Effects on Backbone 15N Chemical Shifts in
Proteins. J. Biomol. NMR 2009, 44, 119–124. [CrossRef]

81. Kim, Y.-I.; Manalo, M.N.; Peréz, L.M.; LiWang, A. Computation and empirical trans-hydrogen bond deuterium isotope shifts
suggest that n1-N3 A.U hydrogen bonds of RNA are shorter than those of A:T bonds of DNA. J. Biomol. NMR 2006, 34, 229–236.
[CrossRef]

82. Manalo, M.N.; Pérez, L.M.; LiWang, A. Hydrogen-Bonding and π-π Base-stacking Interactions are Coupled in DNA as Suggested
by Calculated and Experimental Trans-Hbond Deuterium Isotope Shifts. J. Am. Chem. Soc. 2007, 129, 11298–11299. [CrossRef]

83. Sosnicki, J.G.; Langaard, M.; Hansen, P.E. Long-range Deuterium Isotope Effects on 13C chemical Shifts of intramolecularly
hydrogen bonded N-substituted-3-(cycloamino) thiopropionamides or amides: A case of electric field effects. J. Org. Chem. 2007,
72, 4108–4116. [CrossRef]

84. Bolvig, S.; Hansen, P.E.; Morimoto, H.; Wemmer, D.; Williams, P. Primary Tritium and Deuterium Isotope Effects on Chemical
Shifts of Compounds having an Intramolecular Hydrogen bond. Magn. Reson. Chem. 2000, 38, 525–535. [CrossRef]

85. Chmielewski, P.; Ozeryanski, V.A.; Sobczyk, L.; Pozharskii, A.F. primary 1H/2H isotope effect in the NMR chemical shift of
HClO4 salts of 1,8-bis(dimethylamino)naphthalene derivatives. J. Phys. Org. Chem. 2007, 20, 643–648. [CrossRef]

86. Pozharski, A.F.; Ryabtsova, O.V.; Ozeryanski, V.A.; Degtyarev, A.V.; Kazheva, O.N.; Alexandrov, G.G.; Dyanchenko, O.A.
Organometallic synthesis, molecular structure, and coloration of 2,7-disubstituted 1,8-bis(dimethylamino)naphthalenes. How
significant is the influence of “buttressing effect” on their basicity? J. Org. Chem. 2003, 69, 10109–10122. [CrossRef] [PubMed]

87. Reuben, J. Isotopic Multiplets in the Carbon-13 NMR Spectra of Aniline Derivatives and Nucleosides with Partially Deuterated
Amino Groups: Effects of Intra- and Intermolecular Hydrogen Bonding. J. Am. Chem. Soc. 1987, 109, 316–321. [CrossRef]

88. Schaefer, T. A Relationship between Hydroxy Proton Chemical Shifts and Torsional Frequencies in Some ortho-Substituted
Phenol Derivatives. J. Phys. Chem. 1975, 79, 1888–1890. [CrossRef]

89. Chiara, J.L.; Gomez-Sanchez, A.; Bellanato, J. Spectral properties and isomerism of nitroenamines. Part 4. β-Amino-α-nitro-α,β-
unsaturated ketones. J. Chem. Soc. Perkin Trans. 1998, 2, 1797–1806. [CrossRef]

90. Tupikina, E.Y.; Sigalov, M.; Shenderovich, I.G.; Mulloyarova, V.V.; Denisov, G.S.; Tolstoy, P.M. Correlations of NHN hydrogen
bond energy with geometry and 1H NMR chemical shift difference of NH protons for aniline complexes. J. Chem. Phys. 2019, 150,
114305. [CrossRef] [PubMed]

91. Cuma, M.; Scheiner, S.; Kar, T. Competition between rotamerization and proton transfer in o-hydroxybenzaldehyde. J. Am. Chem.
Soc. 1998, 120, 10497–10503. [CrossRef]

92. Jablonski, M.; Kaczmarek, A.; Sadlej, S.J. Estimates of the Energy of Intramolecular Hydrogen Bonds. J. Phys. Chem. A 2006, 110,
10890–10898. [CrossRef]

93. Seyedkatouli, S.; Vakili, M.; Tayyari, S.F.; Hansen, P.E.; Kamounah, F. SMolecular structure, vibrational analysis, and intramolecu-
lar hydrogen bond strength (IHBs) of 3-methyl-4-amino-3-penten-2-one and the effect of N-methyl and N-phenyl substitutions
on the IHBs. An Experimental and Theoretical approach. J. Mol. Struct. 2019, 1184, 233–245. [CrossRef]

94. Gholipur, A.; Neyband, R.S.; Farhadi, S. NMR investigation of substituent effects on strength the intramolecular hydrogen
bonding interaction in X-phenylhydrazones switches: A theoretical study. Chem. Phys. Lett. 2017, 676, 6–11. [CrossRef]

95. Rozas, I.; Alkorta, I.; Elguero, J. Behavior of Ylides Containing N, O, and C Atoms as Hydrogen Bond Acceptors. J. Am. Chem. Soc.
2000, 122, 11154–11161. [CrossRef]

96. Hansen, P.E.; Tüchsen, E. Deuterium Isotope Effects on Carbonyl Chemical Shifts of BPTI. Hydrogen-bonding and Structure
Determination in Proteins. Acta Chem. Scand. 1989, 43, 710–712. [CrossRef]

97. Tüchsen, E.; Hansen, P.E. Hydrogen bonding monitored by deuterium isotope effects on carbonyl 13C chemical shift in BPTI:
Intra-residue hydrogen bonds in antiparallel β-sheet. Int. J. Biol. Macromol. 1991, 13, 2–8. [CrossRef]

98. Hansen, P.E.; Kamounah, F.S.; Saeed, B.A.; MacLachlan, M.J.; Spanget-Larsen, J. Intramolecular Hydrogen Bonds in Normal
and Sterically Compressed o-Hydroxy Aromatic Aldehydes. Isotope Effects on Chemical Shifts and Hydrogen Bond Strength.
Molecules 2019, 24, 4533. [CrossRef]

99. Becke, A.D. A new mixing of Hartree-Fock and local density-functional theories. J. Chem. Phys. 1993, 98, 1372–1377. [CrossRef]
100. Bader, R.W.F. Atoms in Molecules: A Quantum Theory; Oxford University Press: New York, NY, USA, 1990.
101. Kieth, T.A. AIMAll (Version 16.10.31); TK Gristmill Software: Overland Park, KS, USA, 2016.
102. Hansen, P.E.; Bolvig, S.; Duus, F.; Petrova, M.V.; Kawecki, R.; Kozerski, L. Deuterium Isotope Effects on 13C Chemical Shifts of

Intramolecularly Hydrogen-bonded Olefins. Magn. Reson. Chem. 1995, 33, 621–631. [CrossRef]
103. Chiara, J.L.; Gomez-Sanchez, A.; Sanchez Marcos, E. Spectral Properties and Isomerism of Nitro Enamines. Part 2. 3-Amino-2-

nitrocrotronic Esters. J. Chem. Soc. Perkin Trans. 1990, 2, 385–392. [CrossRef]
104. Gilli, P.; Pretto, L.; Bertolasi, V.; Gilli, G. Predicting Hydrogen-Bond Strength from Acid-Base Molecular Properties. The pKa Slide

Rule: Toward the Solution of a Long-Lasting Problem. Acc. Chem. Res. 2009, 42, 33–44. [CrossRef] [PubMed]
105. Gorobets, N.Y.; Yermolayev, S.A.; Gurley, T.; Gurinov, A.A.; Tolstoy, P.M.; Shenderovich, I.G.; Leadbeater, N.E. Difference between

1H NMR signals of primary amide protons as a simple spectral index of the amide intramolecular hydrogen bond strength. J.
Phys. Org. Chem. 2012, 25, 287–295. [CrossRef]

106. Arunan, E.; Desiraju, G.R.; Klein, R.A.; Sadlej, J.; Scheiner, S.; Alkorta, I.; Clary, D.C.; Crabtree, R.H.; Dannenberg, J.J.; Hobza, P.;
et al. Definition of the hydrogen bond (IUPAC Recommendations 2011). Pure Appl. Chem. 2011, 83, 1637–1641. [CrossRef]

107. Martyniak, A.; Majerz, I.; Filarowski, A. Pecularities of quasi-aromatic hydrogen bonding. RSC Adv. 2012, 2, 8135–8144. [CrossRef]

85



Molecules 2021, 26, 2409

108. Adhikary, R.; Zimmermann, J.; Liu, J.; Forrest, R.P.; Janicki, T.D.; Dawson, P.E.; Corcelli, S.A.; Romesberg, F.E. Evidence of an
unusual N-H . . . N Hydrogen Bond in Proteins. J. Am. Chem. Soc. 2014, 136, 13474–13477. [CrossRef]

109. Novak, A. Hydrogen Bonding in Solids. Correlation of Spectroscopic and Crystallographic Data. Struct. Bond. 1974, 18, 177–216.
110. Grech, E.; Malarski, Z.; Sobczyk, L. Isotope Effects in NH.N Hydrogen bonds. Chem. Phys. Lett. 1986, 128, 259–263. [CrossRef]

86



molecules

Review

Modern Theoretical Approaches to Modeling the Excited-State
Intramolecular Proton Transfer: An Overview

Joanna Jankowska 1,* and Andrzej L. Sobolewski 2

Citation: Jankowska, J.; Sobolewski,

A.L. Modern Theoretical Approaches

to Modeling the Excited-State

Intramolecular Proton Transfer: An

Overview. Molecules 2021, 26, 5140.

https://doi.org/10.3390/molecules

26175140

Academic Editor: Mirosław Jabłoński
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Abstract: The excited-state intramolecular proton transfer (ESIPT) phenomenon is nowadays widely
acknowledged to play a crucial role in many photobiological and photochemical processes. It is an
extremely fast transformation, often taking place at sub-100 fs timescales. While its experimental
characterization can be highly challenging, a rich manifold of theoretical approaches at different
levels is nowadays available to support and guide experimental investigations. In this perspective,
we summarize the state-of-the-art quantum-chemical methods, as well as molecular- and quantum-
dynamics tools successfully applied in ESIPT process studies, focusing on a critical comparison of
their specific properties.

Keywords: excited-state intramolecular proton transfer; photochemistry; photobiology; quantum
chemistry; molecular dynamics; ultrafast processes

1. Introduction

Photochemistry of organic molecular systems is an extremely rich and exciting field
of research, continuously growing and, thus, pushing forward the frontiers of our un-
derstanding of light–matter interactions. Among many chemical processes induced with
photon absorption, the excited-state intramolecular proton transfer (ESIPT) stands out with
its ultrashort timescale and strong impact on the molecular electronic structure, which is
often manifested with large emission Stokes shifts. Relying on a proton exchange between
two electronegative centers along a pre-existing intramolecular hydrogen bond, the ES-
IPT process is recognized to provide a mechanism of excellent photostability to natural
and artificial molecular systems [1–3], finds applications in fluorescent probes and imag-
ing agents [4–6], governs characteristic emission of the green fluorescent protein and its
analogs [7–9], and opens rich possibilities for multicolor emission in organic light-emitting
diodes (OLEDs) [10–14]. Last but not least, ESIPT may also activate other excited-state
reaction channels, facilitating the design of complex molecular photo-devices [15–19].

In its typical arrangement, ESIPT occurs upon photoexcitation of a molecular system
including two moieties connected on the one side by an intramolecular hydrogen bond
and with an electronically conjugated network of covalent bonds on the other side, as
shown in Figure 1. The reaction occurs in an excited electronic state and is usually being
parameterized by the distance between the proton-donor (D) atom (most commonly oxygen
or nitrogen [15,20,21]) and the transferring proton. The proton-accepting (A) moiety consists
of another electronegative center, often including a carbonyl or an imine group [11,17],
which, in order for the ESIPT process to be efficient, should exhibit stronger basicity in
the excited state than the proton donor. After the proton transfer, the system undergoes
further electronic relaxation—either radiative or nonradiative in nature. In the former
case, the characteristic strongly red-shifted fluorescence is nowadays regarded as the
hallmark of ESIPT. The latter scenario requires the presence of an independent nonradiative
deactivation channel, induced, for instance, by a cis/trans isomerization reaction [22]. While
the ultrafast ESIPT process is often reported to have ballistic nature (that is, barrierless
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excited-state potential-energy (PE) landscape in Figure 1), it may also involve passage
through an energy barrier or include nonadiabatic transition/intersystem crossing between
different electronic states. Similarly, after the relaxation to the ground electronic state, the
system may reach a local PT minimum or may undergo a spontaneous back-transfer to the
initial D–H bonded isomer. This final reaction-cycle closing transformation is sometimes
referred to as a ground-state intramolecular proton transfer (GSIPT).

In the context of the following discussion, it is also important to underline a distinc-
tion between the ESIPT reaction investigated herein and similar processes, especially the
proton-coupled electron transfer (PCET) reaction [23–26]. The latter phenomenon, often
of nonadiabatic character, has a generally much more complex nature and may involve
ground and excited-state reactions, such as intra- and intermolecular, concerted, and step-
wise processes. Under certain conditions, ESIPT may play the role of an elementary step in
a complex PCET reaction.

In this review, we identify and discuss three fundamental families of theoretical
approaches to modeling the ESIPT process: (i) the static methods, (ii) the mixed quantum–
classical molecular dynamics, and (iii) the quantum dynamics methods. In the following
sections, we briefly outline their theoretical assumptions, comment on the scope of their
applicability and performance in ESIPT studies, and highlight recent achievements in each
field, focusing on the most illustrative results from the last 5 years. For a broader view
of ESIPT-focused research, including also experimental insights, the interested reader is
referred to other up-to-date reviews [4,6,21,27,28] and monographs [29–32] that have been
published on the subject.

Figure 1. Schematic representation of the ESIPT mechanism: (A) initial atomic arrangement of an
ESIPT system; (B) typical (most basic) potential energy landscape along the ESIPT reaction coordinate.
D—proton donor; A—proton acceptor; GS—ground electronic state; ES—excited electronic state;
blue arrow—initial photoabsorption; red arrow—Stokes-shifted fluorescence.
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2. Static Investigation Approach

2.1. Objective of the Static Calculations

The most straightforward approach to the theoretical characterization of a new photo-
chemical system relies on a “static” quantum-chemical investigation, which itself might be
a target research strategy or an initial step of a more complex protocol. The static ESIPT
investigation is primarily oriented toward providing high-quality absorption and emission
optical energies, as well as the topographical description of the investigated system’s
PE landscape. It might also be considered a lower-cost computational option for large
polyatomic molecules as this protocol, compared to the dynamic ones, usually involves
a relatively limited number of demanding energy-gradient calculations and facilitates
further savings by allowing calculations under fixed system symmetry, if such is present.
Typical outcomes of the static approach are absorption and emission vertical electronic
energies [33–36], upper-bound estimations for possible energy barriers in the ground and
electronically excited states [36–38], and detailed characterization of these states in terms
of symmetry and orbital configuration [38,39]. Moreover, the number of other molecular
features complementing the experimental ESIPT characterization can be determined, in-
cluding, e.g., tautomers relative energies [35,40], atomic charges [41–43], and vibrational
modes attribution [44,45].

2.2. Typical Investigation Workflow

A typical workflow scheme of the static protocol is presented in Figure 2. In the
first step, a search for stationary points on the ground-state (GS) potential energy surface
(PES) is performed, followed by vertical electronic excitation energies calculations. At this
stage, the electronic structure of the GS and the character of the relevant excited states
(ES) need to be carefully evaluated, with a special focus on expected requirements for
the excited-state methods to be applied in the following steps. Afterward, an analysis
of ES relaxed properties is conducted, and the barrierless/barrier-restricted character of
ESIPT is determined by excited-state geometry optimization of the relevant isomers, along
with predictions for the energy and intensity of the Stokes-shifted fluorescence [38,46].
In the final step, adiabatic potential energy profiles (PEPs) [47,48] or PESs [3,33] may
be calculated, if one or multiple reaction coordinates, respectively, need to be explicitly
considered. In certain cases, the energy profiles of linearly interpolated reaction paths
might also efficiently support the static ESIPT analysis [49]. However, in accordance with
the static protocol name, it should be stressed that neither dynamic nor kinetic effects
beyond the zero-point energy (ZPE) corrections to electronic stationary-point energies are
included at this level of theory.

Figure 2. Typical workflow of the static ESIPT investigation protocol.
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2.3. Applied Tools and Methods

In principle, the static ESIPT investigation can be performed with any kind of electronic
structure method capable of treating the electronic structure of excited states in a relaxed
manner. Typically, single-reference electronic structure methods can be trusted to reproduce
accurately the topography of the involved electronic states, with the exception of an anti-
Kasha ESIPT [50] or systems with low-lying doubly excited states [42,51]. The choice of the
optimum electronic structure method for a particular ESIPT study is usually dictated, on
the one hand, by the size of the molecular system and, on the other, by its specific electronic
structure features. An important general observation is that the correct characterization
of the PES topography of the proton-transfer process necessarily requires the inclusion of
dynamic electronic correlation effects, as artificial or overestimated reaction barriers have
been reported otherwise [52–54].

2.3.1. Ab Initio Wave Function Approaches

For the smaller molecular systems (generally, up to 50 heavy atoms), coupled-cluster elec-
tronic structure methods, such as the simplified version of singles and doubles, CC2 [55,56],
and the algebraic diagrammatic construction method (ADC(2)) [57,58], have been the
methods of choice for a long time [3,34,46,49,59]. The reason is their universality [60]
and the availability of well-tested and efficient implementations in widely distributed
quantum-chemical software packages. While the CC2 method yields overall slightly more
accurate electronic excitation energies [58], the virtue of the ADC(2) approach lies in better
numerical stability near-electronic excited-state crossings [61–63].

At the same time, regarding the recent reports of previously unrecognized troubles
of the CC2 and ADC(2) methods in predicting accurate excited-state PES beyond the
Franck–Condon vicinity [64,65], spin-component scaled CC2 (SCS-CC2 [66]) and scaled
opposite spin CC2 (SOS-CC2 [67,68]) approaches have been found particularly promising
in the context of ESIPT studies. In this direction, one of us recently employed both these
protocols in combination with the ADC(2) method to model photophysical transformations
in several salicylaldimine derivatives [34], observing indeed their improved performance
for ESIPT-driven fluorescence energy calculations; similar results have also been reported
by Kielesinski et al. for coumarins [69]. In this latter work, performed quantum-chemical
investigation yielded correct predictions of solvatochromic effects in a series of compounds,
studied both by experimental and theoretical means. Moreover, a direct explanation
for single- and multicolor emission observed experimentally in closely related coumarin
systems has been formulated on the grounds of a detailed computational analysis of the
lowest-energy electronic excited states’ properties.

2.3.2. Density Functional Theory Methods

The second widely applied family of electronic structure methods for ESIPT investi-
gations is time-dependent density functional theory (TD-DFT [70]), in its original design
and within the Tamm–Dancoff approximation (TDA-DFT [71]). Abundant ESIPT studies
at this level of theory [33,40,46,48,72,73] take advantage of the favorable scaling of DFT
with the system size. At the same time, due to known difficulties of TD-DFT with the
description of charge-transfer states, and more recent findings on its troubles with the
proper determination of state orders in inverted singlet/triplet systems [74,75], the choice
of the exchange-correlation functional and method validation usually need to be carefully
conducted before meaningful conclusions can be formulated [36,59,76].

In recent years, many functionals of different types have been employed in ESIPT stud-
ies [59]. In particular, the popular Becke three-parameter Lee–Yang–Parr (B3LYP) [77,78]
functional was found to perform well for systems exhibiting small or no charge-transfer
effect in the excited states involved in the ESIPT reaction [3,33,37,72,73,76]. Other recently
applied and promising functionals include hybrid meta M06-2X [38,40,46,79], and long-
range and dispersion-corrected ωB97X-D [40,80,81]. Among other reported possibilities,
the Coulomb-attenuated hybrid functional CAM-B3LYP [82] has also recently gained a
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relatively trusted position as a tool for ESIPT investigations [36,73,76,81]. At the same
time, none of these functional choices appear to be fully universal as of today [59]. As
for the TD-DFT relation to TDA-DFT, the latter shows generally higher stability at the
interstate crossings, including improved performance in the vicinity of conical intersec-
tions [83], even those involving the reference electronic state, and allows for some addi-
tional computational-time savings [81,84], appearing particularly attractive in the context
of ESIPT dynamics simulations.

Finally, due to known DFT deficiencies in describing dispersion interactions [85], it is
worth noting the role of these effects in ESIPT modeling at the TD-DFT level. It is observed
that a suitable correction, such as D3 or D4 as proposed by Grimme et al. [86,87] or direct
application of a dispersion-corrected functional (e.g., ωB97X-D) is typically required for
proper treatment of microsolvated, supramolecular, or condensed-phase (e.g., crystal)
systems, in which explicit interactions between the core molecule and the environment
have to be included [88–90]. On the other hand, in most other cases, the omission of
the dispersion part of interaction energy does not seem to play a significant role, as
revealed by the generally good performance of common uncorrected exchange-correlation
functionals [59,76].

2.3.3. Basis-Set Choice

Practical application of the methods discussed above requires making the additional
choice of a basis set for the wave-function expansion, which has a direct impact on the quality
of the results. In this case, again one needs to make a compromise between the computational
cost and desired accuracy. Most common recent choices in ESIPT studies seem to be favoring
the cc-pVTZ [91] basis set from the Dunning family on the one hand [3,33,39,40,48], and
different variants of the Pople 6-311 G(d,p) [92] basis set, on the other [36,72,73]. The latter
direction finds its support in a general study by Laurent et al. [93], in which the basis-set
effect on vertical excitation energy calculations was investigated. On the grounds of reported
results, however, it is not easy to make definite ESIPT-targeted recommendations for the
basis-set choice since both system and ES-specific effects come into play [93].

2.3.4. Solvent Effects

Finally, a brief discussion of the environmental effects is appropriate, as ESIPT systems
are usually investigated in solution or in other complex condensed-phase environments.
In particular, the polarity of the surrounding medium has been observed to have a strong
impact on the ESIPT reaction efficiency [73,76].

Thus far, several different approaches have been employed to tackle environmental
effects on ESIPT, including microsolvation [43,69], the conductor-like screening model
(COSMO) [48,94,95], the polarizable continuum model (PCM) [76,96,97], the solvent model
density (SMD) method [46,98], and the integral equation formalism version of PCM (IEF-
PCM) [99–101]. The latter approach, particularly popular recently [33,37,73,102], has been
applied e.g. by Wang et al. to the BTS system [39] in methylene chloride, yielding very high
accuracy predictions for excitation and emission wavelengths, with divergence from the
experimental values measured in just a few nm. In addition to the general purpose methods
listed above, state-specific PCM treatments of correlated linear response (cLR) [103] and the
vertical excitation model within the unrelaxed density approximation (VEM-UD) [104,105]
have been successfully applied to study ESIPT by Vérité et al. [40], who pointed out the ad-
vantages that these approaches bring for the description of charge-transfer states in ESIPT
reactions. Nevertheless, the explicit inclusion of (typically few) solvent molecules is neces-
sary in certain cases, especially for protic solvents and solvents exhibiting proton-accepting
properties, since resulting competition between intra- and intermolecular hydrogen bond
formation may drastically affect the ESIPT reaction yield [88,90,106].
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2.4. Summary of the Static ESIPT Investigation Methods

To summarize the section dedicated to the static ESIPT investigation protocol, we
again underline its strengths as being a relatively affordable and yet informative approach,
designed to provide a fundamental characterization of ESIPT, including the system’s
absorption and emission properties, as well as information on the topography of GS
and ES PESs over pre-selected reaction coordinates. Due to its inherent compatibility
with a great variety of electronic structure methods, this protocol allows researchers to
take advantage of new developments in electronic structure theory and, thus, constantly
provides opportunities for cutting-edge studies of ESIPT in all types of molecular systems.

At the same time, it should be noted that, under certain circumstances, the investiga-
tion of static ESIPT paths may not be sufficient. In particular, systems undergoing multiple
PT reactions are typically challenging to be accurately studied with this protocol due to
the large computational cost of multi-dimensional PES scans, on the one hand, and the
critical role of the sequence of individual processes missed at this level, on the other hand.
Another situation, in which special precautions should be taken, is when ESIPT occurs
within a dense manifold of electronic states, such as in situations in which a competition
between various photochemical transformations is to be expected; in these cases, one may
need to explicitly determine the relative efficiency of each channel, which usually requires
the inclusion of nuclear-dynamic effects.

3. Nonadiabatic Molecular Dynamic Approaches

New opportunities of delving deeper into the course of the ESIPT reaction open when
one turns toward dynamic approaches. In the most general view, this refers to a large
(and growing) number of methods allowing for real-time simulations of molecular systems’
evolution in terms of their electronic and nuclear structure, beyond the static picture.

The time-dependent Schrödinger equation is the core and starting point for the dy-
namic methods, yielding two broad families of approaches, differed by the level of the
applied approximations. The first family consists of fully quantum dynamic (QD) methods,
in which electronic and nuclear degrees of freedom are treated both at the quantum-
mechanical level. The second family is built on nonadiabatic mixed quantum–classical
(NA-MQC) dynamics methods, in which the nuclei, which are much slower than the
electrons, are treated at the classical or semi-classical level, propagating under the New-
ton equation of motion. The quantum–electronic and classical–nuclear subsystems are in
this picture connected by the nonadiabatic coupling, ensuring the self-consistency of the
description of the total molecular system. We start our discussion of ESIPT nonadiabatic
molecular dynamics studies with the NA-MQC methods, which will be subsequently
followed by the analysis of the QD performance, in line with the increasing level of the
method exactness.

3.1. Mixed Quantum–Classical Dynamic Calculations in ESIPT Studies

The NA-MQC methods, recently summarized in an excellent review by Crespo-Otero
and Barbatti [107], can be divided into several groups, out of which the trajectory surface
hopping (TSH) [108–111], ab initio multiple spawning (AIMS) [112,113], and, most recently,
the nuclear–electronic orbital Ehrenfest (NEO-Ehrenfest) [114] methods are, to the best
of our knowledge, the ones that have been successfully employed in dynamic ESIPT
investigations thus far. Below, a brief characterization of these approaches is provided,
along with an illustration of their performance for the description of the ESIPT process.
Additionally, a schematic representation of their underlying mechanisms is presented in
Figure 3.
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Figure 3. Schematic illustration of the mechanisms of the discussed NA-MQC dynamic approaches:
trajectory surface hopping (TSH), ab inito multiple spawning (AIMS), and nuclear–electronic orbital
Ehrenfest (NEO-Ehrenfest).

3.1.1. Trajectory Surface Hopping Approach

The trajectory surface hopping method, especially under Tully’s fewest-switches
(FSSH) [108] algorithm and under other algorithms based on the Landau–Zener (LZ)
model [115,116], is the most widely used NA-MQC approach in ESIPT studies thus far.
TSH relies on the modeling of the real-time evolution of the molecular system by a set
of independent classical trajectories, which together are assumed to represent a nuclear
wave packet in an approximate (statistical) way. While the trajectories are propagated
on individual Born–Oppenheimer adiabatic PESs, nonadiabatic transitions between these
surfaces are possible in regions characterized by large interstate nonadiabatic couplings
(NACs). The interstate transitions are controlled by a stochastic algorithm (FSSH) or
induced in minimum-energy-gap regions (LZ methods), with the “hopping” probability
proportional to the NAC. Importantly, the TSH method can be implemented as an “on-the-
fly” approach [117], which means that the actual PES, on which the system is propagating,
does not have to be known in advance, and electronic properties, such as energies or
gradients, are calculated along the NA-MQC path as needed. It should be noted, however,
that usually, many trajectories are required for reliable and converged TSH results [107].

As of today, the TSH method has been implemented in a number of dedicated software
packages, including Newton X [118,119], Shark [120], Jade [121], etc. [107]. In all cases, the
NA-MQC dynamics protocol has to be paired with an electronic structure method, and its
choice needs to be made with great care, as it directly impacts the quality of the results,
as well as the simulation cost. One needs to be aware, however, that due to the inherent
mixed-classical nature of the TSH approach, certain effects that may play an important role
in the ESIPT reaction cannot be reproduced at the TSH level of theory. This includes all
phenomena stemming from the nonlocality of the true nuclear wave function, which is
reduced to a single point on adiabatic PES within the TSH picture. In particular, proton
tunneling, wave-packet interference, and decoherence effects are not included, the latter
being partially restored in the TSH simulations via the introduction of various kinds of
decoherence corrections [122].

In terms of recent applications of the TSH methodology to particular ESIPT studies,
Li et al. reported interesting results explaining 3-hydroxyflavone dual fluorescence in
solvents containing protic contamination with a competition between intra- and inter-
molecular excited-state PT reactions [90], discussing an effect of the number of explicitly
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included water molecules on the simulation outcomes. In this case, the applied FSSH/TD-
DFT methodology allowed for high-quality predictions of the electronic excitation energies
(typical error below 0.2 eV) and also yielded ESIPT timescale in very good agreement
with available experimental data, with a deviation of less than 10 fs. Another challeng-
ing aspect of dealing with a large number of possible photo-reaction products has been
tackled by Tuna et al., who employed a robust multiconfiguration interaction variant of
the orthogonalization-corrected semi-empirical OM2 approach to model ESIPT-driven
photochemistry of urocanic acid [123]. The same method has also been applied by Xia et
al. to study relaxation mechanisms in the isolated benzodiazepinone molecule, in which
several interconnected relaxation channels come to play [124]. Furthermore, we recently
performed a TSH study at the TDA-DFT level to analyze the impact of the character of
the lowest excited state on the ESIPT process efficiency [84], eventually confirming the
important role of the ππ* states.

3.1.2. Ab Initio Multiple Spawning Approach

Another NA-MQC approach that has found applications in time-resolved ESIPT
simulations is the ab initio multiple spawning method. AIMS originates from the formally
exact full multiple spawning methodology [125,126]. Its core concept relies on representing
the nuclear wave function with partially coupled traveling Gaussian functions, having
a finite width both in position and momentum coordinates and interacting during the
dynamics. Importantly, the total number of the “on-the-fly” propagated Gaussian functions
changes in time since on each passage through a PES region characterized with strong
NAC, a new Gaussian is spawned (hence, the S in AIMS).

Similar to the TSH case, AIMS simulations require combining the particular MS
protocol with a suitable electronic structure method. As for the AIMS code itself, as of
today, it is available within several software packages, including GAMESS [127,128], MOL-
PRO [129,130], and MOPAC [131,132]. Technically, AIMS involves a higher computational
cost than TSH, yet it should be considered a superior approach, inherently including
decoherence effects, and yielding a correct description of some non-local phenomena.
At the same time, due to certain intrinsic limitations of the AIMS approach, the tunnel-
ing effect, although theoretically possible to be covered through the intrastate spawning
procedure [112,125], is not reproduced at this level of theory [113].

Turning to recent interesting applications of the AIMS in ESIPT studies, Pijeau et al.
investigated the photophysics of the paradigmatic salicylideneaniline (SA) system [133],
focusing on the effect of nonplanarity on ESIPT and on the total deactivation mechanism.
In this study, the AIMS protocol has been connected with the floating occupation molecular
orbital complete active space configuration interaction (FOMO-CASCI) method, with
further wave function-in-DFT embedding. The same group also tackled the hydroxyphenyl
benzothiazole (HBT) system at this level of theory, obtaining very good agreement with
the experimental results [134].

3.1.3. Nuclear–Electronic Orbital Ehrenfest Approach

Recently, a new NA-MQC dynamic approach, NEO-Ehrenfest, aiming toward the
further enhanced recovery of nonlocal effects, has been developed. Within this method,
protons are treated quantum mechanically on an equal footing with the electrons, yielding
automatic inclusion of the ZPE, quantized vibrational levels, and tunneling effects associ-
ated with these species [114]. The NEO-Ehrenfest approach, specifically tailored to provide
a high-level description of the ESIPT and PCET processes [135], is built on the concept of
semi-classical traveling proton basis functions, which, on the one hand, provide means
for the quantum-mechanical representation of protons, as has been demonstrated before
for the time-independent case [136], and, on the other hand, enable the description of its
long-range displacements.

In a recent pioneering NEO-Ehrenfest study by Zhao et al. the ESIPT process in o-
hydroxy-benzaldehyde has been investigated [135]. Upon comparison of results obtained
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using the NEO-Ehrenfest and the traditional Ehrenfest approach [137] with all-classical
nuclei, the proton transfer reaction acceleration in the quantum case has been observed,
which has been ascribed to the delocalization of the proton wave function, resulting in
a smaller necessary displacement of the proton-accepting and proton-donating centers.
Moreover, the kinetic isotope effect upon deuterium substitution has been reproduced at
this level of theory.

3.1.4. Summary of the NA-MQC Dynamic ESIPT Simulations

To summarize the section dedicated to mixed quantum–classical ESIPT studies, we
again highlight the great contributions of the NA-MQD dynamic methods for the field. By
allowing real-time picturing of the proton transfer process, characteristic timescales and
unforeseen reaction mechanisms can be modeled at this level of theoretical description.
While the methods share the mixed quantum–classical nature, they also still bear important
differences, making them possible methods of choice for different conditions. In particular,
TSH is a robust and probably most universal tool, reliable for the modeling of barrierless
ESIPT, including complex situations, in which multiple PTs or competition from other
photoreaction channels needs to be taken into account. The AIMS approach, formally
more exact, may also be generally applied to this class of processes, as long as it does not
become prohibitively expensive due to the extended molecular system size. At the same
time, when nuclear quantum effects of protons are expected to play a role, such as in the
barrier-restricted ESIPT case, the NEO-Ehrenfest method may be considered a good choice.

3.2. Quantum Dynamics Methods for ESIPT Simulations

Despite many useful conclusions on the ESIPT reaction course that may be taken
from the NA-MQC dynamics, there are situations in which one needs to advance even
further with the level of the system’s dynamic description, up to the point of full quantum
treatment of all the species, including nuclei. As has been already pointed out, the most
typical reason of adopting this approach is when tunneling through an energy barrier along
the ESIPT path needs to be included, i.e., when highly accurate rates or proton-transfer
equilibrium have to be characterized. Another situation calling for the QD treatment is
when a strongly nonadiabatic ESIPT mechanism is expected, e.g., when trivial interstate
crossings are present, potentially threatening the correct NA-MQC dynamics performance.
The latter problem, however, has been, in recent years, partially resolved by the successful
design of correction strategies to several NA-MQC protocols [138–140].

Multiconfiguration Time-Dependent Hartree Method

Among the most robust approaches to solving the time-dependent Schrödinger equa-
tion that retain the quantum character of all the molecular system’s components, the
multiconfiguration time-dependent Hartree (MCTDH) method plays, up to date, the most
prominent role [141]. Relying on the Born–Huang expansion, the MCTDH allows for
propagating a wave-packet in time with the wave function of the system represented by the
sum of products of so-called single-particle functions describing individual nuclear degrees
of freedom (DOF), which are typically associated with the molecular normal vibrational
modes. The MCTDH method employs model Hamiltonians, constructed individually
for each system. In the case of the ESIPT studies, usually, a vibronic Hamiltonian is em-
ployed [142–144], including a pre-selected number of electronic PESs and nuclear DOFs. It
should be noted that MCTDH requires the determination of the PESs prior to the MCTDH
calculation. This is typically achieved by combining quantum-chemical probing of the
PES regions expected to play the most important role in the investigated process with the
application of various interpolation models to approximate the remaining PES areas.

In practical terms, the original MCTDH method can nowadays cover in a general
case up to ca. 20 DOFs, but in recent years, new flavors of MCTDH have been developed,
such as the multilayer multiconfiguration time-dependent Hartree (ML-MCTDH) method,
which pushes this limit even up to several thousand DOFs [145]. The performance boost
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stems, in this case, from a tree-like (layered) representation of the nuclear wave function,
in which the traditional SPFs are further expanded themselves in the MCTDH spirit. The
eventual efficiency gain, however, depends strongly on the system’s nature and size [145].
As of today, different variants of the MCTDHF methods are available in a few dedicated
software packages, such as the Heidelberg MCTDH [146], or Quantics [147].

Moving to the MCTDHF applications to simulating the ESIPT process, interesting re-
sults on the photophysics of hydroxychromones have been reported by Perveaux et al. [148]
and Anand et al. [149]. In the former case, the full-dimensional (48 DOFs) ML-MCTDH
method was applied to analyze the interplay between the ESIPT reaction and the out-of-
plane hydrogen torsion in 3-hydroxychromone, while the latter study comprised analogical
simulations for the 3-hydroxychromone and 5-hydroxychromone systems, performed at
the multimode MCTDH level with the inclusion of 25 DOFs. Both investigations led to
similar conclusions on a critical role of a conical intersection between bright S1 and dark
S2 states, of respective ππ* and nπ* character, which was interpreted as the reason for
observation of two ESIPT rate constants for these molecules in the experiment. Anand et
al. applied the same methodology to study ESIPT also in similar 3-hydroxyflavone [150]
and 3-hydroxypyran-4-one [151] systems, confirming the important role of the S2 state in
their photorelaxation. Finally, recent thorough work by Cao et al. provided theoretical in-
sights on ESIPT-driven mechanism and quantum dynamics of thermally activated delayed
fluorescence in triquinolonobenzene [152], in which singlet-state ultrafast proton transfer
occurs within a dense manifold of low-lying triplet states.

4. Summary and Future Outlook

In summary, in the present review, we gathered and discussed key features of the
modern theoretical approaches employed in ESIPT investigations, with a special focus
on their complementary capabilities and critical limitations. Depending on the particular
research focus, e.g., manifested by the need for detailed knowledge of ES topography,
equilibrium populations of different molecular isomers, or characterization of time-resolved
effects, and the system-specific challenges, such as the isolated or band-like arrangement
of the active excited states, presence of barrier-restricted or barrierless PT, the necessity of
taking the intersystem crossing into account, etc., a proper theoretical approach in each
case can be proposed. To this end, we hope that this sometimes challenging choice will be
facilitated with the provided insights.

Looking toward future developments that would further strengthen the field, support
from machine learning techniques should definitely be considered a promising direction
for the QD efficiency enhancement, with first results already emerging [153,154], so as to
improve the performance of other dynamic approaches [155]. Moreover, linking solvent-
dependent optical properties with nonadiabatic ESIPT dynamics within the fully quantum
framework could also provide powerful new tool to the existing set [151], opening new-
level possibilities, e.g., for describing the competition between intra- and intermolecular
excited-state proton transfer reactions on equal footing.
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Abstract: Conformational and polymorphic states in the nitro-derivative of o-hydroxy acetophenone
have been studied by experimental and theoretical methods. The potential energy curves for the
rotation of the nitro group and isomerization of the hydroxyl group have been calculated by density
functional theory (DFT) to estimate the barriers of the conformational changes. Two polymorphic
forms of the studied compound were obtained by the slow and fast evaporation of polar and
non-polar solutions, respectively. Both of the polymorphs were investigated by Infrared-Red (IR)
and Raman spectroscopy, Incoherent Inelastic Neutron Scattering (IINS), X-ray diffraction, nuclear
quadrupole resonance spectroscopy (NQR), differential scanning calorimetry (DSC) and density
functional theory (DFT) methods. In one of the polymorphs, the existence of a phase transition was
shown. The position of the nitro group and its impact on the crystal cell of the studied compound
were analyzed. The conformational equilibrium determined by the reorientation of the hydroxyl
group was observed under argon matrix isolation. An analysis of vibrational spectra was achieved
for the interpretation of conformational equilibrium. The infrared spectra were measured in a wide
temperature range to reveal the spectral bands that were the most sensitive to the phase transition and
conformational equilibrium. The results showed the interrelations between intramolecular processes
and macroscopic phenomena in the studied compound.

Keywords: polymorphism; isomerization; phase transition; nitro group; matrix isolation; IINS; FT-IR;
Raman; X-ray; NQR; DSC; DFT

1. Introduction

The aim of this paper is to investigate polymorphic and conformational states of the
nitro-derivative of o-hydroxy acetophenone. The study explains the influence of the in-
tramolecular hydrogen bond on the phase transition and conformational equilibrium. The
expected intramolecular dynamic processes in the o-hydroxy acetophenone molecule are
the rotation of the nitro group and isomerization of the hydroxyl group (Scheme 1). These
processes define such macroscopic phenomena as polymorphism, phase transition and the
existence of stable isomers under different conditions. The study of conformational iso-
merism is a very important issue in modern chemistry for determining and modelling the
physical–chemical properties of new materials [1–4] and pharmaceutical compounds [5–8].
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It must be stressed that an intramolecular hydrogen bond strongly influences the isomer-
ization equilibrium [9,10]. For deeper insight into the hydrogen-bonding effect on the
polymorphic states and isomerization we applied a wide variety of research methods
(DFT, X-ray, DSC, NQR, IINS, IR and Raman) in different environments and over a wide
temperature range. It is worth noting that the method of matrix isolation was unique in
its ability to trace metastable states and help interpret complex reactions [11–14]. More-
over, investigations of objects with hydrogen bonding by IINS [15–18] and NQR [19,20]
techniques are useful.

 
(A) (B) 

 
(C) 

Scheme 1. Schemes of intramolecular hydrogen bonding isomerization (A,B) and nitro group
rotation (C) for 5-chloro-3-nitro-2-hydroxyacetophenone (CNK).

In this paper the research methodology followed the following sequence: First, DFT
calculations were performed to detect stable and metastable states of the studied molecule,
5-chloro-3-nitro-2-hydroxyacetophenone (CNK). The first stage of the studies predicted
that CNK would crystallize into two polymorphic forms; therefore, its structural properties
were analyzed by X-ray diffraction at different temperatures, and both polymorphs were
studied by the DSC method to detect phase transition, which was found in one of the
polymorphs and verified by 35 Cl NQR measurement. Spectral properties of both poly-
morphs were investigated by IINS, IR and Raman, and computational (DFT) methods in
different states to obtain exhaustive information about which vibrational bands (as well as
their assignments) were the most sensitive to the phase transition. The assignments of the
spectral bands were accomplished on the basis of the H/D substitution of bridge hydrogen
(OH → OD) and Potential Energy Distribution (PED) analysis. Spectral infrared studies
of the two isotopologues (OH and OD) showed the presence of two conformers (A and B,
Scheme 1) under the argon matrix condition.

2. Results and Discussion

At first, the studies dwelt on the DFT calculations of the potential curves to detect
stable and metastable states of the molecule according to the concepts presented in the
review paper by Bernstein [2]. The information about the energy difference between the
global and local minima as well as the height of energy barriers made it possible to predict
the presence of a particular conformer or polymorph depending on the environment. For
the studied molecule it was logical to consider two possible intramolecular processes—
reorientation of the hydroxyl group and rotation of the nitro group (Scheme 1). Therefore,
the dependencies of the potential energy on the turning angle of the hydroxyl and acetyl
groups were obtained by DFT calculations, which were performed under step-by-step
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changes to the torsional angle while all other geometric parameters of the molecule were
optimized. The calculation of potential energy dependence on the Θ angle of turning the
nitro group is given by the equation ΔE = f (Θ), where ΔE = Emin − Ei; Emin is the minimal
energy of the system; and Ei is the energy of the system for each fixed Θ angle). The result
demonstrated that the energy barrier was rather small and equaled 0.78 kcal/mol when
the Θ angle equaled 0 degrees (Figure 1).

 

Figure 1. The calculated (B3LYP/6-311++G(2d,2p)) potential energy curves for the intramolecular hydrogen bond transfor-
mation (picture in the centre) and the nitro group rotation (picture in the left related to conformer B and picture in the right
related to conformer A).

Such a result may seem unconvincing because the torsional angle at 0 degrees (a flat
molecule) is usually characterized by minimal potential energy because of π-electronic
coupling between the nitro group and phenyl moieties. However, the studied molecule
displayed a significant steric repulsion between the oxygen of the nitro group and the
oxygen of the hydroxyl group, which counteracts the π-electronic coupling. Such steric
repulsion results in the appearance of an energy barrier (ΔE = 0.78 kcal/moL) at Θ = 0◦
(Figure 1). Notably, this barrier is not large; thus, the nitro group can easily change its
position with respect to the phenyl ring. The process of reorientation of the hydroxyl
group leading to the transition from conformer A to conformer B is more complicated and
is presented in Supplementary Materials (Supplementary Materials, Figure S1). Judging
from the calculated energy barrier of 14–15 kcal/mol, one expected the existence of both
conformational forms at a reasonable temperature [21]. Taking these findings into account,
we assumed that the studied compound featured polymorphism brought about by the
rotation of the nitro group, or by a significant conformational change introduced by the
reorientation of the hydroxyl group.

We performed comprehensive studies to trace polymorphs, phase transitions and
conformational change. Two polymorphs of the CNK compound were obtained by slow
recrystallization from methanol (polymorph I) and fast re-crystallization from chloroform
(polymorph II). X-ray studies of polymorphs I and II showed that they crystallized in
a Pccn (T = 200 K) and P21/c (100 K) space group, respectively. The comparison of the
structures of the polymorphs clearly showed the difference in the position of the nitro
group (Figure 2 and SM Figures S2 and S3). The disoriented position of this group in
polymorph I points to significant dynamics in the solid state. The crystal cell of polymorph
II is characterized by a more defined orientation of the nitro group. The nitro groups of
polymorph I are able to rotate, but the nitro groups of polymorph II are not since in the
crystal cell of polymorph II the molecules are packed in a way that turns the nitro groups
and blocks the rotation. The studies of both polymorphs were carried out by DSC to detect
a phase transition. The DSC measurements of both polymorphs showed the presence of
a phase transition for polymorph I at 109.8 K (cooling)/114.5 K (heating) (Figure S4, SM)
and the absence of a phase transition for polymorph II. The phase transition is reversible
and the transformation is enantiotropic.
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Figure 2. Selected view of the molecular packing of polymorph I (left side) and polymorph II

(right side).

The comparison of the structural data and the packing of the molecules in the crystal
cell of both polymorphs made it possible to conclude that the phase transition was condi-
tioned by the following phenomenon. A decrease in temperature tightened the packing
of the molecules in the cell and, therefore, caused a stronger interaction between the nitro
groups. Polymorph II featured “jagged” nitro groups, which evoked the stable position
of molecules in the crystal cell upon temperature decrease. Polymorph I lacked this phe-
nomenon, having the possibility of a looser nitro-group rotation at room temperature,
which stopped when the temperature was lowered. The decreasing temperature led to
stronger interactions between nitro groups and shifted the molecules towards each other,
triggering the phase transition. Such a conclusion was verified by comparing the pack-
aging of CNK to that of the structurally similar 5-methyl-3-nitro-2-hydroxyacetophenone
(MNK) [22]. For MNK, the nitro groups were oppositely directed and not able to interact
strongly, so they did not provoke tensions in the crystal cell. Therefore, the structurally
close MNK did not exhibit phase transition and polymorphism (cf. Figure S5, SM).

The phase transition in CNK was detected on the basis of NQR measurements. NQR
was successfully used in the research of compounds with intermolecular [23] and in-
tramolecular hydrogen bonds [24]. NQR studies revealed that the 35 Cl signal shifted to
high frequencies (from 35.85 to 36.5 MHz) when the temperature fell from 300 to 120 K
(the temperature of phase transition), whereas the signal was quite stable at temperatures
below the transition state (Figure 3). A similar trend was observed for 1,3-diazinium
hydrogen chloranilate monohydrate [25], morpholinium hydrogen chloranilate [26] and
p-dichlorobenzene [27].

After comparing the structural data and the crystal packing of both polymorphs we
concluded that the polymorphism and phase transition were conditioned by the position
of the nitro group. Based on experimental data, this conclusion was in accordance with
theoretical predictions.
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Figure 3. The 35 Cl NQR spectra (left side) and the temperature dependence of the 35 Cl NQR
frequency (right side) of 5-chloro-3-nitro-2-hydroxyacetophenone.

2.1. Detection of Polymorphs in the Solid State and Isomers under the Matrix Condition by
Spectroscopic Methods

To detect the spectral bands that are the most sensitive to polymorphic and conforma-
tional changes as well as to phase transition, we performed an analysis of the vibrational
spectra measured in solid state and under the matrix condition. To that end, IR, Raman and
IINS spectra of the studied compound and its deuterated derivative (OH → OD) were mea-
sured in the wide spectral and temperature ranges (50–4000 cm−1, 300–5 K, Figures 4 and 5
and SM Figures S6–S8). The analysis of the spectra and the assignments of the bands
were based on DFT and PED calculations (Tables S2–S5, SM). Below, the description of the
spectra measured in the solid state and the matrix isolation condition is presented, on the
basis of which the isomeric equilibrium analysis was carried out.

 

Figure 4. Matrix isolation IR spectra (in Ar) of 5-chloro-3-nitro-2-hyroxyacetophenone (black line)
and its deuterated derivative (red line).
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Figure 5. IINS spectra of CNK polymorph I (red line) and its deuterated analogue (black line). The
IINS spectra were aligned and normalized in 0–250 cm−1 and 250–1250 cm−1 regions, separately.

2.1.1. The ν(OH) Stretching Mode

The adequate assignments of the bands of stretching (ν(OH)), in-plane (δ(OH)) and
out-of-plane (γ(OH)) bending modes of the hydroxyl group, as well as the isotope effects
of these vibrations caused by the replacement of the bridged hydrogen by deuterium (OH
→ OD) was completed.

Solid state. When comparing the infrared spectra of deutero-(CNK-OD) and non-
deutero-(CNK) derivatives of the studied compound, the band at 3000–2100 cm−1 in the
IR spectra recorded in the solid state was assigned to the ν(OH) stretching mode due to its
shift to 2100–2000 cm−1 after deuteration (Figure S6, SM). It was necessary to underline
that the measured infrared spectra in the solid state did not reveal the intense band at
3100 cm−1 that was assigned to the stretching vibration of the hydroxyl group, which is
hydrogen bonded with the nitro group (cf. spectra of CNK and o-nitro-phenol [28]). This
fact confirmed the absence of conformational form A of the studied compound in the solid
state. The result agreed with the presented X-ray study.

Matrix condition. The analysis of the ν(OH) band in the infrared spectrum measured
under the matrix conditions does not provide a clear proof for the presence of two conform-
ers. The reason is the overlapping of ν(OH) bands of both conformers and ν(CH) bands.
However, two bands at 2185 cm−1 and 2350 cm−1 appear in the spectrum of CNK-OD;
they are assigned to the ν(OD) vibration of conformers A and B (Figure 4), respectively.
This result manifests the presence two conformational forms under the matrix condition.

2.1.2. The δ(OH) and γ(OH) Bending Modes

Solid state. The in-plane bending mode (δ(OH)) was hard to analyze because of an
uncharacteristic vibration in the solid state. According to PED analysis of the spectra
calculated by the DFT method, this vibration was strongly coupled to the stretching
vibrations of the phenyl ring (1563 and 1433 cm−1, Table S2, SM).

A broad band at 860 cm−1 for polymorph I and the band at 838 cm−1 for polymorph
II (Table S2 and Figure S7, SM) were assigned to the out-of-plane mode of the hydroxyl
group (γ(OH)) in IR spectra measured in the solid state. The bands at 860 cm−1 and
838 cm−1 narrowed down drastically under the deutero replacement, and new bands arose
at 628 cm−1 and 624 cm−1 in the CNK-OD spectra (Figure S6, ESI). These bands were
assigned to the γ(OD) mode according to ISR = 1.35 (ISR—isotopic spectroscopic ratio).
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Matrix condition. As for in-plane and out-of-plane bending modes, a more distinct
picture (due to the absence of the overlapping bands) was observed in IR spectra measured
under the matrix condition. In these spectra, obvious changes to two bands at 1269 cm−1

and 1166 cm−1 appeared after deuteration. They completely disappeared after deuteration
and new bands appeared at 959 cm−1 and 895 cm−1 in the CNK-OD spectrum (Figure 4).
According to the observed changes and the calculated isotopic ratio (ISR = 1.32), these
two bands were assigned to the δ(OH) and δ(OD) modes of conformer B and conformer
A, respectively (Table S3, SM). Rather broad and weak bands at 823 cm−1 and 719 cm−1

completely vanished and turn up at 619 cm−1 and 534 cm−1 after deuteration (ISR = 1.33),
the bands having been assigned to the γ(OH) and γ(OD) modes of conformer B and
A, respectively. The results presented above are in agreement with the data based on
PED analysis (Table S3, SM) as well as the data obtained earlier for 5-methyl-3-nitro-2-
hydroxyacetophenone [29].

2.1.3. The ν(C = O) Stretching Mode

It is noteworthy that the stretching vibration of the carbonyl group (ν (C = O)) was
the most sensitive to the conformational equilibrium [30,31]. According to IR and Raman
spectra measured in the solid state (Figure S7, SM), only one band was observed in the
1800–1600 cm−1 range at 1650 cm−1 and was assigned to ν (C = O) mode (PED analysis,
Table S2, SM). Interestingly, the ν (C = O) bands of both polymorphs were nearly the same,
and therefore, demonstrated very little sensitivity to polymorphic changes. However, IR
spectra under the matrix condition were characterized by two bands at 1700 cm−1 and
1667 cm−1, which were assigned to the ν (C = O) vibrations of conformers A and B (Figure
4), correspondingly. This statement is in accordance with our previous studies of the methyl
derivative of o-hydroxy acetophenone [29].

2.1.4. Nitro Group Mode

Solid state. The bands most sensitive to polymorphic states were assigned to the nitro
group vibrations. The bands at 1533 cm−1 (νas (NO2)), 1346 cm−1 (νsym (NO2)), 900 cm−1

(δ(NO2)) in the Raman spectrum and at 899 cm−1 (δ(NO2) in the IR spectrum shifted
noticeably upon transitioning from polymorph I to polymorph II (1540 cm−1, 1357 cm−1,
881 cm−1 in Raman and 894 cm−1 in IR spectra, Figure S7, SM). A large increase in intensity
of the band at 1346 cm−1 was also detected in the Raman spectrum upon transition from
polymorph I to polymorph II.

Matrix condition. Two intense bands at 1550 cm−1 and 1539 cm−1 as well as two bands
at 1356 cm−1 and 1303 cm−1 observed in IR spectrum registered under the matrix condition
(Figure 4) were assigned to asymmetric and symmetric vibrations of the nitro group of
conformers B and A, respectively. As for the solid state, the bands assigned to conformer
B (cf. IR spectra obtained under the matrix condition and in the solid state, Figure 4 and
Figure S7, SM) were absent in IR and Raman spectra.

2.2. Spectral Changes under Phase Transition in the Solid State

Regarding phase transition, no significant band splitting during the transition from one
phase to the other was observed in IR spectra measured in the middle spectral range. How-
ever, the IR spectrum in the far-infrared range demonstrated visible changes (Figure S8,
SM). At higher temperatures (300–120 K) there were single bands at 454, 409, 350 and
182 cm−1, which split into doublets at the temperature below the phase transition. The
IR spectra of polymorph II were measured to verify the results, which did not reveal
the splitting of the abovementioned bands in the far-infrared range for the polymorph
without the phase transition. The PED analysis showed that bands at 454, 350 and 182 cm−1

belonged to multicomponent modes (Table S2, SM). The intense band at 409 cm−1 in the IR
spectrum was assigned to νσ (OHO) vibration due to a strong reduction of the intensity
upon deutero replacement. The reliability of the assignment was also proved by IINS
studies (Figure 5).
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For a deeper insight into the vibrational spectra, isotopic effect and conformational
polymorphism we studied the IINS spectra of CNK and CNK-OD within the 1200–0 cm−1

range in the solid state (Figure 5). These spectra showed the presence of two polymorphic
forms at low temperature and verified the correctness of the assignment of the vibrations
of the hydroxyl group and the hydrogen bridge (νσ (OHO)).

Most bands of the measured IINS spectra of both isotopologues were doublets
(Figure 5; in the figure, the doublets are marked by filled squares, circles and triangles). In
the papers by Tomkinson [32] and Margues [33], it is stated that the split bands in the IINS
spectra occurred as a result of two crystallographically and energetically non-equivalent
modes. The doubling of bands in the IINS spectra was also supposed to result from the
Davydov effect [34], which is the separation of energy levels ascribed to the same vibration
due to the presence of several interacting molecular entities in the unit cell. Therefore, the
splitting of the bands in the IINS spectra in both isotopologues was due to the presence
of two polymorphic forms at 10 K. Three bands at 949, 916 and 895 cm−1 were observed
within the range of 1000–850 cm−1, three of which were the result of th overlapping of two
doublets: 949/916 cm−1 (circles) and 916/895 cm−1 (triangles). The doublet at 895/916
disappeared upon deuteration (cf. spectra CNK and CNK-OD, Figure 5) and appeared
as a very small doublet at 656 and 676 cm−1. According to the calculated ISR coefficient
(ISR = 1.35) and the PED analysis (Table S5, SM), these bands were assigned to the γ(OH)
and γ(OD) out-of-plane bending modes. The values of the γ(OH) bands of IR and IINS
spectra were compared in a qualitative way with the values obtained from the correla-
tion R(OO) = 3.01 + 0.0044 × 10−4 γ(OH) (for OHO hydrogen bridges longer than 2.4 Å)
presented in reference [35]. The position of the γ(OH) band shifted towards the high fre-
quencies alongside the strengthening of the hydrogen bond (823 cm−1 in matrix condition
<860 cm−1 in the solid state). This fact supports the tendency shown in the review by
Novak [36] for medium-strong intramolecular hydrogen bonding.

3. Materials and Methods

3.1. Chemicals

Compounds and solvents were purchased from Sigma-Aldrich and used without
purification. High-purity argon gas (N60 = 99.99990%) was obtained from Air Liquide.
The deuterated sample was prepared by dissolving the product in deuterated methanol
(CH3OD). The solution was heated to 60 ◦C and refluxed for 20 min. Then the methanol
was removed by evaporation under reduced pressure. This procedure was repeated three
times. The deuteration degree was estimated to be ca. 80–90%.

3.2. Computational Details

Quantum-mechanical calculations using the B3LYP functional [37,38] with the 6-
311++G(2d,2p) [39,40] basis set were performed with the GAUSSIAN 16 program [41].
The non-adiabatic approach was used to calculate ΔE = f (d(Θ)) dependence. Structural
parameters were optimized for each fixed angle, changing gradually by 10◦. The potential
energy distribution (PED) of the normal modes for each obtained equilibrium geometry
was calculated using the internal coordinates by the GAR2PED program [42].

3.3. Thermal Measurements

Differential scanning calorimetry (DSC) experiments were recorded with PerkinElmer
Model 8500 differential scanning calorimeter on the polycrystalline material in the tem-
perature range of 100–300 K under a nitrogen atmosphere in hermetically sealed Al pans.
Calibration was performed with n-heptane and indium as standards.

3.4. NQR Measurements

The powdered sample without further preparation was placed in a standard 5 mm
glass sample tube, which was subsequently placed inside the probe of the NQR spectrome-
ter. 35 Cl NQR spectra were recorded using NMR/NQR Tecmaq Redstone spectrometer

110



Molecules 2021, 26, 3109

by the single pulse method in the frequency range 35–37 MHz. The pulse duration was 3
μs, followed by 1 ms acquisition and subsequent 400 ms delay time. The number of scans
was ca. 3000. The temperature was controlled using an Oxford Instrument cryostat and
stabilized with the precision better than ±1 K.

3.5. Crystallographic Details

The intensity data were collected at 100 K using a Kuma KM4CCD diffractometer
and graphite-monochromated MoKα (0.71073 Å) radiation generated from an X-ray tube
operating at 50 kV and 35 mA. The images were indexed, integrated, and scaled using
the Oxford Diffraction data reduction package [43]. The experimental details together
with crystallographic data are given in Table S5. An absorption correction was omitted.
The structure was solved by direct methods using SHELXS97 [44] and refined by the
full-matrix least-squares method on all F2 data (SHELXL97) [45]. Non-hydrogen atoms
were refined with anisotropic thermal parameters; hydrogen atoms were included from Δρ
maps and refined isotropically. The supplementary crystallographic data for this paper is
deposited to Cambridge Crystallographic Data Centre (CCDC) under no. 1937047-1937049
for 5-chloro-3-nitro-2-hydroxyacetophenone. These data can be obtained free of charge
via www.ccdc.cam.ac.uk/conts/retrieving.html (accessed on 11 May 2021) (or from the
Cambridge Crystallographic Data Centre, 12 Union Road, Cambridge CB2 IEZ, UK: fax:
(+44) 1123-336-033. e-mail: deposit@ccdc.cam.ac.uk). The molecular structures with atom
labeling are shown in Figure S5 (SM).

3.6. IR and Raman Measurements

The standard infrared and Raman spectra were measured using Bruker IFS 66 FT-IR
and Nicolet Magna 860 FT-Raman spectrometers in the solid state with a 2 cm−1 resolution,
respectively. The In–Ga–Ar laser line at 1064 nm was employed for the Raman excitation
measurements. To obtain matrices containing CNK, the crystalline sample was allowed
to sublimate from a small electric oven located inside the vacuum vessel of the cryostat.
The CNK vapours, mixed with a large excess of matrix gas (argon), were deposited onto a
CsI window kept at 15 K in a closed cycle helium cryostat (APD-Cryogenics). The sample
temperature was maintained with a temperature controller (Scientific Instruments 9700)
equipped with a silicone diode and a resistive heater. Infrared spectra were recorded at 11
K between 4000 and 50 cm−1 with a resolution of 0.5 cm−1 by means of a Fourier transform
IR spectrometer (Bruker IFS 66) equipped with a liquid N2 cooled MCT detector.

3.7. Incoherent Inelastic Neutron Scattering (IINS) Measurement

Neutron scattering data were collected at the pulsed IBR–2M reactor at the Joint
Institute of Nuclear Research (Dubna, Russia) using the time-of-flight inverted geometry
spectrometer NERA-PR at 10 K. To avoid misunderstanding in the comparison of the IINS
spectra, the samples of the studied compounds were measured as a powered substance.

4. Conclusions

To summarize, the paper showed an application of quantum-mechanical calculations
for the detection of particular physical-chemical processes in a molecule. DFT calculations
enabled the prediction of the possible observation of two phenomena for the studied
compound: polymorphism in the solid state and the conformational equilibrium under
the condition approaching to the gas phase. The first of the predicted phenomena—the
existence of two polymorphs of the studied compound and the phase transition between
them-was revealed by DSC and NQR techniques. The non-equivalency of the structures in
crystal cells was reflected in the splitting of the bands in the IINS spectrum, and the bands
in IR spectrum registered in far-infrared region.

The second of the predicted phenomena was the conformational equilibrium between
two hydrogen bonds (N = O· · ·H–O and O–H· · ·O = C(CH3)). Two conformational forms
detected in the matrix isolation conditions by infrared spectroscopy unambiguously proved
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this prediction. Complete assignments of spectral bands based on the PED analysis and
isotopic substitution showed the presence of two conformers under the matrix condition
and two polymorph forms in the solid state. The studies confirmed the agreement of the
theoretical and experimental results.

Supplementary Materials: The following are available online, Figures S1–S8, Table S1–S5.
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Abstract: The ortho-hydroxy aryl Schiff base 2-[(E)-(phenylimino)methyl]phenol and its deutero-
derivative have been studied by the inelastic incoherent neutron scattering (IINS), infrared (IR)
and Raman experimental methods, as well as by Density Functional Theory (DFT) and Density-
Functional Perturbation Theory (DFPT) simulations. The assignments of vibrational modes within
the 3500–50 cm−1 spectral region made it possible to state that the strong hydrogen bond in the
studied compound can be classified as the so-called quasi-aromatic bond. The isotopic substitu-
tion supplemented by the results of DFT calculations allowed us to identify vibrational bands
associated with all five major hydrogen bond vibrations. Quasi-isostructural polymorphism of
2-[(E)-(phenylimino)methyl]phenol (SA) and 2-[(E)-(phenyl-D5-imino)methyl]phenol (SA-C6D5) has
been studied by powder X-ray diffraction in the 20–320 K temperature range.

Keywords: Schiff bases; inelastic incoherent neutron scattering; hydrogen bond; isotopic effect

1. Introduction

This paper dwells on the studies of one of the most popular photo-thermochromic
compounds, 2-[(E)-(phenylimino)methyl]phenol (N-salicylideneaniline), from the group of
the ortho-hydroxy aryl Schiff bases. The first compounds of this type were synthesized in
1864 by Hugo Schiff [1] and have attracted attention ever since [2,3]. The ortho-hydroxy
aryl Schiff bases, and materials based on them, demonstrate a number of interesting and
useful characteristics. For example, they manifest polymorphic properties [4], ionic liq-
uids’ properties [5], elastic bending capability [6] and recognised anti-cancer properties [7].
The chiral aldimines possess the photochromic feature in the crystalline state, caused by
photoinduced proton transfer in the intramolecular OHN hydrogen bond [8,9]. The chirop-
tical and optical anisotropic properties of photomechanical Schiff bases were previously
studied under UV irradiation [10]. Such properties as ferroelectricity, piezoelectricity and
second-order optical non-linearity were reported [11,12].

Many of the abovementioned features are linked to the existence of an intramolecular
OHN hydrogen bond and to various conformational changes that ortho-hydroxy aryl Schiff
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bases could undergo. The conformational changes in the excited state were first studied
in the year 1962 [13] and continue to attract attention to date. The development of new
synthetic routes led to a significant increase in the number of available compounds and
allowed novel types of liquid crystals and photo-optical switches to be obtained [14]. Such
characteristics are usually conditioned by the isomerization of the imine fragment [15–18].
Besides, isomerization of an ortho-hydroxy aryl Schiff base attached to a BODIPY chro-
mophore was used to tune its UV absorption spectra [19].

A long discussion takes place in the literature [20–30] on what intramolecular changes
are responsible for the emergence and fine tuning of photo-thermochromic properties of
ortho-hydroxy aryl Schiff bases: isomerization of the hydroxyl- and imine- groups (Chart a,
Figure 1) or intramolecular proton transfer with the consequent isomerization of the amino
group (Chart b, Figure 1) or aniline ring rotation (Chart c, Figure 1).

 
  

(a) (b) (c) 

Figure 1. Conformational equilibria of 2-[(E)-(phenylimino)methyl]phenol.

The recent comprehensive studies seem to indicate that the proton transfer in the
intramolecular OHN hydrogen bond and the isomerization of the aldimine fragment
(Chart b, Figure 1) is in charge of the appearance of photo-thermochromic properties in
ortho-hydroxy aryl Schiff bases [28]. Notably, the strength of the hydrogen bond and
tautomeric equilibrium in it are linked to the observation of certain physical-chemical
properties. In cases where the OH tautomeric form is prevailing, it is possible to observe
OH isomerization, leading to the absence of photo-thermochromic properties, Chart a.
Recently, Mielke et al. [29,30] have discovered the existence of the trans-OH form in the
specific condition of matrix isolation. However, the prevailing of the NH tautomeric
form makes it possible to observe the isomerization of the amino group (Chart b) and,
therefore, the emergence of photo-thermochromic properties. It is important to underline
the contribution by Ogawa et al. [24] who were the first to show the existence of trans-
NH form in the solid state by X-ray method. The possibility of rotation of aldimine ring
(Chart c) was first demonstrated by Cohen et al. [13,20], and later it was associated with
the appearance of polymorphism of the studied compound.

The conformational changes, occurring in ortho-hydroxy aryl Schiff bases in different
conditions and states, were investigated mostly by the methods of vibrational spectroscopy
in the middle spectral range [29–36], while the low- and high-frequency hydrogen bridge
vibrations have never been in the focus of the spectroscopic studies before. Therefore,
in order to fill in the gap, we have synthesized 2-[(E)-(phenylimino)methyl]phenol (N-
salicylideneaniline, SA) and its deutero-derivatives (SA-OD and SA-C6D5, see Figure 2) to
analyse the vibrational spectra measured by IINS, Raman and IR methods. The quantum-
mechanical DFT and DFPT calculations, as well as Potential Energy Distribution (PED)
analysis, have been conducted to assign the spectral bands. The isotopic replacements of
the bridged hydrogen for deuterium (O-H···N → O-D···N) and the hydrogen atoms for
the deuterium atoms in aldimine ring (NC6H5 → NC6D5) were performed to additionally
confirm the assignment. To that end, the Isotopic Spectral Ratios (ISRs) were used, which
are defined for a given vibrational mode as the ratio of frequencies for non-deuterated
and deuterated species. The ISR values are well studied for high-frequency stretching and
bending proton vibrations [37], but poorly studied for the low-frequency hydrogen bridge
vibrations.
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SA SA-OD SA-C6D5 

Figure 2. Structures of studied 2-[(E)-(phenylimino)methyl]phenol and its isotopologues.

Moreover, this paper delves into the spectroscopic manifestations of polymorphism
of N-salicylideneaniline and its isotopologues in a wider temperature range in 20–320 K.
N-salicylideneaniline was studied earlier in papers [27,28] in the 100–320 K temperature
range.

2. Results and Discussion

2.1. Assignment of Hydrogen Bonding Vibrations

This part of the paper focuses on the assignments of the spectral bands to the vibra-
tions involving the hydroxyl group (ν(OH), δ(OH) and γ(OH))) and the hydrogen bridge
(νσ(ON) and νβ(ON)), Scheme 1, continuing and expanding our studies started in Ref. [38].

  
Scheme 1. The OHN hydrogen bond vibrations of the studied 2-[(E)-(phenylimino)methyl]phenols.

We start the discussion with the high-frequency region of vibrational spectra, which
are presented in Figure S1 in the supporting information for brevity. The broad band
located within the range of 2900–1500 cm−1 in the measured infrared spectrum is assigned
to the stretching vibrations ν(OH) as a result of the comparison of the spectra of the non-
deuterated and deuterated isopologues (ISR = 1.320). This band is characteristic for OH
form of Schiff bases (enol-imine) and not to NH form (keto-amine). The ν(OH) band is
rather wide and can be assigned to the so-called Zundel’s continuum absorption [39]. This
fact proves that the hydrogen bond in these compounds is strong. Moreover, the intensity of
the ν(OH) band is rather weak despite its noticeable shift towards lower frequencies, which
indicates that the hydrogen bond in SA is a quasi-aromatic one, which is also referred to as
resonance-assisted hydrogen bond (RAHB) [40–48].

The low-frequency region of the IR, Raman and IINS spectra of non-deuterated (SA)
and deuterated (SA-OD) compounds are shown in Figure 3. The experimental spectra
were interpreted using the calculated vibrational spectra (DFT) and the results of the PED
analysis (Tables S2–S4).
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Figure 3. Normalized experimental IINS (A), Raman (B) and IR (C) spectra of SA (black line) and its
deuterated derivative SA-OD (red lines).

When it comes to the in-plane deformational vibrations δ(OH), they are not character-
istic for ortho-hydroxy Schiff bases [33,35,38]. According to PED analysis, δ(OH) vibration
is mixed with the ν(CalkCalk) and γ(CH) vibrations. After the OH → OD substitution the
bands located at 1571 and 1484 cm−1 (both IR and Raman active) decrease in intensity and
shift slightly, while the more characteristic δ(OD) bands appear at ca. 1130 cm−1 and ca.
1020 cm−1 both in IR and Raman spectra of SA-OD (Figure 3).

As for the out-of-plane deformational vibration γ(OH), in the IR spectrum of SA

the corresponding band is found in the range of 860–820 cm−1, but it strongly overlaps
with the bands of other vibrations and was identified with the help of DFT calculations.
However, in the IR spectra of SA-OD this band is clearly visible at 601 cm−1. The γ(OH)
vibration of SA is practically Raman-inactive, as in the 860–820 cm−1 region of the Raman
spectrum there are no clearly identifiable bands which would be sensitive to the OH → OD
replacement. The band at 848 cm−1 in the IINS spectrum drops in intensity after the
deuteration and thus it was assigned to the γ(OH) vibration. Note, that for IINS method
the scattering cross-section for the deutron is much smaller than that of the proton and
thus the contribution of the vibrations involving deutrons in IINS spectra is weak. The
experimentally observed positions of γ(OH) bands and the H/D isotope effects on them
are consistent with the literature data [49–51].

The stretching vibration of the hydrogen bridge (νσ(OHN)) gives rise to the isotope-
sensitive bands at 449 cm−1 in the IINS spectrum and two bands at 448 and 434 cm−1 in
the Raman spectrum of SA (Figure 3). The intensity of these bands is greatly decreased
in the IINS and the Raman spectra of SA-OD, while a new band appears at 425 cm−1

in the Raman spectrum, assigned to the vibration of the ODN bridge, νσ(ODN). The
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IINS spectrum does not show the band of the deformational vibration νβ(OHN) due to
insignificant deformational motion of the bridged proton. This phenomenon was described
earlier in Ref. [38]. To make the interpretation of the hydrogen bridge vibrations more
accurate and reliable, the synthesis of SA-C6D5 isotopologue was performed (deuteration
in the aldimine ring, NC6H5 → NC6D5). In Figure 4 the IINS spectra of SA, SA-OD

and SA-C6D5 are compared. Upon deuteration in the hydrogen bridge site (SA-OD), the
intensity of the bands assigned to the γ(OH) and νσ(OHN) vibrations (848 cm−1 and
449 cm−1, respectively) is decreasing (Figure 4A), while the IINS spectrum of the SA-C6D5

derivative features a more complicated picture (Figure 4B). Firstly, the IINS spectrum of
SA-C6D5 is characterized by the disappearance of a number of bands assigned to γ(CH)
and τ(CH) vibrations, which were located at 1183, 1175, 1153, 1089, 703 and 521 cm−1

in the spectrum of SA (see blue arrows in Figure 4). Secondly, the bands visible at 208,
264, 359 and 495 cm−1 in the spectrum of SA (see red arrows in Figure 4B) shift to lower
frequencies, namely, to 202, 255, 345 and 491 cm−1, respectively. The intensity of the first
three bands is decreasing, while that of the fourth one is increasing slightly. Judging from
Tables S2 and S4, these bands stem from the skeleton vibrations of the aldimine ring, where
the deuteration occurs.

 
Figure 4. Normalized IINS spectra of SA (black traces), SA-OD (panel (A), red trace) and SA-C6D5

(panel (B), blue trace). Blue arrows: bands of γ(CH) and τ(CH) vibrations, which disappear after
deuteration. Red arrows: bands of various vibrations, which shift after the deuteration. See text for
more details.

The band at 449 cm−1, which is assigned to νσ(OHN) vibration (also marked by
the red arrow in Figure 4B), is also sensitive to deuteration in the aldimine ring: the
band broadens and its peak intensity decreases. Such a long-range H/D isotope effect
on hydrogen bond vibrations is reported here for the first time. Below in Section 2.3 it is
shown that SA exists as a mixture of two quasi-isostructural polymorphs and the shift
of the νσ(OHN) band might be associated with the change of the mole fractions of these
polymorphs upon SA → SA-C6D5 deuteration, though this question requires additional
consideration which is beyond the scope of this work.
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2.2. Spectral Manifestations of Polymorphism

The SA could crystallize in three polymorphic states—called α1, α2 and β—the
crystal structures and cell packing of which were earlier published by F. Arod in pa-
pers [27,28]; for a visual representation of the cell packing see Figure 2 (polymorph β)
and Figure 8 (polymorphs α1 and α2) in [27]. All three polymorphs exhibit enol-imine
form with intramolecular OH···N hydrogen bond. These polymorphs differ only slightly
in molecular positions and conformations, representing “very close points in the crystal
structure landscape” [52–54]; one of the larger differences between α and β states is the
rotational conformation of the aldimine ring (Chart c, Figure 1). The polymorphs α1 and
α2 are called quasi-isostructural. The structural mobility and polymorphism of different
compounds [55–59], and Schiff bases in that number [60,61], was investigated by various
methods. In this part of the paper our goal was to determine if vibrational spectra could be
used to unambiguously identify the particular polymorphic state and which vibrational
marker modes would be most informative. For that purpose, the crystallographic structures
of polymorphs α2 and β were optimized with CRYSTAL software, the IR spectra were
calculated by DFPT method and compared with the experimental one. The result of the
comparison is shown in Figure 5. There is a reasonably good agreement—both in bands
positions and their relative intensities—between the experimental spectrum (Figure 5A)
obtained at 295 K in which polymorph α2 prevails and the calculated spectrum of poly-
morph α2 (Figure 5B), while the agreement with that of polymorph β is significantly worse
(Figure 5C). The most informative bands are marked by asterisks in Figure 5A,B. These
bands are assigned to the following vibrations: ν(C=N), ν(CarCar), γ(CH), τ(CH) and
τ(CC).

Figure 5. Normalized IR experimental ((A), black trace; measured at 295 K) and calculated by DFPT
method spectra of polymorphs α2 ((B), blue trace) and β ((C), green trace) of SA. Black and blue
asterisks: the most informative bands, allowing one to identify polymorph α2. See text for more
details.
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The abovementioned observations support the applicability of DFPT computational
method for the research of polymorphic states.

2.3. X-ray Powder Diffraction (XPD) Study of Polymorphism in SA

X-ray Powder Diffraction measurements of SA and SA-C6D5 were carried out in the
20–320 K temperature range. The X-ray diffraction pattern for SA-OD is not discussed here,
because the results closely match those for SA. The experiments revealed that both SA

and SA-C6D5 crystallize in a triclinic form, which is in agreement with the single crystal
X-ray data for polymorph α1 obtained earlier [27]. For SA, several reflexes are observed as
dual signals in the 20–295 K temperature range. As an example, in Figure 6 the reflexes,
002 and 0-11, for SA and SA-C6D5 are shown. The positions and relative intensities of
components of the dual signals are temperature dependent. Similar observations are valid
for the deuterated derivative SA-C6D5 (Figure 6C,D). Such behaviour is often attributed
to the co-existence of two quasi-isostructural polymorphs, preserving the same crystal
symmetry [52–56]. In case of SA, following the results of Refs. [27,28] we assign these
polymorphs to α1 and α2 forms.

Figure 6. Temperature behaviour of (002) (A,C) and (0-11) (B,D) reflections of SA top (A,B) and
SA-C6D5 bottom (C,D) panels.

For a better understanding of this phenomenon we performed DFT calculations (in
the gas phase) of the potential curves for the rotation of the aldimine fragment of SA in
the enol-imine and keto-amine forms. The calculation confirmed that the structure of the
keto-amine form is evidently flat and the twist of the aldimine fragment by up to 20◦
virtually does not change the potential energy (Figure 7, top). In contrast, the optimized
geometry of the enol-imine form is not flat: torsional angle Θ(C=N-C=C) = 40◦ (Figure 7,
bottom) and crossing of the phenol ring plane requires to overcome a 1 kcal/mol barrier.
According to the postulate of Benstein et al. [62], such a barrier in a non-homogeneous
environment of a crystal lattice could make it possible to obtain two polymorphic forms.
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Though the keto-amine form is less stable than the enol-imine form by ca. 4.6 kcal/mol and
unlikely to be present at room temperature, one could speculate see that the flat structure
of the keto-amine form would not be prone to polymorphism.

The keto-amine if the keto-amine form would be,

Figure 7. The calculated potential energy profile (B3LYP/6-311++G(d,p)) for a gradual rotation
around the N-C bond for enol-imine (blue line) and keto-amine (green line) forms of studied Schiff
base.

Upon further heating, a significant change of diffractograms of SA and SA-C6D5 is
observed at ca. 310 K (see the set of diffractograms in Figures S2 and S3). Based on the
available XPD data, it is difficult to speculate which structural changes are responsible
for this, but it is unlikely to be the α ↔ β transition, because the melting temperature of
studied crystal was 325 K, coinciding with that previously reported for α1 in Ref. [27].

3. Materials and Methods

3.1. Compounds and Deuteration

2-[(E)-(phenylimino)methyl]phenol (SA) and 2-[(E)-(phenyl-D5-imino)methyl]phenol
(SA-C6D5) were synthesized from stoichiometric mixtures of the salicylaldehyde with
aniline or aniline-D5 in refluxing methanol, respectively. The solvents were purchased from
Sigma-Aldrich and used without further purification. For the deuteration in the mobile
proton site, the solution of 2-[(E)-(phenylimino)methyl]phenol in methanol-OD was heated
to 60 ◦C and refluxed during 30 min, then the methanol was removed by evaporation,
leaving SA-OD. The deuteration degree was estimated to be ca. 90%.

3.2. Infrared, Raman and IINS Measurements

The infrared measurements were performed using a Bruker Vertex 70v spectrometer.
The spectra were collected with a resolution of 2 cm−1. The FT-FIR spectra (500–50 cm−1)
were collected for sample suspended in Apiezon N grease and placed on a polyethylene
(PE) disc. The FT-MIR spectra were collected for sample in a KBr pellet. The Raman spectra
of the analysed samples were obtained using an FT-Nicolet Magma 860 spectrophotometer.
The In:Ga:Ar laser excitation at 1064 nm was employed for the Raman measurements.
The spectra were recorded at the room temperature with the spectral resolution 4 cm−1

and with 512 scans. Neutron scattering data were collected at the pulsed IBR-2 reactor in
the Joint Institute of Nuclear Research (Dubna, Russia) using the time-of-flight inverted
geometry spectrometer NERA at 10 K temperature. The experimental features are described
in Ref. [50].
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3.3. X-ray Powder Diffraction

The powder X-ray measurements were performed using EMPYREAN equipped with
the water-cooled X-ray tube with Cu anode with the wavelengths of characteristic radiation
λCuKα1 = 1.54056 Å and λCuKα2 = 1.54443 Å. In order to suppress the Kβ radiation the
Ni filter was used. The central part of the data acquisition system was the silicon strip
detector PIXcel. The low temperature measurements were made using the closed cycle
helium cryostat Phenix—Oxford Cryosystems.

3.4. Calculations

Quantum-mechanical calculations using the B3LYP functional (DFT, the
three-parameter exchange hybrid functional of Becke [63], and gradient-corrected cor-
relation functional of Lee, Yang and Parr) [64] with the 6-311++G(d,p) basis set [65–67]
were performed for full geometry optimizations with the Gaussian 16 Rev. C01 suite
of program [68]. The structures were visualized by the MOLDEN program [69]. The
potential energy distribution (PED) of the normal modes was calculated in terms of nat-
ural internal coordinates using the Gar2ped program [70]. Static periodic (solid-state)
DFT calculations (DFPT Density-Functional Perturbation Theory) were performed in the
CRYSTAL09 [71,72] software package using the B3LYP functional with the Grimme D2
dispersion correction [73] and 6-31G** basis set [67]. The space groups and unit cell pa-
rameters of the considered crystals obtained in the experimental studies [27,28] were fixed
and structural relaxations were limited to the position of atoms. Such approximation
gives a reasonable description of the structure and spectroscopic features of intra- and
intermolecular H-bonds of different types and strengths in molecular crystals [74–76].
The experimental atomic positions were used as the starting point in the periodic DFT
computations. Periodic DFT computations were conducted for polymorphs α2 and β. The
disordered α1-polymorph [27] is not suitable for periodic calculations. Since α1 and α2
polymorphs are quasi-isostructural, we assumed that their IR spectra are very close to
each other. Therefore, only the IR spectrum of the second polymorph was considered in
the present study. Periodic DFT computations of α2-polymorph led to the appearance of
imaginary frequencies. This problem is usually solved by reducing the space symmetry
of a crystal [77,78]. Reducing the space symmetry group to P1 allowed us to get rid of
imaginary frequencies of α2-polymorph. An accurate interpretation of the experimental
spectrum assumes knowledge of the relative stability of polymorphs α2 and β. This re-
quires the calculation of the sublimation enthalpy, which is very cumbersome in the case
of conformationally mobile molecules [79]. In addition, the error in the calculated values
can reach 15 kJ/mol [80]. Such an accuracy of calculations is hardly suitable for describing
“very close points in the crystal structure landscape” of crystals with conformationally
mobile molecules, e.g., see [81].

4. Conclusions

The paper presents the synthesis of 2-[(E)-(phenylimino)methyl]phenol (SA) and its
two deutero-derivatives (SA-OD and SA-C6D5). The bands corresponding to hydrogen
bond vibrational modes (see Scheme 1) were assigned in experimental IR, IINS and Raman
spectra. The analysis of the obtained spectral results proved that in a crystal state, SA exists
in enol-imine form with a so-called quasi-aromatic intramolecular OH···N hydrogen bond
of medium strength. The measured IINS spectra SA and SA-C6D5 made it possible to show
the influence of deuteron replacement in the remote group (aldimine ring) on the hydrogen
bridge stretching vibrations νσ(OHN). The calculations of structure and vibrational spectra
of two polymorphs (earlier studied by X-ray method [27]) performed by static periodic
(solid state) DFT method showed a good agreement between the measured and calculated
spectra, allowing for spectroscopic distinction between polymorphs α2 and β, as well as
confirming the applicability of DFPT calculations for characterization of polymorphic states.
Based on analysis of IR spectra, the SA in the studied samples was shown to exist in α-form.
However, the XPD measurements carried out for SA and SA-C6D5 showed dual signals
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for several reflexes and did not show a phase transition in the temperature range from
20 to 295 K. On the basis of these measurements two quasi-isostructural polymorphs of
SA (most probably, so-called α1 and α2 forms) were assumed to co-exist in the mentioned
temperature range.

Supplementary Materials: The following are available online, Figure S1: Normalized experimental
Raman and IR spectra of SA and its deuterated derivative SA-OD. Figure S2: Temperature behaviour
of XRD patterns for SA and SA-C6D5. Figure S3: Temperature dependence of X-ray powder diffrac-
tion patterns of SA and SA-C6D5. Table S1: Definitions of the internal coordinates used in the
potential energy distribution (PED) analysis for the assignments of the vibrational spectra, Table S2:
Experimental IR, Raman, IINS and calculated (B3LYP/6-311+G(d,p)) spectral data of SA, Table S3:
Experimental IR, Raman and calculated (B3LYP/6-311+G(d,p)) spectral data of SA-OD, Table S4:
Experimental IINS and calculated (B3LYP/6-311+G(d,p)) spectral data of SA-C6D5 for the region
0–1200 cm–1.
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58. Szostak, E.; Hetmańczyk, J.; Migdał-Mikuli, A. Inelastic and elastic neutron scattering studies of the vibrational and reorienta-
tional dynamics, crystal structure and solid–solid phase transition in [Mn(OS(CH3)2)6](ClO4)2 supported by theoretical (DFT)
calculations. Spectrochim. Acta A 2015, 145, 368–375. [CrossRef] [PubMed]
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Abstract: In this work we report solvatochromic and luminescent properties of ethyl N-salicylideneg-
lycinate (1), ethyl N-(5-methoxysalicylidene)glycinate (2), ethyl N-(5-bromosalicylidene)glycinate
(3), and ethyl N-(5-nitrosalicylidene)glycinate (4) dyes. 1–4 correspond to a class of N-salicylidene
aniline derivatives, whose photophysical properties are dictated by the intramolecular proton transfer
between the OH-function and the imine N-atom, affording tautomerization between the enol-imine
and keto-enamine forms. Photophysical properties of 1–4 were studied in different pure non-polar
and (a)protic polar solvents as well as upon gradual addition of NEt3, NaOH, and CH3SO3H. The
DFT calculations were performed to verify the structures of 1–4 as well as their electronic and
optical properties.

Keywords: Schiff base; N-salicylidene aniline derivative; photophysical properties; solvatochromism;
Hirshfeld surface analysis; DFT

1. Introduction

Schiff base is a condensation product of aldehyde and primary amine. When sal-
icylaldehyde derivative is used as an aldehyde and amine is a monoamine derivative,
the condensation yields a NO-Schiff base compound that may produce complexes with
a great variety of metal ions upon deprotonation. Thus, Schiff bases are still of great im-
portance in coordination chemistry, although more than a century has passed since their
discovery [1–3]. Schiff bases have been known to be the most actively used ligands thanks
to their ease of synthesis, availability, structural versatility, and solubility in common
solvents. Moreover, Schiff bases are not only efficient ligands to coordinate/chelate many
elements but can stabilize elements in various and specific oxidation states. It is also note-
worthy that Schiff bases, as well as their corresponding complexes, can possess pronounced
bioactivity [4–6], including against coronavirus [7]. The latter is becoming even more
important since these days humanity is in dire need of drugs for COVID-19 treatment.

Schiff bases fabricated from salicylaldehyde derivatives (N-salicylidene aniline deriva-
tives) have been the main focus of our extensive studies due to their chromic properties
and a broad color palette [8–18]. Particularly, these compounds are known to a possible
intramolecular transfer of the OH proton to the imine N-atom affording tautomerization
between the enol-imine and keto-enamine forms [19–28]. This phenomenon is usually
responsible for the fascinating optical properties of these compounds. Notably, the enol-
imine and keto-enamine forms can adopt either the trans- or cis-isomers, yielding a rich
color palette from colorless to red through yellow (Scheme 1) [29,30]. These colors can be
called by different external stimuli (light irradiation, temperature, solvent, pH, etc.). Thus,
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chromic properties are one of the main features of N-salicylidene aniline derivatives and
are important for many practical applications [31–35].

 
Scheme 1. Isomeric forms and the corresponding color palette of N-salicylidene aniline derivatives.

Notably, due to the abovementioned tautomerization, N-salicylidene aniline deriva-
tives can also possess the so-called ESIPT (excited state intramolecular proton transfer) [36],
which can afford an equilibrium between the excited keto-enamine* and enol-imine*
forms [29,30,37,38]. The keto-enamine form usually, emits at a lower energy than the
enol-imine tautomer leading to dual fluorescence, which can be observed as two (or more)
emission bands [29,30,37,38]. The ratio of these bands can be influenced by the nature of a
solvent, which allows tuning the resulting emission color.

It should be noticed that we have recently initiated comprehensive studies of closely
related N-salicylidene aniline derivatives 1–4, derived from the ethyl ester of glycine
(Chart 1) [17,18]. We found that 1–4 in the solid state each exhibits an enol-imine form.
Notably, the electron-withdrawing NO2 substituent in 4 is mainly responsible for the
formation of the cis-keto form isomer in EtOH, while dyes 1–3 adopt the enol-imine form
in the same solvent. Additionally, only 4 is emissive under ambient conditions in the solid
state, while 2 is emissive in EtOH.

Chart 1. Diagrams of the discussed dyes 1 (X = H), 2 (X = OMe), 3 (X = Br) and 4 (X = NO2).

Intrigued by the obtained results, herein, we continue our comprehensive studies of
the dyes 1–4. Particularly, to probe solvatochromism, we focused on the optical properties
of these compounds in different solvents, as well as shedding more light on their crystal
structures using the Hirshfeld surface analysis to examine in-depth the non-covalent
interactions responsible for crystal packing, which might be responsible for the observed
photophysical properties of 1–4 in the solid state.

2. Results and Discussion

Dyes 1–4 were produced according to the described synthetic procedure [18]. We
first applied a Hirshfeld surface analysis [39] to study the intermolecular interactions in
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the reported crystal structures of 1–4 [17]. As a result, a set of 2D fingerprint plots [40]
were generated using CrystalExplorer 3.1 [41]. In order to estimate the propensity of two
chemical species being in contact, we also calculated the enrichment ratios (E) [42] of the
intermolecular contacts.

The intermolecular H···H, H···C and H···O contacts occupy a majority of a molecular
surface of 1 (Table 1). There is a barely observed splitting of the shortest H···H fingerprint
at de + di ≈ 2.4 Å, which is due to the shortest contact being between three atoms, rather
than for direct two-atom contact (Figure S1 in Supplementary Materials) [40]. The H···C
and H···O shortest contacts are shown at de + di ≈ 2.7 and 2.3 Å, respectively (Figure S1).
The latter contacts in the corresponding fingerprint plot are shown as two spikes and
mainly correspond to the contacts formed by the carbonyl oxygen atom. The molecular
surface of 1 is also characterized by a negligible proportion of the H···N, C···O and O···O
contacts, ranging from 0.6% to 2.4% (Table 1).

Table 1. Hirshfeld contact surfaces and derived “random contacts” and “enrichment ratios” for the crystal structures of 1–4.

H C N O H C N O H C N O Br H C N O

Contacts (C, %) 1

H 48.3 – – – 45.5 – – – 35.4 – – – – 30.0 – – –

C 22.6 0.0 – – 20.9 0.6 – – 13.7 4.1 – – – 11.5 4.9 – –

N 2.4 0.0 0.0 – 2.4 0.0 0.0 – 1.9 0.4 0.0 – – 3.3 0.6 0.0 –

O 24.9 1.2 0.0 0.6 30.1 0.3 0.0 0.3 23.4 1.6 0.5 0.2 – 44.1 1.8 1.7 2.1

Br – – – – – – – – 17.4 0.5 0.0 0.0 0.9 – – – –

Surface (S, %)

73.3 11.9 1.2 13.7 72.2 11.2 1.2 15.5 63.6 12.2 1.4 13.0 9.9 59.5 11.9 2.8 25.9

Random contacts (R, %)

H 53.7 – – – 52.1 – – – 40.4 – – – – 35.4 – – –

C 17.4 1.4 – – 16.2 1.3 – – 15.5 1.5 – – – 14.2 1.4 – –

N 1.8 0.0 0.0 – 1.7 0.0 0.0 – 1.8 0.3 0.0 – – 3.3 0.0 0.1 –

O 20.1 3.3 0.3 1.9 22.4 3.5 0.4 2.4 16.5 3.2 0.4 1.7 – 30.8 6.2 1.5 6.7

Br – – – – – – – – 12.6 2.4 0.3 2.6 1.0 – – – –

Enrichment (E) 2

H 0.90 – – – 0.87 – – – 0.88 – – – – 0.85 – – –

C 1.30 0.0 – – 1.29 0.46 – – 0.88 2.73 – – – 0.81 3.50 – –

N 1.33 – – – 1.41 – – – 1.06 – – – – 1.00 – – –

O 1.24 0.36 – 0.32 1.34 0.09 – 0.13 1.42 0.50 – 0.12 – 1.43 0.29 1.13 0.31

Br – – – – – – – – 1.38 0.21 – 0.0 0.90 – – – –
1 Values are obtained from CrystalExplorer 3.1 [41]. 2 The “enrichment ratios” were not computed when the “random contacts” were lower
than 0.9%, as they are not meaningful [42].
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Substitution of the 5-hydrogen atom by the MeO function in 2 decreases a proportion
of the H···H and H···C contacts by 2.8 and 1.7%, respectively, with the simultaneous
increase of a proportion of the H···O contacts up to 30.1% (Table 1). The H···H and H···C
shortest contacts are now shown at de + di ≈ 2.2 and 2.9 Å, respectively (Figure S2). The
H···O contacts in the corresponding 2D fingerprint plot are also shown as two spikes with
the shortest contacts at de + di ≈ 2.3 Å, also being formed by the carbonyl oxygen atom
(Figure S2). The Hirshfeld molecular surface of 2 is further described by a very minor
proportion of the H···N, C···C, C···O and O···O contacts, varying from 0.3 to 2.4% (Table 1).

In 3, incorporation of the bromine instead of the hydrogen in 1 or the methoxy group
in 2 significantly decreases a proportion of the H· · ·H and H· · ·C intermolecular contacts
down to 35.4 and 13.7%, respectively. A proportion of the H· · ·O contact remains almost
the same as in 1 (Table 1). The H···H, H···C and H···O shortest contacts are shown in the
corresponding 2D fingerprint plots at de + di ≈ 2.2, 2.8, and 2.3 Å, respectively (Figure S3).
The molecular surface of 3 is additionally characterized by a remarkable proportion of
the H···Br intermolecular contacts of 17.4%, with the shortest contacts at de + di ≈ 3.0 Å
(Figure S3). Notably, the molecular surface of 3 is further described by a distinct proportion
of the C···C contacts of 4.1%, which is due to intermolecular π· · ·π stacking interactions
between the phenylene rings [17]. These contacts are shown on the 2D plot as a typical
area at de = di ≈ 1.7–2.0 Å (Figure S3). Insignificant contributions from H···N, C···N, C···O,
C···Br, N···O, O···O, and Br···Br contacts in 3 have also been revealed (Table 1).

Dye 4 contains the NO2 group in the same position as the corresponding substituent
in 2 and 3 (Chart 1). The molecular surface of 4 is characterized by a dominant contribution
from the H···O contacts of 44.1% with the shortest contacts, shown in the corresponding
2D fingerprint plot at de + di ≈ 2.3 Å mainly formed by both the NO2 and carbonyl oxygen
atoms (Figure S4). The H···H and H···C contacts occupy 30.0 and 11.5%, respectively.
Notably, the structure of 4, similar to 3, also exhibits a distinct proportion of the C···C
contacts of 4.9% due to the formation of intermolecular π· · ·π stacking interactions between
the phenylene rings [17]. These contacts are also shown on the 2D plot as a typical area at
de = di ≈ 1.7–2.0 Å (Figure S4). Remaining contacts, namely H···N, C···N, C···O, N···O and
O···O contacts, occupy a negligible proportion of the molecular surface of 4 (Table 1).

All the H···X (X = C, N, O) contacts are highly favored in 1 and 2 since the correspond-
ing enrichment ratios EHX are significantly higher than unity (Table 1). This is explained
by a relatively higher proportion of these contacts on the total Hirshfeld surface area over
a corresponding proportion of random contacts RHX (Table 1). However, only H· · ·N
and H· · ·O intermolecular contacts are favored in 3 and 4, while the H· · ·C contacts on
the surface of molecules are much less favored, which is related to a remarkably high
enrichment of C· · ·C contacts in 3 and 4 (Table 1), formed in aromatic stacking. Notably,
both 3 and 4 are additionally characterized by highly favored H· · ·Br and N· · ·O contacts,
respectively, and 3 is also described by less favored Br· · ·Br contacts (Table 1). The H· · ·H
intermolecular contacts on the molecular surfaces of all compounds are less favored since
the corresponding enrichment ratios EHH are less than unity ranging from 0.85 to 0.90
(Table 1). The remaining contacts are significantly impoverished with the corresponding
enrichment ratios less than 0.50 (Table 1).

We have also examined the optical properties of 1–4 in different solvents. We first
probed such solvents as cyclohexane (non-polar), THF (polar aprotic), CH3CN (polar
aprotic), and EtOH (polar protic) to study the enol-imine and keto-enamine tautomerization
in the applied solvents. It is known that the dipole moments for the enol-imine isomers
are smaller than those for the keto-enamine derivatives [43,44], which means that the
keto-enamine tautomer is more prevalent in polar solvents.

The absorption spectra of 1–3 each contain bands corresponding to n→π* and π→π*
transitions only in the UV region, regardless of the solvent (Figures S5–S7). Interestingly,
the longest wavelength band in the spectra of 2 is remarkably red-shifted (Figures S5–S7).
This is due to the electron-donating properties of the MeO fragment in comparison to the
H and Br substituents in 1 and 3, respectively. Furthermore, the spectra of 1–3 in EtOH
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exhibit an additional low-intense band, centered at about 400–420 nm (Figures S5–S7),
which corresponds to the traces of the cis-keto-enamine form.

The absorption spectra of 4 in the same solvents, except cyclohexane, contain an
intense band in the visible region, which arises from the cis-keto-enamine form (Figure 1).
Notably, in 4, the electron-donating OH is involved in a through-resonance effect with
the electron-withdrawing NO2 fragment. This leads to nitro–aci-nitro tautomerization,
yielding an additional quinoid form [45].

ε

λ  

λ

Figure 1. UV-vis spectra of 4 in the applied solvents.

Optical properties of 4 were also studied in a series of alcohols, namely MeOH,
EtOH, nPrOH, iPrOH, and nBuOH. Interestingly, in the absorption spectra of 4 in all
alcohols, except nPrOH, the band of the cis-keto-enamine form was observed with the most
remarkable one in MeOH (Figure 2), which is the most polar and acidic within the applied
alcohols. The most striking observation is the absence of the band of the cis-keto-enamine
form in the spectrum of 4 in nPrOH (Figure 2). This might be explained by possible specific
solute–solvent interactions.

λ

ε

λ  
Figure 2. UV-vis spectra of 4 in the applied solvents.
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Recently, we established that 2 was emissive in EtOH [17]. The resulting emission
of 2 in EtOH was due to two emission bands arising from two conformers of the cis-
keto-enamine* form. Herein we report the emission properties of 4 in different alcohols.
Interestingly, 4 was found to be emissive in iPrOH and nPrOH, while almost no emission
was found in EtOH and MeOH (Figure 3).

λ  
Figure 3. Emission (solid line) and excitation (dashed line) spectra of 4 in MeOH (λexc = 395 nm,
λem = 480 nm), EtOH (λexc = 350 nm, λem = 440 nm), nPrOH (λexc = 360 nm, λem = 460 nm) and
iPrOH (λexc = 400 nm, λem = 475 nm).

The emission spectra of 4 in iPrOH and nPrOH exhibit an intense band at 475 and
460 nm, respectively. Notably, the former band is accompanied with an intense low-energy
shoulder (Figure 3). The deconvolution process of the spectrum in iPrOH has allowed
revealing three single bands at 463, 493, and 526 nm, and a ratio of these bands is 26.4, 30.0,
and 43.6%, respectively (Figure S8). The same deconvolution of the emission spectrum of 4

in nPrOH also revealed three bands, but with the maxima remarkably shifted to higher
energies (444, 466, and 496 nm) and with a ratio of 17.2, 46.2, and 36.6%, respectively
(Figure S8). Based on the absorption and excitation spectra of 4 in iPrOH we were able to
conclude that these three emission bands corresponded to two cis-keto-enamine* and trans-
keto-enamine* conformers [8–18]. Contrarily, all three bands in the emission spectrum of 4

in nPrOH arose exclusively from the emission of different cis-keto-enamine* conformers.
We next studied the solution of 4 upon the gradual addition of two different bases,

namely NEt3 and NaOH, to probe the influence of the nature of bases (electronic properties
and steric demands). Upon addition of both bases, the absorption band at 313 nm disap-
peared and two new bands, centered at about 360 and 390 nm, appeared (Figure 4 and
Figure S9). Notably, the ratio of intensities of the new bands was in favor of the low-energy
band when NaOH was used.

The gradual addition of the methanesulfonic acid into a solution of 4 in EtOH de-
creased the intensity of the band of the cis-keto-enamine form, which was due to proto-
nation of the imine N-atom, while the NO2 group remained unchanged, as seen from the
high-energy band, which remained constant during the titration process (Figure 5). Protona-
tion of the imine N-atom prevented the formation of the intramolecular O–H···N bonding.
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ε

λ  

λ

Figure 4. UV-vis spectra of 4 in EtOH upon gradual addition of NaOH up to 2 eqv., with a step of
0.1 eqv.

λ

ε

λ  
Figure 5. UV-vis spectra of 4 in EtOH upon gradual addition of CH3SO3H up to 2 eqv., with a step of
0.1 eqv.

Since compound 3 also tends to clearly exhibit the cis-keto-enamine form in EtOH
(Figure S7), although less pronounced than 4, but more pronounced that 1 and 2, its optical
properties were further studied upon gradual addition of NaOH and CH3SO3H. In general,
the behavior of a solution of 3 in EtOH in the presence of NaOH and CH3SO3H was
similar to a solution of 4 but much less pronounced; however, emission spectra of 3 differed
significantly from those of 4.

After the addition of NaOH, the absorption band at 330 nm disappeared with the
simultaneous increase of a low-intense band in the visible region (Figure 6). However, the
addition of CH3SO3H to a solution of 3 in EtOH vanished the same band, arising from the
cis-keto-enamine tautomer (Figure 7).
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Figure 6. UV-vis spectra of 3 in EtOH upon gradual addition of NaOH up to 5 eqv., with a step of
0.5 eqv.

λ
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λ  
Figure 7. UV-vis spectra of 3 in EtOH upon gradual addition of CH3SO3H up to 3.5 eqv., with a step
of 0.5 eqv.

Upon the addition of NaOH to a solution of 3 in EtOH, an emission band appeared
(Figure 8), which deconvolution revealed two bands at 480 and 505 nm and with an
area ratio of 30.1 and 69.9%, respectively (Figure S10). Based on the comparison of the
absorption (Figure 6) and excitation (Figure 8) spectra, the emission band was assigned to
two conformers of the deprotonated form of 3. Solutions of 3 in EtOH were found to be
non-emissive regardless of the added amount of CH3SO3H.

136



Molecules 2021, 26, 3112

λ  
Figure 8. Emission (solid line) and excitation (dashed line) spectra of 3 in EtOH gradual addition of
NaOH up to 5 eqv., with a step of 0.5 eqv. (λexc = 375 nm, λem = 480 nm).

We have further applied the density functional theory (DFT) calculations to examine
the fine features of 1–4. It was established that the calculated values of bond lengths, bond
angles, and dihedral angles (Table 2) were in good agreement with the values recently
obtained from single-crystal X-ray diffraction [17]. The observed differences between the
calculated and experimental geometrical parameters are obviously explained by the fact
that the DFT computations were performed in the gas phase.

Table 2. Selected bond lengths (Å) and angles (◦) in the structures of 1–4, obtained by using the
B3LYP/6-311++G(d,p) method 1.

1 2 3 4

Bond lengths

C=N 1.2816 1.2821 1.2800 1.2787
C–O(H) 1.3410 1.3448 1.3390 1.3298

C=O 1.2034 1.2036 1.2030 1.2031
C–O(Et) 1.3462 1.3461 1.8529 1.3440

Bond angles

C=N–C 119.04 118.98 119.17 119.43

Dihedral angles 2

N–C–C=O 29.12 −31.15 24.53 21.83
O=C–O–C 1.54 −1.44 1.53 1.46
C–O–C–C −179.86 179.95 −0.21 179.87

Hydrogen bonds

O–H 0.9927 0.9913 0.9933 0.9985
H···N 1.7472 1.7546 1.7464 1.7200
O···N 5.6362 2.6395 2.6342 2.6160

∠(O–H···N) 147.05 146.66 146.79 147.22
1 The computational results have been compared according to the crystallographic data [17]. 2 The corresponding
dihedral angles must be compared by their magnitudes.

According to the DFT calculations, the dipole moments of the fully optimized ground
state geometry of the enol-imine forms were 3.279813 Debye for 1, 4.290475 Debye for
2, 4.070018 Debye for 3, and 6.97922 Debye for 4. Notably, the transformation from the
enol-imine to the trans-keto-enamine through the cis-keto-enamine tautomers was followed
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by a remarkable increase in the dipole moments for all the structures (Table 3). Significantly
higher dipole moments of different tautomers of 4 in comparison to the corresponding
values of tautomers of 1–3 were obviously explained by the presence of the highly polar
NO2 substituent. The energies of the frontier molecular orbitals for the highest occupied
molecular orbital (HOMO) and lowest-lying unoccupied molecular orbital (LUMO) are
shown in Table 3. Both orbitals were mainly delocalized over the 2-OH(5-X)C6H3CH=N–
CH2C(=O) fragment for all the structures except for the LUMO of 4, where the orbital was
mainly spread over the 2-OH(5-X)C6H3 fragment (Figure 9).

Table 3. Total energy, dipole moment, frontier molecular HOMO and LUMO orbitals, gap value, and descriptors for 1–4 in
gas phase, obtained by using the B3LYP/6-311++G(d,p) method.

1 2 3 4

enol-imine tautomer

Total energy (eV) −19,255.75967 −22,372.91079 −89,285.41965 −24,822.27922
Dipole moment (Debye) 3.279813 4.290475 4.070018 6.97922

EHOMO (eV) −0.23040 −0.21087 −0.23196 −0.26088
ELUMO (eV) −0.06421 −0.06388 −0.07426 −0.09961

ΔELUOMO–HOMO = ELUMO−EHOMO (eV) 0.16619 0.14699 0.15770 0.16127
Ionization energy, I = −EHOMO (eV) 0.23040 0.21087 0.23196 0.26088
Electron affinity, A = −ELUMO (eV) 0.06421 0.06388 0.07426 0.09961
Electronegativity, χ = (I + A)/2 (eV) 0.14731 0.13738 0.15311 0.18025

Chemical potential, μ = −χ (eV) −0.14731 −0.13738 −0.15311 −0.18025
Global chemical hardness, η = (I−A)/2 (eV) 0.08310 0.07350 0.07885 0.08064
Global chemical softness, S = 1/(2η) (eV−1) 6.01721 6.80318 6.34115 6.20078

Global electrophilicity index, ω = μ2/(2η) (eV) 0.13057 0.12839 0.14865 0.20145
Global nucleophilicity index, E = μ × η (eV2) −0.01224 −0.01010 −0.01207 −0.01453

Maximum additional electric charge, ΔNmax = −μ/η 1.77273 1.86917 1.94179 2.23532

cis-keto-enamine tautomer

Total energy (eV) −19,255.55920 −22,372.72632 −89,285.24115 −24,822.17304
Dipole moment (Debye) 5.623354 6.171161 6.678792 10.089039

EHOMO (eV) −0.20510 −0.19161 −0.20980 −0.23553
ELUMO (eV) −0.07356 −0.07108 −0.08356 −0.10179

ΔELUOMO–HOMO = ELUMO−EHOMO (eV) 0.13154 0.12053 0.12624 0.13374
Ionization energy, I = −EHOMO (eV) 0.20510 0.19161 0.20980 0.23553
Electron affinity, A = −ELUMO (eV) 0.07356 0.07108 0.08356 0.10179
Electronegativity, χ = (I + A)/2 (eV) 0.13933 0.13135 0.14668 0.16866

Chemical potential, μ = −χ (eV) −0.13933 −0.13135 −0.14668 −0.16866
Global chemical hardness, η = (I−A)/2 (eV) 0.06577 0.06027 0.06312 0.06687
Global chemical softness, S = 1/(2η) (eV−1) 7.60225 8.29669 7.92142 7.47719

Global electrophilicity index, ω = μ2/(2η) (eV) 0.14758 0.14313 0.17043 0.21270
Global nucleophilicity index, E = μ × η (eV2) −0.00916 −0.00792 −0.00926 −0.01128

Maximum additional electric charge, ΔNmax = −μ/η 2.11844 2.17946 2.32383 2.52221

trans-keto-enamine tautomer

Total energy (eV) −19,255.22025 −22,372.44811 −89,284.91121 −24,821.82359
Dipole moment (Debye) 7.396322 7.781535 7.644000 10.221661

EHOMO (eV) −0.20158 −0.19035 −0.20722 −0.23080
ELUMO (eV) −0.07988 −0.07497 −0.08963 −0.11216

ΔELUOMO–HOMO = ELUMO−EHOMO (eV) 0.12170 0.11538 0.11759 0.11864
Ionization energy, I = −EHOMO (eV) 0.20158 0.19035 0.20722 0.23080
Electron affinity, A = −ELUMO (eV) 0.07988 0.07497 0.08963 0.11216
Electronegativity, χ = (I + A)/2 (eV) 0.14073 0.13266 0.14843 0.17148

Chemical potential, μ = −χ (eV) −0.14073 −0.13266 −0.14843 −0.17148
Global chemical hardness, η = (I−A)/2 (eV) 0.06085 0.05769 0.05880 0.05932
Global chemical softness, S = 1/(2η) (eV−1) 8.21693 8.66701 8.50412 8.42886

Global electrophilicity index, ω = μ2/(2η) (eV) 0.16274 0.15253 0.18735 0.24785
Global nucleophilicity index, E = μ × η (eV2) −0.00856 −0.00765 −0.00873 −0.01017

Maximum additional electric charge, ΔNmax = –μ/η 2.31274 2.29953 2.52445 2.89076
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Figure 9. Energy levels and front views on the electronic isosurfaces of the high occupied and low unoccupied molecular
orbitals of the ground state of 1–4, obtained by using the B3LYP/6-311++G(d,p) method.

The so-called ionization potential (I) and the electron affinity (A) value of the molecules
were established as follows: I = −EHOMO and A = −ELUMO (Table 3) [46], which determined
the electron-donating ability and the ability to accept an electron, respectively. As such,
as lower values of I as better donation of an electron, while as higher values of A as
better ability to accept electrons. Both the I and A values for all the tautomers of 1–4 are
remarkably lower than unity (Table 3), indicating that the reported dyes each exhibit high
electron-donating and low electron-accepting properties. Notably, the corresponding cis-
keto-enamine and trans-keto-enamine tautomers of 1–4 are slightly better electron donors
and electron acceptors in comparison to their enol-imine derivatives (Table 3).

To estimate the relative reactivity of molecules of 1–4, we have further established val-
ues of the so-called global chemical reactivity descriptors derived from the HOMO–LUMO
energy gap (Table 3). The values of chemical potential (μ) for 1–4 were in the range from
−0.13135 eV to −0.18025 eV for all tautomers, indicating the poor electron-accepting ability
and the strong donating ability, which was further supported with low values of electroneg-
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ativity, χ (Table 3). Notably, the values of electronegativity for all the cis-keto-enamine
tautomers were lower than those for the enol-imine and trans-keto-enamine forms of 1–4

(Table 3). Chemical hardness (η) describes the resistance towards deformation/polarization
of the electron cloud of the molecule upon a chemical reaction, while softness (S) is a re-
verse of chemical hardness [46]. Compounds 1–4 are characterized by low values of η and
high values of S, respectively, indicating a remarkable tendency to exchange their electron
clouds with the surrounding environment for all the structures (Table 3). It should be noted
that the trans-keto-enamine tautomers are more pronounced to exchange their electron
clouds with the surrounding environment in comparison to the corresponding cis-keto-
enamine tautomers, and even much more pronounced in comparison to the enol-imine
tautomers (Table 3). The electrophilicity index (ω) describes the energy of stabilization to
accept electrons [46]. The ω values for all forms of 1–4 were found in the range from about
0.12 eV to 0.25 eV (Table 3). These values are low, indicating the strong nucleophilic nature
of 1–4. Finally, compounds 1–4 can accept about 1.77–2.24 electrons for the enol-imine
forms, 2.12–2.52 electrons for the cis-keto-enamine forms, and 2.30–2.89 electrons for the
trans-keto-enamine forms, respectively, as evidenced from the ΔNmax values, of which the
highest values correspond to 4 (Table 3).

The electrophilic and nucleophilic sites in 1–4 were examined using the molecular elec-
trostatic potential (MEP) analysis. The red and blue colors of the MEP surface correspond
to electron-rich (nucleophilic) and electron-deficient (electrophilic) regions, respectively.
On the MEP surfaces of the enol-imine tautomers of 1–4 the most pronounced nucleophilic
centers are located on the carbonyl and hydroxyl oxygen atoms, while the other negative
electrostatic potential sites in the enol-imine form of 4 are located on the oxygen atoms
of the NO2 group (Figure 10). In the cis-keto-enamine and trans-keto-enamine tautomers
of 1–4 the carbonyl oxygen atom attached to the aromatic ring is the most remarkable
nucleophilic center, alongside with both oxygen atoms of the NO2 group in 4, while the
carbonyl oxygen atom of the carboxyl group becomes a less pronounced nucleophilic center
(Figure 10). As the most electrophilic region the CH=N–CH2 fragment for the enol-imine
tautomers and the CH–NH–CH2 fragment for the cis-keto-enamine and trans-keto-enamine
tautomers can be highlighted for the structures of 1–4 (Figure 10).

The calculated absorption spectra of the fully optimized ground state geometry of all
the three tautomers of 1–4 (Figures S11–S13) are in agreement with experimental spectra.
In particular, the experimental UV-vis spectra for the enol-imine tautomers exhibited bands
at 215–260 and 331–353 nm, and the calculated spectra for the same tautomers contained
bands at 225–250 and 302–351 nm (Table S1). The cis-keto-enamine tautomers are shown as
a band centered at 382–418 nm in both the experimental and calculated absorption spectra
(Table S1). The calculated UV-vis spectra for the trans-keto-enamine tautomers of 1–4 each
exhibited a low-energy band at 407–428 nm, while no similar bands were observed in
the corresponding experimental spectra (Table S1), thus, testifying to the absence of the
trans-keto-enamine tautomers of 1–4 in the applied solvents.
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Figure 10. Views of the molecular electrostatic potential surface of 1–4, obtained by using the B3LYP/6-311++G(d,p) method.

The calculated UV-vis spectra of the enol-imine forms of 1–4 exhibit absorption bands
with three (for 1) or two (for 2–4) maxima exclusively in the UV region centered at about
220–255 nm and 300–350 nm (Figure S11). These bands mostly corresponded to the HOMO–
1 → LUMO, HOMO → LUMO, and HOMO → LUMO+3 transitions (Table 4, Figure S11).
The absorption bands in the spectra of 3 and 4 were additionally supported by the HOMO
→ LUMO+1 transition and further described by the HOMO–4 → LUMO transition in the
spectrum of 3, and by the HOMO–3 → LUMO+1 and HOMO–1 → LUMO+1 transitions in
the spectrum of 4, respectively (Table 4, Figure S11). As for the calculated UV-vis spectra
of the cis-keto-enamine and trans-keto-enamine tautomers of 1–4, absorption bands are
observed in both the UV and visible regions up to about 500–550 nm (Figure S12) and
600 nm (Figure S13), respectively. These bands are characterized by two maxima centered
at about 250–290 nm and 380–430 nm (Figures S12 and S13). Notably, the calculated UV-vis
spectrum of the cis-keto-enamine form of 4 contained an additional maxima at 320 nm
(Figure S12). The corresponding transitions, responsible for the observed bands in the
calculated UV-vis spectra of the cis-keto-enamine and trans-keto-enamine tautomers of 1–4,
are shown in Figures S14–S17 and collected in Tables S2 and S3.
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Table 4. Values for the calculated UV-vis spectra of the ground state of the enol-imine tautomers of 1–4, obtained by using
the TD-DFT/B3LYP/6-311++G(d,p) method.

1 2

λmax (nm) Oscillator
strength Transitions λmax (nm) Oscillator

strength Transitions

220.6 0.1419 HOMO–3 → LUMO (14.0%) 239.1 0.2994 HOMO–3 → LUMO (9.0%)

HOMO–1 → LUMO (8.1%) HOMO–1 → LUMO (26.8%)

HOMO–1 → LUMO+3 (2.5%) HOMO → LUMO+3 (50.2%)

HOMO–1 → LUMO+9 (2.0%) HOMO → LUMO+10 (3.4%)

HOMO → LUMO+1 (2.7%) HOMO → LUMO+13 (2.3%)

HOMO → LUMO+2 (10.7%)

HOMO → LUMO+3 (44.7%)

HOMO → LUMO+9 (7.2%)

222.6 0.0311 HOMO → LUMO+1 (5.6%) 244.3 0.0188 HOMO–1 → LUMO (2.8%)

HOMO → LUMO+2 (45.0%) HOMO → LUMO+1 (3.7%)

HOMO → LUMO+3 (24.2%) HOMO → LUMO+2 (85.9%)

HOMO → LUMO+4 (8.6%) HOMO → LUMO+5 (3.9%)

HOMO → LUMO+5 (7.5%)

228.5 0.0315 HOMO–3 → LUMO (70.8%) 251.2 0.0720 HOMO–1 → LUMO (21.3%)

HOMO–3 → LUMO+1 (4.0%) HOMO → LUMO+1 (7.1%)

HOMO–3 → LUMO+3 (2.4%) HOMO → LUMO+3 (45.5%)

HOMO → LUMO+2 (12.3%) HOMO → LUMO+4 (23.2%)

HOMO → LUMO+3 (3.5%)

252.8 0.2896 HOMO–1 → LUMO (76.5%) 256.6 0.0742 HOMO–1 → LUMO (33.4%)

HOMO → LUMO (3.2%) HOMO → LUMO+3 (49.0%)

HOMO → LUMO+1 (4.7%) HOMO → LUMO+4 (10.9%)

HOMO → LUMO+2 (9.8%)

312.1 0.1055 HOMO–1 → LUMO (2.3%) 350.5 0.1086 HOMO → LUMO (96.9%)

HOMO → LUMO (93.9%)

3 4

λmax (nm) Oscillator
strength Transitions λmax (nm) Oscillator

strength Transitions

224.7 0.0487 HOMO–5 → LUMO (10.6%) 240.4 0.0556 HOMO–3 → LUMO (85.4%)

HOMO → LUMO+4 (57.1%) HOMO–1 → LUMO+1 (9.6%)

HOMO → LUMO+5 (23.2%)

228.4 0.2498 HOMO–5 → LUMO (3.1%) 244.8 0.2633 HOMO–3 → LUMO (8.1%)

HOMO–4 → LUMO (32.2%) HOMO–3 → LUMO+1 (29.7%)

HOMO–1 → LUMO (16.9%) HOMO–1 → LUMO+1 (55.7%)

HOMO → LUMO+1 (17.2%)

HOMO → LUMO+2 (6.0%)

HOMO → LUMO+3 (7.5%)
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Table 4. Cont.

HOMO → LUMO+5 (2.3%)

HOMO → LUMO+8 (3.9%)

237.8 0.2157 HOMO–4 → LUMO (28.8%) 273.4 0.1054 HOMO–1 → LUMO (77.0%)

HOMO–3 → LUMO (2.9%) HOMO → LUMO+1 (18.3%)

HOMO–1 → LUMO (16.3%)

HOMO → LUMO+1 (32.7%)

HOMO → LUMO+2 (2.6%)

HOMO → LUMO+3 (9.3%)

HOMO → LUMO+4 (2.1%)

252.7 0.1308 HOMO–1 → LUMO (57.9%) 299.4 0.0744 HOMO–1 → LUMO (13.6%)

HOMO → LUMO+1 (35.1%) HOMO → LUMO (34.4%)

HOMO → LUMO+1 (48.9%)

329.3 0.0858 HOMO → LUMO (95.7%) 308.7 0.2162 HOMO–1 → LUMO (5.1%)

HOMO–1 → LUMO+1 (3.1%)

HOMO → LUMO (61.8%)

HOMO → LUMO+1 (28.9%)

3. Materials and Methods

3.1. Materials

All reagents and solvents were commercially available and used without further
purification. Dyes 1–4 were obtained according to the described synthetic procedure [18].

3.2. Physical Measurements

Absorption and fluorescent spectra from the freshly prepared solutions (10−4 M) in
freshly distilled solvents were recorded on an Agilent 8453 instrument.

3.3. Computational Details

The ground state geometry of 1–4 was fully optimized without symmetry restrictions.
The calculations were performed by means of the GaussView 6.0 molecular visualization
program [47] and Gaussian 09, Revision D.01 program package [48] using the density
functional theory (DFT) method with Becke three-parameter Lee-Yang-Parr (B3LYP) hybrid
functional [49,50] and 6-311++G(d,p) [49,51] basis set. The crystal structure geometry
was used as a starting model for structural optimization. The vibration frequencies were
calculated for the optimized structures in the gas phase and no imaginary frequencies
were obtained. The Cartesian atomic coordinates for the optimized structures are gathered
in Tables S4–S7. The electronic isosurfaces of the HOMO and LUMO orbitals and MEP
surfaces of all tautomers of 1–4 were generated from the fully optimized ground state
geometry obtained by using the B3LYP/6-311++G(d,p) method. The absorption spectra of
the fully optimized ground state geometry of all the three tautomers of 1–4 were simulated
at the TD-DFT/B3LYP/6-311++G(d,p) level.

4. Conclusions

In summary, herein we discuss structural studies using the Hirshfeld molecular surface
approach, as well as photophysical properties of four dyes: ethyl N-salicylideneglycinate
(1), ethyl N-(5-methoxysalicylidene)glycinate (2), ethyl N-(5-bromosalicylidene)glycinate
(3), and ethyl N-(5-nitrosalicylidene)glycinate (4).
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The intermolecular H···H, H···C, and H···O contacts are the dominant contributors to
the molecular surface of all the reported compounds. 3 is further described by a remarkable
proportion of the intermolecular H···Br contacts. Furthermore, a distinct proportion of
the C···C contacts was found in the molecular surface of 3 and 4, which is explained by
intermolecular π· · ·π stacking interactions between the phenylene rings.

The absorption spectra of 4 in THF and CH3CN exhibit a band for the cis-keto-enamine
form, while only the enol-imine tautomer was found in the absorption spectrum of 4

in cyclohexane and in the absorption spectra of 1–3 in cyclohexane, THF, and CH3CN.
Furthermore, in the absorption spectra of 4 in MeOH, EtOH, iPrOH, and nBuOH the
cis-keto-enamine form is clearly observed, with the most remarkable one in MeOH, while
the same band is absent in the spectrum of 4 in nPrOH, that might be explained by possible
specific solute-solvent interactions. Dye 4 is emissive in iPrOH and nPrOH, arising from
two conformers of the cis-keto-enamine* form and from the trans-keto-enamine* form,
while the origin of emission in nPrOH is exclusively from different cis-keto-enamine*
conformers. Titration of the solutions of 3 and 4 in EtOH by NaOH leads to the gradual
increasing of the band in the visible region of the corresponding UV-vis spectra. The same
band gradually decreases and finally vanishes upon titration of the solutions of 3 and 4 in
EtOH by CH3SO3H due to the protonation of the imine N-atom. Notably, upon addition
of NaOH to the solution of 3 in EtOH, an emission band appeared and increased with
increasing NaOH concentration.

We have also demonstrated that photophysical properties of a reported series of closely
related compounds 1–4 can efficiently be tuned not only by changing the corresponding
substituent in the phenolic ring, thus changing electronic properties, but also by the
nature of a solvent (non-polar vs. polar aprotic vs. polar protic) and pH (NEt3 or NaOH,
and CH3SO3H). All these factors allow to fine influence to the keto-enamine–enol-imine
tautomerization both in the ground and excited states, yielding two or even three emission
bands with a certain ratio and, as a result, different resulting emission color. No doubt, all
these findings are of potential interest for molecular optics. Furthermore, the presence of
the ethyl glycinate fragment in 1–4 might play a pivotal role for the application of these
compounds, e.g., as luminescent sensors, in biological systems.

According to the DFT calculation results, it was established that all the tautomers of
1–4 each exhibit high electron-donating and low electron-accepting properties. The most
pronounced nucleophilic centers of the enol-imine tautomers are located on the carbonyl
and hydroxyl oxygen atoms, while the other negative electrostatic potential sites in the
enol-imine form of 4 are located on the oxygen atoms of the NO2 group. In the cis-keto-
enamine and trans-keto-enamine tautomers of 1–4, the carbonyl oxygen atom attached to
the aromatic ring is the most remarkable nucleophilic center, alongside both oxygen atoms
of the NO2 group in 4, while the carbonyl oxygen atom of the carboxyl group becomes
a less pronounced nucleophilic center. As the most electrophilic region, the CH=N–CH2
fragment for the enol-imine tautomers and the CH–NH–CH2 fragment for the cis-keto-
enamine and trans-keto-enamine tautomers are highlighted for the structures of 1–4. The
calculated absorption spectra of the fully optimized ground state geometry of all the three
tautomers of 1–4 are in good agreement with experimental spectra.

Supplementary Materials: The following are available online, Figures S1–S4: 2D and decomposed
2D fingerprint plots of observed contacts for the crystal structure of 1–4, Figures S5–S7: UV-vis spectra
of 1–3 in the applied solvents, Figure S8: Emission and excitation spectra of 4 in nPrOH and iPrOH,
Figure S9: UV-vis spectra of 4 in EtOH upon gradual addition of NEt3, Figure S10: Emission and
excitation spectra of 3 in EtOH after addition of 5 eqv. of NaOH, Figure S11: The calculated UV-vis
spectra of the ground states of the enol-imine tautomers of 1–4, Figure S12: The calculated UV-vis
spectra of the ground states of the cis-keto-enamine tautomers of 1–4, Figure S13: The calculated UV-
vis spectra of the ground states of the trans-keto-enamine tautomers of 1–3, Figures S14–S17: Energy
levels and views on the electronic isosurfaces of the selected molecular orbitals of the ground state
of 1–4, Table S1: Values for the main maxima in the experimental UV-vis spectra of 1–4 in different
solvents, and in the calculated UV-vis spectra for different tautomers of 1–4, Table S2: Values for the
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calculated UV-vis spectra of the ground state for the cis-keto-enamine tautomers of 1–4, Table S3:
Values for the calculated UV-vis spectra of the ground state for the trans-keto-enamine tautomers of
1–4, Tables S4–S7: Cartesian atomic coordinates for optimized structures of 1–4, obtained by using
the DFT/B3LYP/6–311++G(d,p) method.
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Karol Kułacz †, Michał Pocheć †, Aneta Jezierska * and Jarosław J. Panek *

Citation: Kułacz, K.; Pocheć, M.;
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Abstract: Our long-term investigations have been devoted the characterization of intramolecular
hydrogen bonds in cyclic compounds. Our previous work covers naphthazarin, the parent compound
of two systems discussed in the current work: 2,3-dimethylnaphthazarin (1) and 2,3-dimethoxy-6-
methylnaphthazarin (2). Intramolecular hydrogen bonds and substituent effects in these compounds
were analyzed on the basis of Density Functional Theory (DFT), Møller–Plesset second-order per-
turbation theory (MP2), Coupled Clusters with Singles and Doubles (CCSD) and Car-Parrinello
Molecular Dynamics (CPMD). The simulations were carried out in the gas and crystalline phases.
The nuclear quantum effects were incorporated a posteriori using the snapshots taken from ab initio
trajectories. Further, they were used to solve a vibrational Schrödinger equation. The proton reaction
path was studied using B3LYP, ωB97XD and PBE functionals with a 6-311++G(2d,2p) basis set. Two
energy minima (deep and shallow) were found, indicating that the proton transfer phenomena could
occur in the electronic ground state. Next, the electronic structure and topology were examined in the
molecular and proton transferred (PT) forms. The Atoms In Molecules (AIM) theory was employed
for this purpose. It was found that the hydrogen bond is stronger in the proton transferred (PT) forms.
In order to estimate the dimers’ stabilization and forces responsible for it, the Symmetry-Adapted
Perturbation Theory (SAPT) was applied. The energy decomposition revealed that dispersion is the
primary factor stabilizing the dimeric forms and crystal structure of both compounds. The CPMD
results showed that the proton transfer phenomena occurred in both studied compounds, as well as
in both phases. In the case of compound 2, the proton transfer events are more frequent in the solid
state, indicating an influence of the environmental effects on the bridged proton dynamics. Finally,
the vibrational signatures were computed for both compounds using the CPMD trajectories. The
Fourier transformation of the autocorrelation function of atomic velocity was applied to obtain the
power spectra. The IR spectra show very broad absorption regions between 700 cm−1–1700 cm−1

and 2300 cm−1–3400 cm−1 in the gas phase and 600 cm−1–1800 cm−1 and 2200 cm−1–3400 cm−1

in the solid state for compound 1. The absorption regions for compound 2 were found as follows:
700 cm−1–1700 cm−1 and 2300 cm−1–3300 cm−1 for the gas phase and one broad absorption region
in the solid state between 700 cm−1 and 3100 cm−1. The obtained spectroscopic features confirmed a
strong mobility of the bridged protons. The inclusion of nuclear quantum effects showed a stronger
delocalization of the bridged protons.

Keywords: intramolecular hydrogen bonds; gas phase; crystalline phase; DFT; MP2; CCSD; AIM;
SAPT; nuclear quantum effects; CPMD

1. Introduction

The nature of hydrogen bonds is complex and still presents open questions. In addition
to conventional hydrogen bonds, during recent decades so called unconventional hydrogen
bonds have appeared as important scientific topics [1–8]. Hydrogen bonds are located on
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the interaction strength ladder in the middle position, between covalent, ionic, and van
der Waals interactions [9]. They are much weaker than chemical covalent bonds, but their
presence is of great significance in nature. The strength of most hydrogen bonds is between
10 kJ/mol and 40 kJ/mol [10]; however, they are ubiquitous and cannot be neglected in the
discussion of factors decisive for the structure of bulk materials: liquids and solid states.
They are key elements of many processes at the molecular level, as well as influencing
molecular and macroscopic properties of various systems [11–15]. They were found to be,
e.g., present in enzymatic reactions [16,17], responsible for structure stabilization [18–22],
arrangement of molecules in crystals [23,24] and supporting molecular engineering [25,26].
Therefore, it is evident that hydrogen bonds are non-covalent interactions relevant in
various branches of contemporary science [27].

Hydrogen bonds are generally divided into intra- and intermolecular ones. While the
latter provide the possibility of supramolecular assembly and molecular recognition, the
former are relevant to the molecular structure, stabilizing the hydrogen-bonded confor-
mations and giving rise to the tautomeric forms. The intramolecular hydrogen bonds are
more open to types of enhancement such as resonance-assisted phenomena [28,29], but
on the other hand the charge-assisted bonds can be easily formed between two separate
molecules [30–32]. Another aspect related to hydrogen bonds is the proton transfer phe-
nomenon and associated changes in geometric and electronic structure parameters [33–35].
This phenomenon has been studied using experimental and theoretical approaches, be-
cause its role cannot be neglected in biomolecules and other compounds where tautomeric
forms occur, e.g., see refs. [36–42].

The current study is a continuation of our long-term research effort to shed light on
the hydrogen bridge dynamics in molecular crystals with diverse chemical compositions—
cyclic compounds in particular. In order to make our study comprehensive, we focus
not only on intramolecular interactions, but also on intermolecular forces. Our studies
covered, e.g., description of molecular properties in monocyclic aromatic o-hydroxy Schiff
and Mannich bases [43,44], bicyclic N-oxides [45–47] and proton sponges [41,48]. Follow-
ing the line of our research devoted to intramolecular hydrogen bonds investigations in
compounds possessing fused rings, we have focused our attention on naphthazarin and its
derivatives. The 5,6-dihydroxy-1,4-naphtoquinone (commonly referred to as naphthazarin)
and its derivatives are a part of the wider naphthoquinone group. Members of this class
of compounds are widely distributed in natural sources [49] and have been proven to
possess many interesting biological properties. Recent years have brought reports on
their antibacterial, antifungal and biostatic activities [50,51]. Naphthazarin, alone or in
conjunction with other compounds, can be used as a potent biopesticide or insecticide [52].
Medicine also has many potential ways of utilizing naphthazarin and its derivatives. They
have been proven to possess high anti-inflammatory potential and the positive effect on
the healing of wounds [53]. More elaborate derivatives can also be applied in oncological
treatment—they have been reported to have an inhibitory effect on DNA Topoisomerase-
I [54], heat-shock factor and glutathione status in the aftermath of hypoxia [55]. All of
the aforementioned properties show that there is still need to study both the possible
ways of synthesis and design of derivatives with desired properties [56,57]. One of the
most pronounced characteristics of naphthazarin is the presence of two hydrogen bonds
between the hydroxyl groups and their neighboring carbonyl oxygen atoms. This not only
forms two distinct quasi-rings in the structure, but also allows the opportunity to study the
effects of substitution in the fused rings and double hydrogen bonding properties [58]. In
case of the naphthazarin and its selected derivatives, investigations into physico-chemical
properties are reported by [59–61]. The computational studies have been also used to
assess compatibility of experimental and theoretical data in the IR and Raman spectra of
naphthazarin, which in turn allowed precise assignment of bands [62].

Here, we present our theoretical results obtained for two naphthazarin derivatives:
2,3-Dimethyl-5,8-dihydroxy-1,4-naphthoquinone (1) and 5,8-Dihydroxy-2,3-dimethoxy-
6-methylnaphtho-1,4-quinone (2), presented in Figures 1 and S1. The motivation for the
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current work and the choice of the compounds was the comparison of symmetric and
asymmetric substitution with diverse, but not very strong, substituent properties repre-
sented by the classical physico-chemical parameters, Hammett constants. The –Me and
–OMe substituents possess different properties regarding their electro- and nucleophilicity.
The methyl groups are relatively mild on the Hammett scale (their classical Hammett
constants are only −0.07 and −0.17 for σm and σp, respectively [63]. The –OMe substituents
are reported to reach the values of +0.12 and −0.27 for σm and σp [63]. Such values indi-
cate the possibility of an interesting interplay between local properties of the substituents
and an environmental influence in the solid state (with the presence of other molecules).
The physico-chemical properties of both compounds were studied on the basis of X-ray
methods as well as, e.g., NMR spectroscopy for 1 by Rodríguez et al. [64] and for 2 by
Cannon et al. [65]. Concerning compound 1 the crystal structure is built of molecules,
which are stacked up the c axis and the molecules overlap forming the charge-transfer com-
plex [64]. Compound 2 contains two methoxyl groups, which are slightly different with
regard to geometry: one of the groups lies in the plane of the ring, but the methyl group of
the methoxyl deviates from the ring plane by 1.08 Å [65]. This experimentally observed
difference in geometry, which may result from packing forces, would not necessarily be
detected in solution. According to the authors, electronic effects were responsible for ob-
served non-equivalence of the methoxyl resonances in the NMR spectrum in solution. The
electron-donating properties of the methyl group are well known and characterized [63].
Inductive effects usually cover short distances; however, in the case of compound 2, they
could influence the methoxy groups as well [65]. Therefore, the main aim of the study was
further examination of internal and external forces responsible for the molecular features
of the compounds.

Figure 1. Molecular structures of the studied 2,3-dimethylnaphthazarin (1) and 2,3-dimethoxy-6-
methylnaphthazarin (2) with the atom numbering scheme applied in the current study.

In order to achieve the goals delineated in the previous paragraphs, the fundamental
issues of comparisons of intra- and intermolecular phenomena, influence of substituents,
and correlation of bridge proton motions, diverse theoretical approaches were considered
and employed. Static and dynamical models were developed on the basis of Density Func-
tional Theory (DFT) [66,67] and Car–Parrinello molecular dynamics [68]. The simulations
were carried out in the gas phase and in the solid state. Our particular attention was focused
on: (i) The proton reaction path and related energy changes in the monomeric forms of the
studied compounds. We put emphasis on the substituent effects on the hydrogen bond
properties; (ii) The electronic structure and topology changes—the comparison of molecular
and proton transferred (PT) forms on the basis of the Atoms in Molecules (AIM) theory [69];
(iii) The energy partitioning in the dimers extracted from the X-ray data as well as obtained
theoretically on the basis of Symmetry-Adapted Perturbation Theory (SAPT) [70]; (iv) The
hydrogen bridges dynamics in the gas and crystalline phases, which enabled us to detect
differences derived from environmental effects—gas phase vs. solid state comparison
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and the structural impact of the nuclear quantum effects (NQE) for the bridge protons;
(v) Vibrational signatures present in the studied compounds, but particularly associated
with the intramolecular hydrogen bond—gas phase vs. solid state comparison. To the
best of our knowledge this is the first study that examines these particular naphthazarin
derivatives considering intra- and intermolecular forces.

2. Results and Discussion

2.1. Geometric and Electronic Structure Description of Naphthazarin Derivatives Monomers with
Special Emphasis on Intramolecular Hydrogen Bonds

This section contains results from diverse theoretical approaches, ranging from gradient-
corrected DFT to post-Hartree–Fock schemes. However, the common trait is that the
computational models represent the gas phase molecules using atom-centered Gaussian
basis sets providing wavefunctions, Kohn–Sham orbitals and electron density. The chosen
DFT functionals belong to the most widely used approaches: the PBE functional is of the
Generalized Gradient Approximation (GGA) type and does not use the exact (Hartree–
Fock) exchange. B3LYP is a hybrid functional with Hartree–Fock admixture. The ωB97XD
is also a hybrid functional, additionally including empirical dispersion correction. The
chosen post-Hartree–Fock schemes are Møller–Plesset second order perturbative calculus,
MP2, and Coupled Cluster theory with single and double excitations, CCSD. The Car–
Parrinello scheme, relevant to the further sections, is based on the delocalized plane-wave
basis sets with inherent periodicity. This makes CPMD calculations technically easier for
solids and liquids than for the gas phase, where periodicity has to be artificially removed.
Moreover, exact (Hartree–Fock) exchange is not easily implementable on the plane-wave
basis. Therefore, CPMD calculations utilize almost solely the GGA functionals, such as
PBE, due to their efficiency and well tested performance.

The molecular structures of the monomeric forms of studied 2,3-dimethylnaphthazarin
(1) and 2,3-dimethoxy-6-methylnaphthazarin (2) are presented in Figure 1. The intramolec-
ular non-covalent interactions present in the molecules are classified as Resonance-Assisted
Hydrogen Bonds (RAHBs) [28]. The geometry of the studied compounds was modified
to analyze the energy of various isomers (see Table S1 for details; this table includes
not only the electronic energy, but also the energy values corrected for the vibrational
zero point energy (ZPE) contribution). The lowest energy was found for the molecular
forms. The double-PT forms are slightly higher in energy (we will use the convention:
electronic/ZPE-corrected value in kcal/mol): for 1, the difference is 1.94/1.91 kcal/mol
(B3LYP), 1.61/1.38 kcal/mol (PBE) and 2.02/1.54 kcal/mol (ωB97XD). For 2, the corre-
sponding increases in energy of the double-PT form with respect to the molecular form are:
2.94/2.74 kcal/mol (B3LYP), 2.78/2.29 kcal/mol (PBE) and 2.91/2.58 kcal/mol (ωB97XD).
This shows that from a thermodynamic point of view the molecular forms are preferred,
but not strongly, over the PT forms. The trans forms through which the double-proton
transfer proceeds [61] are even higher in energy, e.g., for 1 the differences with respect
to the molecular forms are: 5.30/4.65 kcal/mol (B3LYP), 2.82/1.26 kcal/mol (PBE) and
6.81/6.23 kcal/mol (ωB97XD). However, these values are all well within the range ther-
mally accessible to the extended molecules at room temperature, especially when the
effects of donor–acceptor distance modulation are accounted for (see the Car–Parrinello
study below).

The geometric details of the intramolecular hydrogen bonds (comparison of exper-
imental and computational data) are summarized in Table S2. It is shown that the DFT
method was able to reproduce the metric parameters related to the hydrogen bonding with
a good agreement. The impact of the substituents, as already noted in the Introduction,
corresponds to their inductive and resonance properties. The Hammett constants are,
respectively: σm= −0.07 and σp= −0.17 for the -Me, while for –OMe they are σm= +0.12
and σp= −0.27 [63]. The bridge protons are located at the non-substituted ring of 1 and
methyl-substituted ring of 2, which shows that substitution affects aromaticity and the
modified rings prefer participation in the quinoid-like structure.
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The proton potential functions for the proton motion are presented in Figure 2. The
proton reaction energy paths were investigated using B3LYP, ωB97XD and PBE functionals
with the 6-311++G(2d,2p) basis set. As shown in the figure, two energy minima were ob-
tained in the case of both compounds and both studied bridges. In the case of compound 1,
only one hydrogen bridge was analyzed due to the symmetry exhibited by the compound.
Concerning compound 2, both intramolecular hydrogen bridges were analyzed. The com-
pound is not symmetrical due to the presence of the methyl group. Before discussing
the details of the proton potential functions, it is necessary to consider whether single-
or double-proton transfer should be pursued. Our DFT and CPMD results for naphthaz-
arin [61] indicate that the simultaneous double-proton transfer is less probable and leads
to higher barriers, which is assumed to be the effect of deeper modification of aromaticity
than in the case of the single-proton transfer event. However, the single-proton transfer
enables the second proton transfer (PT) event to happen very fast but not simultaneously,
in the order of several O-H stretching periods.

The deeper energy minimum is localized at ca. 1 Å of the O8-HBP1/O5-HBP2 covalent
bond length in both compounds. The elongation of the bond towards the acceptor atom
(O1/O4) provided information of the energy barrier, which was found—depending on the
applied functional—to be very similar in both studied compounds. The highest energy
barrier was obtained for the ωB97XD functional (10.1 ± 0.05) kcal/mol for Bridge 1 of
both compounds and (9.55 ± 0.05) kcal/mol for Bridge 2 of compound 2. The results
obtained with assistance of the B3LYP functional are (7.95 ± 0.05) kcal/mol for Bridge
1 and (7.45 ± 0.05) kcal/mol for Bridge 2 in the case of compound 2. The lowest energy
barrier was noticed as a result of PBE functional application (3.55 ± 0.05) kcal/mol for
all cases. The DFT results were validated with the single-point energy calculations at the
post-Hartree–Fock MP2 and CCSD level for the PBE geometries. Both of these approaches
yielded the same ordering of relative energies than the DFT functionals: the barriers for
Bridge 1 are almost equal for 1 and 2, and the barrier for Bridge 2 of compound 2 is slightly
lower. The MP2 perturbative calculus provided a barrier height of 6.72 kcal/mol for 1,
6.86 kcal/mol for Bridge 1 of 2, and 6.59 kcal/mol for Bridge 2 of 2. The corresponding
CCSD values of barrier height estimate are: 9.59 kcal/mol for 1, 9.37 kcal/mol for Bridge 1
of 2, and 9.13 kcal/mol for Bridge 2 of 2. Our previous results on naphthazarin [61] have
shown that MP2 and CCSD methods provide PT barrier heights correspondingly lower
and higher from the accurate CCSD(T) barrier height, and we expect similar performances
from these methods in the current study. This indicates that the barrier height estimates
from the post-Hartree–Fock methods and DFT functionals are in agreement.

Figure 2. The potential energy profiles for the proton motion in the hydrogen bridges of compounds 1 (a) and 2 (b),
respectively. The hydrogen bridges denoted as O8-HBP1...O1 (Bridge 1) for compound 1 and O8-HBP1...O1 (Bridge 1) and
O5-HBP2...O4 (Bridge 2) for compound 2 are presented. In the case of 2, the solid line denotes Bridge 1 while the dotted line
denotes Bridge 2.
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Returning to the discussion of structure–energy relations, we note that the second
energy minimum is shallow; therefore, we could expect that the bridged proton is mostly lo-
calized on the donor (O8/O5) atom. However, the presence of the second energy minimum
indicates that the bridge protons are labile and they could approach the proton-acceptor
atom domain. Almost identical energy barriers showed that the substituent effects as well
as the lack of the symmetry (in the case of compound 2) have not significantly influenced
the proton transfer reaction path in the investigated napththazarin derivatives.

The electronic structure analysis was carried out based on AIM theory. The selected
results of the analysis are presented in Tables 1 and 2. The partial atomic charges are
reported for atoms forming quasi-rings in the studied compounds (see Table 1). We have
analyzed molecular and tautomeric (proto transferred (PT)) forms of both compounds. The
electron density of the donor atom (O8/O5) is smaller when the bridged proton is attached
to it. A decrease in the electron density at the acceptor atom (O1/O4) is observed for the
tautomeric (PT) form. It can be seen that the hydrogen atoms (HBP1 and HBP2) are more
positively charged when they are transferred to the acceptor atom side. Next, the sum of
partial atomic charges in the quasi-rings was computed. It was found that for compound
1, Bridge 1, the sum decreased from −0.1532 [e] in the molecular form to −0.1591 [e] in
the proton transferred form. A similar observation was made for compound 2—the sum
of the quasi-ring (Bridge 1) atomic charges decreased from −0.1042 [e] to −0.1089 [e].
Concerning the hydrogen bridge denoted as Bridge 2 (see Table 1), in compound 1, there
was a decrease in the sum of the partial atomic charges in the quasi-ring from −0.1554 [e]
to −0.1583. However, an opposite situation was found in the case of compound 2—
there was an increase in the values of the sum of the atomic charges from −0.1707 to
−0.1663 [e]. This could be associated with the presence of the methyl group in the vicinity
of the quasi-ring and asymmetry introduced by it to compound 2. It is also known from
the crystal structure of the compound [65] that the methoxy groups are sterically not
equivalent; moreover, these groups are not chemically equivalent due to their having
different relative positions with regard to the methyl group. There was also an interaction
between the methoxy group and O4 proton-acceptor atom (for details, see the text below).
The interatomic O8...O1 and O5...O4 distances determined experimentally are equal to
2.551 Å and 2.589 Å, respectively. This could also be the reason why an opposite tendency
concerning the electron density distribution was observed for compound 2 (Bridge 2). The
values of electron density and its Laplacian at Bond Critical Points (BCPs) of intramolecular
hydrogen bonds for both compounds are shown in Table 2. The electron density values
at the hydrogen bridge BCPs are consistent with our previous calculations performed for
2,3-dichloronaphthazarin [71]. The covalent O8-HBP1/O5-HBP2 bonds are stronger than
those formed after proton transfer (O1-HBP1/O4-HBP2). This observation was made after
the electron density and its Laplacian examination at BCPs. The electron density values at
BCPs are higher for the OH covalent bonds in the molecular forms of compounds 1 and 2.
However, the intramolecular hydrogen bonds are stronger (higher electron density values at
BCPs) for the proton transfer (PT) forms. The values at BCPs obtained based on AIM theory
are rather similar for molecular and PT forms. They do not much differ, even comparing
compound 1 with compound 2. This could suggest that the proton transferred form is best
described not as O−...+H-O, but as simply O...H-O, in parallel with the molecular form
O-H...O. The topology maps of electron density are presented in Figure 3. They contain
molecular properties common for the AIM description of the electronic structure: critical
points (BCPs and RCPs), which are stationary points of the electron density field (i.e., the
density gradient is zero at the critical point). In the graphical presentation of Figure 3, these
critical points are recognizable as maxima (nuclear positions), saddle points, and minima.
Due to the presence of intramolecular hydrogen bonds, the typical quasi-rings were formed
and recognized by the BCPs of covalent bonds and the indicated bond paths of the hydrogen
bridges. In addition, in the case of compound 2, some intramolecular contacts were detected
between the methoxy groups as well as between the hydrogen of the methoxy group with
the O4 atom from the second hydrogen bridge. The presence of an intramolecular hydrogen
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bonds stabilizes the conformation of the molecules. However, the topology maps showed
(in the case of compound 2), that the electron density distribution in the hydrogen bridge
(Bridge 2) could be affected by the competitive interactions introduced by the methoxy
substituents. As is shown, two additional quasi-rings were found, indicating that the C-
H...O intramolecular hydrogen bonds were formed. They are characterized by the presence
of the BCPs and RCPs. However, the presence of such intramolecular interactions was
not identified experimentally in the crystal structure [65]. Therefore, the presence of the
interactions could be driven by steric effects and degrees of freedom introduced to the
isolated molecule model.

Table 1. Atoms In Molecules (AIM) atomic charges calculated for selected atoms of the studied com-
pounds, compounds 1 and 2, and their proton transferred (PT) forms at the B3LYP/6-311++G(2d,2p)
level of theory.

Atomic Charge [e]
Compound 1 Compound 2

Molecular Form PT Form Molecular Form PT Form

Hydrogen Bridge 1
O8 −1.134 −1.094 −1.134 −1.097

HBP1 0.641 0.643 0.641 0.642
O1 −1.099 −1.139 −1.081 −1.119
C8 0.597 0.874 0.597 0.874
C9 −0.027 −0.030 −0.029 −0.027
C1 0.869 0.587 0.902 0.618

Hydrogen Bridge 2
O5 −1.134 −1.094 −1.139 −1.104

HBP2 0.641 0.642 0.642 0.645
O4 −1.098 −1.137 −1.102 −1.136
C5 0.596 0.875 0.582 0.857
C10 −0.028 −0.030 −0.027 −0.029
C4 0.868 0.585 0.873 0.601

Table 2. Atoms In Molecules (AIM) Bond Critical Point properties calculated for selected bonds
of the studied compounds, compounds 1 and 2, and their proton transferred forms (PT) at the
B3LYP/6-311++G(2d,2p) level of theory. Electron density ρBCP is given in e · a−3

0 atomic units, and its
Laplacian ∇2ρBCP is given in e · a−5

0 units.

Compound 1 Compound 2
BCP ρBCP ∇2ρBCP ρBCP ∇2ρBCP

Molecular Form

O8-HBP1 0.339 −2.536 0.340 −2.540
HBP1-O1 0.051 0.138 0.050 0.136
O5-HBP2 0.339 −2.533 0.337 −2.511
HBP2-O4 0.051 0.137 0.053 0.140

Proton-Transferred Form (PT)

O8-HBP1 0.054 0.139 0.053 0.137
HBP1-O1 0.335 −2.487 0.335 −2.488
O5-HBP2 0.052 0.137 0.057 0.141
HBP2-O4 0.336 −2.505 0.330 −2.441
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Figure 3. Topology maps of electron density obtained on the basis of AIM theory at the B3LYP/6-
311++G(2d,2p) level of theory for compounds 1 (a) and 2 (b). The molecular (left) and proton
transferred (right) forms are presented. The black solid and dashed lines indicate the intramolecular
interaction paths. The green and red dots mark the presence of BCPs and RCPs, respectively.

2.2. Intermolecular Forces in Naphthazarin Derivatives Dimers Based on Symmetry-Adapted
Perturbation Theory (SAPT)

The presence of two distinct types of stacked dimers in the crystals of 1 or 2 (anti-
parallel vs. parallel arrangement of molecules, respectively; see Figure 4) indicates that
even the relatively mild substitution can influence crystal packing forces. It is therefore
necessary to investigate the molecules of 1 and 2 on the basis of interaction energy par-
titioning schemes. Symmetry-Adapted Perturbation Theory (SAPT, see Ref. [70]) has
become a de facto standard for such investigations, although many other approaches exist,
some of them capable of tackling covalent bonding, for example, a DFT-based energy
decomposition analysis [72] or localized orbital energy decomposition, LMOEDA, useful
for non-covalent forces such as beryllium bonds [73]. While analyzing the results pre-
sented in this section, it is necessary to remember that SAPT is a perturbative approach,
in which intra- and intermonomer correlations are treated separately. SAPT0 omits the
intramonomer correlation, while SAPT2 includes this effect up to the second order of
perturbation. Both levels account for the intermonomer electron correlation, which is
the source of polarization and dispersion contributions. The SAPT partitioning divides
the interaction energy into “static” contributions (electrostatic interaction of frozen elec-
tron densities, and Pauli exchange repulsion) and “correlated” terms (induction–mutual
polarization of monomers—and dispersion).

The crystal structures of both compounds contain the following basic types of dimeric
structures, depicted in Figure 5: d1—the head-to-head planar arrangements, d2—molecular
planes tilted at a shallow angle, d3—stacking, d4—planar arrangement with a side-to-side
skew (present only for 2). Direct use of the experimental structures in the SAPT calculations
leads to the results gathered in Table 3, while the DFT-optimized structures are described
in Table 4. It must be stressed that the DFT optimization leads to the collapse of the d2-type
dimers into the stacking arrangement, underlining the role of the confinement of molecules
leading to the formation of diverse structural motifs.
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Figure 4. Two distinct types of stacking in the crystal structures of 1, 2,3-dimethylnaphthazarin (anti-
parallel stacking), and 2, 2,3-dimethoxy-6-methylnaphthazarin (parallel stacking). The interplanar
distances are 3.614 Å and 3.442 Å, respectively.

Figure 5. Dimers extracted from the crystal structures of compounds 1 (upper part) and 2 (lower
part), used in the SAPT study.

Table 3. SAPT2/jun-cc-pVDZ results of energy partitioning for the dimers of compounds 1 and
2 (see Figure 5) with structures taken directly from the diffraction experiments. All energy terms
in kcal/mol: Elst—electrostatics; Exch—exchange (Pauli) repulsion; Ind—induction (polarization);
Disp—dispersion; SAPT0 and SAPT2 are defined according to Ref. [74].

Compound Dimer Elst Exch Ind Disp SAPT0 SAPT2

1 d1 −3.617 4.754 −0.676 −3.739 −3.342 −3.278
1 d2 −0.710 1.716 −0.181 −2.104 −1.328 −1.279
1 d3 −3.210 7.190 −0.884 −11.991 −9.233 −8.894

2 d1 −4.426 3.857 −0.760 −4.178 −6.305 −5.507
2 d2 −0.750 1.598 −0.349 −2.084 −1.601 −1.585
2 d3 −6.162 15.081 −2.063 −21.160 −14.795 −14.304
2 d4 −5.099 3.273 −1.069 −2.838 −6.849 −5.733

Table 4. SAPT2/jun-cc-pVDZ results of energy partitioning for the dimers of compounds 1 and
2 (see Figure 5) with structures taken from the DFT structural optimization. All energy terms
in kcal/mol: Elst—electrostatics; Exch—exchange (Pauli) repulsion; Ind—induction (polarization);
Disp—dispersion; SAPT0 and SAPT2 are defined according to Ref. [74].

Compound Dimer Elst Exch Ind Disp SAPT0 SAPT2

1 d1 −6.116 7.711 −1.112 −4.766 −5.410 −4.283
1 d3 −9.129 20.285 −2.485 −21.867 −13.681 −13.196

2 d1 −5.830 8.537 −1.187 −5.958 −5.443 −4.438
2 d3 −14.669 29.178 −3.754 −29.914 −19.906 −19.158
2 d4 −7.830 8.427 −2.254 −4.258 −7.290 −5.916

The results gathered in Tables 3 and 4 show that the energetically most important
structural motif (stacking dimer d3) is formed with the dominant role of dispersion. The
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role of dispersion is visible especially when the d3 dimers of experimental solid state
structure are compared with their DFT-optimized analogues. Surprisingly, the latter are
more strongly bound. This is an outcome of two competing factors. On the one hand, the
crystal electrostatic and steric field tends to squeeze the molecules together, so that no
empty voids remain in the structure. This promotes smaller intermolecular separations and
stronger stacking forces. On the other hand, the presence of neighbouring molecules means
that the capacity of the molecule to interact with its neighbours must split between much
more interactions than in the dimer. The latter factor prevails, and the DFT-optimized
stacking dimers are bound stronger by ca. 4–5 kcal/mol than their crystal structure
equivalents. It is interesting to note that the DFT-optimized d3 structures exhibit not only
stronger dispersion, but also electrostatic and induction contributions.

It seems paradoxical that the d1, d2 and d4 dimers, relying mostly on electrostatic
forces including hydrogen bonds, present more equalized distribution of the interaction
energy terms than the stacked d3 dimers (both in the gas phase and in the arrangement
from the crystal structure). However, there is another factor which is closely related to
the type of force dominating the interactions. Two levels of theory, SAPT0 and SAPT2,
are provided in Tables 3 and 4 to explain this factor. We note that the total SAPT0 and
SAPT2 interaction energies are very close to each other when the studied molecules do not
engage in hydrogen bonding, highlighting the role of intramonomer electron correlation
in the formation of hydrogen bonds. For example, the d3 dimer of 1 has the interaction
energy of −13.681 kcal/mol at the SAPT0 level and −13.196 kcal/mol at the SAPT2 level.
This means that the hydrogen bonds and electrostatic forces, displaying larger differences
between the SAPT0 and SAPT2 energies, contain significant contributions of higher-order
corrections connected with electron correlation, not present at the SAPT0 level. On the
other hand, the presence of hydrogen bonds in the dimers is associated in this case with a
relatively weak interaction (ca. 4–5 kcal/mol). The weakest dimers (d2 type) are rather just
multipolar, electrostatic contacts and their particular shape is governed by steric hindrance
of the substituents (especially for 2).

Summarizing the SAPT study, we stress that the stacked arrangement is the principal
structural motif of the crystal from the geometric point of view. This fact agrees with the
role of dispersion forces as the most important factor from the energetic point of view.
However, the details of the solid state structure are modified by the substituents and
the polar nature of the compounds introduced not only by the intramolecular hydrogen
bonds, but also by the substituents, even relatively mild on the Hammett scale (the methyl
groups in 1, with classical Hammett constants of only −0.07 and −0.17 for σm and σp,
respectively [63]).

2.3. First-Principle Molecular Dynamics (FPMD) in the Gas and Crystalline Phases

The applied Car–Parrinello molecular dynamics (CPMD) enables the investigation of
molecular and spectroscopic features of the naphthazarin derivatives based on ab initio
Potential Energy Surface (PES), which is of great importance when we are expecting
to register proton transfer phenomena events. The time-evolution study provides an
insight into the dynamical nature of the hydrogen bonding present in the studied systems.
Therefore, special attention was paid to the intramolecular hydrogen bridges present in
both compounds. The CPMD simulations were performed in the gas phase and in the solid
state. The two phase study enabled detection of differences related to the environmental
effects’ influence on the hydrogen bond dynamics, e.g., the crystal field and the presence of
neighbouring molecules. The details of the hydrogen bonds’ average metric parameters are
presented in Table S2. The reported values are in good agreement with the experimental
data available [64,65], as well as the static DFT results.

Figures 6 and 7, showing the time evolution of the distances related to the hydrogen
bridges, use the same color coding to aid data interpretation. The black line corresponds to
the O...O donor–acceptor distance, and it simply oscillates around an equilibrium value
throughout the simulation time. The red line is the donor-proton bond length, of rather
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small amplitude, while the green line is the proton-acceptor distance, oscillating in a
wide range. The objects of our interest, proton transfer events, are accompanied by a
sudden increase in the donor-proton bond length, accompanied by the lowering of the
proton-acceptor separation (the red and green lines cross over).

In Figure 6, the hydrogen bridge dynamics is presented for compound 1. The upper
part shows data obtained in the gas phase. There are many proton-sharing events during
the CPMD simulation run. The bridged protons exhibit strong mobility, which results in
proton transfer phenomena registered during the 20 ps of the CPMD run. The protons
moved to the acceptor-atom side, stayed there for a short time and kept moving again to
the proton-donor side. In the solid state (lower part of the Figure 6), the proton transfer
events were noticed as well. However, there were less proton-sharing events comparing to
the gas phase results (see also the discussion of proton possession statistics two paragraphs
below). This could be explained by the presence of intermolecular hydrogen bonds and
molecular overlapping present in the crystal structure [64]. The presence of neighbouring
molecules forming intermolecular hydrogen bonds (O-H...O), where the O-H group is
involved in the intramolecular hydrogen bond, as well as interacts with an oxygen atom
(proton-acceptor from another molecule) and introduces competition in the interactions.
This shows a significant difference between the isolated molecule and the crystalline phase
dynamics, where many factors are included during the CPMD simulations. There is a
visible correlation in the bridged protons dynamics in both phases. Compound 1 exhibits
symmetry; therefore, one could expect that the dynamical nature of the bridged protons
will be similar, but it will depend on the phase discussed—the crystal packing lowers the
effective symmetry perceived by the analyzed molecule.

Figure 6. Hydrogen bridge structural parameters during the CPMD simulation of 2,3-
dimethylnaphthazarin (1). The graphs show gas phase results for (a) Bridge 1 and (b) Bridge
2, and solid state results for (c) Bridge 1 and (d) Bridge 2. For atom numbering scheme, see Figure 1.
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Figure 7. Hydrogen bridge structural parameters during the CPMD simulation of 2,3-dimethoxy-6-
methylnaphthazarin (2). The graphs show gas phase results for (a) Bridge 1 and (b) Bridge 2, and
solid state results for (c) Bridge 1 and (d) Bridge 2. For atom numbering scheme, see Figure 1.

The CPMD results concerning the intramolecular hydrogen bond dynamics of com-
pound 2 are presented in Figure 7. The bridged protons exhibit strong mobility in both
studied phases. In the gas phase (upper part of Figure 7), there are frequent proton-sharing
events and proton transfer phenomena were noticed as well. During the 20 ps run, there
were 3 ps long proton transfer events, and after this time, the bridged protons moved
back again to the proton-donor atom. There is also a correlation in the bridged protons
dynamics—the 3 ps long PT events happened at the same time for both bridges. A solid
state study provided a different picture of the proton mobility in the hydrogen bridges
(lower part of Figure 7). The bridged protons were strongly delocalized between the donor
and acceptor atoms in both hydrogen bonds. The compound did not exhibit symmetry
due to the presence of the methyl group in the sixth position as well as methoxy groups,
which are not equivalent [65]. There were also intermolecular hydrogen bonds, involving
(similarly to compound 1) OH groups from the intramolecular hydrogen bonds and proton-
acceptor atoms from the neighbouring molecules. There was also molecular overlapping
according to the X-ray measurements [65]. Comparing gas phase results with the solid state
of compound 2, it is visible from the structural data analysis that external forces influence
the bridged protons dynamics. In the case of compound 2, we can draw the conclusion
that the presence of methoxy groups and the lack of symmetry introduced inductive and
steric effects, which provided us with a different dynamical nature of the intramolecular
hydrogen bonds present in compound 2 with respect to 1.

The diverse properties of hydrogen bonds were further analyzed using statistics-
based approaches. First, we calculated the proton possession statistics, i.e., percentages
of the time spent by the given bridge proton at the donor or acceptor site. The proper
association of the proton with its site at a given time was determined by the Voronoi
geometric criterion—donor-proton vs. proton-acceptor distance comparison. The results,
gathered in Table 5, indicate that in case of compound 1, gas phase and solid state statistics
are very similar. The degree of convergence of the dynamics trajectory can be estimated
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by comparison of the two equivalent bridges, O8...O1 vs. O5...O4—the differences are no
more than 0.5%. The differences between the gas phase and solid state results are 0.2% for
the O8...O1 bridge and 1.1% for the O5...O4 bridge, which is close to the difference between
the two bridges. This means that the solid state environment does not seem to change the
overall partitioning of the proton residence time between the donor and the acceptor sites,
and it promotes slower dynamics (fewer proton sharing events). The results for the gas
phase CPMD simulation of 2 are also similar to the case of 1: the two bridges, which are
not equivalent, are still similar enough to provide the same statistics of proton possession.
The solid state case is more interesting: the packing forces (the presence of neighbours and
their electrostatic field) lead to almost equally shared protons; however, the HBP1 tends to
reside more at the acceptor site than the HBP2 proton.

Table 5. Proton possession statistics for the CPMD runs. Percentages of the time spent by the bridge
proton at the donor or acceptor site, determined by Voronoi geometric criterion–distance comparison.

O8-HBP1...O1 O5-HBP2...O4

1, gas phase
O8 donor O1 acceptor O5 donor O4 acceptor

89.7% 10.3% 90.2% 9.8%
1, solid state

O8 donor O1 acceptor O5 donor O4 acceptor
89.5% 10.5% 89.1% 10.9%

2, gas phase
O8 donor O1 acceptor O5 donor O4 acceptor

91.6% 8.4% 91.8% 8.2%
2, solid state

O8 donor O1 acceptor O5 donor O4 acceptor
41.6% 58.4% 53.1% 46.9%

The second part of the CPMD trajectory statistical analysis is provided by the his-
tograms for the donor-proton positions in the two hydrogen bridges—see Figure 8. The
histograms (probability density plots) show how the proton positions are correlated in the
sense of averaging over the CPMD run. It is visible that for compound 1, regardless of the
simulation conditions—the gas phase or the solid state—the two protons HBP1 and HBP2

are strongly correlated and located mostly at the donor site. This is also true for the gas
phase trajectory of 2. These results are in agreement with the data for naphthazarin [61]:
it was shown that when an asynchronous proton jump occurs, it is very probable that a
second proton transfer will follow within a few O-H oscillation periods. From this point of
view, it is interesting to note that the solid state simulation of 2, where the protons are more
delocalized, also exhibits important motion correlations. The histogram shown in panel
(d) of Figure 8 consists of four more populated regions forming a square shape. These
regions correspond to the molecular form, the PT form, and the two less stable forms with
single-proton transfer. There are no indications of a synchronous double-proton transfer,
which would result in formation of a populated region in the center of the square shape.

While the current study was carried out within the Newtonian classical nuclear
dynamics, corresponding to the Born–Oppenheimer picture, it is recognized that in some
instances the nuclear quantum effects (NQE) are important for qualitative and quantitative
agreement with experiments. An excess proton in water migrates due to a complicated
mechanism in which quantum fluctuations, rather than tunneling, play a crucial role [75,76].
Quantum disorder in the hydrogen bonds is required to explain the X-ray absorption
spectra of water and ice [77]. Intramolecular hydrogen bonds can be diversely affected
by nuclear quantization. Picolinic acid N-oxide with a very strong O-H...O bond requires
anharmonic, quantum treatment of the proton motion to rationalize enormous red shifts of
the νOH mode [78]. Weaker hydrogen bonds, such as those in o-hydroxy Mannich bases,
exhibit a single-well potential with the minimum clearly at the donor side [79], while in
the N-oxides of Mannich bases the potentials are very flat and broad, allowing the proton
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to move almost freely within the bridge [45]. The current study contains an assessment
of the importance of nuclear quantum effects for the HBP1 proton. The results, shown in
Figure 9, are obtained with the snapshot-based a posteriori approach [79,80] involving
numerical solution of a vibrational Schrödinger equation [81]. Our attention was focused
on the impact of the NQE phenomena on the O8-HBP1 distance. It is visible in Figure 9
that the NQE tend to increase the proton delocalization between the donor and acceptor
sites, making the HBP1 atom shift towards the center of the O8...O1 bridge (the red crosses,
indicating the NQE-corrected positions, are located closer to the half of the actual O8...O1
distance than are the green circles—classical positions). For each of the four investigated
cases, one of the snapshots presents the PT structure, where the O8-HBP1 distance is larger
than 1.5 Å. In such cases, the NQE shift the proton position towards lower O8-HBP1 values.
The impact of NQE is not decisive for the proton localization in the studied compounds
1 and 2, with a very interesting exception of the crystalline phase of 2. The proton at the
O8...O1 distances above 2.5 Å behaves in a way similar to the other cases, but at 2.48 Å
the impact of NQE is particularly large. The same distance for 1 and gas phase 2 does not
lead to such large NQE; therefore, it seems that this is the precise region of bridge length at
which the combination of the molecular structure of 2 and the crystal environment make the
NQE (including tunneling) very effective. However, when the bridge is compressed even
further—to 2.37 Å—the impact of NQE is again very small. The explanation is as follows:
at such a short bridge length, the proton potential is already of the flat single-well type,
making this bridge temporarily a “low-barrier hydrogen bond” for which the tunneling
effects are negligible [75]. As a final remark to the study of NQE, we note that the classical
CPMD trajectory is able to sample this region of the molecular phase space, as seen in
Figure 8. This fact indicates that the NQE should not have a qualitative impact on the
properties of the investigated systems.

Figure 8. Histograms for the donor-proton distances in the two hydrogen bridges of the studied
compounds—results of the CPMD simulation for (a) 1 in the gas phase, (b) 1 in the solid state, (c) 2

in the gas phase, (d) 2 in the solid state. Color scale represents probability density in Å−2.
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Figure 9. Impact of nuclear quantum effects for the HBP1 bridge proton on the O8-HBP1 distance.
Green circles—classical value of the distance; red crosses—quantum expectation value of the O8-HBP1

distance operator. Results of a posteriori quantum treatment of CPMD trajectory for (a) 1 in the gas
phase, (b) 1 in the solid state, (c) 2 in the gas phase, (d) 2 in the solid state.

Vibrational signatures of the bridged protons, corresponding to the νOH at the high-
wavenumber region, are presented in Figure 10. Since the IR spectra of these compounds
are not available in the literature, the most natural source of comparison is the parent
compound, naphthazarin. Investigation of the bridge proton features has two main goals.
First, it is possible to trace the presence of strong interactions in the crystal. On the other
hand, the bridges in 2 are not symmetrical, and their asymmetry can lead to slightly diverse
positions of the normal modes. This is an interesting issue in relation to the parent napht-
hazarin itself, where the skeleton, devoid of the substituents, does not prefer any of the
proton positions. The broad absorptions of the νOH/OD and γOH/OD stretching modes
were experimentally identified in naphthazarin at 3060/2200 cm−1 and 793/560 cm−1, re-
spectively; the upper wavenumber region is the most relevant for the fast proton dynamics
corresponding to the stretching mode [62].

The first goal, detection of strong interactions, can be accomplished by comparison
of the νOH band positions. Compound 1 exhibits similar positions of this band in the gas
phase (from 2300 to 3400 cm−1) and crystal (from 2200 to 3400 cm−1). The band center at ca.
2800 cm−1–2900 cm−1 is at a slightly lower wavenumber than the experimental value of
3060 cm−1 for naphthazarin [62]. The lower wavenumber absorptions, 700–1700 cm−1 in
the gas phase and 600–1800 cm−1 in the solid state, should be attributed to the mechanical
influence of the heavy-atom motions. These values indicate on the one hand a middle-
strong O-H...O hydrogen bonding, and on the other a relatively small impact of the crystal
packing effects on the vibrational features of 1. These facts agree well with the not too
frequent proton transfer events in this compound (see Figure 6, which also confirms that
the PT occurrence in the gas phase and in the crystal is very similar). We have noted already
that the PT events are not strictly synchronous, but they are strongly correlated. This makes
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the vibrational signatures of HBP1 and HBP2 virtually identical. This is not strictly true
for compound 2, where the chemical nature of the substituents is different in the vicinity
of HBP1 than in the vicinity of HBP2. The difference is almost not visible in the results of
the gas phase simulation of 1—the νOH vibrational features of both protons fall into the
2300 cm−1 to 3300 cm−1 range (the 700 cm−1–1700 cm−1 region is associated with heavy
atom motions, as already noted for compound 1), and the signature of HBP1 is centered at
ca. 2800 cm−1, while the signature of the HBP2 proton peaks at ca. 100 cm−1 has a lower
wavenumber. The difference is small, and it is also in agreement with the time evolution
of the distance parameters (see Figure 7). The lowering of the band center position with
respect to naphthazarin (3060 cm−1 in the experimental spectrum) is also not large. Quite
unexpectedly (if one has not yet appreciated the solid state distance parameters shown
in Figure 7), the crystal field makes the bridge protons very strongly delocalized. The
resulting vibrational signature is extremely broad and forms a continuous background
feature from ca. 700 to 3100 cm−1. This feature does not differentiate the two bridge
protons. The reason for such a profound change in the bridge proton dynamics should
be sought after for a particular arrangement of molecules in crystal; thus, the competition
between inter- and intramolecular contacts turns out to be cooperation in the case of the
solid state compound, compound 2.

Figure 10. Vibrational signatures (atomic velocity power spectra) of the bridge protons calculated
from the CPMD simulation of 1 and 2. In the case of 2, signatures of the non-equivalent bridge
protons are presented as separate curves placed back to back. For atom numbering scheme, see
Figure 1.

3. Computational Methodology

3.1. Static Models on the Basis of Density Functional Theory (DFT)

The models of monomers and dimers were constructed on the basis of X-ray structures
of 2,3-dimethylnaphthazarin (1) (CCDC deposition number—1125030) and 2,3-dimethoxy-
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6-methylnaphthazarin (2) (CCDC deposition number—1161869) [64,65,82]. The geometry
optimization for the molecular forms of monomers was performed using Density Func-
tional Theory (DFT) [66,67] and three functionals: B3LYP [83], PBE [84,85] and ωB97XD [86]
with valence-split triple-zeta Pople’s style basis set denoted as 6-311++G(2d,2p) [87,88].
The choice of functionals was devised to represent the current spectrum of the most widely
used approaches: the PBE functional is of the Generalized Gradient Approximation (GGA)
type used frequently in the context of plane-wave calculations (including Car–Parrinello
MD), and does not use the exact exchange. On the other hand, B3LYP is a hybrid functional,
and so is the ωB97XD, but the latter includes empirical dispersion correction. Following the
geometry optimization, harmonic frequencies were computed to confirm that the obtained
structures correspond with the minimum on the Potential Energy Surface (PES). Addition-
ally, models with diverse proton positions were constructed and optimized as well using
the DFT method (for details, see Table S1 of the Supplementary Information). In the next
step, the single-point simulations at the MP2 [89] and CCSD [90,91] levels with def2-TZVP
basis set [92] were carried out for the structures of the minima and transition state on the
PT pathway. Next, the structures with OH groups on the proton-donor side were taken to
investigate the proton potential paths using the scan method with geometry optimization
(the O-H increment was set to 0.05 Å, the O8HBP1O1 and O5HBP2O4 valence angles were
frozen while the remaining parts of the molecules were optimized). The results of the
scans formed a discrete set of points, from which a proton potential function was derived.
Thus, the barrier height is determined with accuracy depending on the discrete steps of
energy in the vicinity of the transition state; the error estimate is the internal property
of the procedure based on the discrete series of points, not the absolute uncertainty of
a particular DFT functional. The zero-point vibrational correction is not included in the
reported values. Finally, the wavefunctions for the Atoms In Molecules (AIM) theory [69]
analysis were prepared with assistance of the B3LYP functional and 6-311++G(2d,2p) basis
set for molecular and proton transferred forms of monomers. The theory was applied for
the electronic structure as well as molecular topology investigations. Special attention
was paid to the electron density and its Laplacian values at Bond and Ring Critical Points
(BCPs and RCPs) related to the intramolecular hydrogen bonding. Next, for the dimeric
structures extracted from the crystal data of compounds 1 and 2 [64,65], the energy min-
imization was performed using the ωB97XD functional [86] and 6-311++G(2d,2p) basis
set. The simulations were carried out in the gas phase with the Gaussian 09 rev. D.01 [93]
and Gaussian 16 rev. C.01. suite of programs [94]. The single-point MP2 and CCSD
calculations were conducted with the Turbomole 6.5 program [95]. The AIM analysis was
performed using the AIMAll program [96]. In addition, sets of coordinates are provided in
the Supplementary Information for the current study.

3.2. An Application of Symmetry-Adapted Perturbation Theory (SAPT) to Dimers

The Symmetry-Adapted Perturbation Theory (SAPT) [70] enables energy decompo-
sition between interacting molecules, in our case dimers. The method divides an exact
Hamiltonian into Hartree–Fock contribution of monomers, F̂A and F̂B, correlation com-
ponents interacting inside the monomers, ŴA and ŴB, and the contribution covering
interaction between monomers, V̂:

Ĥ = F̂A + F̂B + ŴA + ŴB + V̂ (1)

An important advantage of the SAPT scheme is the fact the individual components
could be grouped into four principal groups with precisely defined physical interpretation:
(i) electrostatic (Eelst)—approximate Coulombic interactions of electron density decomposi-
tion of isolated monomers (without the effect of polarization by the neighboring molecule);
(ii) exchange (Eexch—which is the short-range Pauli repulsion; (iii) Induction (Eind) and
exchange-induction (Eex−ind—which is based on mutual polarization of the monomers;
(iv) dispersion (Edisp)—consideration of short-lived instantaneous multipoles. Depending
on the considered energy components, the SAPT hierarchy of interactions is obtained. The
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SAPT levels most commonly used are SAPT0 (in agreement with Hartree–Fock method)
and SAPT2 (with accuracy approximate to the MP2 method):

ESAPT0 = E10
elst + E10

exch + E20
ind,r + E20

ex−ind,r + δEHF + E20
disp + E20

ex−disp (2)

ESAPT2 = ESAPT0 + E12
elst,r + E11

exch + E12
exch +

t E22
ind +

t E22
ex−ind (3)

These equations show the fundamental difference between the SAPT0 and SAPT2
approximations: the SAPT0 components never use intramonomer electron correlation,
so—generally speaking—the resulting components of interaction energy are based on the
non-correlated Hartree–Fock wavefunctions of the monomers. SAPT2, on the other hand,
includes intramonomer correlation up to the second perturbative order, which is especially
important for very weak interactions. In our experience with hydrogen-bonded systems,
SAPT0 results are overestimated in comparison to the more accurate SAPT2 approach,
but the general trends are reproduced with quite a high degree of correlation between the
methods. Regarding the computational efficiency and memory requirements, SAPT2 can
be prohibitively demanding for systems of ca. 60 atoms. However, due to the electron
density expansion on specially fitted basis functions (density fitting technique), the SAPT0
computational cost is comparable to the MP2 method.

The energy decomposition of the naphthazarin derivative dimers (see Figure 5) was
performed for: (i) data extracted from the X-ray structures of the investigated com-
pounds [64,65] in order to reproduce the intermolecular forces in the crystal structure
responsible for the crystal unit cell arrangement; (ii) the data obtained as a result of gas
phase DFT simulations at the ωB97XD/6-311++G(2d,2p) level of theory. The interaction
energy was calculated at the SAPT2/jun-cc-pVDZ level of theory (truncation of the diffuse
functions in the jun-cc-pVDZ basis is derived in [97]). The basis set superposition error
(BSSE) correction [98] was included in the simulations of the dimers (the studied dimers
were divided into “monomers” in order to fulfil the requirements of the Boys–Bernardi
method). The SAPT calculations were carried out using the Psi4 1.2.1 [99] program.

3.3. Car-Parrinello Molecular Dynamics in the Gas Phase and Solid State

The dynamical nature of the studied naphthazarin derivatives (compounds denoted
as 1 and 2, see Figures 1 and S2) [64,65] were examined in the light of First-Principle
Molecular Dynamics (FPMD) method. The simulations were performed for the isolated
molecules as well as for the molecular crystals. The gas phase simulations results were
further used for the comparative study of differences introduced by the interatomic forces
present in the solid state. Our attention was placed on the intramolecular hydrogen
bonds’ dynamics and properties. We have analyzed the hydrogen bridges dynamics as a
function of simulation time. For this purpose, detailed analysis of metric parameters was
performed for O1...O8/O5...O4 interatomic distance, O1-HBP1/O2-HBP2 covalent bonds
and HBP1...O8/HBP2...O4 intramolecular hydrogen bonds in compound 1. Compound 1 is
symmetric; therefore, we could expect that the bridged proton dynamics will be similar.
However, we placed emphasis on a detailed view of protons motion in the hydrogen
bridges. Compound 2 has a broken symmetry due to the presence of the CH3 substituent.
Both hydrogen bridges were taken into consideration in the analysis of metric parameters.
We were looking for any correlations in the hydrogen bridge dynamics. Another aspect
related to the data analyses were vibrational signatures provided by the OH groups. The
Fourier transformation of the autocorrelation function of atomic velocity was employed to
develop power spectra. The models used for Car–Parrinello molecular dynamics (CPMD)
in the gas phase are presented in Figure 1. The initial geometries for the isolated molecules
were extracted from the X-ray data [64,65] and placed in cubic boxes with a = 15 Å for
compound 1 and a= 16 Å for compound 2. The models for CPMD in the solid state were
prepared on the basis of crystallographic unit cells [64,65]. The unit cell dimensions for
compound 1 are as follows: a = 16.429 Å, b = 6.524 Å, c = 9.136 Å and β = 90.19◦ with Z = 4,
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while for compound 2, a = 3.873 Å, b = 20.21 Å, c = 15.00 Å and β = 96.05◦ with Z = 4.
The computational setup for the simulations in both studied phases was prepared bearing
in mind the fact that intramolecular hydrogen bond dynamics were being studied. The
simulations were divided into geometry optimization of the studied compounds, 1 and
2, and subsequent CPMD runs in the gas phase and solid state. The exchange correlation
functional by Perdew, Burke and Ernzerhof (PBE) [84,85] and Troullier–Martins [100]
pseudopotentials were applied. The fictitious electron mass (EMASS) was equal to 400 a.u.
and the time-step was set to 3 a.u. The kinetic energy cutoff for the plane-wave basis set
was 80 Ry. The CPMD calculations were performed at 295 K, controlled by Nosé–Hoover
thermostat chain assigned to ions [101,102]; the electronic system was thermostatted at
the orbital kinetic energy values determined in separate short non-thermostatted runs for
each system. Hockney’s scheme [103] was applied to remove interactions with periodic
images of the cubic cell during the gas phase dynamics. The translational and rotational
movements were removed from the CPMD data collection as well. The crystalline phase
CPMD was carried out with Γ point approximation [104] and Periodic Boundary Conditions
(PBCs). The real-space electrostatic summation was set to TESR = 8 nearest neighbours
in each direction. The CPMD simulations were divided into two parts: (i) equilibration
(the initial part of the trajectory—ca. 10,000 steps—was removed from further analyses);
(ii) production run, which lasted for 21 ps.

The CPMD simulations were performed using the CPMD 3.17.1 program [105]. The
post-processing was carried out using home-made scripts and the VMD 1.9.3 [106] program.
The graphical presentation of the obtained results in the current study was conducted with
assistance of the VMD 1.9.3 [106] and Gnuplot [107] programs.

3.4. Estimation of the Nuclear Quantum Effects on the Structural Properties in the Gas Phase and
Solid State

The nuclear quantum effects for the bridge proton motion were studied using an a
posteriori approach based on the CPMD trajectory [79,80]. In short, the method consists of
selecting several snapshots from the CPMD trajectory, calculating proton potential func-
tions for each snapshots, and then, finally, solving the vibrational Schrödinger equation
(see, e.g., [79,81]). The particular details for the current study are as follows. Four cases
were considered: compounds 1 and 2 in the gas phase and solid state. For each case, five
snapshots were extracted from the CPMD trajectory with constant time intervals. For
each snapshot, a set of 16 to 20 bridge proton positions (depending on the donor–acceptor
distance) was generated for the scan using the donor, proton and acceptor coordinates to
define a fragment of an arc. The generated proton positions were then used to calculate
single-point energies for the studied systems using the corresponding computational setup
of the CPMD code—see the section above. Then, each of the generated proton poten-
tial profiles was fitted with a 9th degree polynomial, and a one-dimensional vibrational
Schrödinger equation was solved using a grid basis set of 400 points spanning the O8-HBP1

region from 0.7 Å to 2.0 Å. Finally, the expectation value of the O8-HBP1 distance operator
at 295 K was calculated taking into account the three lowest-lying vibrational levels. The
electronic structure calculations were carried out with the CPMD 3.17.1 program [105],
while the quantum vibrational effects were studied with the software developed by Stare
and Mavri [81].

4. Conclusions

We have presented computational results of two naphthazarin derivatives substituted
with methyl and methoxy groups in diverse manner. We have examined various factors
influencing the molecular features exhibited by the aforementioned derivatives in rela-
tion to the properties of the substituents and symmetry breaking by their introduction.
The presence of the substituents and changes in the chemical composition have led to
changes in the bridged proton dynamics and intermolecular interactions in comparison
to the parent compound, naphthtazarin. The computations were performed in the elec-
tronic ground state, both in the gas phase and solid state. In order to shed light on the
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intermolecular interactions, the dimers of compounds 1 and 2 were investigated. Our com-
putational findings were compared with the experimental data available (structural and
spectroscopic). The application of the DFT method with three different functionals, each
using a 6-311++G(2d,2p) basis set, complemented with the single-point MP2 and CCSD
calculations with the def2-TZVP basis set, provided information of the proton reaction path
and the energy barrier for the proton transfer. The highest DFT energy barrier equals ca.
10 kcal/mol, while MP2 and CCSD provided the barrier heights of ca. 6.8 and 9.6 kcal/mol,
respectively. Moreover, two energy minima were located in both molecules and in both
examined hydrogen bridges. The application of the AIM theory gave a quantitative picture
of the electron density distribution in the molecular and proton transferred forms of the
studied compounds. The topological analysis confirmed the presence of the intramolec-
ular hydrogen bonds (in agreement with experimental X-ray findings in the literature).
Additionally, it was shown, on the basis of electron density and its Laplacian values, that
the hydrogen bonds are stronger in the tautomeric PT forms. The SAPT analysis gave an
insight into energy partitioning and provided information on the primary factors responsi-
ble for dimer stabilization. It was found that the primary factors are the dispersive forces.
Using the SAPT method, we could identify and describe quantitatively external forces
influencing the molecular features of compounds 1 and 2. The CPMD results showed that
protons in the hydrogen bridges are very labile. Proton transfer phenomena were observed
in the gas phase as well as in the solid state. In compound 2, there is a clearly visible
influence of environmental factors on the hydrogen bridge dynamics. The vibrational
analysis confirmed, by the broad absorption regions observed in the computed power
spectra, a strong anharmonicity of the studied hydrogen bonds as well as their dynamics. It
is especially visible in compound 2, where in the solid state only one very broad absorption
(700 cm−1–3100 cm−1) region was found. The incorporation of nuclear quantum effects to
the hydrogen bridges showed a stronger delocalization of the bridged protons, especially
at shorter, but not the shortest, distances between the donor and acceptor heavy atoms.

Supplementary Materials: The following are available online. Figure S1. The structures of the investi-
gated naphthazarin derivatives: 2,3-dimethylnaphthazarin (1) and 2,3-dimethoxy-6-methylnaphthazarin
(2), with atom numbering scheme for hydrogen bridges. Coloring scheme: oxygen atom—red, carbon
atom—grey and hydrogen atom—white. Figure S2. The models for gas phase and solid state CPMD
simulations. Left—the isolated molecule model of 2,3-dimethylnaphthazarin (1); right—the model
used for solid state simulations of 2,3-dimethoxy-6-methylnaphthazarin (2). Table S1. Energy for
compounds 1 and 2 with different proton positions in the hydrogen bridges computed using DFT
method. Electronic as well as vibrational zero point-corrected values are given. Table S2. Selected
geometric parameters related to the intramolecular hydrogen bonds of 2,3-dimethylnaphthazarin
(1) and 2,3-dimethoxy-6-methylnaphthazarin (2). Comparison of experimental and computed data.
Metric parameters are given in Å and degrees. CPMD results are presented as average ± standard
deviation. Sets of coordinates for the minima and transition state estimates from the DFT scans (XYZ
format).
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DFT Density Functional Theory
CPMD Car–Parrinello Molecular Dynamics
PT Proton Transfer
AIM Atoms In Molecules
SAPT Symmetry-Adapted Perturbation Theory
NQE Nuclear Quantum Effects
RAHB Resonance-Assisted Hydrogen Bond
PES Potential Energy Surface
MP2 Møller–Plesset second-order perturbation theory
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BCP Bond Critical Point
RCP Ring Critical Point
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Abstract: Ab initio MP2/aug’-cc-pVTZ calculations have been carried out to identify and characterize
equilibrium structures and transition structures on the 1-oxo-3-hydroxy-2-propene: Lewis acid
potential energy surfaces, with the acids LiH, LiF, BeH2, and BeF2. Two equilibrium structures, one
with the acid interacting with the C=O group and the other with the interaction occurring at the
O–H group, exist on all surfaces. These structures are separated by transition structures that present
the barriers to the interconversion of the two equilibrium structures. The structures with the acid
interacting at the C=O group have the greater binding energies. Since the barriers to convert the
structures with interaction occurring at the O–H group are small, only the isomers with interaction
occurring at the C=O group could be experimentally observed, even at low temperatures. Charge-
transfer energies were computed for equilibrium structures, and EOM-CCSD spin–spin coupling
constants 2hJ(O–O), 1hJ(H–O), and 1J(O–H) were computed for equilibrium and transition structures.
These coupling constants exhibit a second-order dependence on the corresponding distances, with
very high correlation coefficients.

Keywords: intramolecular hydrogen bonds; structures and binding energies; charge-transfer interac-
tions; spin–spin coupling constants

1. Introduction

1-oxo-3-hydroxy-2-propene, the enol of malonaldehyde in the conformation that
presents an intramolecular hydrogen bond [1], has played an important role in the fields
of hydrogen bonding, proton transfer [2–8], resonance assisted hydrogen bonds [6,9–12],
quasi-aromaticity [13], and, in general, in non-covalent interactions. The importance of this
molecule is due to the fact that it is the simplest of all 1,3-dicarbonyl compounds that were
the first systems in which intramolecular hydrogen bonds had been studied [14–19].

Various aspects of 1-oxo-3-hydroxy-2-propene have been investigated, including
substituent effects [20,21], solvent effects in which water molecules interact with this
molecule [22], excited state properties [23], and the important problem of proton tun-
neling [23–27]. Both vibrational [28] and rotational [29–31] spectroscopic studies have
been carried out on this molecule. In addition, interactions of 1-oxo-3-hydroxy-2-propene
with Lewis acids such as methanol [32] and Li+, Na+ and FH [33], and BeX2 [34] have
been reported.

A useful property for obtaining structural information about complexes linked by non-
covalent interactions and, in particular by hydrogen bonds, is spin–spin coupling constants
(SSCC). SSCC are related to the electronic structure of molecules and complexes through
geometry, bond order, polarization, and electron densities. As Cremer and Gräfenstein
wrote [35], “The analysis of NMR spin–spin coupling leads to a unique insight into the
electronic structure of closed-shell molecules”. This was known for molecules from the
beginning of the use of NMR spectroscopy [36–38] but was extended to complexes by
Limbach [39,40] and Del Bene [41,42]. Through relationships between SSCC and geometry,
the problem of the localization of the hydrogen-bonded proton could be solved [43].
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In the present paper, we report the results of an investigation of 1-oxo-3-hydroxy-2-
propene in a series of binary complexes with the acids LiH, LiF, BeH2, and BeF2. These
complexes contain intramolecular O–H···O hydrogen bonds and lithium (alkali) and beryl-
lium (alkaline earth) intermolecular bonds [44]. Specifically, we have determined the
structures and binding energies of these complexes; the proton transfer barriers; the com-
plex stabilization by charge-transfer interactions; and the spin–spin coupling constants
2hJ(O–O), 1hJ(H–O), and 1J(O–H) across the O–H . . . O hydrogen bond. It is the purpose of
this paper to present and discuss the results of this study.

2. Results and Discussion

In order to simplify the discussion of the equilibrium and the transition structures on
the 1-oxo-3-hydroxy-2-propene:acid potential energy surfaces, we refer to the hydrogen-
bonded molecule 1-oxo-3-hydroxy-2-propene as 1 and name the complexes 1:LiH(OH),
1:LiH(ts), and 1:LiH(CO), where 1:LiH(OH) indicates that the acid LiH interacts with the
hydroxyl oxygen, 1:LiH(CO) indicates that the interaction with the acid occurs at the
carbonyl oxygen, and 1:LiH(ts) identifies the transition structure. These complexes are
illustrated in Scheme 1.

   
1:LiH(OH) 1:LiH(ts) 1:LiH(CO) 

Scheme 1. Some representative complexes.

2.1. Ground State Structures and Binding Energies

Table S1 of the Supporting Information provides the structures, total energies, and
molecular graphs of the complexes of 1-oxo-3-hydroxy-2-propene with the Lewis acids
LiH, LiF, BeH2, and BeF2. The binding energies, selected distances, and the H–O–O angles
in these complexes are reported in Table 1. For the equilibrium complexes, the binding
energies range from 65 kJ·mol−1 for the complex 1:LiH(OH) to 100 kJ·mol−1 for 1:BeF2(CO).
For each acid, the binding energies decrease in the following order:

Table 1. Binding energies (−ΔE, kJ·mol−1), distances R (Å), and H–O–O angles (<, o) for complexes
of C3H4O2 with acids.

Complex −ΔE R(O···O) R(O–H) R(O···H) <H–O . . . O

Isolated monomer
C3H4O2

0.0 2.558 1.001 1.648 19.5

ts isolated a −11.6 a 2.365 1.205 1.205 11.1
C3H4O2:LiH at C=O 75.6 2.572 0.995 1.677 20.6

at O–H 64.6 2.492 1.017 1.551 17.3
ts 59.6 2.360 1.171 1.235 11.5

C3H4O2:LiF at C=O 81.9 2.564 0.997 1.664 20.2
at O–H 72.7 2.496 1.015 1.557 17.4
ts 67.1 2.359 1.176 1.229 11.4

C3H4O2:BeH2 at C=O 82.4 2.566 0.992 1.704 23.0
at O–H 67.2 2.473 0.994 1.691 22.5
ts 64.0 2.356 1.156 1.256 12.9

C3H4O2:BeF2 at C=O 99.8 2.573 0.992 1.704 23.0
at O–H 80.9 2.457 1.029 1.514 18.2
ts 78.9 2.358 1.140 1.275 13.3

a The transition structure is 11.6 kJ·mol−1 less stable than the equilibrium C3H4O2 structure.
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1:acid(CO) > 1:acid (OH) > 1:acid(ts).
When the interaction with the acid occurs at the carbonyl oxygen, the order of decreas-

ing binding energy with respect to the acid is:
BeF2 > BeH2 ≈ LiF > LiH
However, when the interaction occurs at the hydroxyl oxygen, the order is:
BeF2 > LiF > BeH2 > LiH.
The differences among the binding energies of the equilibrium complexes with the

acid at C=O versus O–H range from 9 kJ·mol−1 for the complexes with LiF as the acid
to 19 kJ·mol−1 when BeF2 is the acid. Figure 1 provides a representation of the binding
energies versus the O–O distance for these complexes and transition structures as a function
of the acid. It is interesting to note that the binding energies of the transition structures
are very similar to those of the complexes with the acid at the O–H group. Moreover, the
binding energies of 1:LiF(CO) and 1:BeH2(CO) differ by only 0.5 kJ·mol−1.

 

Figure 1. Binding energies versus the O–O distance for 1:acid (OH), 1:acid (ts), and 1:acid (CO)
complexes as a function of the acid.

There are many approaches to representing the binding energies of a series of com-
plexes. One of the most interesting and informative can be found in Figure 2, which
provides a diagram illustrating the binding energies and the relative binding energies of
complexes and transition structures 1:acid(CO), 1:acid(ts), and 1:acid(OH). The transition
structures present the barriers that separate the equilibrium structures with the acid at
C=O from the structures with the acid at O–H. This barrier is 12 kJ·mol−1 for the isolated
parent molecule 1. Interaction of the acid with the C=O group increases the barrier to
between 15 and 21 kJ·mol−1, while interaction at the O–H group decreases the barrier to
between 2 and 6 kJ·mol−1. These latter barriers and the energy differences indicate that the
population of the isomer with the acid at the carbonyl group would be the greater than
98% at room temperature.

The O–O distances across the hydrogen bond in the complexes 1:acid with hydrogen
bond formation at the C=O group increase slightly relative to isolated 1, which has an O–O
distance of 2.56 Å. However, when hydrogen bond formation occurs at the O–H group, the
O–O distance decreases to between 2.46 to 2.50 Å. As expected, the shortest O–O distances
are found in the transition structures for proton transfer, where they decrease to 2.36 Å. An
excellent second-order relationship can be obtained when the sum of the O–H distances
(R1 + R2) in each system is compared to the difference (R1 − R2) using the Steiner–Limbach
relationship [45,46]. The points with the largest (R1 + R2) values in Figure 3 correspond
to the 1:acid(OH) complexes, the intermediate ones to the 1:acid(CO) complexes, and the
shortest to the 1:acid(TS) complexes. This figure illustrates that the hydrogen-bonded H
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atom tends to be centered between the two oxygen atoms as they approach each other. The
correlation coefficient of the second-order trending in Figure 3 is 0.9996.

Figure 2. Binding energies of equilibrium and transition structures as a function of the nature of
the complex. From these data, the barriers to interconverting the two equilibrium complexes can be
readily obtained.

 

Figure 3. (R1 + R2) vs. (R1 − R2) from the Steiner–Limbach relationship.
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The hydrogen bonds in all complexes are nonlinear. The deviation from linearity is 20◦
in isolated 1 and ranges from 17◦ to 22◦ in the complexes. The hydrogen bond approaches
closer to linearity in the transition structures, where the deviation decreases to between 11◦
and 13◦.

2.2. Orbital Description of the O–H . . . O Hydrogen Bond

There are two canonical lone pair (lp) orbitals associated with the carbonyl oxygen, both
in the isolated base (1) and in the 1:acid complexes, and these are illustrated in Figure 4. The
orbital lp1 isolated is a lone-pair orbital on O, which has local σ-type symmetry relative
to the C=O bond, extending from the carbonyl oxygen in a direction corresponding to a
continuation of the O–H bond. Interaction of the O–H group with this orbital leads to a
side-wise overlap of a p-type orbital on the O–H group with the C=O lp1 orbital. The orbital
lp2 is a local π-type orbital on 1, which is perpendicular to the C=O bond and directed
toward the O–H group of 1 with which it interacts. This orbital extends on both sides of the
C=O group, where it may also interact with an acid through the lobe of the p-type orbital
which extends in this direction. This observation is consistent with the greater binding
energies of complexes with the base interacting with 1 at the C=O group compared to those
with the base interacting at the O–H group.

   

lp1 isolated lp1 interacting lp2 isolated lp2 interacting 

Figure 4. Representations of the lone pair (lp) orbitals of 1 isolated and interacting with the O–H
group based on the NBO analysis.

2.3. Charge-Transfer Energies

The complexes 1:acid are stabilized by charge-transfer interactions. The nature of
charge transfer and the associated charge-transfer energies are reported in Table 2. Given
the nature of the lone-pair orbitals illustrated in Figure 4, it is not surprising that charge
transfer from lp2 is the dominant charge-transfer interaction, with energies ranging from
158 kJ·mol−1 in 1:LiF(OH) to 189 kJ·mol−1 1:BeF2(OH). The charge-transfer energies involv-
ing lp1 are much less, with values between 15 and 31 kJ·mol−1. The total charge-transfer
energies vary from 100 to 213 kJ·mol−1. It is interesting to note that the strongest complexes
occur in 1:acid(CO) (Table 1 and Figure 2), while the strongest intramolecular hydrogen
bond can be seen in 1:acid(OH). Figure 5 illustrates a linear dependence of these energies
on the O–O distance, with a correlation coefficient of 0.965.

Table 2. Intramolecular charge-transfer stabilization energies (kJ·mol−1) for complexes of C3H4O2

with acids.

Complex Olp1→σ*O–H Olp2→σ*O–H Total

Isolated monomer C3H4O2 16.9 105.5 122.5
C3H4O2:LiH at C=O 15.2 84.9 100.1

at O–H 21.0 162.5 183.6
C3H4O2:LiF at C=O 15.1 91.7 106.8

at O–H 20.7 157.7 178.4
C3H4O2:BeH2 at C=O 26.1 53.6 79.7

at O–H 22.9 168.6 191.5
C3H4O2:BeF2 at C=O 30.5 43.6 74.1

at O–H 24.1 188.7 212.8
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Figure 5. Charge-transfer energies versus the O–O distance.

2.4. Electron Density Analyses

The electron densities of the equilibrium and transition structures were analyzed
using the quantum theory of atoms in molecules (QTAIM) methodology. All complexes
have two bond critical points. In the equilibrium structures, the first bond critical point
is associated with the covalent O–H bond with ρBCP values of 0.30 au, while the second
refers to the hydrogen bond with ρBCP values around 0.05 au. The transition structures
have intermediate values of ρBCP between 0.15 to 0.20 au. The �2ρBCP values are negative
for the covalent O–H bonds in the equilibrium and transition structures but positive for
the hydrogen bonds. The total energy densities, HBCP, are negative in all structures. Thus,
all O–H contacts have some covalent character. The covalency is of medium strength in the
equilibrium complexes that have a positive �2ρBCP and a negative value of HBCP, while
the transition structures have much stronger covalent interactions with a negative value of
both �2ρBCP and HBCP [47,48]. Excellent exponential correlations are obtained between
ρBCP and HBCP versus the interatomic distance, as illustrated in Figure S1, in agreement
with other reports of these parameters as descriptors of intermolecular interactions [49–51].

2.5. Spin–Spin Coupling Constants

The total spin–spin coupling constants 2hJ(O–O), 1hJ(H–O), and 1J(O–H) are given
in Table 3, and the paramagnetic spin–orbit (PSO), diamagnetic spin–orbit (DSO), Fermi
contact (FC), and spin–dipole (SD) components are reported in Table S2 of the Supporting
Information. For the equilibrium ground states of the complexes, the PSO, FC, and SD
components of 2hJ(O–O) are positive. Both the PSO and SD components of 2hJ(O–O) are
non-negligible, with the PSO component having values comparable to those of the FC term
when interaction with the acid occurs at the carbonyl group. Even though the FC terms for
the transition structures have values that are greater and closer to total J, the FC terms are
poor approximations to the total coupling constant 2hJ(O–O).

Coupling constants 1hJ(H–O) are also small and positive for the equilibrium structures
and are dominated by the FC terms. The PSO terms are smaller and positive for the
equilibrium structures, but these are partially canceled by the negative DSO and SD terms.
The net result is that the FC terms differ from 1hJ(H–O) by about 1 Hz. The coupling
constant 1J(O–H) is negative and has a significantly greater absolute value than 2hJ(O–O)
and 1hJ(H–O) since it refers to a covalent O–H bond. Values of this coupling constant are
dominated by the negative FC terms, while the PSO terms make smaller, non-negligible
negative contributions to 1J(O–H) in the equilibrium structures but positive contributions
in the transition structures. Thus, all terms should be included in determining 1J(O–H).
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Table 3. Spin–spin coupling constants 2hJ(O–O), 1hJ(H–O), and 1J(O–H) (Hz) for the O–H . . . O
hydrogen bond in complexes C3H4O2:Acid.

Complex 2hJ(O–O) 1hJ(H–O) 1J(O–H)

Isolated monomer C3H4O2 11.5 7.9 −77.7
Isolated ts 24.7 −19.7 −19.7

C3H4O2:LiH at C=O 10.2 7.9 −79.2
at O–H 13.7 7.4 −81.3
ts 24.0 −14.5 −31.2

C3H4O2:LiF at C=O 10.5 8.1 −78.6
at O–H 13.5 7.4 −82.2
ts 24.1 −15.5 −30.0

C3H4O2:BeH2 at C=O 10.0 7.8 −81.4
at O–H 14.3 6.4 −89.7
ts 23.8 −12.8 −41.4

C3H4O2:BeF2 at C=O 9.6 7.7 −82.1
at O–H 15.4 5.8 −88.7
ts 23.6 −10.3 −47.1

2.5.1. 2hJ(O–O)

Spin–spin coupling constants 2hJ(O–O) across the O–H . . . O hydrogen bond are re-
ported in Table 3. This coupling constant has a value of 12 Hz in the isolated monomer
1 and then decreases to about 10 Hz in the complexes when the acid interacts with 1 at
the C=O bond. When interaction occurs at the O–H bond, 2hJ(O–O) increases to between
13 and 15 Hz. The value of 2hJ(O–O) obviously depends on the O–O distance, so it is not
surprising that 2hJ(O–O) increases to about 24 Hz in the transition structures that have the
shortest O–O distances. These relationships are seen most easily in Figure 6, which is a
plot of 2hJ(O–O) versus the O–O distance. The second-order trendline has a correlation
coefficient of 0.992.

 

Figure 6. 2hJ(O–O) versus the O–O distance for complexes 1:acid.

2.5.2. 1hJ(H–O)

The values of the second coupling constant 1hJ(H–O) across the hydrogen bond are
also reported in Table 3. Its value of 7.9 Hz in 1 changes minimally upon complex formation,
ranging from 7.7 to 8.1 Hz when complexation occurs at the O–H group. It decreases to
between 5.8 and 7.4 Hz when the acid interacts at the C=O group. Much larger changes
are observed in the transition structures as the H–O distance across the hydrogen bond
contracts, and 1hJ(H–O) has a value of −19.7 Hz in 1. This coupling constant varies from
−10.3 Hz in the complex with BeF2 as the acid to −15.5 Hz with LiF as the acid. The
dependence of 1hJ(H–O) on the H–O distance is illustrated in Figure 7, which has a second-
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order trendline with a correlation coefficient of 0.997. The vertical 1hJ(H–O) axis was
reversed to account for the negative magnetogyric ratio of 17O. This plot also illustrates the
changing nature of the hydrogen bond, from a traditional hydrogen bond in the equilibrium
complexes with bond formation at the O–H or C=O groups to a proton-shared hydrogen
bond in the transition structures.

 

Figure 7. 1hJ(O–H) versus the O–H distance for complexes 1:Acid.

2.5.3. 1J(O–H)

The third coupling constant associated with the O–H . . . O hydrogen bond is 1J(O–H) for
the proton donor O–H group. Its value in 1 of −78 Hz minimally changes in complexes in
which the acid interacts with the C=O group, varying between −79 and −82 Hz. However,
interaction with the O–H group leads to a significant increase in the absolute value of
1J(O–H) to between −81 and −90 Hz. As the O–H distance increases dramatically in the
transition structures, 1J(O–H) decreases significantly in absolute value to −20 Hz in 1 and
from −30 to −47 Hz in the complexes with the acids. Once again, the variation in this
coupling constant can be readily seen in the plot of 1J(O–H) versus the O–H distance,
shown in Figure 8. The correlation coefficient of the second-order trendline is 0.973.

 

Figure 8. 1J(O–H) versus the O–H distance for complexes 1:acid.
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3. Methods

The structures of the isolated monomer 1-oxo-3-hydroxy-2-propene; the acids LiH,
LiF, BeH2, and BeF2; and the complexes of 1-oxo-3-hydroxy-2-propene with the acids
were optimized at second-order Møller–Plesset perturbation theory (MP2) [52–55] with
the aug’-cc-pVTZ basis set [56]. This basis set was derived from the Dunning aug-cc-
pVTZ basis set [57,58] by removing diffuse functions from H atoms. Searches were made
of the 1-oxo-3-hydroxy-2-propene:acid potential surfaces for equilibrium structures and
transition structures. Frequencies were computed to confirm that the optimized structures
are indeed equilibrium structures with no imaginary frequencies and that the transition
structures have one imaginary frequency along the path that connects two equilibrium
structures. Optimization and frequency calculations were performed using the Gaussian
16 program [59]. The binding energies of the equilibrium complexes were computed as
−ΔE for the reaction that forms these complexes from the isolated monomers.

The natural bond orbital (NBO) method [60] was used to obtain the stabilizing charge-
transfer interactions using the NBO-6 program [61]. Since MP2 orbitals are nonexistent,
the charge-transfer interactions were computed using the B3LYP functional with the aug’-cc-
pVTZ basis set at the MP2/aug’-cc-pVTZ geometries so that at least some electron correlation
effects could be included. The atoms in molecules (AIM) methodology [62–65] was used to
produce the molecular graphs of the complexes, employing the AIMAll program [66]. The
molecular graph identifies the location of electron density features of interest, including
the electron density (ρ) maxima associated with the various nuclei and saddle points that
correspond to bond critical points (BCPs). The zero gradient line that connects a BCP with
two nuclei is the bond path.

Spin–spin coupling constants were evaluated using the equation-of-motion coupled
cluster singles and doubles (EOM-CCSD) method in the CI (configuration interaction)-like
approximation [67,68] with all electrons correlated. For these calculations, the Ahlrichs [69]
qzp basis set was placed on 13C, 17O, and 19F atoms, the hybrid basis set developed
previously on 7Li and 9Be [70], and the qz2p basis set on the hydrogen-bonded 1H atom.
The Dunning cc-pVDZ basis was placed on the remaining 1H atoms. All terms that
contribute to the total coupling constant, namely, the paramagnetic spin–orbit (PSO),
diamagnetic spin–orbit (DSO), Fermi contact (FC), and spin–dipole (SD) were evaluated.
The EOM-CCSD calculations were performed using ACES II [71] on the HPC cluster Owens
at the Ohio Supercomputer Center.

4. Conclusions

Ab initio MP2/aug’-cc-pVTZ calculations were carried out to identify and characterize
hydrogen-bonded equilibrium structures and transition structures on the 1-oxo-3-hydroxy-
2-propene:acid (1:acid) potential energy surfaces, with the acids LiH, LiF, BeH2, and BeF2.
The results of these calculations support the following statements:

1. Two equilibrium structures, one with the acid interacting with the C=O group and
the other with the interaction occurring at the O–H group, exist on all surfaces.
These structures are separated by transition structures that present the barriers to the
interconversion of the two equilibrium structures.

2. The binding energies of these complexes vary between 65 and 100 kJ·mol−1, with
binding at the C=O group preferred by 10 to 20 kJ·mol−1.

3. The barrier to interconverting the equilibrium structures with the acid at the C=O
group to the structure with the acid at the O–H group is 12 kJ·mol−1 in isolated 1 and
increases to between 15 and 21 kJ·mol−1 in the complexes. The reverse barriers range
from 2 to 6 kJ·mol−1. Thus, only structures with the acid interacting at the C=O group
would be experimentally observed, even at low temperatures.

4. Charge-transfer stabilizes the 1:acid complexes. The greater charge-transfer interac-
tions involve electron donation from an oxygen lone pair orbital on the C=O group to
an antibonding pi-type orbital on the O–H group.
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5. EOM-CCSD spin–spin coupling constants 2hJ(O–O), 1hJ(H–O), and 1J(O–H) were
computed for all equilibrium and transition structures. Plots of 2hJ(O–O) versus
the O–O distance, 1hJ(H–O) versus the H–O distance across the hydrogen bond,
and 1J(O–H) versus the covalent O–H bond distance of 1 exhibit a second-order
dependence of the coupling constant on the corresponding distance, with very high
correlation coefficients.

Supplementary Materials: The following are available online, Table S1: Structures (Å), total energies
(au), and molecular graphs of 1-oxo-3-hydroxy-2-propene:acid complexes; Figure S1: Relationship be-
tween electron densities at the O–H hydrogen bonds and interatomic distances; Table S2: Components
of spin–spin coupling constants 2hJ(O–O), 1hJ(H–O), and 1J(O–H) (Hz).
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Abstract: An analysis of the effects induced by F, Cl, and Br-substituents at the α-position of both,
the hydroxyl or the amino group for a series of amino-alcohols, HOCH2(CH2)nCH2NH2 (n = 0–5)
on the strength and characteristics of their OH···N or NH···O intramolecular hydrogen bonds
(IMHBs) was carried out through the use of high-level G4 ab initio calculations. For the parent
unsubstituted amino-alcohols, it is found that the strength of the OH···N IMHB goes through a
maximum for n = 2, as revealed by the use of appropriate isodesmic reactions, natural bond orbital
(NBO) analysis and atoms in molecules (AIM), and non-covalent interaction (NCI) procedures. The
corresponding infrared (IR) spectra also reflect the same trends. When the α-position to the hydroxyl
group is substituted by halogen atoms, the OH···N IMHB significantly reinforces following the
trend H < F < Cl < Br. Conversely, when the substitution takes place at the α-position with respect
to the amino group, the result is a weakening of the OH···N IMHB. A totally different scenario is
found when the amino-alcohols HOCH2(CH2)nCH2NH2 (n = 0–3) interact with BeF2. Although the
presence of the beryllium derivative dramatically increases the strength of the IMHBs, the possibility
for the beryllium atom to interact simultaneously with the O and the N atoms of the amino-alcohol
leads to the global minimum of the potential energy surface, with the result that the IMHBs are
replaced by two beryllium bonds.

Keywords: intramolecular hydrogen bonds; amino-alcohols; α-substitution; beryllium bonds; calcu-
lated infrared spectra

1. Introduction

The name “hydrogen bonding” was used for the first time by Linus Pauling in 1929 [1],
although the interactions associated with a hydrogen bond had been described for the
first time more than a century ago, by W.M. Latimer and W.H. Rodebush, in a paper
published in 1920 [2]. Since 1934, the year in which Pauling and Brockway experimentally
confirmed that carboxylic acids could indeed form hydrogen bonds [3], hydrogen bonding
became one of the most fruitful concepts in chemistry, being behind a huge amount of
stabilizing intermolecular interactions [4–15]. In addition, in the 1920s, the existence of
intramolecular interactions that, nowadays, we know as intramolecular hydrogen bonds
(IHBs), were described in the literature. Indeed, the first paper on the coordination of
hydrogen to explain the abnormal solubilities of some benzene derivatives was published in
1924 [16]. The intramolecular hydrogen bond was actually described in a 1926 publication
by H.E. Amstrong [17], making reference to a paper of T.M. Lowry on the anomalies of the
optical rotatory dispersion of tartaric acid published the same year [18], as a “bigamous
hydrogen”. Almost a century has elapsed since the publication of these articles, and the
presence of IHBs is very often shown to be behind many different phenomena in chemistry,
physics, in particular in photophysics, material science, and biochemistry, to the point
that IUPAC dedicated a specific paper to the definition of this chemical interaction [19].
Let us mention here a few suitable examples, drawn from a huge number of publications,
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such as the substituent effects on the IHB of malonaldehyde [20], or the role of IMHBs on:
protonation and deprotonation processes [21], NMR chemical shifts [22], bond dissociation
enthalpies [23,24], or their influence on the role of aromaticity in chemical reactions [25].
They are also crucial to understand excited-state intramolecular proton transfers [26–28],
or the control of photosubstitution phenomena in metal complexes [29], or the control of
emissive properties of different organic compounds [30]. IMHBs are also behind the high
chemical stability of metal-organic frameworks [31] and the excellent electroluminescence
of some organic light-emitting diodes (OLEDs) [32], and related with linear and nonlinear
electric properties [33] or with the thermodynamic properties of compounds like pyridinol
derivatives [34]. In biochemistry, they are responsible for proton shuttle mechanisms in
certain lipase-catalyzed reactions [35]. IMHBs between hydroxyl and amino groups of a
serinol function, characteristic of an important lipid, sphingosine, seem to be responsible for
its existence, as neutral at the physiological pH [36], IMHBs allow also for designing novel
peptide inhibitors [37], and play an important role as far as the molecular conformation of
amino acids is concerned [38]. In addition, important properties are associated with the
so-called intramolecular charge-inverted hydrogen bonds [39,40].

Since the pioneering studies by microwave spectroscopy on 2-aminoethanol [41] and
by infrared spectroscopy on trans-8a and -8b-decahydroquinilinol reveal the important role
of IMHBs in their stability, the interest in amino-alcohols increased significantly. The first
ab initio calculations showed that 2-aminoethanol, 3-aminopropanol, and 4-aminobutanol
were indeed stabilized by OH···N IMHBs, this stabilization being larger the longer the
chain [42]. Very recent microwave experiments in parallel with MP2 ab initio calculations
confirmed that, in both 3-aminopropanol [43] and 4-aminobutanol [44], the ground state is
stabilized through the formation of an OH···N IMHB with O-N internuclear distance of
2.856 and 2.954 Å, respectively. In addition, a recent and rather complete study [45] using
FTIR measurements, 1H NMR spectroscopy, density functional theory (DFT) calculations,
and molecular dynamics (MD) on 3-aminopropan-1-ol, 3-methylaminopropan-1-ol, and
3-dimethylaminopropan-1-ol, unambiguously showed that the methylation at the N atom
results in a systematic enhancement of the OH···N IMHB, reflecting a decrease of the
s-character of the nitrogen lone pair orbital.

These results clearly indicate that the effects of substituents directly attached to the
active sites of the OH···N IMHB have a significant effect in its strength, but, to the best
of our knowledge, not much is known on the effects induced by substituents that are at
the α-position of both the hydroxyl or the amino group, or what the effects are when any
of these two groups are also actively participating in a non-covalent interaction with a
second body. Hence, one of the aims of this paper is to investigate, through the use of
high-level ab initio calculations, the characteristics of the OH···N IMHB in the series of
HOCHX(CH2)nCH2NH2 and HOCH2(CH2)nCHXNH2 (n = 0–5) with substituted amino-
alcohols being X = H, F, Cl, Br. As mentioned above, there is an alternative way in which
the strength of an IMHB can be altered, and this is through non-covalent interactions in
which either the proton donor or the proton acceptor is engaged. Among the many possible
non-covalent interactions capable of interacting with IMHBs, the so-called beryllium
bonds [46] are particularly interesting. A good and rather complete compilation on the
coordination chemistry of beryllium was reported recently by Perera et al. [47]. Beryllium
bonds have been found to compete with dihydrogen bonds [48], and they are able to
modulate the strength of tetrel bonds [49]. They can also be formed when interacting with
other electron deficient systems, such as boron derivatives [50] or with noble gases [51].
Although there are previous studies on the mutual interaction of intermolecular hydrogen
bonds and beryllium bonds [52,53], very little has been done dealing with IMHBs. In
this respect, a recent theoretical study must be mentioned describing how intramolecular
hydrogen bonds are able to enhance tetrel bonds [54], or the competition between pnictogen
bonds and intramolecular hydrogen bonds in protonated systems [55]. Here, we have
decided to investigate this phenomenon when the system interacting with the amino-
alcohol is an electron deficient compound. To achieve this goal, we will investigate the
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characteristics of the complexes between HOCH2(CH2)nCH2NH2 (n = 0–3) when they
interact, either through the amino group or the hydroxyl group, with BeF2 molecules,
yielding the corresponding beryllium bonds [46].

2. Computational Details

In order to ensure the reliability of the theoretical characterization of the IMHB
stabilizing the compounds under investigation, we have decided to use the Gaussian-
4 (G4) theory [56]. The G4 theory is a high-level ab initio composite method based on DFT
optimized geometries and thermochemical corrections obtained at the B3LYP/6-31G(2df,p)
level [56]. Correlation effects are accounted for by using the Moller–Plesset perturbation
theory up to the fourth-order and CCSD(T) coupled cluster theory. A further correction, to
account for the Hartree–Fock basis set limit, is added using a linear two-point extrapolation
scheme and quadruple-zeta and quintuple-zeta basis sets.

However, it would be impossible to apply the G4 scheme to characterize all possible
conformers associated with these two series of substituted amino-alcohols HOCHX(CH2)n
CH2NH2 and HOCH2(CH2)nCHXNH2 (n = 0–5, X = H, F, Cl, Br) under scrutiny because
this number is huge in particular when n ≥ 3, and it would be applied only to the most
stable ones. In order to make the selection of the most stable conformers, we first located
the ensemble of them by using the conformer–rotamer ensemble sampling tool (CREST)
recently developed by Grimme [57,58]. This method is based on the semiempirical tight-
binding based quantum chemistry method GFN2-xTB [59] in the framework of meta-
dynamics (MTD). Once the conformers ensemble is obtained, the script ENSO (Energetic
Sorting of Crest ensembles) [60] is applied to classify them in a three-step process. The
first one consists of a single point calculation at pbeh-3c/Def2-SVP [61] level of theory of
the different structures of the ensemble. In a second step, the conformers in the range of
25 kJ/mol are selected for optimization at the same level of theory. In the last step, the range
of energy is reduced to about 8 kJ/mol, the final energy, and the percentage of Boltzmann
distribution being obtained from a single point wb97x/Def2-TZVPP calculations [62]. The
conformers with a percentage higher than 1% were chosen to carry out the G4 calculations.
It should also be mentioned that, for all the complexes including Beryllium bonds, final
energies were also calculated at the G4 level, but, in these cases, instead of using the
standard geometry optimization procedure within the G4 formalism, the structures were
optimized using a larger basis set expansion, aug-cc-pVTZ, that includes diffuse functions,
very often critical to correctly describe non-covalent interactions.

The bonding in all the systems investigated was analyzed through the use of four
different approaches, namely the quantum theory of atoms in molecules (QTAIM) [63,64],
the electron localization function (ELF) [65], the natural bond orbital (NBO) analysis [66],
and the non-covalent interaction (NCI) formalism [67]. In the QTAIM approach, a topologi-
cal analysis of the electron density of the systems permits the location of its critical points
and the paths of minimum gradients connecting them, which leads to an unambiguous
definition of chemical bonds, and/or ring and cage structures. The ELF procedure allows a
partition of the molecular space in monosynaptic and disynaptic (or polysynaptic) basins
in which the electrons of the system are distributed. The monosynaptic ones are associated
with core electrons and/or lone pairs, whereas the disynaptic (or polysynaptic) correspond
to bonding regions. The NBO method is based on the generation of localized hybrid
orbitals which would correspond to Lewis-type representations of the molecular struc-
tures. The calculation of second-order orbital interaction energies between occupied and
empty orbitals permit quantitatively characterizing donations and backdonations among
occupied and empty localized molecular orbitals involved in inter and/or intramolecular
interactions. The NCI formalism is an alternative analysis of the electron density, based
on the fact that regions of small reduced-density gradient at low electronic densities are
associated with the presence of non-covalent interactions. This analysis leads to rather
visual representations if a colored scale is used to plot the isosurfaces of the reduced density,
in both two- and three-dimensional spaces.
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3. Results and Discussion

In our theoretical survey, we have investigated, for each one of the species under
consideration, the possibility of having O–H···N or N–H···O IMHBs, though, in almost all
cases, the former are stronger than the latter, and, therefore, in most of the cases, the global
minima are characterized by the existence of an O–H···N IMHB.

The number of stable conformers of HOCHX(CH2)nCH2NH2 and HOCH2(CH2)nCHXNH2
(n = 0–5, X = H, F, Cl, Br) compounds obviously increases as the number of carbon atoms
increases along the series, reaching for the larger values of n several hundred. In what fol-
lows, we will analyze the six more stable unsubstituted HOCH2(CH2)nCH2NH2 (n = 0–5)
amino-alcohols first, and, after that, we will pay attention to the effect of the X substituent
at the α-position with respect to the CH2OH group and with respect to the CH2NH2 group.

3.1. HOCH2(CH2)nCH2NH2 (n = 0–5) Compounds

We will start our analysis by looking at the effect that the length of the carbon chain
has on the strength of the IMHB between the alcohol and the amino functional groups. As
expected, the conformer stabilized by the formation of a O–H···N IMHB is more stable (see
Figure S1) than that exhibiting a N–H···O IMHB because the hydroxy group is a better
proton donor but a weaker base than the amino group, so, in what follows, we will discuss
only the systems exhibiting a O–H···N IMHB.

The structures corresponding to the most stable conformer for each value of n are
shown in Figure 1. It can be seen that the longest O–H···N IMHB corresponds to the first
member of family, 2-amino ethanol (n = 0) which should be the amino-alcohol with the
weakest bond along the series. This bond length reaches its minimum for n = 2, which in
principle should be the member of the series with the strongest O–H···N IMHB, its strength
decreasing for larger values of n (n = 0–5).

Figure 1. G4 optimized structures for HOCH2(CH2)nCH2NH2 (n = 0–5) amino alcohols, showing the IMHB length in Å.

Unfortunately, although the calculation of the energy of an intermolecular hydrogen
bond is straightforward, this is not so when dealing with IMHBs, though some procedures
to estimate it have been proposed [68]. We propose, however, the use of the isodesmic
reaction [69] (1) as a suitable method to have, at least, a reasonably good estimate of the
relative stabilization gained in these compounds when the IMHB is formed. The isodesmic
process we have used corresponds to the first reaction shown in Scheme 1.

 

Scheme 1. Isodesmic reactions to estimate the stabilization produced by the IMHB (reaction (1)) and the repulsive interaction
between the terminal methyl groups (reaction (2)).

Reaction (2) in Scheme 1, in which the carbon chain is fully deployed, was used just to
check whether, in the isodesmic reactions proposed, the repulsive interaction between the
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terminal methyl groups may significantly affect the isodesmic energy obtained with the
first reaction. The ideal situation should correspond to that in which the second reaction
is thermoneutral. The results obtained for these two reactions at the G4 level of theory
are summarized in Table 1. It can be observed that, indeed, the reactions (2) for the set of
derivatives investigated are nearly thermoneutral, which is an indication of the reliability
of our isodesmic reaction (1) to provide a good estimation of the stabilization energy
associated with each IMHB. Not surprisingly, the largest deviation for thermoneutrality
of reaction (2) is obtained for the first member of the series, as a consequence of its higher
rigidity. Nevertheless, it should be taken into account that, in these isodesmic reactions, and,
mainly, when the carbon chain is sufficiently large and very flexible, the number of possible
conformers for the three compounds that do not have IMHB is very large, and, in many
cases, the energy difference between them is very small, even smaller than 1 kJ·mol−1.

Table 1. G4 calculated enthalpies (kJ·mol−1) for the isodesmic reactions included in Scheme 1.

n ΔHHB ΔHInt

0 −8.7 1.8
1 −16.8 −0.6
2 −24.6 −0.5
3 −16.1 0.1
4 −16.6 0.1
5 −17.5 0.3

The values in Table 1 show, in agreement with the IMHB length reported in Figure 1,
that the strongest isodesmic stabilization interaction energy corresponds to n = 2, being the
weakest one corresponding to n = 0. These energetic trends are also consistent with the
characteristics of the corresponding molecular graphs drawn in Figure 2a, showing that,
in all cases, the electron density at the BCP located between the H atom of the hydroxyl
group and the N atom of the amino group goes through a maximum for n = 2.

 

Figure 2. (a) Molecular graphs for HOCH2(CH2)nCH2NH2 (n = 0–5) amino alcohols showing the electron density at the
BCPs (green dots) and at the RCPs (red dots); (b) 3D-NCI plots for the same compounds showing the isosurfaces associated
with the different intramolecular interactions.
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The 3D-NCI plots included in Figure 2b also show the existence of an isosurface
between the OH and the NH2 groups, which denotes the existence of a NCI whose strength
increases from n = 0 (greenish) up to n = 2 (blueish). It is also worth noting that, already for
n = 1, a second greenish lobe appears attached to the blueish one associated to the van der
Waals interactions range involving the chain of carbon atoms. Indeed, for n = 2, the two
isosurfaces are now independent and, for the remaining systems (n = 3–5), the extension of
these secondary interactions increases with the length of the chain of carbons.

The evolution of the characteristics of the IMHB along the series is nicely reflected in
the IR spectra of the different species. As shown in Figure 3, the absorption band associated
with the O–H stretching of the alcoholic function, which, for the first compound (n = 0), is
predicted to appear at 3715 cm−1, is clearly redshifted when moving to larger compounds.
This red-shifting is maximum (233 cm−1) for n = 2, but even for n = 5 the red-shifting with
respect to n = 0 is significant (141 cm−1), indicating, in agreement with the other indices
that the IMHB for n = 5, though weaker than that for n = 2 is still stronger than for n = 0.

 
Figure 3. Calculated IR spectra for the HOCH2(CH2)nCH2NH2 (n = 0–5) amino alcohols.

3.2. HOCHX(CH2)nCH2NH2 and HOCH2(CH2)nCHXNH2 (n = 0–5, X = F, Cl, Br) Derivatives

Let us look now at the effects of halogen substituents at the α-position of both the
-CH2OH and the -CH2NH2 functional groups. As indicated above, the number of possible
conformers is huge, so, in Figures S2 and S3 of the Supplementary Materials, we present
only the optimized geometries of the most stable conformers stabilized by an O–H···N
or a N–H···O IMHB. As it was also the case for the unsubstituted amino alcohols, and
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regardless of whether the halogen substituent is at the α-position of the CH2OH group
or the CH2NH2 group, the conformers with a N–H···O IMHB are less stable than those
with a O–H···N IMHB, with the only exception being the HOCH2CHXNH2 (X = F, Cl, Br)
derivatives (see the first row of Figure S3), where the conformer with a N–H···O IMHB is
predicted to be, at the G4-level of theory, slightly more stable than the conformer exhibiting
a O–H···N IMHB regardless of the nature of the substituent X.

Focusing our attention then on the compounds stabilized by O–H···N IMHB, it can
be observed that, as it was the case for the unsubstituted amino-alcohols, when the halo-
gen substituent (F, Cl or Br) is at the α-position of the CH2OH group, the IMHB length
decreases from n = 0 to n = 2, where it reaches its minimum value. An NBO analysis of
these compounds not only indicates (see Figure 4a) that, as expected, the most significant
orbital interactions involve the occupied lone pair of the amino group and the empty
antibonding σ*O–H orbital, which necessarily results in a weakening of the O–H bond, but
also (see Figure 4b) that this interaction reaches its maximum, regardless of the nature
of the substituent (F, Cl or Br) for n = 2. It is also very important to note that the same
picture shows that this effect increases following the sequence: H < F < Cl < Br, parallel to
the energy of the antibonding σ*O–H orbital decreases, favoring the charge donation from
the nitrogen lone-pair. Consistently, the electron densities at the O–H BCP decrease, but
those at the IMHB BCP (See Figure 4c) increase following the sequence H < F < Cl < Br
(see Figure 4c).

 
Figure 4. (a) Dominant orbital interactions associated with the formation of O–H···N IMHBs when the substituents are at the
α-position with respect to the CH2OH group (first row) and with respect to the CH2NH2 group (second row); (b) variation
of the energy involved in these orbital interactions as a function of n for the different substituents considered; (c) variation
of the electron density at the IMHB BCP as a function of n for the different substituents considered.

The effects on the IMHB characteristics by introducing the halogen substituent (F, Cl or
Br) at the α-position of the CH2NH2 group are just the opposite as those just discussed for
α-substitution with respect to the CH2OH group. Indeed, the presence of an electronegative
atom at α-position of the CH2NH2 group results in a reduction of the intrinsic basicity of
the amino group, which accordingly becomes a poorer donor towards the σ*O–H orbital,
leading to O–H···N IMHB weaker than in the unsubstituted compounds. Accordingly, this
IMHB becomes about 10% longer. Again, the substituent effect increases as H < F < Cl < Br,
and, therefore, whereas for substituents α to the CH2OH group the strongest O–H···N
IMHB is observed for the Br derivative, when the substituent is α to the CH2NH2 group,
the Br derivative exhibits the weaker IMHB. This behavior is in perfect agreement with the
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values of the electron densities at the BCP associated with the IMHB, as shown in Table 2
for the particular case n = 2 being taken as a suitable example.

Table 2. Electron densities (a.u.) at the O–H···N IMHB BCP in HOCHX(CH2)2CH2NH2 and
HOCH2(CH2)2CHXNH2 (X = H, F, Cl, Br).

X HOCHX(CH2)2CH2NH2 HOCH2(CH2)2CHXNH2

H 0.038 0.038
F 0.046 0.032
Cl 0.053 0.031
Br 0.057 0.030

These different trends are also nicely reflected in the characteristics of the correspond-
ing IR spectra. We are going to illustrate this point again using the case n = 2 as a suitable
example. As shown in Figure 5a, for the case in which the substitution takes place at the
α-position with respect to the CH2OH group, the absorption band associated with the O–H
stretching frequency is clearly red shifted upon F, Cl, and Br substitution. If the substitution
takes place at the α-position with respect to the CH2NH2 group (see Figure 5b), the O–H
stretching band is now blue shifted when H is replaced by F, Cl, Br.

(a) (b) 

Figure 5. Calculated IR spectra for HOCH2(CH2)2CH2NH2 and for compounds: (a) HOCHX(CH2)2CH2NH2 (X = H, F, Cl,
Br) and (b) HOCH2(CH2)2CHXNH2 (X = F, Cl, Br).
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3.3. Complexes between HOCH2(CH2)nCH2NH2 (n = 0–3) and BeF2

In this section, we will examine the effect that the interaction of the amino-alcohols
HOCH2(CH2)nCH2NH2 (n = 0–3) with a strong Lewis acid as BeF2 will have on the IMHBs
stabilizing these compounds and characterized in Section 3.1. However, the presence of
the beryllium derivative opens up new scenarios in which new IMHBs enter into play as
well as the possibility of having beryllium bonds replacing the IMHBs which characterize
the isolated amino-alcohols.

Indeed, the association of BeF2 to the alcohol functional group (see the first column
of Figure 6) leads to the amino-alcohols moiety structures being very similar to those
exhibited by the isolated amino-alcohol, though the bond length of the OH···N IMHB is
much shorter than the one found in Section 3.1 for the isolated system.

Figure 6. B3LYP/aug-cc-pVTZ optimized structures for the complexes between HOCH2(CH2)nCH2NH2 (n = 0–3) amino-
alcohols with BeF2 stabilized through OH···N IMHBs (first column), NH···O IMHBs (second column), NH···O and OH···F
IMHBs, simultaneously (third column) and through the beryllium bonds involving both the OH and the NH2 groups
(fourth column). The length of all these non-covalent interactions is in Å.

This reinforcement of the OH···N IMHB is the obvious consequence of the significant
electron density transfer from the oxygen atom of the hydroxy group to the empty orbitals
of the Be atom to form the corresponding beryllium bond, which necessarily increases
the proton donor character of the OH group. Indeed, the second-order orbital interaction
energies between the nitrogen lone-pair and the σ *O–H antibonding orbital, responsible for
the formation of the O–H···N IMHB, are about four times larger for the BeF2 complexes
than for the isolated amino-alcohol as shown in Table S1 of the Supplementary Materials.
The effect is qualitatively similar when BeF2 interacts with the amino group (second column
of Figure 6), which, upon beryllium association, also becomes a stronger proton donor,
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reinforcing the N–H···O IMHB, but necessarily to a lesser extent than when the group
involved in the alcohol function, with the only exception of the amino-ethanol, in which
case the conformer with a N–H···O IMHB is predicted to be 9 kJ·mol−1 more stable than
the one stabilized by the formation of a O–H···N IMHB (see Table 3).

Table 3. Relative stability (kJ·mol−1) of the complexes between HOCH2(CH2)nCH2NH2 (n = 0–3)
amino-alcohols and BeF2, stabilized by the different IMHBs indicated in the first row, or through the
bridge resulting from the simultaneous interaction of the Be atom with the O and N atoms of the
amino-alcohol.

n O–H···N N–H···O N–H···O, O–H···F Bridged

0 22.2 13.2 8.9 0.0
1 23.4 30.8 19.9 0.0
2 9.7 32.0 24.7 0.0
3 8.7 33.4 27.2 0.0

It is also worth noting that, when the complex is stabilized through the formation
of a N–H···O IMHB, the possible formation of a second IMHB by the interaction of the
O–H group with one of the fluorine atoms attached to beryllium is open, and, indeed, as
shown in Table 3, this new conformer is systematically (from 6 to 11 kJ·mol−1) more stable
(compare the third and the fourth column of Table 3). Nevertheless, the most important
finding is that, in all cases, the global minimum (fifth column of Table 3) corresponds to a
complex in which no IMHBs are formed because the interaction of the O and N atoms of the
amino-alcohol with beryllium atom of BeF2 molecule forming the corresponding beryllium
bonds is energetically more favorable. The propensity of Be to exhibit a tetrahedral coordi-
nation has been previously reported in the literature when competing with intermolecular
hydrogen bonds [47,70]. Here, we find that this tendency of Be to behave like a “tetrahedral
proton” [47,70] is also observed when competing with IMHBs. In addition, importantly, the
enthalpy gap between these bridged structures and the most stable conformers exhibiting
a O–H···N IMHB is big enough (8.7 to 22.2 kJ·mol−1) as to conclude, using a Boltzmann
distribution function, that, at room temperature, practically 100% of the complexes are
those stabilized through the formation of beryllium bonds.

An inspection of the molecular graphs of these complexes (see Figure 7) confirms the
tendency of Be to be tetracoordinated, the electron density at the N–Be beryllium bond
being systematically larger than that at the O–Be beryllium bond, since the amino group is a
better electron donor than the hydroxyl one. On the other hand, the intrinsic stability of the
complex, measured by the corresponding binding energy, increases from the amino-ethanol
to the amino-pentanol, but, for the amino-butanol, goes through a little sinkhole that is
consistent with the fact that, as we have discussed before, the stabilization produced in the
isolated compound by the O–H···N IMHB is maximum for amino-butanol.

Figure 7. Molecular graphs for the HOCH2(CH2)nCH2NH2–BeF2 (n = 0–3) bridged conformers showing the electron densi-
ties (a.u.) at the BCPs between Be and the two basic sites of the amino-alcohol. The values in red correspond to the binding en-
ergies (kJ·mol−1) defined as the energy for the reaction: HOCH2(CH2)nCH2NH2–BeF2 → HOCH2(CH2)nCH2NH2 + BeF2.
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Finally, it is interesting to highlight some of the peculiarities of the IR spectra of these
complexes, showed in Figure 8.

 
Figure 8. Calculated IR spectra for the bridged HOCH2(CH2)nCH2NH2-BeF2 (n = 0–3).

The first conspicuous fact is that the stretching O–H absorption band appears signifi-
cantly blue-shifted with respect to those in Figure 5a, as it corresponds to a free OH group
that, in these systems, does not participate in hydrogen bonding. Indeed, the OH stretching
frequency calculated for the bridge complexes in Figure 8 go from 3767 to 3832 cm−1,
values rather similar to that obtained for methanol (3831 cm−1) at the same level of theory.
However, for the amino-ethanol, the blue-shifting, with respect to the isomer in Figure 5a,
is only 200 cm−1 because of the rather weak O–H···N IMHB in the isomer of Figure 5a.
For amino-butanol and amino-pentanol, the shifting is greater than 1100 cm−1. Another
common finger-print of the IR spectra of these complexes is the presence of a rather in-
tense band always around 800 cm−1 corresponding to the symmetric stretching of the
BeF2 moiety.
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4. Conclusions

From our G4 calculations, we can conclude that, when F, Cl, or Br atoms are introduced
as substituents at the α-position of both the hydroxyl or the amino group of amino-alcohols,
there is a significant change in the strength of both the O–H···N or the N–H···O IMHBs that
can be formed in these compounds. Substitution at the α-position of the hydroxyl group re-
sults in a significant reinforcement of the O–H···N, which follows the trend H < F < Cl < Br,
the effects on the N–H···O IMHB being the opposite. Consistently, substitution at the
α-position of the amino group also results in a reinforcement of the N–H···O IMHB, but the
effect is weaker than the one affecting the O–H···N IMHB. Accordingly, the global minima
for the unsubstituted and the substituted amino-alcohols are stabilized by the formation of
O–H···N IMHBs. In addition, for both sets, the strength of the O–H···N IMHB, as shown by
the characteristics of the corresponding molecular graphs, the NBO and NCI analyses, and
the stabilization energy estimated through the use of isodesmic reactions, goes through a
maximum for n = 2 (amino-butanol).

The scenario changes completely when the HOCH2(CH2)nCH2NH2 (n = 0–3) amino-
alcohols interact with a typical electro-deficient compound such as BeF2. The interaction
of BeF2 with either the hydroxyl or the amino group of the amino-alcohol changes the
strength of the IMHBs dramatically. In the first case, the O–H···N IMHB becomes much
stronger, whereas, in the second case, it is the N–H···O IMHB that becomes very much
reinforced, though the effect is still weaker than the one observed for the O–H···N IMHB.
In this second case, interaction of BeF2 with the amino group, a new possibility is open
through the formation of an additional IMHB between the O–H group of the alcoholic
function and one of the F atoms of the BeF2 molecule. However, it is the possibility for the
beryllium atom to interact simultaneously with the O and the N atoms of the amino-alcohol
that leads to the global minimum of the potential energy surface, with the result that the
IMHBs are replaced by two beryllium bonds. These complexes stabilized by the formation
of two beryllium bonds, O···Be and N···Be, present very peculiar IR spectra, in which
the OH stretching band appears in some cases more than 1100 cm−1 blue-shifted with
respect to the α-substituted amino-alcohols, whereas a very intense band, around 800 cm−1,
corresponding to the symmetric stretching of the BeF2 moiety, is another finger-print of
these spectra.

Supplementary Materials: The following are available: Figure S1: Relative stability of the
HOCH2(CH2)nCH2NH2 (n = 0–2) aminoalcohols stabilized by the formation of an O–H···N IMHB
or a N-H···O IMHB, Figure S2: Molecular structures of the substituted HOCHX(CH2)nCH2NH2
(n = 0–5, X = H, F, Cl, Br) aminoalcohols, Figure S3: Molecular structures of the substituted
HOCH2(CH2)nCHXNH2 (n = 0–5, X = F, Cl, Br) aminoalcohols, Table S1: Second-order orbital
interactions energies between the nitrogen lone-pair and the s*OH antibonding orbital for the
HOCH2(CH2)nCH2NH2 (n = 0–3) amino-alcohols and their O···BeF2 complexes.
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30. Listkowski, A.; Masiera, N.; Kijak, M.; Luboradzki, R.; Leśniewska, B.; Waluk, J. Controlling Emissive Properties by Intramolecular
Hydrogen Bonds: Alkyl and Aryl meso-Substituted Porphycenes. Chem. A Eur. J. 2021, 27, 6324–6333. [CrossRef] [PubMed]

31. Wang, K.; Wang, Q.; Wang, X.; Wang, M.; Wang, Q.; Shen, H.-M.; Yang, Y.-F.; She, Y.-B. Intramolecular hydrogen bond-induced
high chemical stability of metal–organic frameworks. Inorg. Chem. Front. 2020, 7, 3548–3554. [CrossRef]

32. Li, W.; Chasing, P.; Benchaphanthawee, W.; Nalaoh, P.; Chawanpunyawat, T.; Kaiyasuan, C.; Kungwan, N.; Namuangruk, S.;
Sudyoadsuk, T.; Promarak, V. Intramolecular hydrogen bond—Enhanced electroluminescence performance of hybridized local
and charge transfer (HLCT) excited-state blue-emissive materials. J. Mater. Chem. C 2021, 9, 497–507. [CrossRef]
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Abstract: Resonance-assisted hydrogen bonds (RAHB) are intramolecular contacts that are char-
acterised by being particularly energetic. This fact is often attributed to the delocalisation of π

electrons in the system. In the present article, we assess this thesis via the examination of the effect
of electron-withdrawing and electron-donating groups, namely −F, −Cl, −Br, −CF3, −N(CH3)2,
−OCH3, −NHCOCH3 on the strength of the RAHB in malondialdehyde by using the Quantum
Theory of Atoms in Molecules (QTAIM) and the Interacting Quantum Atoms (IQA) analyses. We
show that the influence of the investigated substituents on the strength of the investigated RAHBs
depends largely on its position within the π skeleton. We also examine the relationship between the
formation energy of the RAHB and the hydrogen bond interaction energy as defined by the IQA
method of wave function analysis. We demonstrate that these substituents can have different effects
on the formation and interaction energies, casting doubts regarding the use of different parameters
as indicators of the RAHB formation energies. Finally, we also demonstrate how the energy den-
sity can offer an estimation of the IQA interaction energy, and therefore of the HB strength, at a
reduced computational cost for these important interactions. We expected that the results reported
herein will provide a valuable understanding in the assessment of the energetics of RAHB and other
intramolecular interactions.

Keywords: hydrogen bond; interacting quantum atoms; resonance-assisted hydrogen bond

1. Introduction

The structure and observable properties of condensed phases depend greatly on non-
covalent interactions (NCI). The hydrogen bond (HB) is arguably the most important of
these contacts, as it involved in many crucial phenomena in chemistry and biology, e.g., the
association between DNA strands [1], enzymatic catalysis [2,3], molecular recognition [4,5],
and protein folding [6]. HBs can result from the interaction of moieties in either different
(intermolecular) or the same (intramolecular) molecules. Regarding the latter case, the
formation of intramolecular HBs might produce profound changes in molecular properties
and structure with far-reaching consequences. Indeed, intramolecular HBs can, for example,
(i) alter membrane permeability, water solubility, and lipophilicity of molecules relevant in
medicinal chemistry [7] or (ii) produce noticeable variations in the photochemical properties
of molecules, such as shifts in the photoabsorption energy [8] or substantial variations in
their photoisomerisation processes [9,10].

Resonance-assisted hydrogen bonds (RAHB) are very energetic HBs that are char-
acterised by the connection between the proton donor and acceptor groups throughout
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conjugated double bonds. From their inception in the crystallographic work of Gill and
coworkers [11–15], the concept of RAHB has been successfully adopted by the chemical
community to explain phenomena in diverse fields such as physical [16–18] and organic
chemistry [19–21] and in nuclear magnetic resonance [22,23].

Concerning the energetics of RAHBs, some authors consider the difference in energy
between the associated closed and open conformers, also known as formation energy, as
a measure of the strength of RAHBs [24]. Nevertheless, a problem that arises with this
approach to study these interactions, and, as a matter of fact, with any other intramolecular
contact, is that the rupture of the YH···X bond cannot occur without changing the structure
of the molecule. Indeed, the above-mentioned method has the drawback that it involves the
energy of (i) the HB itself and (ii) those corresponding to the changes taking place elsewhere
in the molecule. In this context, different procedures to compute the interaction energy of
RAHBs and other intramolecular non-covalent interactions have arisen [25,26]. Some of the
most used methods are those that rely on the theoretical framework of the Quantum Theory
of Atoms in Molecules (QTAIM) [27,28], such as the interacting quantum atoms (IQA)
method of wave function analysis. The IQA approach involves an energy partition scheme
that separates the total energy of an electronic system in intra- and interatomic terms [29,30].
Importantly, IQA allows for the univocal calculation of intramolecular interaction energies
without requiring the definition of non-interacting fragments as opposed to traditional
Energy Decomposition Analysis (EDA) methods [31]. IQA has been employed in the study
of different intramolecular interactions in general [32–36] including, as a case of particular
interest to this investigation, RAHBs [37–40].

In this article, we carried out electronic structure calculations as well as QTAIM
and IQA analyses for a series of malondialdehydes substituted at different positions
of the conjugated π system with an electron-withdrawing (EWG: −F, −Cl, −Br and
−CF3) or an electron-donating (EDG: −N(CH3)2, −OCH3 and −NCOCH3) group [41].
These calculations enabled us (i) to study the effect of substituents in the strength of
the RAHB depending on its relative position and (ii) to compare the values of the IQA
interaction energies and other parameters from different EDA analyses on one hand, and
the corresponding RAHB formation energies on the other. Our results show that in a
considerable fraction of the examined cases, the formation energy deviates markedly from
the IQA results. Therefore, such approaches to assess the strength of RAHBs are unable
to properly differentiate contacts of this nature with very different energetic features. In
contrast, the empirical formula proposed by Espinosa and coworkers [42,43] seems to
adequately discern between RAHBs of different strengths. Overall, we expect the present
investigation to yield novel insights about the different methods to compute the strength
of RAHB and other relevant non-covalent intramolecular interactions.

2. Theoretical Framework

The QTAIM provides a division of space based on the topology of the electronic
density. This method of wave function analysis enables the recovery of important chemical
concepts, such as atoms, functional groups, atomic charges, and bond orders from either
electronic structure calculations or X-ray experiments [44]. Consequently, QTAIM has been
applied in the study of a wide variety of chemical and physical problems, such as the
examination of different bonds [45,46], adsorption [47–49], electrical conductivity [50–52],
and catalysis [53–55].

The traditional implementation of the IQA energy partition uses the atoms of QTAIM
as a starting point to divide the total energy of an electronic system into the sum of self
energies for each atom and interaction energies between the atoms in the system [29,30],

E = ∑
A

EA
self + ∑

A>B
EAB

int . (1)

EA
self in Equation (1) is the energy corresponding to atom A, which includes its kinetic

energy, the electron–nucleus attraction and the interelectronic repulsion within atom A.
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EAB
int is the total interaction energy between atoms A and B and comprises all the possible

combinations of the interaction terms between the nucleus and electrons of A on one hand,
with the nucleus and electrons of B on the other.

We can also reorganise the terms included in EAB
int in order to obtain an expression that

gives us additional information about the nature of the interaction between A and B,

EAB
int = VAB

cl + VAB
xc . (2)

where VAB
cl corresponds to the ionic part of the interaction energy while VAB

xc is a term
related with the covalency of the bond [56].

2.1. Models to Estimate the Energies of Intramolecular Hydrogen Bonds

The work dedicated to the estimation of the strength of intramolecular HBs has
been very extensive, as reflected in the excellent review on the subject by Jabłoński [24].
Specifically, we will mainly focus on two indirect measurements. The first approach is
based on the differences between the open and the closed conformations, referred to
hereafter as the Open-Closed Method (OCM):

Eintra
HB ≈ Eform = Eclosed − Eopen. (3)

This methodology, albeit popular, presents two important drawbacks. First, it is not clear
what geometry should be used as “open” [24]. For instance, Schuster has argued that the
optimal open conformation for comparison purposes would be the one wherein minimal
changes occur with respect to the closed conformation, even if its geometry is not a local
minimum of the potential energy hypersurface [57]. We chose to use a different approach
from that put forward by Schuster, and we considered optimised structures for both closed
and open conformations of the systems under study. The other important drawback of
the OCM method is that it combines changes taking place in other parts of the molecule
with the energy corresponding to the HB itself [38]. Thus, stabilising and destabilising
contributions, which result from other effects apart from the HB can be misattributed to
this interaction. For example, steric destabilisation elsewhere in the molecule could be
discounted from an examined intramolecular HB energy because it might occur that the
HB is strong enough to compensate such unfavourable steric effects.

The second approximation, proposed by Espinosa et al. and denoted hereafter as
Espinosa’s Method (EM), is based on the topology of the electronic density, specifically, on
the correlation of the potential electron energy density at the bond critical point, V(rbcp),
associated with a given HB and its corresponding energy according to the empirical
expression [42,43],

Eintra
HB ≈ EHB =

1
2

V(rbcp). (4)

This equation was put forward for the study of intermolecular HBs and has proven to be a
suitable estimator for the formation energies as computed by the IQA approach in small
and medium-sized water clusters, accounting for the relative order for the different types
of HB contacts in these systems [58,59]. Nevertheless, some authors have questioned the
uncritical use of EM for intramolecular HBs [60–62].

2.2. Computational Details

We carried out electronic structure calculations for a series of derivatives of malondi-
aldehyde in their open and closed configurations (Figure 1), where one of the hydrogens
in the three carbon atoms of the conjugated skeleton is replaced by an EWG or an EDG,
namely −F, −Cl, −Br, −CF3, −OCH3, −N(CH3)2, −NHCOCH3 or −NO2 (Figure 1).
Thus, we computed the open and closed conformations for eight substitutions in three
different positions resulting in 48 different structures wherein the RAHB is present in
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24 of them. The conformers were chosen to minimise the differences between open and
closed configurations and also to avoid secondary interactions, e.g., contacts between
carbonyl and C-H groups. All the geometries were optimised with the aid of the B3LYP
functional [63,64], along with the aug-cc-pVTZ basis set [65–68], as implemented in the
GAUSSIAN09 package [69]. This combination of exchange-correlation functional and basis
set has yielded good results concerning the study of intramolecular hydrogen-bonded
systems [40]. Harmonic frequency calculations were done in order to confirm that the
optimised structures are indeed local minima. The QTAIM analyses were carried out with
the help of the AIMALL program [70]. The IQA energy partitions were carried out with our
in-house PROMOLDEN code [71] using β-spheres with radii between 0.1 and 0.3 Bohr along
with restricted angular Lebedev quadratures. We partitioned the exchange-correlation
energy in accordance with Equation (1) via scaling techniques [72] previously used in
conjunction with QTAIM.

Figure 1. Malondialdehyde structure in its open (left) and closed (right) conformations. The Rn

(n = 1, 2, 3) symbols indicate the different positions available for substitution by the −F, −Cl, −Br,
−CF3, −OCH3, −N(CH3)2, −NHCOCH3, and −NO2 groups.

3. Results

We present the main results of this investigation in three parts. First, the effect of
the monosubstitution in malondialdehyde by the EWG and EDG considered in this work.
Second, we will shed some light on the origin of the strong positional dependency of the
substitution. Furthermore, third, we will compare the IQA results with the estimations put
forward in Equations (3) and (4).

3.1. Influence of Substitution on RAHB Energetics

The IQA methodology partitions the energy of an electronic system into intra- and
interatomic terms, a condition that allows the study of individual interactions within a
molecule. An important characteristic of IQA is that this partition is carried out without
using any reference system or empirical data. These features make IQA arguably the
gold standard among the different methodologies, geometric or energetic alike, to study
intramolecular interactions, including RAHBs. Figure 2 shows the excellent correlation
between IQA interaction energies and the intramolecular hydrogen bond distance for the
examined RAHBs.

The values for the interaction energy corresponding to the O···H contact with respect
to those of malondialdehyde are reported in Table 1. The same chart reports the dissection
of the IQA interaction energies into classical and exchange-correlation components. The
relevance of the former over the latter contributions is conspicuous for malondialdehyde
and the investigated EWGs and EDGs.
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Figure 2. Correlation between IQA interaction energies in kcal/mol and OH···H distances in angstroms.

Table 1. IQA interaction energies (Eint), as well as its classical (Vcl) and exchange-correlation (Vxc) parts, for the investigated
O···H RAHB contacts with respect to those in malondialdehyde (Table S1). The values are reported in kcal·mol−1.

R1 R2 R3

–R Eint Vcl Vxc Eint Vcl Vxc Eint Vcl Vxc

–CF3 8.78 6.22 2.57 −1.43 −0.90 −0.53 −3.06 −2.25 −0.80
–F 13.99 8.11 5.88 9.77 6.97 2.80 −33.71 −21.09 −12.62
–Cl 17.24 11.36 5.88 3.91 2.68 1.24 −24.20 −15.19 −9.02
–Br 19.35 12.93 6.41 3.53 2.45 1.08 −25.55 −15.70 −9.85

–N(CH3)2 −10.76 −9.02 −1.74 3.45 2.35 1.10 −35.77 −23.84 −11.92
–OCH3 −3.99 −4.22 0.23 4.77 3.33 1.44 −22.97 −15.63 −7.34

–NCOCH3 −0.71 −1.73 1.03 2.47 1.81 0.67 −23.01 −15.57 −7.43
–NO2 18.20 12.11 6.09 −4.50 −2.84 −1.66 −7.75 −5.09 −2.67

We note that the monosubstitution in different positions can either weaken or
strengthen the associated RAHB. For example, the −CF3 group weakens the RAHB when
it is bonded directly to the carbonyl group, but it has the opposite effect in positions 2
and 3. Concerning the halogens, they decrease the intensity of the O···H interaction when
they are located in positions 1 and 2. On the other hand, they decrease the magnitude of
the interaction energy when they are bonded to the enolic carbon. Mesomeric structures
suggest that the influence of EWGs via resonance would be more noticeable on the RAHB
strength when the EWG is bonded to the α carbon (Figure 3). The effect of the EWG are
therefore more likely interpreted to occur via inductive effects. Furthermore, the influence
of these groups is most obvious when they are close to the HB donor. Nevertheless, Table 1
shows that the exchange-correlation contribution to bonding also increases when EWG is
bonded to the β carbon, and thus resonance effects cannot be completely neglected.
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Figure 3. Resonance effect of an electron withdrawing substituent at position 2 in the examined
RAHBs.

With respect to the examined EDG, we note that these groups have a minimal effect
(a slight reduction) when they are located at position 2. Notwithstanding when they are
at position 1 and especially at position 3, they notably increase the RAHB interaction
energy. This effect can be understood in terms of the mesomeric structures shown in
Figure 4. Interestingly, the substitution in position 3 has the most conspicuous influence
effect, leading in all cases to a strengthening of the interaction.

Figure 4. Resonance effect of an electron donating substituent at position 3 in the examined RAHBs.

The above-mentioned effects can be used as guidelines by synthetic chemists to
modulate the strength of RAHBs, via the electron withdrawing or donating features of a
given substituent, together with its position in the conjugated system.

3.2. Comparison between IQA, OCM, and EM Methods

Table 2 reports the different assessments of the RAHB energy considered in this
paper, namely, IQA, OCM, and EM. Figure 5 shows the relationship between (i) the IQA
interaction energy and (ii) the formation energy computed with the OCM method together
with the HB energy calculated using EM. As we can appreciate from the left side of Figure 5,
the IQA interaction energy is not correlated with the Eform results yielded by the OCM
approach. The fact that these results are unconnected can be associated with the main thesis
of this work: the breaking of an RAHB can trigger a rearrangement in the electronic density,
which is unrelated to the energetic features of the investigated RAHB [38]. Indeed, these
unavoidable modifications take place in molecular regions unrelated to the RAHB. This
fact makes the OCM (Eform) unsuitable as a parameter for the assessment of the formation
energies of the RAHBs under consideration.
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Table 2. IQA interaction energies (Eint), formation energies (Eform) computed by means of the OCM (expression (3)), and
H-bond interaction energies (EHB) estimated via Equation (4) for the investigated O···H RAHB contacts. The values are
reported in kcal·mol−1.

R1 R2 R3

–R Eint Eform EHB Eint Eform EHB Eint Eform EHB

–CF3 8.78 1.08 2.51 −1.43 −1.09 −1.06 −3.06 1.35 −1.34
–F 13.99 3.07 6.34 9.77 2.50 3.27 −33.71 −0.36 −15.04
–Cl 17.24 3.61 6.16 3.91 1.55 1.09 −24.20 0.30 −10.61
–Br 19.35 3.44 6.65 3.53 0.95 0.84 −25.55 1.33 −11.57

–N(CH3)2 −10.76 1.52 −2.47 3.45 1.11 0.86 −35.77 −0.37 −14.64
–OCH3 −3.99 −0.50 −0.15 4.77 1.55 1.64 −22.97 −0.27 −8.71

–NCOCH3 −0.71 0.67 0.73 2.47 2.46 0.07 −23.01 5.24 −8.87
–NO2 18.20 5.12 6.38 −4.50 0.53 −2.28 −7.75 7.01 −3.35

Figure 5. Correlation of IQA interaction energies with (left) OCM values of Eform and (right) EM results of EHB.

Contrary to this fact, the correlation between the values of Eint and those correspond-
ing to Equation (4) are excellent. In all cases, IQA interaction energies and Espinosa’s
empirical formula produce indeed the same relative strengths for the studied systems. This
observation indicates that for typical RAHBs, Equation (4) is able to qualitatively recover
the interplay between the π-skeleton and the O···H−O moiety.

The good agreement between Eint and EHB should not be interpreted as an uncrit-
ical approval to the use of Equation (4) for the estimation of relative RAHB strengths.
Certainly, different authors have pointed out a series of deficiencies for this empirical
formulation. Here we mention two of these potential problems. First, the values resulting
from Equation (4) are always negative, a circumstance that always points to an attractive
interaction. Nevertheless, certain C−H···O contacts are repulsive in nature [62]. The use
of Formula (3) to describe these contacts would produce a qualitatively incorrect result.
Second, Equation (4) is not transferable to other contacts, such as H···F, where a different
scaling factor from that used in Equation (4) needs to be used [73].

We finally state what we consider the limits for the reasonable application of EM on
the study of intramolecular HBs in general and RAHB in particular. Given that Equation (4)
is unable to distinguish between attractive and repulsive interactions, it should be only
applied when no doubt can arise regarding the attractive nature of the contact. Additionally,
although Eint and EHB follow the same strength order, their magnitudes are not comparable.
Therefore, the EM should primarily be used to study intramolecular contacts where the
interaction mainly involve the same atomic species. This situation might be the case, for
instance, in different substitutions in an aromatic ring adjacent to the O−H···O group [74]
or changes in the protonation degree in an intramolecular HB [75].
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4. Conclusions

We investigate the effect of different electron-withdrawing and -donor groups on the
energetics of the resonance assisted hydrogen bond in malondialdehyde. Our data indicate
that classical contributions are far more important than exchange-correlation components
as opposed to the notion that the stability of RAHBs occur mainly due to the delocalisation
of π electrons. These groups exert a marked influence on the RAHB interaction energy,
which in turn depends notably on the position of the EWG and EDG. Notably, both types
of groups considerably strengthen the RAHB when they are bonded to the β carbon atom
of malondialdehyde. We also addressed different methodologies to assess the interaction
energy of RAHBs. In this regard, we showed how the examination of the energy density
offers a good estimation of the IQA interaction energy and therefore of the RAHB energetics
at a reduced computational cost.

Supplementary Materials: The following are available online, Table S1: IQA interaction energies for
the investigated systems; Table S2: IQA interaction, formation, and HB interaction energies. Figures
S1–S8: Structures of all compounds.
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Abstract: The title compound is a small molecule with many structural variations; it can illustrate
a variety of internal hydrogen bonds, among other noncovalent interactions. Here we examine
structures displaying hydrogen bonding between carbonyl oxygen and hydroxyl H; between carbonyl
oxygen and amino H; hydroxyl H and amino N; hydroxyl O and amino H. We also consider H-
bonding in its tautomer 2-oxopropanamide. By extrapolation algorithms applied to Hartree-Fock and
correlation energies as estimated in HF, MP2, and CCSD calculations using the cc-pVNZ correlation-
consistent basis sets (N = 2, 3, and 4) we obtain reliable relative energies of the isomeric forms.
Assuming that such energy differences may be attributed to the presence of the various types of
hydrogen bonding, we attempt to infer relative strengths of types of H-bonding. The Atoms in
Molecules theory of Bader and the Local Vibrational Modes analysis of Cremer and Kraka are
applied to this task. Hydrogen bonds are ranked by relative strength as measured by local stretching
force constants, with the stronger =O . . . HO- > NH . . . O= > -OH . . . N well separated from
a cluster > NH . . . O= ≈ >NH . . . OH ≈ CH . . . O= of comparable and intermediate strength.
Weaker but still significant interactions are of type CH . . . N which is stronger than CH . . . OH.

Keywords: intramolecular hydrogen bonding; high-accuracy extrapolation methods; QTAIM; non-
covalent interactions; local vibrational modes

1. Introduction

The concept of hydrogen bonding has evolved considerably over its century of his-
tory [1,2]. The anomalous properties of water prompted the first suspicion of an attractive
interaction between a hydrogen atom in one water molecule with the oxygen of another
(HOH . . . OH2). Similar phenomena involving N and F were soon recognized as well.
H bonding has been recognized as a primarily electrostatic phenomenon expressed by
its effect on vibrational frequencies (most often red-shifting the OH stretch), molecular
structure (short X . . . HY distances, where X and Y are electronegative atoms F, O, N etc.),
and characteristic NMR parameters (owing to charge shifts) to mention the most promi-
nent. The concept of H bonding has been expanded from its original context so to include
a number of surprising interactions, involving atoms other than oxygen, fluorine, and
nitrogen [3,4]; “strong” H-bonding [5]; and “anomalous” (blue-shifting) H bonding [6].
Further expansion of the concept also has been recognized [7].

The computational modeling of hydrogen bonding was reviewed in 1997 [8] and
1999 [9], in 2006 [10], and in 2009 [11]. The definition of hydrogen bonding has been
formalized by IUPAC [12]. IUPAC’s criteria for recognition of H bonding in a structure X-H
. . . YZ include: origins of bonding (largely electrostatic, but also including contributions
from charge transfer and dispersion); polarization of the XH bond; geometry of the structure
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(XH . . . Y near linearity); distortions from reference structures (extension of the XH bond,
with impact on vibrational frequencies); effects on NMR spectra including deshielding of H
and coupling of X to Y. In the language of the Atoms in Molecules theory [13], a hydrogen
bond is associated with presence of a bond path H . . . Y including a bond critical point
(BCP) between H and Y. We discuss this criterion below.

Recent collections of studies of intramolecular H bonding include the Molecules
special issue from 2017 edited by S. Scheiner [14] and a follow-up 2019 special issue of
Molecules edited by G. Sanchez [15]. The current special issue gives primary attention to
computational studies. Interest in evaluating the strength of H bonds continues [16,17] and
is an important part of this special issue of Molecules.

Intramolecular hydrogen bonding has a significant effect specifically on conforma-
tional preference in systems of importance in biochemistry, as various types of H bonding
can occur in various conformations and isomers. The intramolecular H bonds in histidine
have been described by Yannacome, Sethlo, and Kraka (YSK) [18]. To enhance insight
into the relative strength of H bonds in context these authors brought together descrip-
tors from Bader’s theory of atoms in molecules (AIM) and the reduced density gradient
from analysis of noncovalent interactions (NCI), both of which are described below. Ac-
cording to YSK two local measures of bond strength, the density at a BCP and the local
stretching force constant are related by a power law. An analogous l link between a lo-
cal stretching force constant (and hence that density) and bond energy seems eminently
reasonable [19,20]. One particularly simple connection, between bond strength and the
potential energy density at a Bond Critical Point, has been proposed [21]. However there is
a conceptual issue in relating a strictly local property (such as the density at a specific point)
to what is not a strictly local property, the energy associated with molecular rearrangement,
especially dissociation.

The IUPAC AIM bond path and critical point criteria [12] for the existence of a hy-
drogen bond is subject to interpretation. Sometimes a path and its critical point seem
much at variance with intuitive notions of bonding [22–26]. Bader recognized this awk-
ward conflict, [27] and a proposal that these topological entities be called “line” CPs has
been offered. [28] The issue is particularly troubled for weak interactions, which vary in
directionality depending on the extent of electrostatic character [29].

In this work we study acetoacetamide and variants of its tautomer 1-amino-1- hy-
droxyacetone. Bauer and Wilcox addressed the issue of relative stability of the similar but
simpler systems malonaldehyde and acetyl acetone [30], concluding that the enol form
was the more stable. Intramolecular hydrogen bonding in many hydroxycarbonyl systems
has been studied by Afonin and Vashchenko [31]. All the systems they reported have =O
. . . HO- interactions. The keto-enol isomerization of many substituted diketones has been
studied by Belova et al. [32] In the unsubstituted system propane-1,3-dione which we can
call (H, H), the enol form was favored in internal energy by 14.6 kJ/mol; ΔG = 6.2 kJ/mol
according to the CBS-4 thermochemical scheme [33]. That scheme favors the enol of the
(CH3, CH3) species acetylacetone by a Gibbs energy of 11.0 kJ/mol [26]. MP2 and B3LYP
calculations by Belova et al. [32] favor the enol form by ca. 10 kJ/mol. Their systems include
(R1, R2) = (NH2, CH3) of central interest here. The DFT model B3LYP/aug-cc-pVTZ placed
a keto form above an enol form by 13 kJ/mol; the O . . . O distance in the enol was found
to be 2.55 Å and the O . . . H distance was 1.638 Å in the enol. The enol form was evidently
the structure we label TWO; see below. The authors addressed the issue of H-bond strength
in their systems, recognizing the long-established link between H bonding and the OH
stretching frequency shift to the red relative to the value for a OH group not involved in
H bonding. Strong correlations between O . . . O shortening, O . . . H shortening and OH
lengthening are noted.

2. Results

In the following sections we define the systems under study, describe the extrapolation
techniques by which we obtain accurate relative energies, and lay out results of AIM analy-
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sis of their charge distributions. Complementary information on non-covalent interactions
is provided by graphical representation of the reduced density gradient. We interpret
the vibrational spectra for all species, and recover the force constants for significant local
modes by the LMODEA algorithms. Those force constants are found to be useful indices
of relative intramolecular bond strength. All these analyses are described in detail in the
section on methods and software.

2.1. Systems under Study

In the following enumeration of structures under study, actual reaction paths are not
described; there is instead a series of logical connections between related species.

We begin with the tautomer ONE (acetoacetamide) which has a saturated link and two
carbonyl groups. Species ONE-A and ONE-B obtained by rotation of the amido and acyl
groups revert spontaneously to species ONE as shown in Figure 1, and are not assigned a
relative energy.

 

Figure 1. Diketone variant ONE with NH . . . O hydrogen bonding. Species ONE-A and ONE-B (which lacks the NH
. . . O = H bond) proceed spontaneously upon optimization to ONE, which lies about 4.0 kJ/mol above the most stable
isomer TWO.

All other systems TWO to ELEVEN (shown in Figures 2–5) have an unsaturated link
and a hydroxyl group at either the methyl-substituted C (CH3-C-OH) or at the amino-
substituted C group (NH2-C-OH). The most stable of all species, TWO, has an evident OH
. . . O = hydrogen bond. Rotating the CH3-C-O-H dihedral forms THREE, which lacks that
hydrogen bond (Figure 2). Simple torsion of THREE around the CC-amide bond produces
an unstable form (unlabeled) which upon optimization can establish either a NH donor
-OH acceptor H bond (FOUR) or an N acceptor OH-donor H bond (FIVE).

 

Figure 2. Enolic form THREE can assume forms FOUR with NH...O and FIVE with
OH...N H-bonding.
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Figure 3. SIX, which may exhibit CH...O= hydrogen bonding, can form SEVEN by a rotation of the
amide group. SEVEN may contain CH...N hydrogen bonding.

 

Figure 4. A high energy isomer EIGHT with no hydrogen bonding can achieve OH . . . O = hydrogen
bonding; the resultant species rearranges spontaneously to stable TWO. By rotation of the acyl
fragment EIGHT can produce NINE which may have CH . . . OH hydrogen bonding. Swapping OH
and NH2 produces TEN which may contain a CH . . . NH2 interaction.

 

Figure 5. Swapping amino and hydroxyl groups in EIGHT produces a form (unlabeled) which
spontaneously forms ELEVEN which has NH . . . O= hydrogen bonding.

Beginning with THREE, exchanging methyl and hydroxyl produces SIX. A subsequent
rotation of the amide produces SEVEN (Figure 3).

We turn to structures with an unsaturated link and one carbonyl group at the methyl-
substituted C. The system EIGHT which lacks H bonding occupies a high-energy relative
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minimum (Figure 4). If the OH group is positioned to donate a H bond to the carbonyl
oxygen, the system spontaneously rearranged to species TWO. Rotating the acyl group
produces species NINE. Exchange of amino and hydroxyl groups in NINE produces TEN.
NINE and TEN may be stabilized by CH . . . OH and CH . . . N interactions.

On the other hand, exchange of amino and hydroxyl groups in EIGHT produces a
species lacking H bonding (unlabeled). Upon optimization it rearranges spontaneously to
ELEVEN which is stabilized by > NH . . . O= H bonding (Figure 5).

2.2. Extrapolation of Accurate Relative Energies

The numerical values (kJ/mol) in Figures 1–5 are the result of the extrapolations
described in the methods section. Estimates of electronic energies from the G4 thermo-
chemical scheme agree within 1–2 kJ/mol with our extrapolated values. Detailed tables of
energies obtained with RHF, MP2, and CCSD Hamiltonians in Dunning basis sets cc-pVNZ
with N = 2, 3, and 4 are provided in Supplemental Information. A broad overview is set
forth in Table 1.

Table 1. Species exhibiting categories of interaction and their relative energies (kJ/mol.).

No H Bonding CH . . . O or CH . . . N OH . . . O, OH . . . N, NH . . . O

THREE (+62)
EIGHT (+101)

SIX (+43)
SEVEN (+38)
NINE (+91)

TEN (61)

ONE (4.0)
TWO (0.0)

FOUR (+42)
FIVE (+38)

ELEVEN (+48)

There is a rough clustering of H bonding types. Species ONE and TWO with NH . . .
O= and OH . . . O= hydrogen bonding are most stable, while systems THREE and EIGHT
with little or no H bonding are relatively unstable. However systems with presumably
much weaker CH . . . O or CH . . . N interactions (SIX, SEVEN, and TEN) are not entirely
separated from systems incorporating XH . . . Y (X, Y = O and N) which are generally
thought to be stronger.

It appears that the relative stability, a global property for each of the molecules in
question, is not simply explained as a consequence only of differences in local H bonding.
Our task, to describe the hydrogen bonds, needs more local analysis.

2.3. Atoms in Molecules (AIM) Characterization of Interactions

The Quantum Theory of Atoms-in-Molecules, which defines local properties of the
charge distribution at significant points, has been widely employed to characterize bonding
of many kinds. (See further discussion in the Methods and Software section below.)
Table 2 collects the electron density and its Laplacian at bond critical points, with the
associated kinetic energy density G and the potential energy V. The total charge Q(H)
in the basin containing H atom and the delocalization index δ(H, B) are shown as well.
The delocalization index is a measure of the number of electrons shared between two
basins, and is related to the extent of covalent bonding and, indirectly, to bond strength.
Kraka and co-workers [34] define an empirical bond order n derived from the density at
a BCP.

n = 0.54 ρ0.32 (1)
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Table 2. Topological data for critical points associated with non-covalent interaction in species
ONE–ELEVEN.

Species Interaction ρ ∇2ρ H V Q(H) Order DI

ONE C=O . . . HN 0.0241 0.0931 0.00640 −0.0177 0.4636 0.164 0.0642
TWO -OH . . . O= 0.0615 0.1158 −0.01860 −0.0661 0.3273 0.221 0.1254

THREE NCI 0.0110 0.0564 −0.0080 0.5876
FOUR HO . . . HN 0.0218 0.0974 0.00390 −0.0167 0.4485 0.158 0.0541
FIVE −OH . . . NH2 0.0324 0.0870 −0.00220 −0.0262 0.3661 0.180 0.0831
SIX CH . . . O= 0.0202 0.0782 0.00300 −0.0135 0.1164 0.155 0.0715

SEVEN CH . . . NH2 0.0140 0.0517 0.00230 −0.0084 0.0604 0.138 0.0531
EIGHT NCI 0.0133 0.0560 −0.0081 0.5978
NINE CH . . . OH 0.0114 0.0532 0.00260 −0.0081 0.0140 0.129 0.0384
TEN CH . . . N 0.0137 0.0511 0.00220 −0.0083 0.0434 0.142 0.0276

ELEVEN =O . . . HN 0.0391 0.1192 −0.00260 −0.0350 0.5022 0.191 0.1003

ρ = density; ∇2ρ = Laplacian of density; G = Kinetic energy density; V = potential energy density; Q(H) = integral
of charge in H atom basin. Order = Kraka definition of bond order and DI = delocalization index for H atom and its
partner in the species’ putative hydrogen bond. Analysis by AIMALL of density computed with ωB97XD/cc-pVTZ.

The positive values of the Laplacian (Table 2) indicate that the interaction is between
closed shells. The values of bond order indicate that the strongest H bond is the link
OH . . . O of TWO at 0.221, while the bond orders descend from 0.191 to 0.180 to 0.164
to 0.158 for ELEVEN, FIVE, ONE, and FOUR. These all have O to N hydrogen bonds.
CH . . . X interactions are found in SIX (0.155), TEN (0.142), SEVEN (0.138), and NINE
(0.129). OH seems to be a weaker H-bond acceptor than carbonyl =O. We do not assign
a bond order to THREE and EIGHT, despite the presence of appreciable density at BCPs
between O atoms. See further discussion on THREE and EIGHT below and in the section
on non-covalent interactions.

An energy density diagnostic adopted by Cremer and Kraka [34] identifies interac-
tions as mainly electrostatic (if H = G + V > 0) or mainly covalent (if H < 0). [35–40] By
this criterion the only covalent interactions are for TWO (-OH . . . O=), FIVE (-OH . . .
NH) and ELEVEN (=O . . . HN). These also have the shortest X . . . Y distances (2.538,
2.631, and 2.617 Å). ONE, which has an =O . . . HN- interaction has crossed over to be
predominantly electrostatic. This may be attributed to its greater O . . . N distance, 2.789 Å,
since the electrostatic interaction is of longer range than the covalent interaction which
depends on orbital overlap.

H > O for the systems with no plausible H bonding (THREE and EIGHT) and those
for which CH . . . X hydrogen bonding is conceivable (SIX, SEVEN, NINE, and TEN).
It is notable that ONE and FOUR with =O . . . HN and HO . . . HN interactions are to be
considered electrostatic according to the H diagnostic.

Several images representative of interactions as characterized by AIM appear in
Figure 6 The complete set is to be found in Supplemental Information.

The diagrams display the “bond paths” (solid and dashed lines) and the bond (or line)
critical points (green) for each species, and the ring critical points as well (red). The paths
and BCPs close a ring; the location of the ring critical point is related to the strength of the
ring closure. In the weaker ring closing interactions, the RCP approaches the BCP, as in
THREE and EIGHT. For CH . . . X interactions, the RCP is further removed from the BCP,
and for stronger hydrogen bonds the separation is even greater.
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(a) (b) 

  
(c) (d) 

Figure 6. Atoms in Molecules analysis of ωB97XD/cc-pVTZ density. Ring CPs in red, BCPs in green. Laplacian values
at BCPs are shown. (a) Species ONE, with NH . . . O= hydrogen bonding; (b) Species TWO, with OH . . . O= hydrogen
bonding; (c) Species THREE with repulsive noncovalent interaction; (d) Species FOUR, with NH . . . OH.

Our emphasis has been on the BCPs associated with hydrogen bonding and the
properties of density at those points. What are we to make of THREE and EIGHT, with O
. . . O paths and a substantial positive Laplacian considerable density at the (path) critical
point? In common with the other systems, the Laplacians show that the interaction depletes
density at the CP, as is characteristic of interactions between closed shells. To deal with such
cases we turn to the reduced density gradient, which diagnoses non-covalent interactions.

2.4. Non-Covalent Interaction (NCI) Characterization of Interactions

Isosurfaces for the reduced density gradient characterizing the noncovalent interac-
tions in all species are shown in Figure 7. The color coding identifies the O . . . O interaction
in THREE and EIGHT (entirely green) as repulsive, despite the substantial density at the
BCPs. In cases TWO and ELEVEN the portion of the NCI isosurface enclosing the BCP is
blue (attractive), and the portion enclosing the RCP is green. The NCI enclosing surfaces
for weakly interacting CH . . . O and CH . . . N systems are of more subtly varying hue.
All these qualitative observations comport with our understanding of the relative strength
of the hydrogen bonding.
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(TWO) (THREE) 

 

 

(FOUR) (FIVE) 

 

 

(SIX) (SEVEN) 

 

 

(EIGHT) (NINE) 

 

(TEN) (ELEVEN) 

Figure 7. Panels display the isosurfaces for the noncovalent interactions in species TWO through
ELEVEN. Species ONE is discussed in detail in the Methods and Software section below. Color coding
identify regions of repulsive interaction as green and the attractive regions as blue.

2.5. Expression of Hydrogen Bonding in MP2/cc-pVTZ Computed Harmonic Vibrations

Hydrogen bonding is often expressed in the vibrational spectrum. Here we discuss
the canonical frequencies which correspond to normal modes. These are in principle
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delocalized combinations of local modes, but in some cases the local modes are well
isolated. These include OH, NH2, and CH3 group modes. See Table 3.

Table 3. anonical harmonic frequencies (in cm−1) for normal modes of all systems, computed by
MP2/cc-pVTZ.

Species NH2 Stretches Double Bond Stretches OH Stretches

ONE 3725a 3566s 1790 1 1757 2 None
TWO 3777a 3630s 1725 1710 3087

THREE 3747a 3609s 1782 1748 3836
FOUR 3777a 3626s 1773 1736 3853
FIVE 3659s 3537s 1780 1704 3571
SIX 3766a 3622s 1771 1742 3842

SEVEN 3726a 3591s 1731 1772 3850
EIGHT 3679a 3559s 1763 1714 3807
NINE 3673a 3554s 1712 1750 3803
TEN 3726a 3591s 1772 1731 3850

ELEVEN 3655a 3347s 1685 1742 3818

Species CH3 Stretches 4 CCC Bend 5 CO Stretch

ONE 3208s 3157a 3076b 236 None
TWO 3198s 3164a 3084b 246 1356

THREE 3202s 3155a 3074b 178 1385
FOUR 3198a 3143s 3063b 226 1347
FIVE 3203s 3162a 3084b 226 1317
SIX 3213s 3135a 3062b 226 1348, 1267

SEVEN 3213s 3132a 3063b 193 1351, 1273
EIGHT 3202s 3155a 3074b 178 1467
NINE 3205s 3175a 3089b 207 1435
TEN 3214a 3132s 3063b 194 1273

ELEVEN 3204s 3161a 3079b 242 1367
1 Predominantly C=O. 2 Predominantly C=C. NH2 stretches are either antisymmetric (a) or symmetric (s) com-
binations of local NH motions 4 CH stretches descend in symmetry from the C3v limit; the A1 mode can be
recognized as “breathing” breathing (b) and components of the E pair are the symmetric (s) and antisymmetric
(a) modes. 5 The C-C-C bend serves as a surrogate for the hydrogen bond stretch.

OH Mode: The reference OH stretches–uninfluenced by H bonding–fall in the set
(THREE, SEVEN, and ELEVEN) and have values 3836, 3850, and 3842 respectively. EIGHT and
TEN have OH modes at 3807, which may be associated with coupling of OH at a carbon
also bearing NH2, both being uninvolved in intramolecular hydrogen bonding. The most
drastically shifted OH stretches are for TWO to 3087 and FIVE to 3571, suggesting that
the OH . . . O= interaction in TWO is stronger than the OH . . . NH2 interaction in FIVE,
and that OH is not strongly engaged in hydrogen bonding in any other system.

NH2 Modes: NH stretching modes for most systems cluster in the range 3720–3780 for
the asymmetric combination and 3600–3630 for the symmetric combination. High values for
the differences Δν between asymmetric and symmetric stretching frequencies correspond
to NH participation in H bonding for (especially) system ELEVEN (Δν = 308) and to a
lesser extent for system ONE (Δν = 159). ONE and ELEVEN have the H-bonding structure
(NH . . . O=) in common, but the larger shift in ELEVEN is easily attributed to the shorter
N . . . O distance in ELEVEN (2.617 Å) than is found for ONE (2.789 Å). The next largest
difference is for FOUR (Δν=151), which has an NH . . . OH interaction.

The NH stretching modes in EIGHT (Δν = 120) and NINE (Δν = 119) have minimal
differences. In both cases the NH2 group is isolated from H bonding. The remaining
systems have splitting ranging from 132 to 151. TWO (Δν = 147) and SIX (Δν = 144)
have comparable splitting; for each, NH2 is attached to a carbonyl carbon. FIVE (132),
SEVEN (135), and TEN (136) fall in a narrow range. In each of these, N is a hydrogen bond
acceptor. THREE (with Δν = 138) is unique.

CH stretches in the methyl group: Methyl CH stretches in a C3v environment include
the A1 all-in-phase “breathing” mode and an E set of out-of-phase motions. In this low
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symmetry setting we can identify motions corresponding to those in high symmetry.
The mode analogous to the A1 breathing is lowest in frequency, ranging from 3060 to 3090
for species ONE through ELEVEN. The former E stretching combinations, which split into
in-phase and out-of-phase modes in the low symmetry environment, appear in ranges
3130–3180 and 3060–3090 respectively. There seems to be no pattern in these values
indicating whether the methyl group can participate in CH . . . X interaction.

CCC bend: For THREE and EIGHT, for which no H bonding is recognizable and a
repulsive NCI zone lies between the C=O and OH oxygens, the C-C=C bending modes have
the lowest a frequency, 178. For other systems the C-C=C bend is our rough surrogate for
hydrogen bond stretching. The highest bending mode frequencies are found for ELEVEN
(242), SEVEN (247), TWO (246) and ONE (242). These have NH . . . O=, CH . . . NH2,
OH . . . O=, and weakened NH . . . O= interactions respectively. Mixing with the methyl
internal rotation sometimes makes the isolation of the CCC bend difficult; strong coupling
is evident for SEVEN and other species with CH . . . X interaction.

Coupling of local modes within canonical normal modes complicates the interpre-
tation of hydrogen bonding by inspection of vibrations. For example, the C=O and C=C
stretching modes are strongly coupled in FOUR, but are weakly coupled in NINE and TEN.
Furthermore, the COH bend is often strongly coupled to the CO stretch. as well. We expect
that extraction of local modes from the canonical normal modes will simplify the discussion
of H bonding and vibrations. This is accomplished by the Local Mode Analysis [41,42].

2.6. Local Mode Analysis

The Local Mode Analysis allowed identification of force constants for several diatomic
stretching motions for all species ONE through ELEVEN. These included the two C=O
stretches for ONE (Table 4) and the single C=O stretches for TWO through ELEVEN
(Table 5). CO and OH stretches were also defined for TWO through ELEVEN. The three
methyl CH stretches and the two NH stretches were chosen for all species. For systems
which can plausibly be assigned hydrogen bonding structures, the X . . . HY stretches were
included in the analysis.

Table 4. For species ONE, local force constants (millidynes/Å) and associated frequencies (cm−1).

Species C=O C=O′ NH NH′ C-H C-H′ C-H” H . . . O

ONE 11.7
1700

11.7
1699

7.4
3654

7.0
3564

5.5
3181

5.3
3116

5.3
3112

0.161
537
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Table 5. For species TWO–ELEVEN, local force constants (millidynes/Å) and associated frequen-
cies (cm−1).

Species C=O C-O NH NH′ C-H C-H′ C-H” O-H X . . . Y 1

TWO 9.7
1552

6.5
1273

7.4
3651

7.0
3670

5.5
3169

5.4
3130

5.4
3130

4.3
2801

0.323
760

THREE 11.7
1701

6.2
1237

7.3
3641

7.3
3630

5.5
3174

5.3
3103

5.3
3103

8.2
3829 NCI

FOUR 11.4
1678

5.6
1177

7.6
3666

7.6
3661

5.5
3178

5.3
3099

5.3
3099

8.3
3848

0.150
764

FIVE 11.8
1708

6.0
1214

7.1
3578

7.0
3560

5.5
3176

5.4
3129

5.4
3127

6.7
3475

0.201
712

SIX 11.3
1671

5.8
1202

7.4
3657

7.4
3644

5.6
3186

5.3
3100

5.3
3100

8.2
3836

0.142
732

SEVEN 11.6
1694

5.8
1195

7.2
3616

7.3
3631

5.6
3191

5.3
3098

5.3
3098

8.2
3844

0.109
612

EIGHT 11.6
1694

5.8
1253

7.0
3557

7.2
3610

5.5
3176

5.3
3113

5.3
3113

8.0
3757 NCI

NINE 11.2
1666

6.0
1219

7.0
3553

7.2
3606

5.5
3172

5.4
3127

5.4
3127

8.0
3789

0.093
711

TEN 11.2
1664

5.8
1197

6.8
3511

6.8
3598

5.2
3176

5.0
3022

5.2
2995

7.8
3728

0.115
688

ELEVEN 9.9
1566

6.0
1219

7.2
3594

5.7
3212

5.2
3176

5.2
3076

5.2
3076

8.1
3806

0.231
804

1 Atoms linked by the hydrogen bond. Local force constants are based on computed values for TWO and ELEVEN,
which provided parameters for a power law fit to BCP densities. Local frequencies are inferred from scaling to
the square root of local force constants.

Local CH stretches span a narrow range of frequencies, ca. 3100 to 3200 cm−1.
There seems to be no great impact on these values even in systems that may have CH . . .
O or CH . . . N interactions.

C=O stretches extend from 1650 to near 1700. The exception is species TWO at 1550,
which has strong =O . . . HO hydrogen bonding. OH stretches which do not participate on
hydrogen bonding have frequencies near 3800 to 3850 (THREE, SEVEN, EIGHT and NINE)
while TWO and FIVE have seriously reduced OH stretching frequencies, in keeping with
their participation in hydrogen bonding.

Species TWO, THREE, and SIX have both local NH force constants above 7.2 and both
local frequencies above 3600. These systems do not involve the NH2 group in H bonding.
ONE and ELEVEN engage one NH bond in hydrogen bonding which is reflected in one
low NH stretching frequency (3564 and 3212). FOUR is a puzzling exception, with near-
identical NH force contants. TEN shows both NH force constants of 6.8 and frequencies
near 3500, and FIVE has its two modes with force constants near 7.1 and frequencies near
3579. EIGHT and NINE have one local mode with low frequency (below 3600) with the
other mode higher than 3600. These values are consistent with an interaction between
substituents OH and NH2 on an unsaturated carbon.

Yannacone et al. [18] established an empirical power law relation between density at a
bond critical point and local force constants, of the form

ln (kHBOND) = A ln(ρBCP) + B, (2)

We fit the computed local force constants for TWO and ELEVEN to this form, finding A
= 0.740 and B = 0.934, and inferred the remaining values reported in Table 4. The sequence of
H bond strength begins with the strongest interactions, found in TWO > ELEVEN > FIVE
which have kLOCAL above 0.200. The central cluster includes ONE, FOUR, and SIX with NH
. . . O=, >NH . . . OH, and CH . . . O= interactions. The weakest interactions (in descending
order) are CH . . . N, CH . . . N, and CH . . . OH. It is interesting to see that the strongest
CH . . . X interaction (with X a carbonyl oxygen) is comparable to NH . . . O interactions.
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3. Discussion

We have described the intramolecular interactions of conformations of acetoacetamide
and isomers of its tautomer 2-oxopropanolamine by accurate ab intio calculations of relative
energies and analysis of their density by AIM and NCI theories. Recasting the vibrational
modes by the Cremer-Kraka local modes analysis allow reliable assignments of relative
strengths of hydrogen bonds XH . . . Y with (X, Y) including (O, O), (O, N), (N, C), and (O, C)
(Figure 8). Rank ordering of bond strength by measures bond order n, electron density ρ
and potential energy density V, and also local force constants k produce an agreed sequence
of bond strengths. In specific, ordering according to a bond energy BE estimate based on
the potential energy density at the bond critical point agrees with ranking based on local
force constants.

  

(a) (b) 

Figure 8. (a) Linear correlation between the local force constants kLOCAL and the Espinosa binding
energy (BE) defined as BE = −V/2 where V is the potential energy density evaluated by QTAIM at
the H bond’s Critical Point. (b) Correlation diagram with a power law fit. The rank order of H bond
strengths agrees with the ordering predicted by kLOCAL and other measures, including the Kraka
bond order n and the density itself at the BCPs. A linear fit is imperfect, but illustrates a strong
relation between variables.

All measures agree that the H bond strength decreases in magnitude in the order
shown in Figure 9, which shows the values of the local force constants for H bonds.
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Figure 9. Local force constants (millidynes/Angstrom) for hydrogen bonds.
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We expect that the analysis can be extended to many molecules of biological impor-
tance and to the description of other kinds of noncovalent interactions.

4. Materials and Methods

We employed extrapolation techniques to arrive at accurate relative energies. The Atoms
in Molecules analysis of the computed density, and its extension to the reduced gradient
description of non-covalent interactions allowed one perspective on the relative strength of
our system’s hydrogen bonds. An alternative view is provided by analysis of the vibrational
spectrum and its canonical (normal) modes. Recovery of local vibrational modes and their
associated frequencies allows more direct discussion properties of the hydrogen bonds.

4.1. Extrapolation Techniques

A well-established method for obtaining highly accurate energies (including energy
differences among conformational isomers) is the extrapolation of energies obtained in a
sequence of more and more flexible basis sets [35]. Such techniques depend on the behavior
of energy values obtained in a sequence of basis sets embracing a series of values of the
angular momentum. The Dunning basis sets of general form cc-pVLZ, with maximum
angular momentum L = 2, 3, 4, . . . are most often used [36,37]. The Hartree-Fock energy
is known to scale exponentially, while the correlation energy follows a L−3 inverse-cubic
scaling for sufficiently large L [38]. Simple schemes based on this behavior are often usefully
accurate. We employ the formulas shown below.

EHF(∞) =
(EHF(L − 2)− EHF(L − 1))2

(EHF(L − 2)− 2EHF(L − 1)− EHF(L))
(3)

ECORR(∞) =

(
L3ECORR(L)− (L − 1)3ECORR(L − 1)

)
(

4L3 − (L − 1)3
) (4)

Here L denotes the maximum angular momentum in the extrapolation, so if we use
cc-pVQZ as the largest basis, EHF(L) and ECORR(L) refer to the energies obtained with that
basis, L − 1 to cc-pVTZ, and L − 2 to cc-pVDZ.

A very recent refinement in the extrapolation of the correlation energy has been
reported by Lesiuk and Jeziorski [39] which employs ECORR for L and L − 1. Defining the
constant a by

a = L4(ECORR(L)− ECORR(L − 1)) (5)

The limit of the correlation energy is

E(∞) = ECORR(L) + a

[
π4

90
−

L

∑
l=1

l−4

]
(6)

We found that the two-point Zeta-extrapolation lowered the final estimate of total
electronic energy by 15 millihartrees. However, the Zeta-extrapolation had only a very
small impact (<0.2 kJ/mol.) on relative energies obtained with the simpler scheme.

We do not employ any correction intended to overcome basis set superposition error,
since it appears that the complete basis set limit of energies is only very slightly altered by
its inclusion [35]. The fact that we are studying intramolecular effects may further discount
its significance.

Extrapolation is also an important part of well-established thermochemical schemes,
which include the CBS series [33,40], the Gn series [41], and more demanding schemes such
as Wn [42,43] and HEAT [44]. These methods include empirical corrections lacking in our
calculations. To complement our extrapolations we performed G4 calculations, finding that
the G4 estimates of relative electronic energies of species in question were in disagreement
with our values by no more than 1–2 kJ/mol.
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4.2. Atoms in Molecules

The atoms in Molecules (AIM) theory of Bader [13,27,45] is constituted of a descrip-
tion of the molecular charge density ρ, its gradient and Hessian, and related quantities
including kinetic and potential energy densities. Extreme values of the density demark
significant regions in the molecular charge distribution. Points with ∇ρ = 0 may be de-
scribed as quantum atoms, bond critical points (BCPs), ring critical points (RCPs) and
cage critical points (CCPs) depending on the sign structure of the set of eigenvalues of
the Hessian matrix of the density at those points. A locus of points with zero density
gradient connecting atom centers through a BCP is termed a bond path. These paths very
often correspond to intuitive ideas of chemical bonds. However serious complications are
often encountered in the chemical interpretation of bond paths and critical points for weak
interactions, as mentioned already [22–28].

The AIM analysis was applied to H bonding from the beginning. Koch and Pope-
lier [46] developed criteria for judging H-bonding in AIM context. They include:

1. Topology: There should appear a bond path between atoms considered to be linked
by a H bond. This path should contain a BCP.

2. Density: At this point the density should have a “reasonable” value, about an order of
magnitude smaller than the values for covalent bonds or ca 0.01 atomic units, with a
range up to 0.035 atomic units. There is a correlation between the BCP density and
intermolecular attraction.

3. Laplacian: ∇2ρ must be positive, with values in an approximate range 0.02 to 0.10
atomic units. This sign suggests a depletion of charge at the BCP, and is characteristic
of an interaction between closed shells [13,21].

4. H atom charge: q(H) involved in a hydrogen bond XH . . . Y should be substantially
smaller than q(H) for H atoms not participating in a H bond but with the same X
atom in XH. Here q(H) is the charge in the basin containing the nuclear attractor for
H atom.

Further criteria include Atomic interpenetration; Destabilization of the H atom; Dimin-
ished atomic polarizability for the H atom; and Decreased volume of the H atom. In this work
we confine our attention to the first four criteria, as has been the practice in most studies of
AIM-based description of intramolecular H bonding in conformational isomers.

The delocalization index δ(A, B), in contrast to many of the parameters of AIM theory,
refers to the two-electron density matrix, and is a measure of electrons shared between two
basins A and B. A perfectly covalent bond would have a value for δ(A, B) near the integer
associated with a Lewis structure, but an ionic component to bonding reduces the value
of δ(A, B) [47,48]. The parameter has been used to discuss the strengths of intermolecular
hydrogen bonds [48].

4.3. Non-Covalent Interactions and the Reduced Density Gradient

The measure s(r) for non-covalent interaction (NCI) was introduced by Johnson et al. [49,50]
The reduced (dimensionless) density gradient s (also called RDG) is defined as

s(r) =
|∇ρ(r)|

2(3π2)
1/3

ρ(r)r4/3
(7)

The RDG has been applied to the description of H-bond strength [51]. A useful
description of the RDG, its graphical characterization, and its interpretation is given by
Contreras-Garcia, et al. [52].

Two NCI graphic realizations are useful. A two-dimensional plot of s vs. the density
(given the sign of the second eigenvalue of the Hessian H) will produce a broad sweep from
one extreme at small density but large s through an extreme and large s and small density
and then to a second extreme of small density and small s. (Figure 6) This is characteristic
of an exponentially-decaying density. Superimposed on this sweep may be spikes in s
extending to values near zero at modest values of density. The high-density (but low s)
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regions near nuclei are far to the right or left of the range of densities shown. The low-
density region is located primarily in Cartesian space close to the density tails for which s
is large. However, s can be small precisely where the density is disturbed by non-covalent
interactions, such as van der Waals/dispersion, electrostatic forces, and hydrogen bonds.
Figure 10 is the plot for TWO, the most stable species, which contains a strong -OH . . .
O= hydrogen bond with its corresponding critical point, and a closed ring marked by a
ring critical point. Two such spikes are shown, at about +0.015 and −0.025 signed density
units. Generally spikes fall into three types: (i) negative values of the signed density
indicative of attractive interactions, such as dipole-dipole or H-bonding, (ii) positive signed
density indicating non-bonding interactions, such as electrostatic or steric repulsion in the
ring/cage, and (iii) values near zero indicating very weak interactions, such as van der
Waals interaction.

Figure 10. Reduced density gradient s vs. the density signed by the second eigenvalue of the Hessian for species ONE. A
positive sign indicates a repulsive non-covalent interaction (often found in the center of a closed ring), and a negative value
denotes attraction (H bonding in this case).

Figure 11 shows the isosurface obtained by mapping data from Figure 10 into three-
dimensional space. The blue region shows an attractive interaction (according to the reduced
density gradient criterion) at the Bond Critical Point along the Path O . . . H. At a Ring Critical
Point a green isosurface encloses a region of repulsive non-covalent interaction.
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Figure 11. The NCI isosurfaces for ONE make evident the repulsive noncovalent interaction at the
RCP interior to the ring (green coded) and the attractive noncovalent interaction at the BCP for the
hydrogen bond (blue).

4.4. Canonical Vibrational Spectra and Local Mode Analysis

Computed vibrational frequencies are generally recovered as eigenvalues of the ma-
trix of second derivatives of the energy with respect to mass-weighted displacement
coordinates, in the formulation developed by Wilson and coworkers [53]. The associated
eigenvectors, normal modes, are generally delocalized. In the study of the strength of
hydrogen bonding discussion is eased by the introduction of local force constants without
reference to atomic masses. A means of recovery of local force constants from vibrational
data was developed by Cremer and coworkers [54]. An overall review is provided by
Kraka, Zou, and Tao [55]. The hydrogen bond, among many other kinds of noncovalent
interaction has been analyzed [56–58].

4.5. Software

Gaussian 09 [59] and 16 [60] produced optimized structures and the extrapolation
sequence of RHF, MP2, and coupled-cluster energies. Atoms-in-Molecules results were
obtained with AIMALL [61]. NCIPLOT was obtained by download from the Contreras-
Garcia group [62] and LMODEA software for the local modes analysis [63] was provided
by the Kraka group.

Supplementary Materials: The following are available online, which includes: Electronic energies
used in extrapolation; Cartesian coordinates of all species; AIM figures with bond paths, line critical
points and associated values of the Laplacian of the electron density.
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