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Rubén Pérez-Jove, Roberto R. Expósito and Juan Touriño

RGen: Data Generator for Benchmarking Big Data Workloads †

Reprinted from: Eng. Proc. 2021, 7, 13, doi:10.3390/engproc2021007013 . . . . . . . . . . . . . . . 49

Ignacio D. Lopez-Miguel

Survey on Preprocessing Techniques for Big Data Projects †

Reprinted from: Eng. Proc. 2021, 7, 14, doi:10.3390/engproc2021007014 . . . . . . . . . . . . . . . 53

Rita Costa, Paulo Veloso Gomes, António Correia, António Marques and Javier Pereira

The Influence of Brain Activity on the Interactive Process through Biofeedback Mechanisms in
Virtual Reality Environments †

Reprinted from: Eng. Proc. 2021, 7, 15, doi:10.3390/engproc2021007015 . . . . . . . . . . . . . . . 57

Alvaro Michelena, Francisco Zayas-Gato, Esteban Jove, and José Luis Calvo-Rolle
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A Bi-Objective Scheduling Problem in a Home Care Business †

Reprinted from: Eng. Proc. 2021, 7, 42, doi:10.3390/engproc2021007042 . . . . . . . . . . . . . . . 167

Manuel Lagos, Jessica Martı́n, Ángel Gómez and Thais Pousada
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Preface to ”The 4th XoveTIC Conference”

The 4th XoveTIC Conference (A Coruña, Spain, 7–8 October 2021), organized by the Research

Center of Information and Communication Technologies (CITIC) of the University of A Coruña

(UDC), is a platform for young pre- and postdoctoral researchers to present short communications

in different research areas, such as big data, artificial intelligence, the Internet of Things, HPC

(High-performance computing), cybersecurity, bioinformatics or natural language processing.

The aim of the conference is to complement and improve the training of young researchers by

providing them with a space for debate and scientific exchange. This fourth edition is intended to

serve as a basis for this event to consolidate over time and acquire international.
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Development Fund- ERDF) is gratefully acknowledged.
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Abstract: This work presents a fully automatic system for the screening of chest X-ray images from
portable devices under the analysis of three different clinical categories: normal, pathological cases
of pulmonary diseases with findings similar to those of COVID-19, and COVID-19 cases. Our
methodology was validated using a dataset retrieved specifically for this study, which was provided
by the Radiology Service of the Complexo Hospitalario Universitario A Coruña (CHUAC). Despite
the poor quality conditions of chest X-ray images acquired by portable devices, satisfactory results
were obtained, demonstrating the robustness and great potential of the proposed system to help
front-line clinicians in the diagnosis and treatment of patients with COVID-19.

Keywords: computer-aided diagnosis; portable chest X-ray imaging; COVID-19; pneumonia;
deep learning

1. Introduction

COVID-19 is a disease caused by a new severe acute respiratory syndrome coron-
avirus 2 (SARS-CoV-2), which was initially identified in Wuhan (capital of the Hubei
province, China) in early December 2019. The World Health Organization (WHO) declared
the COVID-19 outbreak a global pandemic on 11 March 2020. According to the WHO, more
than 187 million cases have been confirmed, including more than 4 million deaths, making
it one of the deadliest pandemics in history. Moreover, this highly infectious disease has
the potential to mutate and infect non-immune populations [1].

According to the American College of Radiology (ACR), portable chest X-ray devices
should be used instead of conventional fixed machinery in order to prevent the spread of the
COVID-19 pathogen, which is considered critical in this pandemic scenario [2]. A portable
X-ray device is a compact equipment that allows the clinician to perform radiological
examinations of the patient in a hospital bed or the emergency room. In this type of
device, the X-ray tube is connected to a flexible arm that extends over the patient, while a
radiographic image recording plate is placed under the patient to facilitate the imaging
process. In this context, chest X-ray images acquired with portable devices are widely used
by clinicians to assess confirmed, suspected, and probable cases of COVID-19 disease from
data collected directly on site, without the necessity of transferring potentially COVID-19-
infected patients to another location, and thus preventing cross-contamination [3]. Despite
its great importance and usefulness in the pandemic, the use of portable equipment implies
a greater challenge for the automatic diagnosis of COVID-19, since the acquired images
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are of a lower quality and a lower level of detail in comparison with the conventional
fixed machinery.

2. Methodology

In this work, we present a fully automatic system for the screening of chest X-ray
images from portable devices under the analysis of 3 different categories [4]: (I) normal, (II)
pathological cases of pulmonary diseases with findings similar to those of COVID-19, and
(III) COVID-19 cases. To analyze the differentiation between these 3 categories and explore
the full potential of the available dataset, the proposed methodology integrates 3 comple-
mentary approaches: (I) normal vs. pathological/COVID-19, (II) normal/pathological vs.
COVID-19, and (III) normal vs. pathological vs. COVID-19. Figure 1 shows representative
examples of portable chest X-ray images related to the presented 3 clinical categories. To
perform the classification process, we used a Densely Connected Convolutional Network
(DenseNet-161) [5] architecture, which was adapted to our issue due to its flexibility and
simplicity and its preceding promising results in other classification tasks [6,7].

(a) (b) (c)

Figure 1. Representative examples of portable chest X-ray images. (a) Portable chest X-ray images
from normal patients. (b) Portable chest X-ray images from pathological patients without COVID-19
but diagnosed with other pleural or pulmonary diseases. (c) Portable chest X-ray images from
patients with COVID-19.

3. Results and Conclusions

The dataset that was used for this research study has been provided by the Radiology
Service of the Complexo Hospitalario Universitario A Coruña (CHUAC). Specifically, this
dataset consists of 1616 portable chest X-ray images divided into 728 normal, 648 patho-
logical, and 240 COVID-19 cases. All the images were inspected by specialist graders in
order to find relevant features representative of pulmonary affectation and, in the case
of the COVID-19 samples, this was corroborated by external RT-PCR tests. Despite the
poor quality of the chest X-ray images that is inherent to the nature of the portable equip-
ment, the presented approaches provided global accuracy values of 79.62%, 90.27%, and
79.86%, respectively. Complementarily, Figure 2 presents the confusion matrices with the
experimental results of all the presented approaches. As we can see, all the results that
were obtained show the robustness of the presented system in the classification of the three
categories of chest X-ray images considered in this work.
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Figure 2. Experimental results of the proposed approaches for the classification of COVID-19 in
portable chest X-ray images. (a) first experiment: analyzing the normal vs. pathological/COVID-19
approach. (b) second experiment: analyzing the normal/pathological vs. COVID-19 approach.
(c) third experiment: analyzing the normal vs. pathological vs. COVID-19 approach.
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Abstract: The Epiretinal Membrane (ERM) is an ocular disease that appears as a fibro-cellular layer
of tissue over the retina, specifically, over the Inner Limiting Membrane (ILM). It causes vision
blurring and distortion, and its presence can be indicative of other ocular pathologies, such as
diabetic macular edema. The ERM diagnosis is usually performed by visually inspecting Optical
Coherence Tomography (OCT) images, a manual process which is tiresome and prone to subjectivity.
In this work, we present a methodology for the automatic segmentation and visualisation of the ERM
in OCT volumes using deep learning. By employing a Densely Connected Convolutional Network,
every pixel in the ILM can be classified into either healthy or pathological. Thus, a segmentation
of the region susceptible to ERM appearance can be produced. This methodology also produces
an intuitive colour map representation of the ERM presence over a visualisation of the eye fundus
created from the OCT volume. In a series of representative experiments conducted to evaluate this
methodology, it achieved a Dice score of 0.826 ± 0.112 and a Jaccard index of 0.714 ± 0.155. The
results that were obtained demonstrate the competitive performance of the proposed methodology
when compared to other works in the state of the art.

Keywords: epiretinal membrane; machine learning; medical diagnostic imaging; optical coherence
tomography

1. Introduction

The Epiretinal Membrane (ERM) is an ocular disease that consists of scar tissue that is
formed over the boundary between the retina and the vitreous body of the eye, an area
known as the Inner Limiting Membrane (ILM). As the ERM appears over the retina, it may
start to contract, exerting a traction and producing puckers or wrinkles over the underlying
tissue. This may cause vision blurring, distortion, and metamorphopsia.

Several authors have approached the automatic detection of the ERM using Optical
Coherence Tomography (OCT) images. In References [1,2], the authors identify the ILM
layer using classical machine learning algorithms and local luminosity patterns; Lo et al. [3]
proposes the use of a Residual Neural Network for the screening of ERM in cross-sectional
OCT images, while, in Sonobe et al. [4], the authors compare the use of classical machine
learning algorithms and deep learning for the detection of ERM, with deep learning
outperforming the classical methods. These works, however, deal only with the screening
of ERM, a simpler problem than its precise segmentation. In this regard, only Baamonde
et al. [5,6] has approached the problem of segmenting the ERM in OCT images, using
classical machine learning methods in this case.
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In this work, we present an automatic methodology for the segmentation of the ERM
in OCT volumes by using deep learning. This methodology consists of three phases,
corresponding to the detection of the region of interest, the segmentation of the ERM via
the classification of window samples of the ILM, and the visualisation and post-processing
of the segmentation map [7]. This process produces a representation of the ERM presence
and absence over the eye fundus in the form of a 2D colour map. This map can be used to
aid clinicians in the detection and posterior removal of the ERM via pars plana vitrectomy.

2. Methodology

The ERM segmentation methodology consists of three steps. In the first one, the ILM
is segmented using active contours [8]. The position of the ILM is modeled as a height
value for every image column, since the retina appears as an irregular horizontal line in
OCT images. The active contour models are allowed to contract downwards until they
converge over the ILM. With the region of interest segmented, the ILM can be sampled
via sliding window. The next step consists of sample classification. A Densely Connected
Convolutional Neural Network [9] is then used to classify each of the 112× 112 pixel sliding
window samples into either healthy or pathological. These classes are then assigned to the
central pixel around which each sliding window was extracted, effectively producing a
segmentation of each OCT scan. This process is illustrated in Figure 1. In the final step, all
the slice segmentations are combined to produce a 2D preliminary segmentation map of
the whole eye fundus. A post-processing step is then applied to this map in order to soften
the boundary of the ERM and eliminate some misclassifications caused by image artifacts.
This post-processed map is then overlaid on a reconstruction of the eye fundus to produce
an intuitive visualisation of the ERM presence over the eye tissue, as illustrated in Figure 2.

Samples
1
1
1
1
0
0
0
0
0
0

...
...

2D OCT Slice ILM Segmentation Window Extraction DenseNet-121 2D Segmentation

Figure 1. The first two steps of the proposed methodology, producing a 2D segmentation of the ERM
in a single OCT slice.

Figure 2. The final steps of the proposed methodology. Slice segmentations are stacked to form a
map. This map is post-processed and overlaid on a reconstruction of the eye fundus.

3. Results and Conclusions

The proposed methodology was evaluated in terms of its ability to correctly segment
the ERM, with preliminary maps achieving a Dice score of 0.800± 0.100 and a Jaccard index
of 0.676 ± 0.141. When applying the post-processing stage, these results were improved
up to 0.826 ± 0.112 and 0.714 ± 0.155. A comparison between the proposed methodology
and the state-of-the-art proposal [6], which only takes into account ERM-positive eyes, can
be found in Table 1. These results show that the proposed system is able to accurately
segment the ERM, even surpassing the current state of the art before the application of the
post-processing stage.
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Table 1. Comparison of Dice and Jaccard indexes of the previous work and the deep learning method
proposed in this work for the segmentation and post-processing stages.

ERM-Positive Eyes Only

Baamonde et al. [6] Our Proposal

Segmentation Post-Processing Segmentation Post-Processing

Dice Mean 0.670 0.780 0.810 0.833
SD ±0.110 ±0.092 ±0.099 ±0.091

Jaccard Mean 0.515 0.649 0.689 0.725
SD ±0.140 ±0.128 ±0.139 ±0.129

Author Contributions: Author Contributions: Conceptualization, J.N., J.d.M., and M.O.; methodol-
ogy, M.G.; software, M.G.; validation, M.G.; formal analysis, M.G.; investigation, M.G.; resources,
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Abstract: Physical activity (PA) performed in group can slow down the decline in motor functions
in people with disabilities. With this objective, Interactive Rehab Orchestra (IRO) was developed.
IRO is an interactive multiplayer musical game that looks for reducing sedentary lifestyles by
promoting PA. The individuals are responsible for playing the melody correctly. To do that, they
must perform a movement when the on-screen avatar reaches a certain area. If the action is not
performed, the melody will stop playing for a certain time interval. IRO is highly configurable,
allowing the controller to be adapted to player skills. The customization of melodies and images is
also possible according to the players’ preferences, which helps to enhance player engagement. In
addition, a configurable color code allows identifying when to perform an action. IRO incorporates
a statistical summary to assess the evolution of the user. In this way, IRO aims at encouraging PA
through music to maintain/improve muscle tone and the subjects’ mobility, quantifying PA intensity,
in relation to motor skills, and promoting PA so that participants can adhere to a specific program
with long-term follow-up.

Keywords: physical activity; functional diversity; multiplayer musical game

1. Introduction

Many people with disabilities and limited motor functions, such as cerebral palsy,
exhibit sedentary behavior (SB), which contributes to reducing motor functions, increasing
body fat, muscle stiffness, and health issues [1]. The World Health Organization guide-
lines [2] recommend the practice of regular PA to reduce health risks. Three factors are
important in PA: duration, frequency, and intensity. By increasing all of them, better
health benefits can be achieved. Exercising in groups endows people with a higher level
of engagement in the activity, allows increasing the PA, and results in an improvement in
physical capabilities [3]. Additionally, the use of music to evoke emotions [4] and obtain
higher levels of engagement and attention to the PA is also important [5].

This paper describes the multiplayer musical game denominated Interactive Rehab
Orchestra (IRO), which aims at reducing SB lifestyles by promoting individual or group PA.
The application is highly configurable and can be adapted to the user’s needs, providing
statistical summaries to therapists for the assessment of the players.

2. Software

IRO (https://github.com/manmermon/IRO, accessed on 22 July 2021) is a cross-
platform software, developed using Java technology (version 1.8) under development but
in a sufficient state so that it can be used by potential users. In this multiplayer musical
game, based on midi files, the player must perform a movement when the avatar reaches
a certain area. Missing actions mute the melody for a while. Therefore, the players are

Eng. Proc. 2021, 7, 3. https://doi.org/10.3390/engproc2021007003 https://www.mdpi.com/journal/engproc
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responsible for the correct sounding of the melody. IRO contains three parts: the video
game itself, the controller or the user interface, and the therapist interface. As players’
motor skills can be very different, IRO does not set any default controller.

2.1. Videogame

During the game, the user must perform a movement when the avatar reaches a
certain area, such that any missing action would mute the melody for a time equal to the
player’s reaction time. In this way, motor capabilities, concentration, and reaction are
worked on.

The game’s screen (Figure 1b) shows a bar with the reached level of action (BRAL)
with 3 areas (recovery level (RL) in green, action level (AL) in red, and intermediate zone
in yellow) plotting the player’s movement, which allows a feedback; therefore, external
instructions are unnecessary. Another element is the action area. When the avatars enter
this area, the player must perform the action for a limited time defined by the configurable
parameter time to reach the action level (TAL). In addition, the action is split in two parts:
AL and time at action target (TAT). If AL is not reached and maintained for TAT time, then
music is muted. The local multiplayer session is implemented to increase fun and player
involvement. The number of players is limited to 4 people, where each player will be
assigned a specific controller, a BRAL, and a different avatar color.

(a)

TAL
t0t1

RT

Action Area

BRAL

(b)

Figure 1. IRO interfaces: (a) therapist interface; (b) video-game scheme.

2.2. Game Controller

IRO allows using a wide range of controllers that can be adapted to players’ mo-
tor skills. To achieve this, we included the Lab-Streaming Layer (LSL) library (https:
//github.com/sccn/labstreaminglayer, accessed on 22 July 2021). This is a cross-platform
library (Windows/Linux/MacOS and 32/64-bit computer architecture) that provides a
unified interface for centralized data collection, synchronization in (near) real-time, and
the ability to register multiple devices at the same time. Thus, LSL is responsible for the
communication between IRO and the controller.

The therapist sets six parameters per player to interact with IRO: stream channel (SC),
AL, TAT, TAL, RL, and recovery time (RT). As any controller can send several data streams
at the same time, you need to select a specific data stream. For example, a gyroscope sends
the angle velocity of the X, Y, Z axes associated with a movement. If you are interested in
torsional motions, the stream to be used would be the one associated with the X axis. Thus,
the SC parameter selects exactly the control source. The AL, TAT, and TAL parameters
set the range of motion to perform, which includes the time TAT to reach the preset AL
level when the avatar enters the action zone, and the time TAL to remain above the level
for IRO to determine that an action has been correctly performed. Finally, RL and RT
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determine the starting value to which the player must return before performing the next
action (which compels subjects to perform complete movements), and the time the therapist
considers enough for the player to recover, before performing the next movement (which
only determines when the next note is displayed on the screen). In this way, the parameters
TAL and RT determine the temporal distance between the musical notes in the game
(Figure 1b).

2.3. Therapist Interface

The therapist interface is oriented to configure the sessions (Figure 1a). Firstly, the
default music session is not set, and therapists can add new midi files. The songs must
be selected so that the players’ preferences can be taken into account, which will improve
their engagement. The background and avatar images can be customized. Similarly, the
color of the active zone can be changed to make it easier for players to identify when to
perform an action. Moreover, the therapist is responsible for selecting and configuring the
control interface.

In addition to these above elements, the therapist can access the statistics of each
player, so that they can analyze the evolution. This is still under development. However,
data logging is already implemented. Fourteen different events associated with each player
are stored in a SQLite database (when an avatar is displayed/disappears on the screen,
when the avatar enters/exits the action zone, when the action starts, and so on), as well
as the score achieved by each player and the data of all the controller channels. With
this information, the therapist can assess the evolution of the users (score, reaction time,
number of errors, average time taken to reach the recovery zone in the controller, and
so on).

3. Conclusions

IRO is a highly configurable game that is independent of any controller hardware,
and that takes into consideration the preferences of the players. This application aims
at encouraging PA by using music to maintain/improve muscle tone and mobility. It
also allows quantifying PA levels in relation to motor skills and promoting PA so that
participants can adhere to a specific program with long-term follow-up.

Author Contributions: M.M.-M. developed IRO following the advice of the other authors. All
authors have contributed equally in conducting the research and writing the paper. All authors have
read and agreed to the published version of the manuscript.
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Abstract: This paper describes several computer access methods tested by Eva, a woman with
choreoathetosic cerebral palsy. This disease prevents her from controlling the peripherals and config-
urations that normally give access to information and communication technologies, further limiting
her independence. To make Eva access a computer, we focused our efforts on the methodologies
that Eva could control by just moving her neck and head. These sensors were: Kinect, inertial
measurement units (IMU), and video. Kinect, composed of a system of cameras and sensors, gives
the option to interact and control the devices contactlessly. The IMU is a device consisting of an
accelerometer and a gyroscope that measure velocity, orientation, and gravitational forces. For live
image processing, a common webcam was used. During the development of the experiment, Eva
must follow a sequence shown on the computer screen that alternates movement of the head with
rest. These movements involved moving the head up, down, right, or left. Our results showed that
the Kinect system could not be used effectively, while the image-processing algorithm obtained the
best performance.

Keywords: cerebral palsy; choreoathetosis; accessibility; IMU; Kinect; image processing

1. Introduction

Cerebral palsy is a non-degenerative and permanent neurodevelopmental disorder
that affects one in 500 people [1] (https://www.overleaf.com/project/6150b68910a2214a7
92fc158 (accessed on 23 September 2021)). It is caused by a neurological injury that occurs
during the development of the fetus, childbirth, or in early childhood [1], which can be
due to varied causes [2]. In boys and girls, it is the most frequent cause of disability [3],
and the degree differs widely in each person [4], depending on the intensity, location,
and duration of the injury [3]. Among the different types of cerebral palsy, we focused
on the choreoathetosic, which happens when chorea and athetosis occur simultaneously.
Chorea is characterized by involuntary, irregular, brief, repetitive, and somewhat rapid
movements, while athetosis is a continuous flow of slow, twisting, and sinuous involuntary
movements that alternate with parts of the body that remain rigid. When given together,
the person has a mixture of twisting movements at a variable speed. Normally, subjects
have slow movements in the head, neck, and extremities due to athetosis combined with
large shaking in the arms and hands by the chorea. They together alter all the activity,
capacity, and posture of the person with these uncontrolled movements.

In the literature, we found several research articles devoted to the design of devices
for pointer control [5,6] using techniques based on movement detection sensors or soft-
ware interfaces for a traditional mouse that are capable of filtering or isolating voluntary
movements from the involuntary ones [7].
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This work aims to help Eva access the computer autonomously. Eva has little control
over her limbs, due to the spastic movements. These characteristics make it difficult for
her to use adapted peripherals. With great effort, she has some control over her neck and
head. Therefore, we exploited this to detect her instructions via head movements using
three different sensors: Kinect, IMU, and video.

2. Materials and Methods

Due to the limited length of this communication, we have only focused here on
describing the methods and results associated with the image-processing technique. Those
based on Kinect and IMU will be presented at the conference.

The image-processing method is based on detecting the head position in the image
captured by the webcam using the Viola–Jones algorithm [8]. This algorithm is based on
dividing the image in small patches to which a set of cascade classifiers determines if they
contain facial features, and, eventually, a face. This allows for fast face-tracking with high
detection rates that provides us with face coordinates.

We have developed a user graphic interface (GUI) which allows us to test each of the
devices under study and to guide the user throughout the experiment, providing them
with stimuli or hints for the actions that they need to complete, in the form of arrows.

The experiment consists of a series of movements that the subject must reproduce
from the initial position. The directions are right, left, up and down. They complete
10 repetitions per movement, in a random order. The time duration of each arrow is 6 s
with another 6 s allocated for the user to move back to the origin. The idle time can seem
relatively long, but it was found to be needed by Eva during the initial tests.

Two women have taken part in the experiment: S1 without any disability and Eva
(whose characteristics have been aforementioned). All of them are adults (27 and 48 years
of age) and with higher-education degrees. Before the experiment, they were thoroughly
informed of the details and provided their consent.

3. Results and Discussion

The position (x, y) of the center of the frame returned by the Viola–Jones algorithm for
each movement was stored for both subjects. Then, their distinguish ability was studied by
extracting the average and standard error in both x and y directions. Figure 1 shows the
results obtained by this method, in which each ellipse corresponds to the area containing
98% of the positions associated with the four movements plus the resting period. The
figure contains the data of one session with both subjects.
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Figure 1. Representation of the results obtained by image processing of the x and y axes of the facial
center. On the (left), results from S1, while on the (right) the data that corresponds to Eva.

As can be observed, for S1, the four movements plus the resting state are perfectly
identifiable and separable. For Eva, those states overlap more, which implies greater
difficulty in their identification. Nevertheless, there are some states that, without any
further processing, could be identified (e.g., the movement to the left).
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Looking at the results, the use of four movements seems not to be appropriate for Eva.
A better option should only include a subset of movements. For example, movement to the
left was easier for Eva, but at least three states (left, down, and rest) could be differentiated.
With these detection possibilities, Eva could access most adapted software applications
that use the scanning of their elements. Two gestures in the proposed technique (rest and
left), will be enough to send a selection command to accept highlighted element during
the scanning.

The Kinect detection system did not achieve the expected results. We believe that
the main problem lies in the software driver that links the Kinect to the library used to
synchronize the data.

The results obtained with the accelerometer for Eva were unclear. The movement she
performed was not unequivocally identified and could not be improved after applying
the Kalman filter. Despite other studies having obtained good results with this filter [9],
we believe that the strong involuntary movements that Eva has makes this approach not
work properly.

The processing of images obtained by the webcam seems to be the most feasible
method, since some head gestures could be identified without any additional processing.

4. Conclusions

Among the systems used, we found that the system based on image processing gave
better results since it had a higher probability in identifying some head movements. In
addition, this system has several advantages with respect to the use of sensor type IMU
or any that requires the placement of a device on the user [10]. Another clear advantage
is that most people are familiar with webcams, which makes it easier for the caregiver to
connect the system properly and easily.
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Abstract: COVID-19 is characterized by its impact on the respiratory system and, during the global
outbreak of 2020, specific protocols had to be designed to contain its spread within hospitals. This
required the use of portable X-ray devices that allow for a greater flexibility in terms of their ar-
rangement in rooms not specifically designed for such purpose. However, their poor image quality,
together with the subjectivity of the expert, can hinder the diagnosis process. Therefore, the use of
automatic methodologies is advised. Even so, their development is challenging due to the scarcity
of available samples. For this reason, we present a COVID-19-specific methodology able to seg-
ment these portable chest radiographs with a reduced number of samples via multiple transfer
learning phases. This allows us to extract knowledge from two related fields and obtain a robust
methodology with limited data from the target domain. Our proposal aims to help both experts and
other computer-aided diagnosis systems to focus their attention on the region of interest, ignoring
unrelated information.

Keywords: CAD system; radiography; X-ray; lung segmentation; COVID-19; transfer learning

1. Introduction

In 2020, a new variant of coronavirus spread around the world, known as SARS-
CoV-2. This variant, which causes the COVID-19 pathology, is known to cause a viral
pneumonia and severe acute respiratory syndrome as its main symptoms. Due to the
aerosol transmission capabilities of the virus and the possibility of contagion through
surfaces, specific protocols and independent circuits were designed in the health services in
order to avoid cross-contamination between hospital personnel and patients. Chest X-rays
and computerized tomography scans are mainly used to diagnose this pathology in order
to determine the degree of the affliction of the patients, which allows us to see the state of
the lungs in a non-invasive way. However, this medical imaging equipment is usually set
up in rooms specifically designed for them, with certain safety measures. For this reason,
to prevent said cross-contamination, the use of portable X-ray devices that can be used in
these alternative circuits is recommended. On the other hand, these devices only allow
a limited range of planes from which images of the patient can be extracted. Moreover,
due to their nature, the images tend to be of lesser quality. These two factors, together
with the emergency situation and the inherent subjectivity of a human expert, can result
in challenges in making a quick, correct and repeatable diagnosis for further monitoring
of the afflicted. It is precisely for this reason that the use of computer-based diagnostic
support systems to assist in the task is necessary.

The main problem that emerged in the development of these methodologies derives
from the scarcity of available samples due to the exceptionality of the scenario as well as
the target domain. For this reason, methodologies were developed based on the prominent
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classical lung radiographs from fixed devices [1,2]. Even so, the results from these automatic
methodologies were not as accurate as would be desired, as they were unprepared to work
with these portable devices. This way, there were attempts to develop both methodologies
trained with a reduced dataset with networks robust to this data scarcity [3], methodologies
that proposed generating synthetic samples from zero to train more powerful networks
weak to this data scarcity [4] and, like in the work proposed here, methodologies that
aim to assist both clinicians and other computer-aided diagnosis systems by reducing
the presence of extraneous elements [5]: a robust lung segmentation strategy for chest
radiographs from portable devices.

2. Materials and Methods

For the development of our proposal we employed three different domains repre-
sented in Figure 1. Using as baseline brain magnetic resonance images for glioma seg-
mentation, we took advantage of a pretrained U-Net model from the work of Buda [6].
These pathological bodies (and also natural structures present in the image) show similar
gradient and texture patterns as lung regions afflicted by different respiratory tract diseases.
The second domain consists in chest radiographs that were obtained with classical X-ray
devices [7,8] to further approximate the deep features of the network to the target images
from portable devices (introducing it to the patterns of the target organ and pathology).
Finally, the third (and target) domain is composed of images that were captured during
live clinical practice from a local hospital during the COVID-19 pandemic (the Universitary
Hospital Complex of A Coruña or CHUAC, by its acronym in Spanish) with portable chest
X-ray devices. To ensure that the system would be able to properly perform in a real clinical
scenario in even the most borderline cases, both chest radiography datasets include both
COVID-19 and healthy patients, but also a third class of pathological lung radiographs
with a similar profile as patients with COVID-19 (but not being actually afflicted by it).
These scenarios mainly include similar cases of viral and bacterial pneumonia that leave a
very similar trace in the chest radiographs.

MRI Glioma Segmentation General lung segmentation Portable device lung segmentation

Figure 1. Representation in order of the three domains from which we will perform the knowledge transfer.

This way, we first adapt the classification layer of the U-Net pretrained with glioma
images dataset and resume the training with the general lung radiographs. This allows the
network to learn to segment these radiographs in a reduced number of epochs. Afterwards,
we further refine the classification of this model by resuming the training, but now with
images from our dataset composed by chest radiographs from portable devices.

3. Results and Discussion

The results attained in both transfer learning stages can be seen in Table 1. In both
cases, the results are shown with the same independent dataset with images that were
extracted by means of portable X-ray devices. As we can see, the results that were obtained
by the system are satisfactory with all the studied metrics. However, we see two metrics
that clearly stand out from the rest after the second phase of transfer learning: the Dice
and the sensitivity that improve by 0.0688 and 0.0804 on average in the three classes,
respectively. These metrics indicate that, while in both cases the system was able to obtain
an approximate segmentation to the lung region, after the second phase of knowledge
transfer these segmentations are more adjusted to the regions of interest established by the
experts (even despite the aforementioned deterioration in image quality and limitations).
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For this reason, we can see that, in fact, we have obtained a more robust system compared
to those trained only with classical lung radiographs thanks to the progressive adaptation
of the latent features of the network, and only needing a reduced number of samples.

Table 1. Test results from the inter domain (a) and inter device type (b) knowledge transfer phases.

(a)

COVID-19 Normal Pathological

Accuracy 0.9570 ± 0.0293 0.9555 ± 0.0439 0.9476 ± 0.0294
Sensitivity 0.8729 ± 0.0745 0.8576 ± 0.0973 0.8536 ± 0.0608
Specificity 0.9844 ± 0.0230 0.9864 ± 0.0197 0.9754 ± 0.0286

Dice 0.8936 ± 0.0698 0.8854 ± 0.0731 0.8536 ± 0.0928
(b)

COVID-19 Normal Pathological

Accuracy 0.9761 ± 0.0100 0.9801 ± 0.0104 0.9769 ± 0.0111
Sensitivity 0.9444 ± 0.0443 0.9470 ± 0.0373 0.9340 ± 0.0525
Specificity 0.9867 ± 0.0108 0.9906 ± 0.0059 0.9891 ± 0.0077

Dice 0.9447 ± 0.0241 0.9528 ± 0.0161 0.9414 ± 0.0322
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Abstract: The global pandemic of COVID-19 raises the importance of having fast and reliable
methods to perform an early detection and to visualize the evolution of the disease in every patient,
which can be assessed with chest X-ray imaging. Moreover, in order to reduce the risk of cross
contamination, radiologists are asked to prioritize the use of portable chest X-ray devices that provide
a lower quality and lower level of detail in comparison with the fixed machinery. In this context,
computer-aided diagnosis systems are very useful. During the last years, for the case of medical
imaging, they are widely developed using deep learning strategies. However, there is a lack of
sufficient representative datasets of the COVID-19 affectation, which are critical for supervised
learning when training deep models. In this work, we propose a fully automatic method to artificially
increase the size of an original portable chest X-ray imaging dataset that was specifically designed for
the COVID-19 diagnosis, which can be developed in a non-supervised manner and without requiring
paired data. The results demonstrate that the method is able to perform a reliable screening despite
all the problems associated with images provided by portable devices, providing an overall accuracy
of 92.50%.
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1. Introduction

COVID-19, declared as a global pandemic by the World Health Organization (WHO)
in March 2020, mainly affects the respiratory tissues [1]. Chest X-ray imaging plays an
important role in supporting the screening and early detection of the disease. In this
context, radiologists are asked to prioritize the use of portable chest X-ray devices that are
important to reduce the risk of cross contamination [2]. However, these devices provide
a lower quality and a lower level of detail in comparison with fixed machinery [3]. In
this critical scenario, computer-aided diagnosis (CAD) systems can be very useful for
clinical practice. During recent years, in the scope of biomedical imaging, these diagnostic
systems were usually developed using computer vision techniques as well as machine
learning techniques and, specifically, deep learning strategies, which have increased their
importance. However, in the context of supervised learning, deep learning models require
a great amount of labeled data to be trained.

Regarding medical imaging, data scarcity is an aspect to take into account as, in many
occasions, it critically affects the amount of labeled data. One of the ways to overcome data
scarcity is to generate synthetic images with several network architectures, as is the case of
many variants of Generative Adversarial Networks (GANs) [4]. One example of this kind
of GAN model is the CycleGAN, a model that is able to translate images from a certain
scenario to another different scenario.
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In this work, due to the low availability of samples that show COVID-19 affectation,
we present novel approaches to artificially increase the size of a portable chest X-ray image
dataset to diagnose COVID-19, combining three different and complementary CycleGAN
architectures to perform an oversampling using a non-supervised strategy that can be
performed without paired data.

2. Methodology

Thus, the presented methodology is divided in 2 different parts. The first part performs
the synthetic image generation. The second part uses the novel set of generated images in
order to augment the dimensionality of the original dataset, which is proven in a COVID-19
screening scenario.

2.1. Approaches for Data Augmentation

In order to increase the size of the original chest X-ray dataset, we considered 3 dif-
ferent complementary scenarios, which correspond to all the possible combinations given
the classes of the dataset. For the first scenario, normal vs. pathological, normal samples
are translated to their pathological representation and vice versa. For the second scenario,
normal vs. COVID-19, normal samples are converted to their hypothetical representation
showing COVID-19 affectation and vice versa, and for the third scenario, pathological vs.
COVID-19, we perform the same task as in the previous cases but to convert pathological
samples to COVID-19 and vice versa. It is important to remark that all the images from the
original dataset are used to train the CycleGAN model [5].

2.2. Approaches for Screening Tasks

For this second stage, we assess the degree of separability among the generated images
and the suitability of the novel set of generated synthetic images, with the oversampled
dataset. We used a Dense Convolutional Network Architecture (DenseNet) [6] model,
pretrained on the ImageNet dataset, with the same training details as stated in [7,8] due to
their suitability to this particular problem.

3. Results and Conclusions

The chest X-ray image dataset was provided by the Radiology Service of the Complexo
Hospitalario Universitario de A Coruña (CHUAC) and is composed of 600 patients that
were divided into 3 different classes [9], having 200 normal cases (i.e., from patients
without evidence of pulmonary pathologies), 200 pathological cases (i.e., from patients
with pulmonary pathologies other than COVID-19) and 200 COVID-19 genuine cases.

In order to demonstrate the separability and the suitability of the generated synthetic
images, we conducted 4 different experiments, where the first 3 correspond to the separabil-
ity among the generated images and the fourth experiment corresponds to the suitability of
the novel set of generated images, evaluating the screening using the oversampled dataset.
The first 3 experiments demonstrate that there is a proper separability among generated
images for the 3 possible scenarios. For the fourth experiment, the model obtained a global
accuracy of 0.9250 for the test. Additionally, Figure 1 shows the performance of the model
for the test set for all the 4 experiments, obtaining remarkable correct classification ratios in
every case.
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(a) (b)

(c) (d)
Figure 1. Confusion matrices for the four conducted experiments. (a) 1st experiment (Healthy vs.
Pathological); (b) 2nd experiment (Healthy vs. COVID-19); (c) 3rd experiment (Pathological vs.
COVID-19); (d) 4th experiment (Healthy and Pathological vs. COVID-19).
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Abstract: People with autism spectrum disorder (ASD) have great difficulties in social interaction
and in the management of personal and other people’s emotions. This work aimed at developing
an intelligent bracelet, capable of inferring the children’s emotional state, transmitting it to others,
and, above all, informing the patients themselves so that they can learn to recognise, control, and
work with, as well as to improve their self-knowledge and their relationship with their environment.
Electrodermal activity (EDA) and photoplethysmography (PPG) are useful in combined psychophys-
iological and medical studies to determine the mood of patients. Due to COVID-19, no experiments
with subjects could be carried out, although the modules were validated, and a public database was
used to test the system’s application. The results concluded that, in general, when an individual is
altered or becomes nervous, either positively or negatively (also known as valence) to a stimulus,
their heart rate and sweating increase. This is the kind of relationship between physiological signals
and external stimuli that the design of these circuits was intended to confirm. Finally, with the
indicators of nervous system activity and knowing the behaviour of skin conductance in response to
each basic emotion, it can be determined whether the subject is in a situation of pleasure or frustration
in response to each reaction.

Keywords: autism; ASD; PPG; EDA; IoT; wearable; low cost

1. Introduction

Nowadays, there are some devices available in the market focused on the processing of
biomedical signals in relation to the emotions of individuals, but they are neither numerous
nor affordable to all. Focusing on those applied to autism, again, we find that those
that exist are not accessible. The cost ranges from EUR 300 to EUR 2000. The aim of
this project was to develop a bracelet able to measure electrodermal activity (EDA) and
photoplethysmography (PPG) signals in autistic children but developing an accessible
and affordable device for the public. This type of technology is very useful in helping the
emotional control and development of children on the autistic spectrum. The processing of
their heart rate (HR) and electrodermal activity helps to classify the individual into one of
the basic emotions. This information allows both the subject and their tutors or relatives to
assess this emotional state and to act, respond, and evolve accordingly. In other words, this
device is a tool for the growth, education, and personal development of these individuals.

2. Materials and Methods

The hardware design had an EDA and a PPG module. An Arduino Nano-programmed
using the library BSP [1] at 256 Hz of sampling frequency was used for data acquisition
and sent them via Bluetooth (HC05). The EDA circuit was presented in [2]. The PPG circuit
had a first-order [0.7–28] Hz bandpass filter and a total gain of 100.
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The PCB board developed for the prototype is shown in Figure 1. It was made with
surface-mounting device (SMD) components, with the intention of reducing the size of the
board as much as possible.

Figure 1. The resulting dimensions of the prototype are 2.95 cm wide and 4.73 cm high.

Due to the COVID-19 pandemic, it was not possible to test the prototype on volunteers.
However, the circuits used during this project (EDA and PPG) had previously been tested
in [2,3]; then, we used a database [4] that collected some biological signals— EDA, PPG,
EEG, EMG, BVP, breath rate, etc.—when participants were playing the Pacman game, to
test the algorithms to apply. This version of the game was designed to introduce the loss
of control (LOC) states and measure physiological reactions in volunteers. The controls
were reduced to two buttons for the index fingers of both hands. The left one rotated the
game avatar clockwise by 90 degrees, and the right one rotated it dual clockwise. The
experimental design consisted of introducing the LOC into the game in two-minute blocks,
interspersed with unmodified blocks of the same duration. In total, each session lasted
30 min. The blocks with LOC were distributed evenly throughout the experiment, building
a series from sequences of three blocks; one LOC and two normal blocks. Modifications
to induce LOC consisted of randomly ignoring 15% of the actions typed by the subject
and occasionally freezing the screen to produce a delay in the image. After each block, the
subjects rated their mental state in terms of valence (pleasure), arousal, and dominance
(subjective feelings of control) on a scale presented with the Software Asset Management
(SAM) assessment test [5].

Data Processing

The PPG signal was processed in 3 steps: firstly, we calculated the derivative of the
signal, then a bandpass filter was applied, and finally, the Wavelet transform. This algo-
rithm calculates the time difference between two consecutive RR segments and determines
the individual’s cardiac variability (HRV) [6]. PPG and electrocardiography (ECG) are
signals that could be considered redundant, as we were interested in analysing the heart
rate and its variability. The derivative was performed to resemble the PPG signal to the
ECG and process it with one of the algorithms commonly used to analyse these types of
signals, such as the Wavelet. The bandpass filter has a cutoff frequency of 1 Hz and 40 Hz.
It does not allow frequencies lower than 1 Hz or higher than 40 Hz.

For the processing of the EDA signal, the variables extracted with Ledalab [7], an
open source EDA signal processing package for MATLAB, were used. For the Ledalab
processing, software-understandable events were manually added every 10 s to evaluate
the EDA signal in 10 s windows within each block. The continuous decomposition analysis
(CDA) method was applied, which aimed to recover the underlying signal characteristics
of the sudomotor nerve.

3. Results and Discussions

As an example of the results of the statistical processing of the PPG, some of the data
obtained for the individual s4 is shown below. The discrete analysis recording of the EDA
signal for subject s0 shows that during the course of the entire video game, he underwent
four steps of increase in skin conductance. This was consistent over time with the blocks of
frustration and with the peak values of phasic activity, as can be seen in Figure 2.
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Figure 2. Left graph: HR of s4 during the whole experiment divided by blocks. The blocks where frustration was introduced
had an F added at the end of the name. Middle graph: HR of s4 grouped by blocks with and without induced frustration.
Right graph: EDA signal for S0 (upper graph), and the phasic activity (bottom graph).

4. Conclusions

The developed device allows the PPG and EDA of individuals to be measured cor-
rectly. It has been determined that, when an individual becomes upset or nervous, either
positively or negatively to a stimulus, their heart rate and sweating increase. This is the
relationship between these signals and external stimuli that this project was intended to
confirm. In addition, with the indicators of autonomic nervous system (ANS) activity
(acquired from the analysis of cardiac variability obtained through the PPG recording) and
knowing the behaviour of skin conductivity in response to each stimulus, it is possible to
determine whether the subject is in a situation of pleasure or frustration in response to each
observed reaction.
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Abstract: The correct diagnosis of high blood pressure is important to avoid cardiovascular diseases.
In this work, we propose a low-cost noninvasive blood-pressure measurement unit composed of a
photoplethysmograph and an electrocardiograph. It is based on pulse transit time measurement,
thus performing nonocclusive measurement. To test the effectiveness of this parameter, a total of five
subjects were measured, verifying their effectiveness at all times.

Keywords: blood pressure; PTT; pulse transit time; PPG; ECG

1. Introduction

Cardiovascular diseases are a group of disorders related to the circulatory system that
may affect the heart. According to the World Health Organisation World Health Organisa-
tion (WHO), 17.9 million people die from cardiopathy, with high blood pressure (BP) being
one of the major risk factors for cardiovascular disease [1]. The periodic measurement of
the BP is recommended. Some methods for it have the disadvantage of being occlusive,
which may cause discomfort to patients, apart from requiring health personnel. In recent
years, a method of BP measurement based on the pulse wave velocity (PWV) concept has
been investigated, which has the great advantage of being nonocclusive.

PWV is defined as the velocity of pressure pulses as they propagate along the arterial
tree. Any variation in the biomechanical properties of the aorta induces changes in pulse
propagation velocity; see [2] for further details. In general, different proposals are based on
the following simplification: given an arterial segment of length D, the PWV is defined
as quotient of D divided by pulse transit time (PTT) PWV = D/PTT, where PTT isthe
time of flight of the pressure wave. More exactly, PTT corresponds to the difference
between the arrival times of the pressure pulse at the distal end and the proximity of the
heart PTT = PATd − PATp (see Figure 1). The wave peak R of the electrocardiography
(ECG) offers information about when heart contraction starts. Thus, it represents to some
extent PATp time, while the systolic peak of the photoplethysmography (PPG) indicates
the distal PATd.
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Figure 1. ECG (blue), PPG (orangle), and VPG (purple). Signal amplitudes were normalized.

2. Materials and Methods

With the aim of quantifying the PTT, an Arduino shield called Galicia was developed.
It contains an ECG and a PPG. An Arduino Uno, programmed using library BSP [3] at
256 Hz of sampling frequency, has only been used for data acquisition. The ECG circuit was
presented in [4], with electrodes placed following the Einthoven lead II schema. The PPG
is formed by an TCRT100, a high-pass filter with a cut-off frequency of 0.7 Hz, a low pass
filter of 28.2 Hz, and a total gain of 100. In order to make the design portable, an external
battery was added along with an expansion port for a Bluetooth connection through the
HC05 module. Between the R peak of the ECG signal and the systolic peak of the PPG
signal, there is a delay of the order of hundreds of milliseconds that remains constant
throughout the measurement. This delay obeys the response time between the electrical
activation of the myocardium and the mechanical ejection of the ventricular blood towards
the aorta. In the ECG signal, the R peak is the most commonly used critical point, whereas
for the PPG, there is no defined convention for this point. In this case, the maximum of
the first derivative of the PPG signal, the so-called velocity of PPG (VPG), was chosen; this
point is also known as D1. The Pan–Tompkins algorithm [5] is used for the detection of the
R and D1 points in offline processing.

The principal aim of the development of this study was to use the concept of PTT
to estimate arterial BP, finding out the relationship among systolic pressure (SP), arm
length, and PTT. In addition, the effect of physical exercise on BP reduction was analyzed
to process ECG and PPG data taken from a total of five people (3 men and 2 women) with
an age range of 22 to 34 years. Only one participant, S2, had been subjected to a 2.5 min of
soft exercise before the corresponding measurements were taken, to verify that there was a
decrease in BP [6].

The method is similar for both situations and comprises the following steps: (1) mea-
surement of diastolic and SP before of the experiment using a sphygmomanometer; (2) arm-
length measurement; (3) ECG and PPG data recorded for 2.5 min, and (4) measurement of
diastolic and SP. During Step (3), all volunteers were at rest except in the physical condition,
in which one volunteer was pedalling.

3. Results and Discussions

The following relationships were analysed: SP, arm length, and PTT. First, a higher
PTT value is related to a higher BP, as Table 1 shows, where the participant with less arterial
pressure was the one who had less PTT. The relationship between PTT and the ratio of SP to
arm length (SPAL) was then analyzed. The definition of PTT shows that the lower the value
of such a ratio is, the lower the PTT (SPAL in Table 1), with the exception of participant S2,
who did not fulfil this condition. Therefore, the existence of a relationship between PTT
and systolic pressure was demonstrated. According to the consulted bibliography, this
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relationship can be very useful in the detection of patients in a sleep unit since it provides
relevant information about refractory hypertension [7].

Lastly, for participant S2 who was performing physical exercise for 2 min 30 s, blood
pressure obtained prior and after working out was compared. PTT decreased when
the subject underwent physical activity, which agreed with some published studies [8].
Although obtained results were conclusive with the consulted bibliography, they were not
statistically significant since the tests were performed only on five people.

Table 1. BP, heart rate (HR), arm length, PTT and SPAL per participant.

ID
BP-Pre

(mmHg)
HR-Pre
(bpm)

BP-Post
(mmHg)

HR-Post
(bpm)

Arm Length
(m)

PTT
(ms)

SPAL
(mmHg/m)

1 100/67 91 101/70 83 0.700 251 143

2 123/74 67 110/65 61 0.855 301 144

3 125/81 83 120/82 83 0.830 262 151

4 145/72 86 119/73 61 0.835 305 174

5 121/77 58 113/76 58 0.730 298 165
2e 112/75 75 103 /65 64 0.855 266 131

Two devices based on this technology are currently on the market: the ASUS VivoWatch
BP and the RT1025 Cardioid PAD. Both integrate ECG and PPG sensors with a cost of
EUR 139 and EUR 75.75, respectively. The price of these devices is far from the one designed
for this work, which costs EUR 25.

4. Conclusions

In this work, we used the concept of PTT for the measurement of BP using
electrocardiographic and photoplethysmographic signals. The relationship among con-
cepts such as PTT, SP or PTT, and physical exercise were tested. In summary, the designed
hardware device, PCB GALICIA, fulfilled the initial objective, being useful for analyzing
PPG and ECG signals.
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Abstract: Phytoplankton blooming can compromise the quality of the water and its safety due to the
negative effects of the toxins that some species produce. Therefore, the continuous monitoring of
water sources is typically required. This task is commonly and routinely performed by specialists
manually, which represents a major limitation in the quality and quantity of these studies. We present
an accurate methodology to automate this task using multi-specimen images of phytoplankton which
are acquired by regular microscopes. The presented fully automatic pipeline is capable of detecting
and segmenting individual specimens using classic computer vision algorithms. Furthermore, the
method can fuse sparse specimens and colonies when needed. Moreover, the system can differentiate
genuine phytoplankton from other similar non-phytoplanktonic objects like zooplankton and detritus.
These genuine phytoplankton specimens can also be classified in a target set of species, with special
focus on the toxin-producing ones. The experiments demonstrate satisfactory and accurate results in
each one of the different steps that compose this pipeline. Thus, this fully automatic system can aid
the specialists in the routine analysis of water sources.

Keywords: microscope images; phytoplankton detection; colony merging; gabor filters; deep features;
bag of visual words

1. Introduction

Phytoplankton has retained scientific attention over the years for various reasons.
It is the basis of the food chain in all aquatic environments, producing oxygen through
photosynthesis and being able to fix carbon. Furthermore, several species produce tox-
ins which can contaminate drinking water sources [1]. Thus, continuous monitoring of
phytoplankton populations is not only a purely scientific activity, it is also a matter of
public health. The monitoring of water sources is done manually by experts, therefore,
automating part of the process is highly desirable. In this work, we present an accurate
method that uses a systematic microscopic imaging approach which can liberate experts
from operating the microscope [2]. The presented system can segment, identify and classify
phytoplankton species, with special focus on the toxin-producing ones [3].

2. Materials and Methods

The presented method is divided into several steps. Firstly, the foreground-background
stage uses an adaptive Gaussian threshold [4] over each of the input image channels to
binarize the image. The results are merged with an OR operator to preserve the highest
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amount of information. Next, to detect every specimen, we employ Suzuki and Abe’s
Algorithm [5]. In this step, we discard any detection smaller than 5 μm2, since, due to
their size, they can not be phytoplankton. Moreover, incomplete specimens cut by the
image borders are discarded. Following this step, we present an algorithm to fuse sparse
specimens and colonies, which do not have evident visual links among their parts. We
employ a Delaunay Triangulation [6] linking neighbouring detections. We prune the graph
according to a colour similarity metric, keeping only the similar neighbours. Finally, the
neighbouring detections are fused if they are still connected after the pruning step. The
output of these first steps are a set of bounding boxes enclosing each specimen.

Once the specimens are segmented we must classify them. Firstly, a step to separate
genuine phytoplankton from non-phytoplanktonic elements is devised. This is due to the
tuning towards recall of the previous steps, as they capture most of the phytoplankton but
they also mistakenly let through some similar specimens. Therefore, the first classification
step separates phytoplankton from other similar objects like zooplankton, mineral particles
or organic detritus. After this, another classification is needed, separating the genuine
phytoplankton specimens into a set of relevant species. In this case the focus is set on two
toxin-producing ones Woronichinia naegeliana and Anabaena spiroides and a harmless but
complex one, Dinobryon sociale. Lastly, this classification will also have an "Others" tag
which includes all the other phytoplankton species.

For these classification steps we test several features. To capture texture information
we use Gabor Filter banks with a Bag of Visual Words (BoVW). Furthermore, colour
information is also gathered using a BoVW, capturing the information of each of the RGB
channels. Finally, we also use Deep Features, extracted from a ResNet50 [7] pretrained
using ImageNet [8]. The different features are tested, masked and unmasked. This means
that, either the features are obtained from the whole bounding box or just from the area of
the specimen, using the segmentation mask. These features are used in combination with
Random Forest (RF) and Support Vector Machines (SVM) as classifiers.

All the experiments were carried out in the same microscopic image dataset. Contrary
to the state of the art, this dataset was captured using fixed focal points and magnification.
This greatly complicates the automated task but frees the specialists from operating the
microscope, as any technician can follow the systematic approach. The first steps, the
segmentation of specimens, are trained on a random subset of 50 images. The rest of the
images are the test set to evaluate the algorithms. The classification steps employ an 80-20%
split on a 10-fold crossvalidation with grid search to determine the best parameters for the
features and classifiers.

The ground truth of the dataset are bounding boxes containing the phytoplankton
specimens, with an associated label identifying the species as marked by an expert.

3. Results and Conclusions

For the specimen detection and merging steps, we obtain a False Negative Rate (FNR)
of 0.4%. We count as positives the cases where bounding boxes enclose at least 50% of the
specimens’ area. Overall this step is satisfactory, missing very few specimens.

In terms of phytoplankton identification, separating it from other spurious elements,
we evaluate it using precision at high levels of recall, like 90% or 95%. In particular, the best
result at 90% of recall is a 84.07%, obtained using an SVM that only uses unmasked Deep
Features, as adding any other feature reported no benefit. In terms of precision at 95% of
recall, the best result is RF with the combination of all unmasked features. Overall, masking
the features showed no improvement in this step, on the contrary. Despite the complexities
due to the heterogeneity of the classes, the first classification step shows accurate results.

Regarding the species classification, the best performance is obtained with masked
features and mixing Deep Features with colour features. In this case, RF performs better
than SVM, obtaining a top result of 87.50% global classification accuracy and a 87.99% of
F1-Score. In terms of particular results for each species, W. naegeliana obtains an accuracy
of 94.53%, A. spiroides 97.66%, D. sociale 94.53% and the others class results in a 88.28% of
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accuracy. This step demonstrates a satisfactory performance despite the complexities of
classifying among species has, like morphological similarities among different species.

Image examples of the results of the classification steps can be seen in Figure 1, which
also represent the bounding boxes that the system detects.

Overall, the performance in each of the different steps has been satisfactory, despite
the particular complexities that each one of them shows, like similarities among different
phytoplankton species or the variations among a single species. Therefore, we can say that
the methodology presented in this work can be of notable help to the trained taxonomists
that usually carry out potability analysis in water sources.

Figure 1. Examples of phytoplankton detection (left) and species classification (right). In the left
image, true positives are represented in green and true negatives in blue. In the right image W.
naegeliana in red, A. spiroides in magenta and D. sociale in green.
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Abstract: Large companies use a lot of resources on workshop operator training and industrial
machinery maintenance since the lack of this practice or its poor implementation increases the cost
and risks of operating and handling sensitive and/or hazardous machinery. Industrial Augmented
Reality (IAR), a major technology in the Industry 4.0 paradigm that may enhance worker performance,
minimize hazards and improve manufacturing processes, could be beneficial in this situation. This
paper presents an IAR solution that allows for visualizing and interacting with the digital twin of
a critical system. Specifically, the augmented digital twin of an industrial cooler was developed.
The proposed IAR system provides a dynamic way to perform operator training with a full-size
model of the actual equipment and to provide step-by-step guidance so that maintenance processes
can be performed more safely and efficiently. The proposed system also allows several users to use
devices at the same time, creating a new type of collaborative interaction by viewing the model in
the same place and state. Performance tests with many simultaneous users have been conducted,
with response latency being measured as the number of connected users grows. Furthermore, the
suggested IAR system has been thoroughly tested in a real-world industrial environment.

Keywords: industrial augmented reality; collaborative augmented reality; mixed reality; Industry
4.0; maintenance; training

1. Introduction

The introduction of new technologies that optimize production processes has in-
creased growth to the point of being considered a fourth industrial revolution. Thus, the
term Industry 4.0 was established to name this new stage in which industry integrates man-
ufacturing processes, information systems and communications technologies. In particular,
Industrial Internet of Things (IIoT) and Industrial Augmented Reality (IAR) are key for the
Industry 4.0 paradigm [1].

In addition, cyber-physical systems enable the interconnection between the real and
virtual worlds. Although it is not a new term [2], digital twins [3] have experienced an
increase in interest in recent years. In the case of the shipbuilding industry, processes are
constantly evolving by introducing new technologies to adapt to Industry 4.0.

The aim of this paper is to demonstrate in a practical scenario the capabilities of
Industry 4.0 for shipbuilding by mixing three key technologies (digital twin, IAR and
IIoT) with the objective of optimizing maintenance, production and operator training
tasks. To this end, an application has been developed for Microsoft Hololens Augmented
Reality glasses [4]. It consists of a digital twin of a cooler and it allows the visualization of
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animations and the interaction with the model in a virtual way. In addition, the application
displays real-time information obtained from sensors embedded in the cooler.

2. Design of the System

The architecture of the designed system is depicted in Figure 1, where the multiple
modules of the system can be distinguished clearly. Both the AR/MR and IoT layers make
use of the Service Layer to communicate with each other. In addition, the Service Layer is
in charge of coordinating all the processes as well as managing the different protocols used
by the heterogeneous devices involved in the system.

IoT Layer

AR Node AR Node AR Node

AR Access point

AR/MR Layer

IoT Service Anchor sharing
service

MQTT API REST API

Control panel DB

Visualization
system

Third party
services

IoT Node IoT Node

Service Layer

IoT Node IoT Node

Figure 1. Diagram of the architecture of the system.

In order to show the capabilities of the proposed system, an application was developed
for Microsoft HoloLens smartglasses. Such an application allows for visualizing the 3D
model of a cooler, as well as to receiving indications on repair and maintenance processes
and operating parameters measured in real time by embedded sensors. The application is
shown in Figure 2, which has been captured by one of the users, who watches in real time
how the other user interacts with the digital twin of the cooler. Thus, both users share the
same collaborative experience.

Figure 2. Expanded view of the parts of the digital twin of the cooler (left) and user performing a
repair procedure on the real cooler, being guided by the developed AR application (right).

3. Experiments

In order to measure the performance of the system, a series of tests were carried out in
a real environment. Taking advantage of the fact that Unity [5] allows the development of
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applications for different environments and operating systems, a mock-up version of the
IAR application was developed to emulate its behavior when running multiple instances
on a computer. Thus, a desktop computer can perform operations as if it were multiple
users using the IAR application. In this way, the network load can be simulated in a realistic
scenario without needing to purchase multiple pairs of HoloLens smart glasses.

The performed test cases were carried out for scenarios with 5, 10, 15 and 20 simulta-
neous clients. Average latencies were measured using 2.4 GHz and 5 GHz IEEE 802.11 ac
networks. In all cases, the measured latencies included the processing and rendering times
of the information contained in the packets. In other words, the latency is measured since a
packet is generated at the source device and until it is processed and the information is
rendered on the screen of the destination device. This includes waiting times related to the
frame rate limits imposed by the smart glasses graphics engine. Measuring times in such a
way ensures that the results provide an accurate representation of the waiting times that
would be experienced by a real user that executes the application.

The average obtained latencies are shown in Table 1. As it can be observed, latency
increases with the number of users. Additionally, the variance is notably low, especially for
a lower number of users, due to network stability (i.e., users generate less interference). The
differences between the 2.4 GHz and 5 GHz networks are approximately 3–5 ms, always
higher in the case of the 2.4 GHz network due to the saturation of the spectrum in terms of
the frequency and the characteristics of the physical layer.

Table 1. The 2.4 GHz and 5 GHz average latency measured for a device on the network (ms).

Clients Average Standard Deviation Variance

5 24.0804 13.4883 0.25171
10 40.777 20.925 0.53113
15 61.4403 30.2245 1.02500
20 86.0936 38.2146 1.61572

4. Discussion

The developed digital twin application was created and tested to develop shipyard
assembly instructions and support. The proposed features allow for the detailed visual-
ization of virtual elements in their full size, positioned precisely in the location where the
real elements would be positioned. Moreover, the proposed application facilitates IIoT
real-time interactions, collaborative training, and assistance tasks, all of which help to
speed up manufacturing operations.
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Abstract: The emergence of the current pandemic has led to a new reality in which bureaucratic
formalities have been affected in terms of health security, procedures, resource management, among
others. Specifically, in the electoral processes, where the difficulty of fulfilling the social distance
and the mobility restrictions reopen the debate on the implementation of other more advanced
and modern alternatives, such as electronic voting (e-voting). This article presents the design and
implementation of a decentralized e-voting system that has the potential to provide a higher level
of transparency, security, and cost-efficiency. Hyperledger Fabric blockchain and smart contracts
are used to cast votes, which are then recorded in an immutable way, giving voters anonymity and
trust in the fairness of the election process. In addition, promising results of the performance of the
e-voting system in terms of latency and transaction load are presented.

Keywords: blockchain; e-voting; Hyperledger Fabric; Hyperledger Caliper; decentralized systems

1. Introduction

The inexorable advance of the Internet and technology is changing our habits and the
way we interact with each other. Despite the countless technological innovations in today’s
society, there are still processes that employ obsolete and inefficient mechanisms, as is the
case of voting, which is mostly done through paper ballots. This article arises from this
problem, with the aim of creating an electronic voting (e-voting) application that guarantees
immutability and improves the current electoral systems in terms of performance and
reliability. To meet this premise, an e-voting system based on blockchain technology is
implemented. Specifically, the Hyperledger Fabric platform [1] is used since it allows
for the implementation of permissioned networks and is widely accepted in business
environments. Thus, this technology is used to develop a decentralized and scalable
e-voting system for both public institutions and private business consortiums.

2. Design and Implementation

The proposed e-voting system makes use of a blockchain network implemented
through the Hyperledger Fabric platform. Nodes are stored in replicated ledgers on
CouchDBs. Data inside the different blocks are secured by cryptographic hashing using
the SHA-256 algorithm and are also chained using hash to guarantee the immutability of
votes. In addition, the blockchain implemented through Fabric ensures the integrity of
transactions through TLS 1.2 certificates for communication between nodes and PKI-based
X.509 certificates for node and user authorization.

Figure 1 shows the proposed architecture. This network consists of three organizations,
each with a peer node (the one in charge of hosting a copy of the ledger and updating
it) and an associated certificate authority. To manage the network communication and to
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build and distribute the transaction blocks, a cluster of orderers was implemented, with a
certification authority independent of the organizations associated to this cluster.

Figure 1. Architecture of the proposed e-voting system.

Two smart contracts were deployed on the Fabric network: one to perform voter
validation and another that function as a ballot box, in order to guarantee secrecy and
voter anonymity. Additionally, to ensure the authenticity of the network participants, X.509
certificates were used through the Fabric Membership Service Provider component [2].
Such a component is used to abstract the mechanisms and protocols required for the
management of these certificates. The generation and validation of the cryptographic
material was performed by simulating certificate authorities through the Fabric framework.

In order to support the functionalities of the smart contracts, multiple servers were used
in Node.js, with the purpose of guaranteeing the decentralized philosophy of blockchain,
specifically on Express. These operations are exposed through an API REST, following
the procedure shown in rfc2616. This layer of the application is responsible for managing
the authorization within the platform, through the integration of JSON Web Tokens, an
open source standard for the generation of access tokens proposed by the IETF in rfc5719.
The environment proposed to allow consuming this API consists of a user interface imple-
mented on Angular. It should be noted that this layer of the system has navigation and
functionalities restricted according to the role of the user, being the administrators the ones
in charge of integrating new data into the system and its monitoring, and the voters are the
ones enabled to participate in electoral processes and visualize the results.

Finally, as a complement to the described system, two tools provided by the Hyper-
ledger platform, Explorer and Caliper, were integrated. Regarding the former, it was the
entry point for the graphical visualization of the operation of the network blockchain,
both in terms of the blocks indexed to the blockchain and the transactions they contain,
and in terms of the network participants. Regarding the latter, it is a benchmark tool
that allows for analyzing the tolerance of the blockchain network in terms of latency and
supported congestion, allowing to verify that the system supports a high load of concurrent
transactions without penalizing performance.

3. Results

Analyzing the performance metrics shown in Figure 2, it is worth noting the low
latency of the blockchain read operations and the high transaction load supported by the
vote casting and total vote listing operations.
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Figure 2. Performance of the e-voting blockchain platform developed.

This high transaction load is linked to a high latency, so a study on the number of
transactions, shown in Figure 3, was carried out to obtain an optimal performance in
terms of latency. As a result, the inflection point from which the e-voting system starts to
deteriorate its performance was obtained.

Figure 3. Transactions for optimal performance of the e-voting blockchain platform.

4. Discussion

Regarding the implementation of blockchain solutions, Hyperledger presents prob-
lems with concurrency management due to its Multiversion Concurrency Control (MVCC)
system, by means of which an entity cannot be modified in concurrent transactions, making
it necessary to store composite keys for concurrent changes.

Additionally, although Fabric nodes support 2500 concurrent transactions, the Hyper-
ledger Caliper platform only allows 500 simultaneous transactions, preventing the analysis
of the maximum performance of the Hyperledger blockchain.

5. Conclusions

The proposed e-voting system was designed and tested with the aim of studying
the feasibility of a decentralized solution capable of supporting the most demanding
requirements of both public environments and private business consortiums. In view of the
preliminary results, it is clear that blockchain fulfilled requirements for e-voting schemes
like transparency, consistency, and resiliency. In addition, it is undeniable the breakthrough
that blockchain technology provides in terms of automating processes in an immutable
and secure way.

Hyperledger’s platform is a relatively new framework that has certain improvable
aspects such as concurrency management on the same entity or the early stage of develop-
ment of complementary frameworks to the blockchain network.

In order to deploy this system in a real-world environment, additional performance tests
and audits need to be performed to ensure scalability and robustness in large-scale elections.
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Abstract: This paper describes how we developed a novel low-cost assistive robotic platform, with
AI-based perception capabilities, able to navigate autonomously using Robot Operating System
(ROS). The platform is a differential wheeled robot, equipped with two motors and encoders, which
are controlled with an Arduino board. It also includes a Jetson Xavier processing board on which we
deploy all AI processes, and the ROS architecture. As a result of the work, we have a fully functional
platform, able to recognize actions online, and navigate autonomously through environments whose
map has been preloaded.

Keywords: assistive robotics; artificial intelligence; ROS; RVIZ; Arduino; computer vision; navigation;
online action detection

1. Introduction

Research in assistive robotics is experiencing a tremendous boom. More and more
robotic platforms are emerging to assist people with functional diversity or the elderly
(e.g., [1–3]). This is all due to major advances in robotics and artificial intelligence in
recent years. However, despite all the advances, most of these commercial platforms are
quite expensive.

In this work, we focus on the development of a low-cost assistive robotic platform,
with advanced navigation and AI-based perception capabilities. For us, there is no doubt
that cost-effectiveness must be considered in the context of assistive technology, because the
final deployment of robots to end-users usually results in an expense paid by families or
health services. Therefore, the main contribution of this work is the construction of a novel
low-cost assistive robot. We have been able to develop a fully functional robotic platform,
capable of navigating autonomously and recognizing the actions of its users, where all the
functionalities are integrated into a Robot Operating System (ROS) architecture.

2. Low-Cost Robotic Platform

2.1. Hardware Description

The platform is a differential wheeled robot, equipped with two motors and their cor-
responding encoders, which are controlled with an Arduino board. The internal structure is
constructed of wood and metal. The outer shell, imitating a person wearing a tuxedo, was
made entirely by 3D printing. The complete platform measures approximately 800 mm,
slightly higher than a table. As for the sensors, the platform has: one LIDAR, a touch
screen, and a frontal camera. The LIDAR takes the measurements of the obstacles used
for navigation and localization purposes. Finally, we have a Jetson Xavier board with ROS
integration. Figure 1a shows a picture of the robot.
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(a)

(b)

Figure 1. (a) Picture of our novel low-cost robotic platform and (b) ROS Architecture implemented.

2.2. ROS Based Software Architecture

The system architecture is based on ROS Melodic. Figure 1b shows a diagram with
the complete ROS architecture we have implemented, mainly using Python. Green nodes
represent distributed software ROS packages, and orange nodes are those ROS nodes,
entirely developed by us, to integrate ROS into our platform.

The core of the navigation system is based on the ROS Navigation Stack, that is fed
with: a map provided by the map server, the odometry source from the wheels, the LIDAR
information, and the estimated position, provided in our case by the Adaptive Monte
Carlo Localization (AMCL) package. The interface with the user is done by means of RVIZ.
This ROS package provides a visual environment where the map and the estimated robot
position are shown. The user can indicate an initial position to help the robot to localize
itself and can order the robot to move to a desired position, specifying yaw rotation. RVIZ
will send ROS messages to the move_base core package which generates the linear and
angular velocity commands needed to move the robot to the desired position. All these
commands, and their parameters, are continuously updated with the information of new
possible obstacles, the odometry, and the estimated localization.

In order to fully embed ROS in our robotic platform, we have developed the Hardware
Interface package that: (1) translates ROS commands to the Arduino board; and (2) sends,
back to the ROS system, the messages with the specific format needed to complete the
communication loop with the Arduino. The Arduino package in Figure 1b includes the
developed libraries to establish the communication between the engines of the platform and
ROS, using a serial port. In particular, we have designed a communication protocol with
commands that allow us to read the data from the encoders, and to generate a sequence of
speed commands to be transmitted to each wheel.
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As for the AI perception capabilities, the architecture integrates a specific node for
the Online Action Detection (OAD), see Figure 1b. In this node we have deployed a 3D
convolutional neural network model [4], which is able to recognize the actions performed
by the user of the platform. All this processing is integrated in the ROS architecture, which
means that the OAD system can run on an external node. In tests in the laboratory, we
have tried to run the OAD node on a workstation, so that the Jetson board is relieved of all
the intensive processing required by this AI functionality.

3. Experiments

We have tested the platform in the building of the Polytechnic School of the University
of Alcalá. For doing so, we have created a set of maps of different floors of this building,
which can be used with the RVIZ application.

In the experiments, we have started the robot from different departure positions, with
different target locations, and various orientations. We have also tested how the platform
interacts with dynamic obstacles during the navigation. Based on the results, we have
observed that in most of the cases the platform manages to reach its objective, and with
the correct orientation. Moreover, in all cases the platform never collided with objects or
people. For a 10-m run, our robot can take about a minute and a half, but it depends on how
many obstacles it has encountered during the trajectory. Sometimes, we have observed
that when driving in very open spaces, when the LiDAR does not detect obstacles or walls,
the platform needs to stop to recalculate its position, turning on itself. Figure 2a shows
RVIZ interface when our robot is navigating. We have recorded a video of the platform
navigating: https://youtu.be/qjXZxAmTKXk, accessed on 29 September 2021.

(a) (b)
Figure 2. (a) Our robotic platform navigating using RVIZ and (b) Qualitative results of the OAD system.

For the OAD, we have embedded in our platform, a model trained using the UCF-101
dataset [5], which exhibits an average clip accuracy of 72.4% for all the 101 action categories
in the test set of Split 1 of UCF-101. Figure 2b shows OAD qualitative results.

4. Conclusions

We have developed a low-cost assistive robotic platform that is able to navigate
autonomously, detecting dynamic obstacles and following an optimal trajectory. Our robot
is also able to recognize actions online, processing the images acquired by an RGB camera.
All these processes are fully integrated into an ROS architecture. Future work will be to
develop some applications that will allow the platform to interact and help people with
functional diversity.

Author Contributions: Conceptualization, all; methodology, R.J.L.-S., F.J.A.-R.; software, J.M.-S.,
F.J.A.-R.; validation, all; investigation, all; writing—original draft preparation, all; writing—review
and editing, all; supervision, R.J.L.-S.; project administration, R.J.L.-S.; funding acquisition, R.J.L.-S.
All authors have read and agreed to the published version of the manuscript.
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Abstract: This paper presents RGen, a parallel data generator for benchmarking Big Data workloads,
which integrates existing features and new functionalities in a standalone tool. The main function-
alities developed in this work were the generation of text and graphs that meet the characteristics
defined by the 4 Vs of Big Data. On the one hand, the LDA model has been used for text genera-
tion, which extracts topics or themes covered in a series of documents. On the other hand, graph
generation is based on the Kronecker model. The experimental evaluation carried out on a 16-node
cluster has shown that RGen provides very good weak and strong scalability results. RGen is publicly
available to download at https://github.com/rubenperez98/RGen, accessed on 30 September 2021.

Keywords: Data generator; MapReduce; HDFS; Apache Hadoop; Java; Big Data; Benchmarking

1. Introduction

One of the main problems that arise in those fields where huge amounts of data are
managed is the necessity of having datasets that settle all the requirements in terms of
volume, type and truthfulness. Overall, this kind of data can be extracted from preprocessed
sources or generated synthetically. Specifically, the benchmark suites used to characterize
the performance of Big Data frameworks and workloads generally rely on third-party tools
for generating each type of input data that is needed, as there is no other option providing
all of them. In this context, RGen has been developed as a parallel data generator for
benchmarking Big Data workloads. RGen brings together a twofold task of integrating
existing features and developing new functionalities in a standalone generator tool. The
initial requirements for developing such tool are those specified by the data generation
necessities of the Big Data Evaluator (BDEv) benchmark suite [1], which provides support
for multiple representative Big Data workloads.

The main objective is the development of a parallel and scalable tool that gathers the
necessary functionalities for BDEv without having to depend on third-party software to
generate data for a great variety of workloads. Additionally, the performance evaluation
and scalability of the data generator has been carried out both in a local environment and
in a high-performance cluster. Different configurations have been evaluated considering
both the number of nodes used and the amount of data to be generated in parallel.

2. Design and Implementation

RGen was developed under the MapReduce programming paradigm [2], more specif-
ically on top of the Apache Hadoop framework [3], supporting the generation of data
directly on the Hadoop Distributed File System (HDFS) [4].

The first step was the study of the state of the art regarding data generation topic. This
research concluded with the choice of DataGen, the data generator tool integrated in the
HiBench suite [5], as the base platform for our tool. The next step consisted in integrating
some existing generation features not provided by DataGen from native classes of the
Hadoop and Mahout frameworks.
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The following phases were the development of two new generation methods, being
the first one the text generation. To create new text that can preserve the characteristics of
existing realistic data, the Latent Dirichlet Allocation (LDA) model [6] was selected, as it is
one of the most widespread topic models. The implementation in RGen is able to generate
text taking an LDA model as an input parameter, keeping the original characteristics of a
pre-analyzed set of documents. Similarly to the previous method, the graph generation
was tackled by using the Kronecker model [7], which allows keeping the most important
characteristics of a set of nodes and vertexes and generating from such information new
graphs that preserve its original constitution.

3. Experimental Evaluation

To analyze the scalability of the tool when generating data in a parallel way, multiple
experiments were carried out, focused on evaluating the new features implemented in
RGen: the text and graph generation based on the LDA and Kronecker models, respectively.
Along with them, the experiments were also executed for random text generation and
using PageRank for graph generation as baseline for comparison purposes.

Scalability is the capability of a parallel code to keep its performance when the compu-
tational resources and/or the problem size are increased. There are two ways of measuring
this metric: (1) weak scalability, where the number of CPU cores is increased while keeping
constant the workload per core (i.e., both the number of cores and the problem size are
increased); and strong scalability, where the resources are increased while the total work-
load remains the same (i.e., the workload per core is reduced). Weak scalability tests the
capability of addressing larger problems in the same time by increasing the resources in a
proportional way. On the other hand, strong scalability focuses on minimizing the runtime
needed for solving the same problem by adding more resources.

Table 1 shows the configuration of the experiments conducted to analyze weak and
strong scalability. The experiments were executed on the Pluton cluster of the Computer
Architecture Group, where each node provides 16 physical CPU cores, 64 GB of memory
and 1 TB local disk intended for HDFS storage. Additionally, all the nodes are intercon-
nected via InfiniBand FDR (56 Gbps). As can be seen in Table 1, the experiments were
conducted varying the number of nodes from two up to 16.

Table 1. Configuration of the experiments carried out on a high-performance cluster.

#Nodes
Text Data Volume Graph Data Volume

Weak Scalability Strong Scalability Weak Scalability Strong Scalability

2 40 GB 320 GB 67 M nodes 536 M nodes
4 80 GB 320 GB 134 M nodes 536 M nodes
8 160 GB 320 GB 268 M nodes 536 M nodes

16 320 GB 320 GB 536 M nodes 536 M nodes

4. Results and Conclusions

Figures 1 and 2 show the results for text and graph generation, respectively. Each
plot presents both weak and strong scalability for the new generation methods (single
lines) and for those used as baseline (marked lines). The runtimes for weak scalability are
shown in green lines against the left axis, while the red lines present the runtimes for strong
scalability against the right axis. The first conclusion that can be drawn is that the new
generation methods take more time to execute for the same experiment than those used as
baseline. This is an expected behavior as the computational complexity of these methods
for generating data based on the LDA and Kronecker models is significantly higher than
generating text randomly or using PageRank for graph generation.

When analyzing these results further, it can be concluded that RGen provides good
scalability overall. In the case of text generation (see Figure 1), almost constant runtimes
are obtained for weak scalability, which means that RGen provides similar runtimes when
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the number of resources and the workload are increased proportionally. Regarding strong
scalability, it can be seen a significant reduction in runtime when generating text using
the LDA model. This means that the same amount of text (320 GB) is generated much
faster when increasing the computational resources. The results show almost linear strong
scalability for LDA-based text generation, powered by combining MapReduce with HDFS
(only Map tasks are executed in this case).

Figure 1. Scalability results for text.

Figure 2. Scalability results for graphs.

The results for graph generation show a similar trend (see Figure 2). On the one hand,
weak scalability presents a more irregular pattern for both data generation methods when
compared to text generation. However, these results can be explained taking into account
that the Kronecker method executes two MapReduce jobs instead of only one, and they
also require to execute Reduce tasks. Both facts can hinder scalability as the cluster network
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performance now plays a key role, especially when using 16 nodes. On the other hand, the
strong scalability provided by the Kronecker model is even more noticeable than in the
PageRank implementation.
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Abstract: In the era of big data, a vast amount of data are being produced. This results in two main
issues when trying to discover knowledge from these data. There is a lot of information that is not
relevant to the problem we want to solve, and there are many imperfections and errors in the data.
Therefore, preprocessing these data is a key step before applying any kind of learning algorithm.
Reducing the number of features to a relevant subset (feature selection) and reducing the possible
values of continuous variables (discretisation) are two of the main preprocessing techniques. This
paper will review different methods for completing these two steps, focusing on the big data context
and giving examples of projects where they have been applied.

Keywords: preprocessing; big data; feature selection; discretisation

1. Introduction

With the irruption of the “big data” phenomenon, massive amounts of data are
generated daily. These data are normally available in a raw format and need to be treated
before acquiring any knowledge from them. This step in the big data chain is usually
referred to as preprocessing and there exists a wide range of techniques [1].

The main approaches to preprocess big data are discretisation and feature selection.
The former transforms continuous data to a limited set of values. Feature selection aims to
reduce the number of attributes [1,2].

The remainder of this paper is organised as follows: Section 2 introduces the different
preprocessing techniques, dividing them into feature selection and discretisation. For each
of these techniques, a classification with different examples for each category is presented.
Section 3 concludes the paper and suggests a future line of research.

2. Data Preprocessing

Different feature selection and discretisation techniques are presented in this section
based on big data projects where they have been applied.

2.1. Feature Selection

The different feature selection techniques for big data mining can be classified into
filter methods, wrapper methods, and embedded methods [1].

2.1.1. Filter Methods

Features are selected according to the value of different metrics, usually certain
statistical criteria.

In the context of text mining, it is common to use the bag-of-words approach so that
each word is taken as a unique feature. Chi-squared was used to filter the most relevant
terms in a text mining algorithm to estimate credit score at Deutsche Bank [3].

In relation to text mining as well, in [4] tweets are analysed in order to figure out the
impact of their sentiment on stock market movements. The authors also use a filter method
to select the most relevant features—Fisher score.
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Based on Chi-squared and the GUIDE regression tree, Loh [5,6] presents a technique
to perform feature selection in a large genomic dataset.

Other filter methods include Information Gain [7], correlation [8], variance
similarity [9], and Dispersion ratio [10].

Some work has been done to adapt these methods to the big data context, such as
in [11], where a framework to parallelise and scale some of these algorithms is introduced.

2.1.2. Embedded Methods

Feature selection is performed in the process of fitting a model to a given dataset.
SVM-RFE (Supported Vector Machine Recursive Feature Elimination), introduced

in [12] to analyse DNA microarrays has shown its power in several applications, such as in
bioinformatics [13].

The Feature Selection-Perceptron (FS-P) [14] technique has been used in a proton (1H)
magnetic resonance spectroscopy (MRS) database to select features that could better predict
brain tumours.

Based on a more complex neural network, the embedded method BlogReg is intro-
duced in [15], where it is applied to data collected from the sensors of a robot.

2.1.3. Wrapper Methods

Wrapper methods refer to an iterative process in which a subset of features is evaluated
at a time.

A wrapper method based on the decision tree C4.5 has been used for many years [16].
However, developments based on this method are still ongoing, such as the one from [17],
which is applied to healthcare data (Medical Internet of Things).

Another wrapper method is based on the SVM algorithm [18]. It has been widely
used since its creation, such as in [19], predicting arrhythmias from cardiac data.

FSSEM (Feature Subset Selection wrapped around EM clustering) [20] is also a
wrapped method, and a popular stepwise approach for regression problems [21].

2.2. Discretisation

Discretisation is the step where continuous variables are transformed into categorical
ones [2]. There exist multiple classifications for discretization techniques, but here one of
unsupervised and supervised discretisation is chosen [2].

2.2.1. Unsupervised

Unsupervised discretisation methods do not take into account the target of the learning
algorithm when the features are discretised.

Equal width interval discretisation and equal frequency interval discretisation need to
be adapted in the context of big data streaming as done in [22].

In [23], k-means [24] discretisation is used to transform the target for road detection.
Other methods based on k-means algorithm have been proposed, such as Cokmeans

and Bikmeans, used in [25] in the context of microarrays.

2.2.2. Supervised

Supervised discretisation does take into account the target of the learning algorithm.
One of the most popular methods is based on entropy [26]. This algorithm was

parallelised in [27].
Chi-squared is the basis for ChiMerge [28], ChiSplit [29], and Khiops [30]. They were

parallelised in [31] to work for big data problems.
The previously presented approaches are univariate, but there also exist supervised

multivariate discretisation (SMD) techniques, such as the one in [32].
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3. Conclusions

Due to extension limitations, this paper has only given some feature selection and
discretisation techniques, mentioning some up-to-date examples of where they are used.
There is growing interest in adapting these techniques so that they can perform efficiently
in the big data context. In this direction, a future line of work is to create a comprehensive
and complete taxonomy of the up-to-date feature selection and discretisation techniques,
performing experimental results in the big data context.
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Abstract: This work focuses on the development of a software link interface tool between the Looxid
Link Device coupled to the HTC Vive Pro VR HeadSets and the Unity platform, to generate real-time
interactivity in virtual reality applications. The software incorporates a dynamic and parameterizable
algorithm to be used as a core-engine in the real-time Biofeedback process, recognizing the values of
the biological signals registered in each of the EEG channels of the Looxid Link device. The values of
EEG frequencies detected in real time can be used to generate elements of interactivity, with different
frequencies and intensities.

Keywords: biofeedback; immersive environments; electroencephalography; virtual reality

1. Introduction

Exposure to immersive environments creates different sensations with different in-
tensities in participants. The participant’s responses to the stimuli sent by the virtual
environment reflect the effect it causes. During exposure, the participant’s brain activity
is stimulated and changes in this activity can be measured by electroencephalography.
The analysis of the results of the registered signals reflects the effect provoked on the
participant [1,2].

Since the changes in brain activity are a participant’s response, usually involuntary,
to the stimuli sent by the system, the interest in using them as an element of interaction
becomes relevant. If the system can detect and interpret these values, it can use them
to become more interactive, adapting its behavior to the participant’s reactions. Stimuli
trigger emotions and emotions generate reactions. The inclusion of interactivity during the
experience by real-time Biofeedback mechanisms increases the feeling of presence in the
virtual environment [3].

The real-time data obtained on the user’s physiological aspects allows for determining
how the stimuli affect him. On the other hand, when the user receives information in real
time about a certain aspect of his physiology, he can determine how his mental changes
can influence his state [4].

The introduction of biofeedback systems in the design of a simple immersive envi-
ronment transform it into an Emotionally Adaptive Immersive Environment, where the
user experience can be optimized through the continuously adaptation of stimuli to the
user emotional state. The quantity and intensity of the stimuli are determined through an
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adaptive affective algorithm, which collect, interpret, and convert the user’s physiological
data [5].

The main objective of this project is to develop a software tool that incorporates a
dynamic and parameterizable algorithm to be used as a core engine in the real-time Bio-
feedback process, this software tool is the element responsible for making the connection
between the Looxid Link device coupled to VR HeadSet and the unity platform that
manages the immersive environment.

2. Materials and Methods

2.1. Materials

Table 1 describes the hardware and software used to develop the project. For a non-evasive
electroencephalogram device (Looxid LinkTM Mask for VIVE) coupled with VR Headsets HTC
Vive ProTM, the software was developed using the C# programming language.

Table 1. Hardware and software used to develop and implement the project.

Equipment Specifications

Computer
CPU: Intel® CoreTM i7-9700K (3.60 GHz–4.90 GHz)

Graphic card: NVIDIA® GeForce® RTX 2080 Ti

Memory: 64 GB RAM

VR Headset HTC
Vive ProTM

High resolution Dual AMOLED 3.5” diagonal screens

1440 × 1600 pixels per eye (2880 × 1600 pixels combined)

Refresh rate: 90 Hz; Field of view: 110 degrees

Integrated microphones with 3D Spatial Audio

Four SteamVR Base Station 2.0: 10 m × 10 m

VIVE Wireless Adapter

Looxid LinkTM

Mask for VIVE

EEG sensors; Looxid Link Hub

6 channels: AF3, AF4, AF7, AF8, Fp1, Fp2

1 reference: FPz at extended 10–10 system

Dry electrodes on flexible PCB; Sampling rate: 500 Hz

Resolution: 24 bits per channel (with 1 LSB = 0.27 μV)

Filtering: digital notch filters at 50 Hz and 60 Hz, 1–50 Hz

Digital bandpass; Real-time data access

Raw EEG data: 500 Hz (with/without filter options)

Feature indexes (alpha, beta, gamma, theta, delta): 10 Hz

Mind indexes (attention, relaxation, balance): 10 Hz

Software
Unity Personal 2020.3 LTS

C# programming language

2.2. Methods

Unity3D software was used as a development and interconnection platform between
the Looxid Link device coupled to VR HeadSet and the VR application. Using the C#
programming language, an algorithm was developed to create a real-time Bio-feedback
core-engine generator.

The algorithm recognizes the values of the biological signals registered in each of the
EEG channels of the Looxid Link device; these values reflect the participant’s states of
relaxation and attention, allowing the definition of value intervals, with the attribution to
each one of interactive variables that can be used in the Biofeedback process.
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The development of the algorithm included five aspects. Access the values of the EEG
signals detected by the Looxid Link device through sensors AF3, AF4, AF7 AF8, Fp1, and
Fp2, and Fpz. Group the values detected by each of the sensors into frequency ranges
aggregating these values into two indicators, relaxation and attention. Assign an interaction
variable to each frequency range. Assign the desired functions to each interaction variable.

Parameterize the period between readings of the values of the interaction variables
allows for determining the desired degree of interactivity.

3. Results

The software incorporates a dynamic and parameterizable algorithm to be used as
a core-engine in the real-time biofeedback process. The algorithm recognizes the values
of the biological signals registered in each of the EEG channels of the Looxid Link device,
identifying the participant’s states of relaxation and attention and allowing the definition
of value intervals, with an interaction variable attributed to each one that can be used in
the Biofeedback process by VR applications.

4. Discussion and Conclusions

One of the applications of the developed core-engine can focus on the participant’s
states of relaxation and attention. The Looxid Link device determines these two states
in real time during exposure, allowing them to be used as an interactive element. The
algorithm uses these values and, according to predefined intervals, readjusts the intensity
of the stimuli generated by the system or triggers new stimuli.

This feature has two important advantages. It increases the level of interactivity
generated by the application, as this results from the real-time reading of the participant’s
brain activity that was generated by the emitted stimuli, with the new stimuli generated
adapting to the participant’s real reactions. The other advantage is the interoperability of
the algorithm, which can be adapted to different virtual reality applications, simply by
parameterizing the intervals according to the desired amount and sensitivity of the system.
After this parameterization, it is possible to assign which stimuli are intended for each
interaction variable.
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Abstract: The present work deals with the problem of detecting Denial of Service attacks in an IoT
environment. To achieve this goal, a dataset registered in an MQTT protocol network is used, applying
dimension reduction techniques combined with classification algorithms. The final classifiers presents
successful results.

Keywords: MQTT; IoT; DoS; logistic regression; KNN; decision trees; deep neural networks

1. Introduction

Use of the IoT (Internet of Things) paradigm has increased during recent years; this
technology has become an essential pillar for a wide variety of processes, in industrial,
home, and telecommunications applications, among others. This new concept contributes
to encourage connectivity between physical devices, such as controllers, sensors, and
actuators, looking for a greater flexibility and process optimisation [1].

However, the significant increase in the flow of communications has resulted a rise in
vulnerability, caused by different attacks that put at risk the system’s integrity. According
to the nature of each attack, different consequences are possible, such as appearance of
malware that may harm the equipment, unauthorised access to network information, or
DoS (Denial of Service) attacks [2].

In this context, the implementation of algorithms capable of detecting these attacks
plays a significant role to ensure the integrity of an IoT environment. Accordingly, this
work proposes the use of different intelligent techniques to face the task of detecting DoS
attacks in an MQTT network. This document is structured as follows: After the present
section, the description of the dataset is carried out in the case of study section. Then, the
used techniques are detailed, followed by the experiments and results section. Finally, the
conclusions are exposed in the last section.

2. Materials and Methods

2.1. Dataset Description

The MQTT (Message Queuing Telemetry Transport) protocol works at the application
level of the TCP (Transmission Control Protocol). This environment is one of the most used
in IoT systems [3]. It is based on a star architecture, which pivots on a central broker that
manages the network messages. The message procedure follows a publication/subscription
approach, where the messages are characterised as a string implementing a nested structure.

To generate the dataset, a server with an Aedes library acted as broker. An ESP 8266
device was in charge of establishing a connection with the several sensors and actuators.
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However, the broker was vulnerable to DoS attacks through port MQTT 1883. An MQTT-
malaria program was in charge of performing these operations.

The traffic registered during the experiments contained a total number of 94624
samples, with 65 variables containing network information and a label indicating whether
the instance is “normal” or “attack”. After an initial analysis of the original dataset, the
repeated samples were removed, and the constant variables deleted. Furthermore, the
categorical variables were transformed following a natural coding criteria. Finally, the data
presented 39 variables, 49910 normal instances, and 9429 attacks.

2.2. Used Techniques
2.2.1. Principal Component Analysis

This dimension reduction technique aims to find the directions of higher variability in
a dataset, known as principal components [4]. This is performed through the calculation of
the eigenvalues of the correlation matrix. Then, using the eigenvectors, the initial set can
be linearly transformed into lower dimension space.

2.2.2. Classification Techniques
Logistic Regression

The Logistic Regression (LR) classification technique makes use of a sigmoid function
to calculate the class membership probability, whose values are fitted following a gradient
descent criteria [5].

K Nearest Neighbours

This classification method uses the data density to label a new instance. To estimate
the class membership, it evaluates the K Nearest Neighbours (KNN) and counts the number
of samples of each class [5].

Decision Trees

A Decision Tree (DT) algorithm is implemented by repeatedly splitting the dataset
using a criteria that maximises the sample separation. At each split, the entropy decrease
should be maximised due to the own split [5].

Deep Neural Networks

The Deep Neural Networks (DNN) are based on an architecture made of multiple
layers, whose neurons are connected with the neurons of adjacent layers. The weight of
each connection, and the parameters of activation functions are tuned during the training
process following a minimising error criteria [5].

3. Experiments and Results

3.1. Experimental Setup

Different experiments were carried out to obtain the best classifier. First, with the aim
of minimising the computation times and improve the classifier performance, a dimension
reduction was carried out using PCA. In this case, two types of reduction were considered:
two components and five components. A 10-fold cross-validation was developed, measur-
ing the accuracy, F1 score, precision, recall, specificity, and the Area Under the Receiving
Operating Curve (AUC) [6]. This last measure is the one selected to determine the best
classifier, because it is nonsensitive to class distribution.

3.2. Results

First, an initial analysis of the PCA result was conducted. From the results achieved in
Figure 1, the number of components selected were two and five. With this configuration,
the four classification techniques were tested, leading to the final results shown in Figure 2.
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Figure 1. Result of PCA.

Figure 2. Boxplot representing AUC results for 2 and 5 components.

4. Conclusions

The present papers deals with the detection of DoS attack by means of intelligent
classifiers. LR classifiers do not achieve as good a performance as the rest of the techniques.
Furthermore, using two and five components does not affect significantly the classifiers
performance. The implementation of this approach could entail significant benefits for IoT
environments with MQTT protocols.
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Abstract: We introduce nonparametric estimators to estimate the conditional survival function, cure
probability and latency function in the setting of a mixture cure model when the cure status is partially
known. For the sake of illustration, we present an application concerning patients hospitalized with
COVID-19 in Galicia (Spain) during the first outbreak of the epidemic.

Keywords: COVID-19; ICU; kernel estimators; mixture cure model; survival analysis

1. Introduction

Survival analysis arises in many applications where we want to reason about the
amount of time until the considered event happens. A common assumption in standard
survival modeling is that all individuals can experience the event if observed for a sufficient
amount of time. Cure models [1] have been developed because there might be situations
where the standard survival model is not true, for example, in the event of a recurrence in
some diseases or death from some types of cancer. One challenge with time-to-event data
is that the event is not always observed (censored observations). Standard cure models
typically make inferences based on the assumption that the cure status information is
an unobserved (latent) variable as the event is only known for the uncensored (uncured)
subjects, but it is unknown for the censored observations whether it is cured or not. There
are situations where cure status information is known for some of the censored individuals
as they can be identified to be insusceptible to the considered event, that is, known to be
cured. For example, when a medical test ascertains that a disease has entirely disappeared
after treatment.

In this paper, we present kernel methods to estimate the conditional survival function,
cure probability and latency function in the presence of cure status information. The
proposed approach contributes to state-of-the-art in time-to-event data, as it extends
previous works in the mixture cure model.

2. Estimation When the Cure Status Is Partially Available

Let Y be the time until the event of interest, X is a vector of covariates and F(t | x) =
P(Y ≤ t | X = x) is the distribution function of Y conditional on X = x. In follow-up
studies, the event of interest may not be observed due to, for example, the end of the
study or loss to follow up, which occurs at censoring time C∗ with conditional distribution
function G(t | x) = P(C∗ ≤ t | X = x). As a consequence, instead of observing Y,
only the possibly censored survival time T∗ = min(Y, C∗) and the indicator of the event
δ = 1(Y < C∗) can be observed. The random variables Y and C∗ are assumed to be
conditionally independent given X = x, which is a widely used assumption in most studies.
We set Y = ∞ if the subject will not experience the event and so is cured. Let ν = 1(Y = ∞)
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be the indicator of being cured. Note that ν is partially observed because the individual
is known not to be cured (ν = 0) when the event is observed (δ = 1), but in the general
situation, ν is unknown when δ = 0. When the cure status is partially known, some
censored individuals are identified to be cured, so ν = 1 is observed.

To accommodate the cure status information, we include an additional random vari-
able ξ, which indicates whether the cure status ν is known (ξ = 1) or not (ξ = 0). Fur-
thermore, let the censoring distribution be an improper distribution function G(t | x) =
(1 − π(x))G0(t | x). Thus, with probability π(x), the censoring variable is C∗ = ∞, and
with probability 1− π(x) the value of the censoring variable C∗ corresponds to the value of
a random variable C with proper continuous distribution function G0(t | x). A cured indi-
vidual is identified with probability P(ξ = 1 | ν = 1, X = x) = P(C∗ = ∞ | X = x) = π(x).
In this setup, the data actually observed are {(Xi, Ti, δi, ξi, ξiνi) : i = 1, . . . , n}, where the
observed time is Ti = min(Yi, C∗

i ) = T∗
i , except for those identified as cured which is

Ti = Ci. Hence, the observations {(Xi, Ti, δi, ξi, ξiνi) : i = 1, . . . , n} can be classified into
three groups: (a) the individual is observed to have experienced the event and, therefore,
is known to be uncured (Xi, Ti = Yi, δi = 1, ξi = 1, ξiνi = 0); (b) the lifetime is censored
and the cure status is unknown (Xi, Ti = Ci, δi = 0, ξi = 0, ξiνi = 0); and (c) the lifetime is
censored and the individual is known to be cured (Xi, Ti = Ci, δi = 0, ξi = 1, ξiνi = 1). In
standard cure models where the cure status is unknown for all the censored observations,
only groups (a) and (b) are considered.

The probability of cure is 1 − p(x) = P(Y = ∞ | X = x), and the conditional survival
function of the uncured individuals, also known as latency, is S0(t | x) = P(Y > t | Y <
∞, X = x). The mixture cure model specifies the survival function S(t | x) = P(Y > t |
X = x) as the following.

S(t | x) = 1 − p(x) + p(x)S0(t | x). (1)

Assuming model (1) and the availability of a suitable estimator of the S(t | x),
estimators of the cure probability and the latency can be derived by considering the
following relationships.

1 − p(x) = lim
t→∞

S(t | x) > 0, S0(t | x) =
S(t | x)− {1 − p(x)}

p(x)
. (2)

Safari et al. [2] proposed the generalized product-limit estimator of the conditional
survival function S(t | x) when the cure status is partially known, which is the following:

Ŝc
h(t | x) =

n

∏
i=1

⎛⎝1 −
δ[i]Bh[i](x)1

(
T(i) ≤ t

)
∑n

j=i Bh[j](x) + ∑i−1
j=1 Bh[j](x)1

(
ξ[j]ν[j] = 1

)
⎞⎠, (3)

where X[i], δ[i], ξ[i], and ν[i] are the concomitants of the ordered observed times T(1) ≤ . . . ≤
T(n), and Bh[i](x) is the Nadaraya–Watson (NW) weight of the following:

Bh[i](x) =
Kh

(
x − X[i]

)
∑n

j=1 Kh
(

x − Xj
) ,

Kh(·) = K(·/h)/h is a kernel function K(·) rescaled with bandwidth h. The corre-
sponding estimator of the cure rate 1 − p(x) [3] is the following:

1 − p̂c
h(x) = Ŝc

h

(
T1
(n) | x

)
, (4)

where T1
(n) is the largest uncensored observed time. Here, in light of (3), (4), and the relation

in (2), a nonparametric estimator of the latency function is given by the following.
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Ŝc
0,h1,h2

(t | x) =

⎧⎪⎨⎪⎩
Ŝc

h2
(t | x)− (1 − p̂c

h1
(x))

p̂c
h1
(x)

if 0 ≤ t ≤ T1
(n) and Ŝc

h2
(t | x) > 1 − p̂c

h1
(x)

0 otherwise.

(5)

The optimal bandwidth for Ŝc
h(t | x) in (3) is not necessarily the optimal bandwidth

for 1 − p̂c
h(x) in (4); therefore, the estimator in (5) is a more general estimator that uses two

different bandwidths for estimating S(t | x) and 1 − p(x). Note that if h = h1 = h2, then
the estimator in (5) reduces to the following estimator.

Ŝc
0,h(t | x) =

Ŝc
h(t | x)− (1 − p̂c

h(x))
p̂c

h(x)
.

3. Application to COVID-19 Data

For illustration of the nonparametric estimators stated in Section 2, we present an
application concerning patients hospitalized with COVID-19 in Galicia (Spain) during
the first outbreak of the epidemic. We have a medical database of 10,454 COVID-19
patients reported by the Galician Healthcare Service between 6 March and 7 May 2020.
This database contains some information on sex, age, and the dates of different medical
outcomes such as admission to the intensive care unit (ICU), discharge, or death. The aim
was to estimate the time from hospital ward until admission to ICU while adjusting for
age and sex. In our analysis we included only 2380 patients who had been hospitalized
for at least a day. Among them, 8.3% were admitted to ICU and 91.7% were censored. In
the censored group, 68.8% patients were discharged from the hospital alive and without
the need for ICU, and 13.8% died without entering the ICU. Therefore, these patients were
identified to be “cured” from the event of interest, which is admission to ICU. Note that in
this example, “being cured” means being free of experiencing admission to ICU and not
being cured in medical terms.
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Abstract: The progress of LPWAN technologies in recent years has increased their use in various
types of environments as well as increased the applications in which they are used. However, due
to the duty cycle limitations of license-free based technologies, they have a considerable limitation
for applications with frequent data transmission or real-time data. In this regard, technologies
working in the 2.4 GHz band are a compelling option to consider but their main problem concerns
their limited range. Fortunately, the new Bluetooth 5 standard has a new feature (Long Range
mode) that is especially useful in long distance or large indoor environments. This paper describes
a practical study on this new technology for indoor environments. The performed experiments
evaluate reception range, communications quality, channel occupancy, response times, and power
consumption. The obtained results indicate that a three-floor building of more than 4200 m2 may be
covered with a stable signal with only two Bluetooth 5 nodes.

Keywords: Bluetooth 5; LPWAN; IoT; LE coded; real-time monitoring

1. Introduction

LPWAN technologies have undergone constant evolution in the last years and have
become widespread in many environments. However, they do have limitations in certain
types of applications, one of which concerns the restrictions on transmission due to the
duty cycle. In this aspect, 2.4 GHz license-exempt ISM-band technologies are the main
alternative. However, such a band has worse propagation than sub-1 GHz bands and
a high occupancy in many environments, thus it is normally used only for certain IoT
scenarios. There are 2.4 GHz technologies like Bluetooth that have proven to provide a
good data transfer power consumption ratio, while others based on the IEEE 802.15.4
standard (e.g., XBee, Thread, and ANT) offer a better sensitivity [1].

Commonly, Bluetooth is used for scenarios that require short-range communications,
but with the arrival of the new Bluetooth 5 standard, studies have shown that it has
improved consumption and response time [2], as well as an improved range. This is
achieved thanks to a new long-range mode (LE-coded PHY) that allows for adding extra
sensitivity, with respect to the legacy version of the Bluetooth 4.x standard, by lowering
the data rate to 125 Kbps, which makes it a rival of IEEE 802.15.4 standard technologies in
terms of range; for this reason, it is compelling for indoor use considering the additional
range [3]. This new feature not only improves the communications range but also makes it
more stable in environments with electromagnetic interference.

2. Materials and Methods

In order to test the performance of the Bluetooth 5 in realistic indoor scenarios, two
Nordic Semiconductor development kits were used (nRF52840-DK [4]), which can transmit
at a maximum power of 8 dBm and have a sensitivity of −103 dBm in the LE-coded mode.
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The tests were carried out in the Scientific Area Building of the University of A Coruña
(Spain), which occupies an area of roughly 4200 m2 and is divided into three 1400 m2 floors.

For the deployed architecture, the following considerations were taken into account.
On the one hand, as one of the advantages of the system is unrestricted transmission, we
decided to test the system with fast transmissions in order to estimate its performance
for real-time applications. On the other hand, although Bluetooth has several topologies,
we decided to use a star topology with nodes operating in the long-range mode and at
maximum power, with the aim of using the smallest number of nodes to cover the largest
distances as possible.

Considering the mentioned experimental setup, we decided to implement two dif-
ferent devices: a GATT peripheral and a GATT central that make use of the LE-coded
PHY. The GATT peripheral node was located in a fixed position, updating a predefined
characteristic value every 500 ms. The GATT central node was placed at different positions
and, after connecting to the peripheral, read its characteristic and stored the collected
information for later analysis. The positions and orientations of the deployed nodes are
shown in Figure 1.

1º oor 2º oor 3º oor

L
M

N

A

B
C

D E F

G

H

I J K F

Figure 1. Bluetooth 5 node distribution for the three floors (blue: server node; red: clients).

3. Results

Table 1 shows the results in terms of the error rate of the received packets as well as
the minimum, maximum, and average Receive Signal Strength Indicator (RSSI) values
when transmitting 200 packets for each point. As it can be observed, good error rates were
obtained for eight of the fourteen clients in spite of using a single-server node positioned
in the second floor. In points B, D, F, and N, the maximum RSSI was less than −93; thus,
considering that the theoretical sensitivity in Legacy (LE 1M) for the nodes was −96 dBm,
it is logical that these were the points with the higher packet error rates. Additionally, it
was at these extreme points where the use of the LE-coded mode allowed for a sensible
decrease in the packet error rate.

Table 1. Error rate and RSSI values obtained at the different measurement points.

Parameter/Point A B C D E F G H I J K L M N

Error rate (%) 1 71 0 41 0 94 0 19 22 7 2 41 4 74
Min. RSSI (dBm) −90 −94 −84 −98 −98 −98 −80 −99 −97 −98 −95 −99 −99 −98
Max. RSSI (dBm) −80 −99 −62 −93 −81 −95 −63 −81 −82 −84 −87 −84 −89 −94
Avg. RSSI (dBm) −84.9 −96.2 −67.8 −95.3 −86.3 −96.6 −69.6 −87.7 −86 −91.8 −90.2 −91.5 −92.9 −95.7

4. Discussion

It is important to consider that while the use of the LE-coded mode to increase
the sensitivity was good for the considered indoor environment, it is also necessary to
keep in mind that increasing the airtime can also saturate the channel, especially for
advertisements, which are emitted in only three channels. Thus, Figure 2a,b compare
the energy consumption and length of two advertisement events: one in the LE-coded
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mode (Figure 2a) and the other one in Legacy mode (Figure 2b). As it can be observed, the
LE-coded event required roughly 3 ms more than in the Legacy mode, thus the latter almost
doubles the former in length. This longer airtime also increases power consumption.

Figure 2c shows the channel occupation for the three advertisement channels (in
green), wherein the values in gray show the average occupation of the channel. The tests
were performed for four nodes that sent advertisements every 20 ms (the minimum value
allowed) at 8 dBm within a 2 m range. Although it is an extreme case used just for testing
the limits of the system, significant channel saturation can be observed.

(a) LE-coded advertisement event

(b) Legacy advertisement event

(c) Channel occupation

Figure 2. Airtime and channel occupation analysis.

In view of these results, it can be concluded that the system would benefit from the
use of a second server node, as well as from determining the optimal position for the
nodes. Moreover, the use of omni-directional antennas instead of the tested integrated
directional PCB antennas would be beneficial in the evaluated indoor environment due to
the reflections and would also provide full coverage to the entire building.

5. Conclusions

The purpose of this work was to analyze the coverage and performance provided by
Bluetooth 5 in a large IoT indoor environment. The performed experiments show that the
LE-coded mode offers notably better results than the Legacy version indoors due to the
increased sensitivity. In terms of data propagation and reception, the covered distances
considerably improve those obtained by most 2.4 GHz band technologies. Nonetheless,
traditional 2.4 GHz technologies cannot be compared to LPWAN technologies as their
unrestricted transmissions make them more suitable for the evaluated use case. The main
concern to consider is to not abuse the advertisement events in the LE-coded mode, as they
can saturate the available channels.
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Abstract: This study explores the potential of music as a therapy element in digital therapy programs
to improve mental health and well-being. Music induces an emotional component in the individual
that translates into changes in their brain activity, which can be monitored through electroencephalog-
raphy. A scoping review was conducted to identify the most recent relevant publications related
to the effect of music on brain activity and emotional state in digital therapy programs. From 585
identified publications, six relevant publications were selected that meet all the requirements defined
in the study.

Keywords: music; emotions; brain activity; electroencephalography

1. Introduction

The influence of music on brain activity and emotional state is a topic that has gained
relevance due to its potential application in therapeutic programs with clear benefits for
patients. The sound, rhythm, time, intensity, and frequency of the music can induce
different types of positive or negative emotions. Music can generate positive and negative
emotions, and its effect may vary from person to person [1].

The emotional impact provided by music can be gauged by performing measurements
of brain signals through the EEG, allowing us to relate the emotions felt to the music that
triggered them [2].

A scoping review was carried out to identify the most recent relevant publications
related to the effect of music on brain activity and emotional state in digital therapies
programs, selecting a set of studies from the last 5 years.

2. Materials and Methods

The present scoping review was conducted in conformity with the Joanna Briggs
Institute (JBI) and PRISMA method guidelines to identify the most recent relevant pub-
lications related to the effect of music on brain activity and emotional state in digital
therapies programs. To ensure a comprehensive number of documents with significant
evidence for the intended analysis, the research equation was elaborated: music AND
(electroencephalography OR electroencephalogram OR EEG) AND emotion* AND (“digital
therapies” OR “digital therapy” OR “digital treatment”). The research was carried out in
scientific databases B-On, Google Scholar and Semantic Scholar, during May of 2021.

3. Results

The study flow diagram is presented in Figure 1. Initially, a sample of 585 documents
were collected, and after removing the duplicates, 570 documents were obtained. After an-
alyzing each document based on the theme and summary, the sample was reduced to
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180 selected articles. Subsequently, and after applying the inclusion criteria, a sample of
six articles were obtained to be mapped.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow
diagram for the scoping review process. Adapted from Moher D, Liberati A, Tetzlaff J, Altman DG:
The PRISMA Statement. PLoS Med 6(7): e1000097. https://doi.org/10.1371/journal.pmed.1000097.

From Table 1, it is possible to analyze the selected documents that correspond to all
the requirements defined in the research process.

Table 1. Mapping of scientific articles based on requirements defined in the study.

Reference Abstract

Dutta et al., 2020 [3] The electroencephalogram allows to understand the impact
of music, through the emotions felt and the registered signal.
The prolonged influence of negative emotions leads to mental
illnesses such as anxiety or depression. This article allowed to
develop a music playlist.

Lee et al., 2020 [4] This article implements a music recommendation system to
provide users with a list of emotions according to different
symptoms. Through a combination of algorithms, is possible
to carry out a survey of different types of music, to achieve a
music therapy system aimed at treating depression.
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Table 1. Cont.

Reference Abstract

Ramirez et al., 2018 [5] This article evaluated, based on an electroencephalographic record-
ing, the emotional response of patients with end-stage cancer to a
music therapy (MT) intervention in a randomized clinical trial. Sub-
sequently, emotional indicators were extracted to quantify the overall
effect of MT on patients compared to controls and the relative effect
of the different MT techniques applied during each session.

Schaefer, 2017 [6] This article investigated the emotions evoked by music, and their
potential as a therapy. The tomographies performed allowed to un-
derstand which areas of the brain are activated by musical stimuli.It
was also discovered that the blocking of a specific class of receptors
can be a mechanism for the treatment of certain psychiatric or neuro-
logical diseases associated with music, with neurochemical studies
being an aspect to be considered.

Soontreekulpong et al.,
2018 [7]

This article investigated the relationship between the effects of three
musical beats: slow, normal and fast, with the major mode and the
electroencephalogram beta index for negative emotion reduction.
Stroop color tests were used to induce stress in some participants.
The results shows when the musical rhythm was normal, it was
more effective in decreasing beta activity in the right frontal region
compared to the others, proving that music is one of the resources for
reducing negative emotion.

Turrell et al., 2019 [8] In this study, after subjecting some individuals to electroencephalo-
graphic recording while listening to music, to have a direct effect on
people’s emotions, it was possible to verify that there was significant
activity in five different regions of the brain.

4. Discussion and Conclusions

In this scoping review, the authors identified six recent and relevant publications
related to the effect of music on brain activity and emotional state in digital therapy
programs. To cover the concepts that involve the subject of the study, four research terms
were defined: “Music”, “Electroencephalography”, “Emotion” and “Digital Therapies”.

This study identified relevant publications that describe very revealing studies on the
importance of music as a therapeutic element in mental health and well-being areas.
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Abstract: Information extracted from electronic health records (EHRs) is used for predictive tasks
and clinical pattern recognition. Machine learning techniques also allow the extraction of knowledge
from EHR. This study is a continuation of previous work in which EHRs were exploited to make
predictions about patients with respiratory diseases. In this study, we will try to predict the recurrence
of patients with respiratory diseases using four different machine learning algorithms.

Keywords: electronic health record (EHR); machine learning; linear discriminant analysis; quadratic
discriminant analysis; k-nearest neighbors; decision trees

1. Introduction

The electronic health record (EHR) is an electronic version of patient’s medical history
and demographic, clinical and administrative data are included in them [1,2]. The EHR
was created to improve the efficiency of health systems; however, it has several applications
in clinical informatics and epidemiology. Specifically, EHR have been used for patient
clustering, disease prediction and pattern recognition [3].

The analysis of clinical data associated to EHRs is based in statistical and Artificial
Intelligence (AI) procedures. Recently, machine learning and deep learning algorithms
have been successfully used to extract informative and useful patterns from the EHRs [4].

The present study is a continuation of previous work [5] in which EHRs were exploited
to make predictions about patients with respiratory diseases. In this project, we propose the
use of Machine Learning to predict the recurrence of patients with respiratory diseases in
less than 6, 12 or 18 months (depending on diagnosis). For this task, four machine learning
algorithms were used: linear discriminant analysis (LDA), quadratic discriminant analysis
(QDA), k-nearest neighbors (kNN) and decision trees.

2. Materials and Methods

2.1. Data Set Description

Anonymous patient data were extracted from the San Rafael Hospital database.
Records range from January 2000 to January 2020. The data set consisted consisted of 996
records and 40 variables. A total of 47.19% of patients suffered a relapse in less than six
months, whilst 52.81% had not relapsed in that period of time.
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2.2. Machine Learning Algorithms
2.2.1. Linear Discriminant Analysis

Linear discriminant analysis (LDA) is generally used to classify patterns between two
classes [6]. LDA models differences among samples assigned to certain groups, in order to
maximize the ratio of the between-group variance and the within-group variance.

2.2.2. Quadratic Discriminant Analysis

Quadratic discriminant analysis (QDA) is used when it is known that individual
classes show distinct covariances. In this method, individual covariance matrix is estimated
for every class of observations.

2.2.3. K-Nearest Neighbors

The k-nearest neighbor classifiers (k-NNCs) assumes that similar features will form a
different cluster in feature space with multiple data points. The classifier takes k-nearest
neighbors to find similarities between the test data and the features of a different class.

2.2.4. Decision Trees

Decision trees (DTs) are used for classification and regression. The DT predicts the
value of a target variable by learning simple decision rules inferred from the data features.

3. Results and Discussion

Figure 1 shows the results obtained for the four models. The accuracy is expressed as
the ratio of correctly predicted observation to the total observations; sensitivity, ratio of
true positives to actual positives; and specificity, ratio of true negatives to total negatives in
the data.

Figure 1. Results obtained for the four models.

The overall accuracy for the four models is 60%; however, the accuracy value must be
greater than 80% to be considered good.

The differences between sensitivity and specificity indicate that these models have
a better performance predicting non-relapses than relapses. As expected, the accuracies
reported by this study were lower than the ones we would expect. In this study, we used a
dataset which did not have input and output parameters for a specific disease diagnostic.
Clinical records from San Rafael included information about diagnosis, procedures or health
system, but it did not include parameters to diagnose a respiratory disease. With aim to
make better predictions, data sets need to include more useful information such as whether
the patient is smoker or not, air quality or physical activity. The use of machine learning
for health predictions is growing in popularity, although some challenges lie ahead.
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Abstract: Several studies have shown that video games help to motivate users in different kinds of
therapies. Therefore, in this work we developed a tool that includes dual activities for therapy, as
well as a data system for the specialist to follow the evolution of the user. The aim of dual activities is
to train cognitive and aerobic capacities at the same time. The interaction between the user and the
game is made through two Micro:Bits. Once the user finishes the game, the therapist can follow the
evolution of the user through some parameters included in the activities.

Keywords: cerebral palsy; Micro:Bit; gamification; dual therapies

1. Introduction

Cerebral palsy (CP) is a group of disorders that affect a person’s ability to move
and maintain balance and posture [1]. CP is caused by damage to the brain or abnormal
development. Since symptoms vary from person to person, there is not a specific treatment
for all children with cerebral palsy.

Nowadays, the search for low-cost and more effective treatments has resulted in the
incorporation of new information and telecommunication technologies (ICT) in the field
of rehabilitation, for instance telerehabilitation [2]. In this context of telerehabilitation,
systems that incorporate video games play an important role. Several studies have shown
that playing video games can improve attention, memory and overall performance [3,4].

The aim of this project is to develop a tool that includes dual activities for rehabilita-
tion, as well as a data-system for the specialists to track the evolution of the user. These
activities are controlled by the Micro:Bit board, which includes sensors that collect envi-
ronmental information such as acceleration, temperature or light. These games have the
same purpose: to train motor activity and cognitive skills simultaneously. To complete the
game, the user must pedal a stationary bike, whilst solving matching, mathematical and
memory challenges.

2. Materials and Methods

The Micro:Bit is a board [5] developed by the BBC, designed to encourage children to
get involved with computing and programming. This type of device can be programmed
using simple graphical interfaces. Programs can be created with Microsoft MakeCode, its
own programming environment, but environments such as Scratch, Tynker or Code.org
are used to develop projects with this type of device.

This project was developed in Kittenblock, based in Scratch. This platform supports
the programming of two Micro:bits. We used two Micro:bit boards, one version 1.5 and the
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other v.2. The communications with the Micro:bit v2 are through Bluetooth and with the
v1.5 board are through a USB.

We created three games, shown in Figure 1, which have the same purpose: to train
aerobic and cognitive skills.

• Maths. The aim is to solve addition and subtraction problems.
• Memory. The user must memorize a pattern of objects.
• Shape matching. Different objects are shown and the user must match them with

their shape.

Some variables were defined in order to represent the user’s progress. Kittenblock
saves these variables and after each session with the user, the therapist can save the progress
and store it in a csv file. The structure and an example of the CSV file are shown below:
[Username], [date], [time], [score], [speed of game], [level of dificult].

Figure 1. Developed games: (a) Math, (b) shape matching and (c) memory games.

3. Future Work

Some tasks and tests have been left for the future due to time constraints and pandemic-
derived problems, restricting access to the Aspace facility and its users. In the future, the
tool will be tested with real users in order to measure its effectiveness. Moreover, a platform
is being developed using Django, a Python Web framework. Through this app the therapist
can graphically analyze the results collected by the tool, track each user’s progress and
facilitate data recollection.
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Abstract: The analysis of the retinal vasculature represents a crucial stage in the diagnosis of several
diseases. An exhaustive analysis involves segmenting the retinal vessels and classifying them into
veins and arteries. In this work, we present an accurate approach, based on deep neural networks, for
the joint segmentation and classification of the retinal veins and arteries from color fundus images.
The presented approach decomposes this joint task into three related subtasks: the segmentation
of arteries, veins and the whole vascular tree. The experiments performed show that our method
achieves competitive results in the discrimination of arteries and veins, while clearly enhancing the
segmentation of the different structures. Moreover, unlike other approaches, our method allows for
the straightforward detection of vessel crossings, and preserves the continuity of the arterial and
venous vascular trees at these locations.

Keywords: medical imaging; vessel segmentation; artery and vein classification; deep learning

1. Introduction

The analysis of the retinal vasculature represents a crucial stage in the diagnosis of sev-
eral diseases, such as diabetes, age-related macular degeneration (AMD) and glaucoma [1].
This is due to the presence of these diseases causing changes in the retinal vessels. An
exhaustive analysis of the retinal vasculature involves segmenting the vascular tree and
classifying their vessels into veins and arteries. Despite its utility, this type of analysis is
rarely applied in clinical practice, as performing it manually is arduous, and often leads to
partly subjective results. For this reason, several automatic methods have been proposed.
Early methods addressed these tasks into two sequential steps [2]. However, this approach
causes the classification results to be highly conditioned by the segmentation results. To
overcome this issue, the current state of the art (SOTA) addresses both tasks as a single
multi-class semantic segmentation problem [3–6].

In this work, we present an accurate approach, based on deep neural networks, for the
joint segmentation and classification of the retinal arteries and veins (JSCAV) from color
fundus images. This approach, differently to SOTA, decomposes the joint task into three
subtasks: the segmentation of arteries, veins and the whole vascular tree. In the following
sections, we discuss this approach and its associated advantages.

2. Materials and Methods

The current SOTA formulates the JSCAV task as a single multi-class semantic segmen-
tation problem. However, this approach leads to incomplete segmentation maps for veins
and arteries, and does not directly provide vasculature segmentation maps.
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As an alternative, we present an approach that decomposes the joint task into three
segmentation subtasks [7]. Each of these subtasks addresses the segmentation of one of
three classes of interest: arteries, veins and the whole vascular tree. To implement this
multi-segmentation (MS) approach, a deep neural network is trained end-to-end using
a novel loss function: BCE3. This loss function computes the loss as the sum of the
individual segmentation losses of the aforementioned classes. Each individual loss is
computed as the binary cross-entropy (BCE) between the predicted probability map and
the manually annotated segmentation map. This setting allows for the intuitive handling
of vessel crossings, and directly provides precise and complete segmentation maps of the
various vascular trees. It also allows for the direct detection of vessel crossings through the
element-wise product of the predicted artery and vein maps.

To train and evaluate the networks in the JSCAV task, we employed the publicly
available RITE dataset [8], which is composed of 40 color fundus images and their corre-
sponding arteries, veins and vasculature segmentation masks. To facilitate training of the
networks, we used the image preprocessing technique specified in [3], as well as online
data augmentation. To validate our method, a U-Net network [9] was trained, using both
the traditional and the MS approaches.

3. Results and Conclusions

Figure 1 shows an example of an RITE retinography and its arteries, veins, vessels
and crossings segmentation maps predicted by a model trained using the MS approach.
Figure 2 shows the details of the arteries, veins and vessels segmentation maps of the same
retinography predicted by a model trained using the MS and the traditional approaches.

Figure 1. Example segmentation maps predicted by a model trained using the MS approach. From
left to right: arteries, veins, vessels and crossings.

Proposed approach Traditional approach

V

A

A

A

A

V

Figure 2. Examples of arteries, veins and vessels probability maps (in RGB) predicted by the models
trained using the MS and the traditional approaches.

The ablation study performed in the RITE dataset shows that our method provides an
adequate performance, especially in the segmentation of the different structures. Notably,
the MS approach achieves a mean accuracy of 89.24 ± 0.73 in the classification of arteries
and veins, and an AUC-ROC of 98.33 ± 0.04 in the segmentation of vessels; for its part, the
traditional approach achieves 88.78 ± 0.53 and 98.07 ± 0.04, respectively.

In addition, the comparison with the SOTA works in the same dataset, depicted in
Figure 3, clearly demonstrates that the presented method achieves competitive results
in the discrimination of arteries and veins, while significantly enhancing the vascular
segmentation.
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Figure 3. ROC curves in the RITE dataset for the MS approach along with the point representations
of the SOTA approaches for artery/vein classification (left) and vascular segmentation (right).

Therefore, the presented deep multi-segmentation method allows for the detection of
more vessels and to better segment the different structures, while achieving competitive
classification results. Furthermore, unlike previous approaches, the method allowsfor the
straightforward detection of vessel crossings, as well as preserving the continuity of the
arterial and venous vascular trees at these locations (see Figure 2).
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Abstract: Depression is one of the most prevalent mental health diseases. Although there are effective
treatments, the main problem relies on providing early and effective risk detection. Medical experts
use self-reporting questionnaires to elaborate their diagnosis, but these questionnaires have some
limitations. Social stigmas and the lack of awareness often negatively affect the success of these
self-report questionnaires. This article aims to describe techniques to automatically estimate the
depression severity from users on social media. We explored the use of pre-trained language models
over the subject’s writings. We addressed the task “Measuring the Severity of the Signs of Depression”
of eRisk 2020, an initiative in the CLEF Conference. In this task, participants have to fill the Beck
Depression Questionnaire (BDI-II). Our proposal explores the application of pre-trained Multiple-
Choice Question Answering (MCQA) models to predict user’s answers to the BDI-II questionnaire
using their posts on social media. These MCQA models are built over the BERT (Bidirectional
Encoder Representations from Transformers) architecture. Our results showed that multiple-choice
question answering models could be a suitable alternative for estimating the depression degree, even
when small amounts of training data are available (20 users).

Keywords: depression prediction; social media; pre-trained language models; multiple-choice
question answering

1. Introduction

The World Health Organization (WHO) [1] placed mental health as one of the most
relevant components of health. Depression is one of the most common mental disorders.
By itself, it affects more than 270 million people. Despite having many harmful effects,
there are some effective known treatments. The main problem relies on providing early
and effective risk detection.

One of the most reliable and frequent methods to measure depression severity is the
Beck Depression Inventory-II (BDI-II) [2]. Although significant evidence exists regarding
its performance, some aspects often affect the results of these questionnaires.

These days, health organizations are publishing these questionnaires so that users can
fill them in by themselves. However, people with mental disorders usually do not dare to
visit those web pages and fill in the questionnaires. In this new communication era, people
use social networks to share their feelings and emotions. Hence, these platforms are a great
way to collect data to identify disorders like depression [3].

In this context, we describe an approach to improve the automatic estimation of the
degree of depression from users on social media. Our study presents the use of pre-trained
language models [4] to predict the depression degree of subjects. We evaluated these
models for the task “Measuring the Severity of the Signs of Depression” of the CLEF 2020
eRisk Track [5]. Our results achieved moderate performance among all the participants of
the task.
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2. Experiments

2.1. Datasets

In this study, we use the datasets provided by eRisk 2019 and 2020 for the task
“Measuring the Severity of the Signs of Depression” [5,6]. Each dataset contains the history
of 20 and 70 users, respectively, providing the users’ actual responses to the questionnaire
and its complete history of postings. We used the 2019 dataset as training data and the
2020 dataset for testing.

We also used RACE (Large-scale ReAding Comprehension Dataset From Exami-
nations) [7] and SWAG (Large-Scale Adversarial Dataset for Grounded Commonsense
Inference) [8], two general-purpose multiple-choice question answering datasets. After
some preliminary comparisons, we selected the RACE dataset to perform the first fine-tune
over BERT as the results obtained were slightly better.

2.2. Beck Depression Inventory-II (BDI-II)

Beck Depression Inventory-II (BDI-II) is a questionnaire formed by 21 items to measure
the depression severity. For each item, the BDI-II provides four options (except items 15
and 17, which provide seven options) and sentences to explain their meanings. These
options represent a scale from the absence of the symptom to a total identification.

2.3. Models

We used a modified BERT [9] model for Multiple-Choice Question Answering (MCQA).
This model was built over the pre-trained bert-base-uncased model, modifying it to allow
multiple-choice question answering. In [4], we can see the process followed to build the
model and its comparison with other baseline models.

We also tried to pre-train the MCQA models provided by the Hugging Face library
(such as RoBERTa for multiple-choice), but the results obtained were much worse than
those obtained using the adaptation mentioned.

2.4. Our Approach

Pre-trained language models are usually trained on a large text corpus and then fine-
tuned on a downstream task. Following this approach, in the training phase, we fine-tuned
a pre-trained model using the RACE dataset. We additionally fine-tuned the model using
training data from the 2019 eRisk task. For that, we built a custom dataset that contains
every post from each user combined with each question from the BDI-II questionnaire with
all its options (0–3), and the label which represents the actual option was chosen by the user.
After analyzing the results obtained, we decided to filter the training data as there was too
much noise. Therefore, we calculated the post and question embeddings and used only the
top 50 posts more similar to each question as training data in the fine-tuning process.

To run both fine-tunings, we used a batch size of eight (four, when fine-tuning with
the seven options dataset), a maximum sequence length of 320, a learning rate of 5 × 10−5,
two epochs, and two gradient accumulation steps.

To carry out inference, we feed the model with every post from each user combined
with each question from the BDI-II questionnaire with all its options. As a result, we will
receive the model’s confidence on each option for each pair of post-questions. Given that
confidence, we can extract the inferred answer for each paired user-question by selecting
the option with the most appearances.

In this phase, we used the following parameters: a batch size of 48, a maximum
sequence length of 320, and a minimum option probability of 0.4 (0.2 for seven options
questions). We subtract 0.01 from the minimum probability if no posts achieve that mini-
mum probability.

Finally, to facilitate the whole inference process, we built another dataset using the
test data from the 2020 task and following the same approach as explained before.
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3. Results and Discussion

In Table 1, we show the results obtained following the explained approach.

Table 1. Results of our model, along with the best baselines of eRisk 2020. Bold values correspond to
the best result for each metric.

Model AHR (%) ACR (%) ADODL (%) DCHR (%)

BioInfo@UAVR [10] 38.30 69.21 76.01 30.00
ILab [11] 37.07 69.41 81.70 27.14
Prhlt-Upv [12] 34.56 67.44 80.63 35.71
Relai [13] 36.39 68.32 83.15 34.29
MCQA Model 25.03 57.76 75.58 31.43

On the one hand, we can see in the results table that we get good results in both
ADODL and DCHR metrics. However, on the other hand, the results obtained in AHR and
ACR metrics were poor compared with the best results of the 2020 task.

Inspecting the model’s answers to the BDI-II, we could see that it overestimates
depression severity. This is likely because both the train and test data are still noisy. With
this in mind, in future work, we plan to design more effective data filtering processes on
both the training and test data.

4. Conclusions

In this article, we studied the application of pre-trained multiple-choice question
answering models to automatically estimate the depression severity of users on social
media. The results obtained are promising and a good starting point to continue researching
this type of model.
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Abstract: Advances achieved in recent decades regarding cardiac surgery have revealed a new
risk that goes beyond surgeons’ dexterity; post-operative hours are crucial in these patients and
are usually spent at intensive care units (ICUs), where they need to be continuously monitored to
adjust the treatments. Clinical decision support systems (CDSS) have been developed to take this
real-time information and provide clinical suggestions to physicians, so as to reduce medical errors
and increase patient recovery ratio. In this review, an initial total of 666 papers were considered,
finishing with 23 of them after the researchers’ filter, which included the deletion of duplications and
exclusion if the title and abstract were not of real interest. The review of these papers concludes the
applicability and extends the CDSS offer to both doctors and patients. Better prognosis and recovery
rate are achieved by using this technology, which also has high acceptance among most physicians.
However, despite the evidence that well-designed CDSS are effective, they still need to be refined to
offer the best assistance as possible, which may still take time, despite the promising models that
have already been applied in real ICUs.

Keywords: clinical decision support; computerized physician order entry; intensive care units;
cardiac surgery

1. Introduction

Patients who need heart surgery require long stays in intensive care units (ICU),
compared to other types of surgery, due to their complications.These patients demand the
use of broad resources during their stay, such as high vigilance, quick analysis of parameters
or adjustments in their medical treatment. The assistance of vital support for the patients is
made through the maintenance of vital signs in a target range, the coordination of early
therapy directed by objectives in a cardiogenic shock, and the hemodynamic stabilization
of LCOS. These techniques can speed up post-operative recovery, decrease hospital stays
or the use of mechanical ventilation, and reduce ICU days. At the ICU, the health experts
must carry out the control of these parameters, care for the subjects’ needs, and prevent
complications by ensuring the optimal state of the patients. The use of clinical decision
support (CDS) can be very appropriate, supporting the doctor to improve the clinical
progress of the patient. The Computerized Physician Order Entry (CPOE) offers support
to avoid errors in the dosages and improve the adjustment according to the patient’s
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comorbidities. Databases are also an important system in the ICU, because they can
enhance learning about the knowledge of the evolution and prevent or act in each clinical
situation. Knowing the impact of these tools can improve the health care of cardiac patients
in the ICU. This review aims to determine the impact of clinical decision systems on cardiac
patients in ICUs.

2. Materials and Methods

2.1. Design of the Study

The authors conducted this review between 2019 and 2020. This review was guided fol-
lowing the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
statement. Relevant studies were selected and analyzed regarding clinical decision support.

2.2. Search Strategy

A search was conducted to find relevant literature published related to alert sys-
tems and cardiac patients in the ICU (2010–current). The search was performed on three
databases: Pubmed, Web of Science, EBCOS host. This review include only those studies
that (1) studied ICU patients of any age with cardiac pathologies and associated problems;
(2) analyzed the use of EHRs, CPOE, or MIMIC-III in the data systems’ inpatient follow-up;
(3) described the combination of CDSSs with previous systems for the improvement of
healthcare; (4) provided predictive values for the implementation of these tools in ICUs.

2.3. Study Selection

A total of 666 results were obtained in the literature search, including 629 from the
search and 37 from the bibliographies of other studies. After eliminating duplicates, two
authors read the titles and abstracts generated by the search strategy independently, but
at the same time, for identifying eligible articles and maintaining the consistency in the
review. Overall, 283 articles were selected in the first review, whereas 48 were collected in
the second review, and finally, 22 results were included.

2.4. Statistical Analysis

Each study was classified according to whether it was a CDSS, CPOE, EHR, or database
system, as well as a combination of these decision support systems. On the contrary, the
studies were grouped by the measurement of the results.

3. Results

Twenty-two studies met our inclusion criteria. Thirteen studies evaluated the func-
tionality of CDSS in ICUs, three examined the applicability of databases in ICUs, one each
studied the usefulness of HER, and CPOE; and four analyzed the function of combination
CDSS/CPOE, CDSS/database and CDSS/EHR. The publication dates of these studies
ranged from 2006–2018. Eight studies focused on the development and validation of
information systems, four studies used retrospective analysis, two studies conducted an
experimental design and a controlled trial, and the remaining each were a prospective
cohort, performance study, multicenter study, observational cohort research. The results
were grouped into six main blocks:

Development forecast: Five studies examined the use of CDSSs as a tool to predict
the evolution that patients may have after heart surgery.

Medication errors: Four studies focused on the analysis of the performance of support
systems, specifically on the tools applied to CPOE systems in the prevention of errors in
the pharmacological treatment of patients in ICUs.

Warning systems: Four studies analyzed the incorporation of CDSSs into surveillance
and continuous analysis, to allow the fast detection of clinical alterations.

Standardization and compliance with protocols: Three studies examined the applica-
bility of these tools to help in the implementation of protocols and complex diagnostics.
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Precise adjustment to objectives: Six studies analyzed the application of CDSS in clin-
ical practice and how it makes it possible to maintain a constant within a more precise
target range.

Cost reduction: Three studies analyzed how the CDSS can contribute to improving
the quality and efficiency of patient care and improving patient outcomes, promoting the
reduction of health costs.

Acceptance: Four studies report the high acceptance of these support systems in
different fields of both treatment and diagnostic acceptance.

4. Discusion and Conclusions

As seen in this review, CDSS have proved themselves to be a complementary tool for
treatment that improves life expectancy in a remarkable way. With the decreasing time
physicians has for every patient, CDSS may even become substitutes of these professionals
when it comes to assist the nursing staff in the tactical decisions, as long as they have
been trained successfully through real qualified clinicians’ decisions. At intensive care
units, this improvement and assistance become fundamental, as one bad decision might
have fatal consequences for the patients therein. Besides medical benefits, costs reduction
due to CDSS implementation also allows the investment in hospital equipment and the
recruitment of more health care workers, which in turn, improves the assistance received by
the patients, thus creating a positive feedback in which both workers and patients benefit.
However, as with all emerging technologies, these systems need to be tested and refined to
offer a life-saving assistance that is as accurate as possible. This still may take some time,
but the current available systems suggest the potential of these technologies for health
improvement [1].
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Abstract: (1) Background: Stress is a major public health problem due to its relevant health, social
and economic repercussions. Moreover, stress can be associated with work; when stress increases
over time, burnout can occur, an occupational phenomenon recognized by the WHO in 2019. There
is interest in the use of wearable devices to monitor and control stressors and their influence on
the condition of workers. This study aims to identify the level of job stress and its influence on the
quality of life of workers. (2) Methods:This longitudinal study was carried out between the end
of May and mid-July 2021. Three assessment tools along with a daily and a weekly questionnaire
were computerized through the RedCap platform. The participants had to fill out the diary and
weekly questionnaires and wear a Xiaomi Mi Band 5 during the project. (3) Results and discussion:
Thirty-six workers from the University of Coruña and from the University of Porto participated
in the project. This study promotes the awareness of workers regarding their work stress and the
influence of this factor on their quality of life using physiological (e.g., activity, sleep, and heart rate)
and psychological indicators (self-report questionnaires in different moments).

Keywords: Xiaomi Mi Smart Band 5; burnout; occupational balance; occupational therapy; participa-
tory health; wearable technology; work stress; sleep

1. Introduction

Work and working conditions can influence health status and quality of life. Work
can be influenced by different factors such as work overload, lack of support, etc. The
increase in these factors can cause work stress in the worker. When work stress is prolonged
and worsened over time, it can lead to burnout situations. Burnout is an occupational
phenomenon was recognized by the World Health Organization (WHO) in 2019.

Occupational stress has become one of the most frequent health problems in workers.
It is estimated that approximately 3 million workers suffer from occupational stress and that
it’s 50–60% of the cases of absenteeism and presenteeism. In addition, it is estimated that
burnout affects 10% of workers. In the last year, these data have been increased because of
the current pandemic situation. Since working conditions have been significantly damaged
due to the new forms of work organization and sociolabor relations.

Epidemiological studies report that workers with high levels of stress suffer from
anxiety or fatigue, and in several situations, may develop depression. Some studies
also consider occupational stress as a triggering factor for cardiovascular and respiratory
diseases and physical or cognitive fatigue. Some studies refer to the importance and care
of the components’ workers’ lives, with sleep being one of the most important factors for
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workers’ life. Likewise, the balance between the activities of daily life and work is relevant
to obtain the workers’ satisfaction and well-being.

Due to the aforementioned, institutions associated with occupational health and work,
must promote the workers’ quality of life, which gained priority during the pandemic
situation, considering the news work demands and the situation of the workers. Thus,
the development of studies that provide us with information on the situation of workers
in order to create strategies and plans for detecting and monitoring stress and associated
factors with the aim of promoting their quality of life and occupational performance.
Nowadays, wearable devices are becoming more and more popular in society, being
devices used in some researches due to the data they provide on some physiological
parameters such as sleep, activity and heart rate. The information of this wearable can
be used to know a person’s stress and helps to raise awareness of stress and quality at
work. In this study, the levels of of work stress and its influence on sleep, daily activity, and
quality of life were evaluated. For this purpose, the Xiaomi Mi Band 5 and specific scales
and questionnaires were used to measure the different aspects that influence the quality of
life of workers.

2. Materials and Methods

2.1. Design of the Study

A cross-sectional study was conducted among workers belonging to the University
of Coruña (Spain) and the University of Porto (Portugal), between the end of May and
mid-July 2021. Prior to starting the study, all participants gave their informed consent for
participating. Also, the study protocol was approved by the A Coruña-Ferrol Research
Ethics Committee (code: 2019/249) and by the Ethics Committee of the Faculty of Psy-
chology and Education Science of the University of Porto (code: 2021/06-03). In addition,
the study was conducted following the Helsinki Statement for human research ethics.
The researchers maintained the confidentiality of all data collected and the anonymity of
each participant. Thus, the project respected the Spanish 2016/679 and European Organic
95/46/E.C. Law on the protection of personal data at all times.

2.2. Data Collection and Analysis

In this study, the Xiaomi Mi Band 5 wearable device and different computerized scales
were used. To obtain biometric data, participants wore the Xiaomi Mi Band 5 for one month.
This device collected minute-by-minute activity and heart rate data, and daily sleep data.
In addition, the Research Electronic Data Capture Consortium (REDCap) program was
used to computerize the different assessment tools used in the project. Participants had to
complete a sociodemographic questionnaire at the beginning of the study; three assessment
tools associated with quality of life, sleep quality, and stress perception at the beginning
and end of the study; and a daily and weekly questionnaire with questions associated with
sleep, stress, physical activity, and occupational balance.

2.3. Statistical Analysis

The project data are obtained in raw form using .csv files, so it is necessary to clean,
organize, describe and process them to perform statistical analysis. For the statistical
analysis, the IBM SPSS Statistic version 22 program was used. The different numerical
variables (age, sex, etc.) will be expressed as mean, standard deviation, taking into account
the maximum and minimum ranges. Pearson and Spearman’s Rho tests will be used for
the association between the variables.

3. Results

36 workers participated in the study. A total of 58.3% belonged to the University of
A Coruña, were women (53.8%), and were under 30 years of age (30.8%). Most of the
participants (61.9%) had moderate work-related stress and considered that their stress level
had increased somewhat to quite a lot due to the COVID-19 situation.

98



Eng. Proc. 2021, 7, 25

In daily questionnaires, most of the participants came to work in person (67.9%), and
felt somewhat frustrated (27.6%) and exhausted (22.4%). In the weekly questionnaires,
39.1% considered that they had been overloaded with tasks during the week.

Averages scores of PSQI and daily questionnaires show that participants had slight
difficulties falling asleep and low sleep quality (39.9%). By contrast, wearable reported that
participants attained optimal sleep habits. Data from wearable Xiaomi Mi Band 5 show
that participants walked on average 5780 steps. Regarding sleep, participants slept 60 min
of deep sleep and 233 min light sleep.

4. Discussion and Conclusions

This project contributes to know the influence of occupational stress on the quality
of life in university workers, using physiological (e.g., activity, sleep, and heart rate) and
psychological indicators (self-report questionnaires in different moments). The increasing
use of wearable devices encourages to obtain real-time biomedical data available for people,
promoting participatory medicine and knowledge of people’s health status. Thus, in this
project, workers have been able to have an insight and be aware of their stress level,
different stressors, and other parameters related to their activity, sleep, and heart rate. This
data can help the worker to improve in their routines and habits and add strategies to
reduce their stress level and improve their quality of life [1].
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Abstract: Memory management is one of the main tasks of an Operating System, where the data of
each process running in the system is kept. In this context, there exist several types of attacks that
exploit memory-related vulnerabilities, forcing Operating Systems to feature memory protection
techniques that make difficult to exploit them. One of these techniques is ASLR, whose function
is to introduce randomness into the virtual address space of a process. The goal of this work was
to measure, analyze and compare the behavior of ASLR on the 64-bit versions of Windows 10
and Ubuntu 18.04 LTS. The results have shown that the implementation of ASLR has improved
significantly on these two Operating Systems compared to previous versions. However, there are
aspects, such as partial correlations or a frequency distribution that is not always uniform, so it can
still be improved.

Keywords: ASLR; memory; comparative analysis; Windows; Ubuntu

1. Introduction

One of the main jobs performed by an Operating System is memory management.
From a security perspective, there are plenty of attacks that leverage in the determinism of
the memory space’s layout to access and modify some parts of the memory. As an example
of the most widespread ones, buffer overflow and string format must be mentioned.

In this context, ASLR (Address Space Layout Randomization) is a memory security
mechanism which adds randomness into the virtual memory address space of a process.
The aim of this technique is not to implement a patch to some specific problem, but making
more difficult to exploit existing or future vulnerabilities.

The evolution and perfection of ASLR is notable during the last years. However, there
exist an important amount of reports and studies that question the effectivity and solidity
of this technique, even for the most recent Windows and Linux Operating Systems. In [1]
Whitehouse performs a complete and detailed analysis of Windows Vista and, in its results,
it reveals implementation errors that make the system not completely protected, situation
that attackers can take advantage of to exploit memory vulnerabilities.

The main objective of this work was to base the methodology and transpararency on
the Whitehouse study to obtain results of the real protection that offers ASLR, by comparing
the behaviours and implementations on two recent distributions of Windows and Linux:
Windows 10 and Ubuntu 18.04 LTS.
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2. Materials and Methods

This section includes the methodology of the performed comparative analysis on
the presented Operating Systems. Both the code and methodology are based on [1], but
adapted to the modern versions of Windows and the specific features available on Linux.

2.1. Developed Code

The developed code [2], written in C for Linux and Windows, prints a log of the
assigned memory addresses in each of the different areas of the process itself. With these
logs, some bash scripts were crafted for the iterated execution of the tool, storing the
memory addresses of each area in a CSV file. It is noteworthy that, for the compilation of
the C programs, both Linux GCC and Windows WinGW compilers need concrete flags for
ASLR to work.

In order to develop a comparative analysis for Windows and Linux, the code for
both Operating Systems include almost identical verifications for memory addresses, from
higher positions to lower ones: (1) stack, regarding variables inside a function; (2) heap,
containing dynamic memory assignments; (3) BSS, where the uninitialized variables are
kept; (4) data, regarding initialized static variables; (5) code.

In the case of Windows, the heap is verified by three means: creating a new heap,
allocating memory in the heap and by using the malloc() function. Besides, the code for
Windows also gets the PEB (Process Environment Block) address, which is a structure not
existing in Linux. On the other hand, in Linux the code gets the heap address directly
with the malloc() function. In the same way the Windows code gets the PEB address,
the Linux code also gets addresses for some specific Linux memory parts like the VDSO
(Virtual Dynamic Shared Object), as well as brk() and mmap() libraries.

2.2. Execution and Analysis

For the execution of the iterations, some batch and bash scripts were developed for
Windows and Linux respectively, which are also available at [2]. These executions were
performed in a PC with the following characteristics: AMD Athlon 64 ×2 4400+ with
4 GB de RAM. Regarding the specific releases of the Operating Systems, the tests were
executed on Windows 10 10.0.17763 version and Ubuntu 18.04.2 LTS. In both of them, the
scripts were run in two ways: continuously with 5 million iterations based on the work of
Marco and Ripoll in [3]; and with system reboots each 100 iterations until reaching 500,000,
considering a reasonable execution time and a significant number of repetitions, widely
increased compared to the previous work of Whitehouse in [1].

Regarding the analysis, the logs resulting from the executions were pre-processed with
the Pandas python library and then imported in Power BI Desktop, used as the main tool.
The work is focused in the analysis of the level of entropy of the memory addresses, and
the possible alterations compared with a desirable uniform distribution. For this purpose,
we have used some techniques like pattern detection, correlations among areas, percentage
of duplicated values and frequency distribution analysis.

3. Results and Conclusions

The first conclusion of this work is that the difference in the size of the user memory
addressing space it is a determining factor in the behavioral differences between both
Operating Systems. In Ubuntu, memory addresses present more entropy bits than in
Windows, it presents a lower percentage of duplicated values and there exist fewer cor-
relations among the different memory areas. In Windows, due to its memory addressing
size, correlations seem not to be avoidable. Even though the addressing space in Ubuntu
should be enough to avoid the correlations, they exist and in some cases are quite marked.

Regarding the frequency distribution in both systems, it tends to be uniform. It
represents an improvement with respect to previous versions, as analyzed in Windows [1,4]
and Linux [3,5]. However, in Windows the stack and PEB presents a bias towards lower
memory addresses and in Linux, the percentage of repeated addresses in the VDSO is high.
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Finally, the ratio of duplicated address values between the test without reboots and
the test with reboots is higher in Ubuntu than in Windows. This factor can be understood
as the impact of a reboot in the randomness of the addresses, and presents an unexpected
behaviour. As shared libraries in Ubuntu are compiled as PIC, they take different virtual
memory addresses in each process, in contrast with Windows where the values are equal
between processes. Consequently, the impact of a reboot in Ubuntu should be lower on this
matter in comparison with Windows. However, the results are higher in Ubuntu, maybe
because of a specific characteristic in the implementation of ASLR in this Operating System.

In conclusion, ASLR has a better behaviour in Linux than in Windows, following
the historical trend: it presents more entropy bits, less correlations and a better frequency
distribution. However, considering its current memory addressing space, there are aspects
that could be improved, like better correlation avoidance among the memory areas. In
Windows, the correlation among memory areas is higher. In Windows 10, it would be
convenient that the user memory addressing space was increased, for ASLR to be able to
use more entropy bits and, in this way, the majority of the correlations would be avoided.
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Abstract: Requirements prioritization (RP), part of Requirements engineering (RE), is an essential
activity of Software Product-Lines (SPL) paradigm. Similar to standard systems, the identification
and prioritization of the user needs are relevant to the software quality and challenging in SPL
due to common requirements, increasing dependencies, and diversity of stakeholders involved.
As prioritization process might become impractical when the number of derived products grows,
recently there has been an exponential growth in the use of Artificial Intelligence (AI) techniques
in different areas of RE. The present research aims to propose a semi-automatic multiple-criteria
prioritization process for functional and non-functional requirements (FR/NFR) of software projects
developed within the SPL paradigm for reducing stakeholder participation.

Keywords: multiple-criteria prioritization; Software Product Line; Artificial Intelligence (AI)
techniques

1. Introduction

Requirements prioritization (RP) is an important activity of requirements management,
however, this activity can become a complex process in a family of products projects,
due to common requirements, increasing dependencies, and diversity of stakeholders
involved. In most prioritization method, such as Hundred Dollar, MoSCoW and Numerical
Assignment Technique (NAT), the participation of stakeholders are essential to provide
the prioritization criteria based on their expertise [1]. In this respect, Hujainah et al. [2]
suggest the exclusion of users from tasks that can be automated, and include them only in
important tasks that generate value.

In the latest years, the application of AI techniques in several stages in Software
Engineering has been increasing and will continue growing [3]. We argue that it is possible
to take advantage of these techniques to exploit information and discover new criteria,
to decrease the stakeholder’s participation.

In this paper, we focus mainly on those activities that can be automated for identifying
a set of prioritization criteria and generating a list of ranked requirements. We also analyzed
the available datasets and discuss their main limitations. In the next section, the proposed
process is shown in detail.

2. A Semi-Automated Data-Driven Requirements Prioritization Process

The proposed process consists of two phases, Criteria Identification Phase and Re-
quirements Prioritization Phase. A summary of the proposal is shown in Figure 1.
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Figure 1. Data sources and AI techniques used for prioritizing requirements of SPL projects.

2.1. Criteria Identification Phase

In this first phase, multiple prioritization criteria are identified with the minimum
stakeholder participation. This phase starts with the data sources selection carried out
by the analyst, and, optionally, loading new requirements and criteria. Then, the data
is automatically collected by extracting and analyzing data from several sources, like
reviews from App Marketplaces and requirements’ formal documents. After collection,
Natural Language Processing (NLP) techniques can be used to identify features (features
are distinctive characteristics or properties of a family of systems) and associating them
with existing features in feature models. Feature models are diagrams in SPL projects that
show features in a hierarchical structure and conceptual relationships among features [4].
These features can be previously prioritized and new prioritization criteria can be obtained
when associating the new features with the existing ones. Moreover, thanks to the use of
sentiment analysis, we aim to identify sentiment and deontic in user reviews, which can
provide another type of prioritization criteria. A (supervised or non-supervised) classifica-
tion algorithm is used to perform the classification in FR/NFR. This classification can be
used as other criteria, due to the importance of some NFRs like security or performance,
considered crucial to the quality of systems. All these criteria can be obtained automatically,
without the participation of stakeholders.

2.2. Requirements Prioritization Phase

In the Second Phase, a requirements prioritization is performed based on criteria
previously identified. All these criteria require to be unified and summarized in order
to provide more understandable information. At this point, stakeholders can review the
prioritization criteria, by confirming those that are relevant for the project. Once the criteria
are selected, the prioritization is performed automatically by means of a machine learning
algorithm. Algorithms such as Machine-Learned ranking, classification algorithms like
Decision Tree or Random Forest, and even Deep Learning algorithms in combination with
others algorithms can be used in this process. Finally, the output of this process is a list of
ranked requirements. This will be saved as historical data for future use.

2.3. Datasets

Datasets are an essential component of any machine learning model. PROMISE [5]
is a dataset used in most of the research for FR/NFR classification. This dataset has
625 requirement sentences, with 255 identified as functional and 370 as non-functional
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requirements. The NFR is labeled with the following types: Availability, Legal, Look
and feel, Maintainability, Operational, Performance, Scalability, Security, Usability, Fault
tolerance, and Portability. However, it presents unbalanced data in the categories of NFR.
The unbalanced data can affect the precision and recall metrics of several classification
algorithms, and generate a biased model. There are several ways to address this problem.
Down-sampling in the majority classes is one technique, but it could lose valuable data.
Synthetic data generation (Up-sampling) is another technique, that using some algorithms
to create data that follow the tend of the minority classes. Balanced ensemble learning
refers to the use of multiple learning machines and combines their outputs to obtain a
better prediction.

For requirements prioritization methods based on supervised algorithms, RALIC [6] is
a dataset used for some research. RALIC dataset contains several data about ratings and rec-
ommendations of requirements by stakeholders. This dataset is used in traditional methods
and in machine learning methods for predicting the value of a rating from stakeholders.

Both datasets are in the English language. These datasets are good references but more
datasets, especially in Spanish, are needed. This implies collecting historical requirements
and carrying out their labeling, get balanced and standardized data and ensure enough
quantity for training, testing and validation.

3. Conclusions

In this article, we presented a data-driven requirements prioritization process that can
be used in SPL projects. The proposed prioritization process aims to reduce mainly the
stakeholder participation through the identification of additional criteria to avoid some
risks like disagreement between stakeholders and lack of time. We rely on AI techniques,
like NLP and Machine Learning algorithms, to optimize mainly the criteria identification
by exploiting information from different data sources. We also review two datasets that
are used for FR/NFR classification and for requirements prioritization. As a result of
this review, some of their limitations (e.g., imbalanced datasets), and the necessity of new
datasets were identified.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Publicly available PROMISE dataset [7] and RALIC dataset [6] were
analyzed in this study.
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Abstract: This work proposes a resampling technique to approximate the smoothing parameter of
Beran’s estimator. It is based on resampling by the smoothed bootstrap and minimising the bootstrap
approximation of the mean integrated squared error to find the bootstrap bandwidth. The behaviour
of this method has been tested by simulation on several models. Bootstrap confidence intervals are
also addressed in this research and their performance is analysed in the simulation study.

Keywords: Beran’s estimator; survival analysis; bootstrap; bandwidth selector; confidence intervals

1. Introduction

Let {(Xi, Zi, δi)}n
i=1 be a simple random sample of (X, Z, δ) with X being the covariate,

Z = min{T, C} the observed variable and δ = IT≤C the uncensoring indicator. Usually, T
is the time until the occurrence of an event and C is the censoring time. The generalised
product-limit estimator of the conditional survival function proposed in [1] is given by

ŜB
h (t|x) =

n

∏
i=1

(
1 −

I{Zi≤t, δi=1}wn,i(x)
1 − ∑n

j=1 I{Zj<Zi}wn,j(x)

)
(1)

where

wn,i(x) =
K
(
(x − Xi)/h

)
∑n

j=1 K
(
(x − Xj)/h

)
with i = 1, ..., n and h = hn is the bandwidth for the covariable. This estimator depends on
a smoothing parameter which is, in practice, unknown. Therefore, finding a method for
automatic selection of this bandwidth is truly interesting and very helpful in the analysis of
real data subject to censoring. Bootstrap confidence intervals of S(t|x) are also proposed.

2. Bandwidth Selector

Let rIh ⊂ R be an appropriate pilot bandwidth. The bootstrap resampling algorithm
consists of generating Ui ∼ U(0, 1) and Vi ∼ K and obtaining

X∗
i = X[nUi ]+1 + rVi,

Z∗
i = Z[nUi ]+1,

δ∗i = δ[nUi ]+1,

for each i = 1, . . . , n. The bootstrap sample is formed as {(X∗
i , Z∗

i , δ∗i )}n
i=1.
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The optimal smoothing parameter is the bandwidth that minimizes the mean inte-
grated squared error given by:

MISEx(h) = E
( ∫ (

Ŝh(t|x)− S(t|x)
)2dt

)
.

Then, the bootstrap bandwidth is obtained by minimizing the Monte Carlo approxi-
mation of the bootstrap MISE defined as follows

MISE∗
x(h) � 1

B

B

∑
j=1

( ∫ (
Ŝ∗(j)

h (t|x)− Ŝr(t|x)
)2dt

)
,

where Ŝr(t|x) is the Beran survival estimation with pilot bandwidth r using the original
sample {(Xi, Zi, δi)}n

i=1, Ŝ∗(j)
h (t|x) is the Beran survival estimation with bandwidth h using

the bootstrap resample {(X∗(j)
i , Z∗(j)

i , δ
∗(j)
i )}n

i=1, and B the number of bootstrap resamples.

3. Bootstrap Confidence Intervals

Let h ∈ Ih ⊂ R be an appropriate smoothing parameter and fixed values (t, x) ∈
[a, b]× I, the bootstrap confidence interval for a confidence level of 1 − α is given by(

Ŝr(t|x)−
ρ1−α/2√

nh
, Ŝr(t|x)−

ρα/2√
nh

)
,

where Ŝr(t|x) is the Beran estimation with the pilot bandwidth r that is used in the boot-
strap resampling, and ρα/2 and ρ1−α/2 are the 100α/2 and 100(1 − α/2) percentiles of
the resampling distribution of

√
nh

(
Ŝ∗

h(t|x)− Ŝr(t|x)
)
, being Ŝ∗

h(t|x) the Beran survival
estimation of the bootstrap resample.

4. Simulation Study

A simulation study is carried out to analyse the behaviour of the bootstrap algorithm
previously described. Several models with different conditional probabilities of censoring
were considered. Figure 1 shows the bootstrap estimations of the conditional survival
function in two of these scenarios: Model 1 considers the Weibull distribution for life and
censoring times and Model 2 considers exponential life and censoring times. Both models
have a conditional probability of censoring equal to 0.5. Figure 2 shows the bootstrap
confidence intervals in one sample from Models 1 and 2.

Figure 1. Theoretical survival function S(t|x) (solid line), Beran’s estimation with optimal bandwidth
(dotted line) and Beran’s estimation with bootstrap bandwidth (dashed line) for Model 1 (left) and
Model 2 (right).
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Figure 2. Theoretical survival function (solid line), Beran’s estimator with bootstrap bandwidth
(dashed line) and the bootstrap confidence intervals (dotted line) for each t in a grid of size nt = 100
in Model 1 (left) and Model 2 (right).

5. Conclusions

The results of the simulations show that this bootstrap algorithm provides adequate
smoothing parameters to estimate the survival function in this context. The bootstrap
bandwidths obtained are similar to the optimal ones and the estimation errors of both are
quite similar. Bootstrap confidence intervals have a reasonable behaviour.

Future lines of work focus on developing a method for choosing the bidimensional
smoothing parameters involved in the doubly smoothed Beran estimator presented in [2].
In addition, we deal with the construction of confidence intervals for the conditional
survival function based on the doubly smoothed Beran estimator.

Funding: This research has been supported by MINECO Grant MTM2017-82724-R, and by the Xunta
de Galicia (Grupos de Referencia Competitiva ED431C-2016-015 and Centro Singular de Investigación
de Galicia ED431G/01), all of them through the ERDF.
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Abstract: Geographic Information Systems (GIS) have spread all over our technological environment
in the last decade. The inclusion of GPS technologies in everyday portable devices along with
the creation of massive shareable geographical data banks has boosted the rise of geoinformatics.
Despite the technological maturity of this field, there are still relevant research challenges concerning
efficient information storage and representation. One of the most powerful techniques to tackle these
issues is designing new Succinct Data Structures (SDS). These structures are defined by three main
characteristics: they use a compact representation of the data, they have self-index properties and,
as a consequence, they do not need decompression to process the enclosed information. Thus, SDS
are not only capable of storing geographical data using as little space as possible, but they can also
solve queries efficiently without any previous decompression. This work introduces how SDS can be
successfully applied in the GIS context through several novel approaches and practical use cases.

Keywords: data structures; geoinformatics; geographic information systems

1. Introduction

Since the dawn of mankind, we have been trying to capture the geography that
surrounds us in an attempt to establish order in nature. From the very beginning of our
species, we were forced to memorize important locations in order to survive; little by little
we improved our cartographic skills until the current degree of sophistication. Currently,
Geographic Information Systems (GIS) are still one of the most important tools in our
society. Almost every gadget tracks its position or uses some kind of map. The rise of
modern GIS can be understood via two main reasons:

• The improvements to Global Positioning Systems (GPS) technologies that enable all
kinds of devices to geolocate any object with the highest precision.

• The popularization of massive geographic data banks.

On the one hand, advances in GPS techniques have allowed accurate sensors to
become cheaper and disseminated all over the technological ecosystem. On the other
hand, it was also necessary to design and implement shareable geographic data banks in
order to represent within them the information of interest gathered by GPS (e.g., points,
trajectories, etc.).

These new features translated directly to a constant production of large amounts of
data that can be exploited in order to optimize a wide range of tasks and ease our daily life
(e.g., package tracking, food delivery, etc.). Accordingly, an interest in programs able to
handle trajectories and geographical information systems has grown in recent years, giving
birth to all kinds of algorithms and systems that are able to locate mobile objects in real
time or recover any past trajectory, attending to some user-defined criteria.

2. Succinct Data Structures

One of the most effective techniques to fight against the exponential growth of big data
scenarios is compression. A vast amount of compression algorithms have been proposed
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in almost every context of computer science, trying to reduce as much as possible the space
used. However, the aim of this field is not just to store information by reducing the space
used but also to avoid interactions with secondary memory as much as possible. Usually,
the information used in computers is too large to fit in primary memory, so it is necessary
to load it by parts, one part at a time; this loading process is so slow that it would be
preferable to perform more operations (e.g., decompression) in the main memory than to
load more data from the disk.

The most common approach to achieving compression is based on repetitiveness.
Usually, compression algorithms search for repeated chunks of data and store them as
few times as possible. Sometimes, repetitiveness is not found in an individual bank of
data by itself, but it does appear when compared with others. For example, DNA strands
are not particularly repetitive themselves; however, different samples of the same species’
genome are so similar to one another that they can be represented by their similarities and
differences with respect to reference DNA.

In recent years, a new branch in the compression field has attracted a lot of attention:
Succinct Data Structures (SDS). These structures tackle the space usage issue, but, in opposi-
tion to traditional approaches, they are autoindexes. Thus, the ultimate goal of SDS is to store
information in a compact way while still being able to use the compacted data, i.e., perform
queries without any decompression process, or at least a minimal decompression.

3. Trips over Public Transport Networks

Inhabitants of large cities increasingly choose public transport (bus, train, etc.) as
their first option to move around the city. Common public transport systems should
provide users with basic information about the available offerings (at least timetables,
lines and stops). One of the main challenges of these systems is matching the available
offerings with the historical passengers’ demand. For this purpose, they need to gather
information regarding how users move along the network. With the increasing use of
passenger tracking technology on public transport networks (e.g., smart cards), it is now
becoming possible to assemble (or accurately estimate) the actual trips a given user made
along a network.

We introduced in [1] a new flexible representation based on efficient indexes [2] that
support the analysis of the historical demand in real transport networks. A naive approach
to represent the trips of each passenger would be to store the sequence of the traversed
stops, e.g., < S1, S5, S8, S9 >. However, as all passengers of a bus are traversing the same
stops at the same times, we just need to store that a user boards or leaves a vehicle following
the journey j of line l at a given stop s, as a triple (s, l, j). Since we want to represent a user
trip as a sequence of such stages, and it holds that the final stop of a stage and the starting
stop of the next stage are the same (or close in walking distance), it is not necessary to
explicitly represent the final stop of each stage, except for the final stop.

This solution requires less than half the space compared to a plain (not indexed)
representation, while also being capable of directly solving queries about users’ movement
patterns such as how many users start their trips at stop X and end at stop Y or any of its
combinations (e.g., filtering by line, only using initial stops, etc.).

4. Free Trajectories of Ships Furrowing the Sea

Millions of vessels sail across the oceans almost without movement constraints, i.e., de-
scribing free trajectories. Once again, this is a big data scenario with geographic information
involved. The easiest way to apply compression techniques is to find a repetitive sequence
in those arbitrary movements. Our work [3] focuses on speed and direction. The aim is to
exploit the fact that in many applications, trajectories tend to be similar to others, wholly or
piecewise. Thus, instead of storing all the real geographical positions measured by the GPS
devices as traditional solutions, our work stores snapshots of the positions of all the objects
at regular time intervals and the sequence of relative movements between snapshots (logs).
As the trajectory of a vessel is not likely to perform sharp turns, the direction and the
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speed of the boat will remain constant for a while, translating into a sequence of repeated
directions. One efficient way to capture these logs is spiral encoding, that is, using a
grid with its center cell representing the vessel position in a particular snapshot and the
surrounding cells representing reachable areas, each one with a different identifier (e.g.,
the log of a vessel traveling at slow speed to the east during two time instants and then
turning to the southeast would be represented as < 1, 1, 2 >). Accordingly, the snapshots
are saved in efficient spatial indexes, while well-known compression techniques [4] can be
applied over the logs.

Our proposal can efficiently solve a wide range of queries (time-slice, time-interval
and k-nearest neighbor queries) while reducing the raw data to 4–7% of its original size
(two orders of magnitude less space than traditional spatio-temporal indexes).

5. Indoor Trajectories in a Nursing Home

Health care facilities are the perfect environment to track repetitive trajectories. As all
the movement happens inside a building, the map where all the trajectories take place
turns out to be a graph, each node/cell of the graph being a particular room [5]. Usually,
the residents do not have much path diversity, so they need to roam through the same rooms
throughout the day, generating massive repetitive trajectories. For example, it is likely that
all residents perform the sequence bedroom–bathroom–dining room every single day.

Thus, in our last work [6], we presented a new approach to deal with these repetitive
trajectories based on enhanced compression techniques. We designed and implemented
a whole system capable of tracking the daily movements of residents and caregivers.
The actual positioning data are gathered through Bluetooth Low-Energy (BLE) strategically
placed all over the nursing home. Essentially, we use the sequence of room identifiers as
the trajectory of a particular user. Then, our structure stores this information in a compact
way, avoiding repetitiveness without resorting to random access.

Our solution reaches compression ratios of 1.44% with high-repetitive datasets, sur-
passing even well-known solutions such as gzip or 7zip (both without random access
capabilities). Furthermore, our proposal can perform random subtrajectory retrieval (30
position window) in roughly 25 μs.

6. Conclusions and Future Work

Despite the maturity level of the current Geographic Information Systems, there is still
room for improvements, specifically regarding data storage and data management. In this
paper we have introduced several success stories in different contexts where Succinct Data
Structures and Geographic Information Systems work together to achieve higher efficiency.

For future work, we will pay attention not only to storage capabilities and retrieval
performance but also to transmission times, in an attempt to send a smaller number of
points of a geometry through aggregation.
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Abstract: This work investigates the hydrodynamics of jet wiping, a coating process in which a
thin slot gas jet impinges on a coating film dragged by a moving strip; thus, reducing the coating
thickness and developing a run-back flow. The interaction between the liquid film and the gas jet is
highly unsteady, producing long-wavelength defects on the final product known as undulations. We
perform Computational Fluid Dynamics (CFD) simulations of the process using High-Performance
Computing (HPC) resources. A multi-scale modal analysis is then applied to decrypt the mechanism
of wave formation. The main undulation pattern features two-dimensional waves and is correlated
with a large-scale motion of the gas jet.

Keywords: computational fluid dynamics (CFD); high-performance computing (HPC); numerical
simulations; multi-scale modal analysis; coating process; multiphase flows

1. Introduction

Jet wiping is a contactless coating technique used to control the thickness of a thin
film. It is intensively used in hot-dip galvanization, where the steel substrate is dipped
into a molten zinc bath at 460 ◦C, dragging a coating layer on its surface as it is withdrawn
vertically from the bath. The film thickness is reduced and controlled by a slot gas jet
normally impinging on the liquid film; thus, acting as an air knife. The final coating mass
applied on the substrate is a function of several process parameters represented in Figure 1:
the nozzle to substrate stand-off distance, Z, the nozzle slot opening, d, the substrate speed,
Up, and the gas jet velocity, Uj.

Over a large portion of the process operational window, the final coating film displays
long-wavelength patterns that alter the quality of the product (Figure 1). In a recent
experimental study, the liquid film and gas flows were characterized simultaneously for
several wiping conditions [1]. The spectral matching observed between the gas jet and
the liquid flow suggested that the undulations are produced by a two-phase coupling
instability, although the complete mechanism could not be captured. The present work
aims at understanding the two-phase interaction that, ultimately, leads to undulation, using
Computational Fluid Dynamics (CFD) simulations and a multi-scale modal analysis.
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Figure 1. Two-dimensional sketch of the jet wiping process (left) and rendering of the flow patterns
in the film for laboratory wiping conditions (right).

2. Methodology

We performed high-fidelity simulations of the jet wiping process in laboratory scale
conditions, as described in Mendez et al. [1]. For that purpose, the incompressible two-
phase flow solver InterFoam of the CFD open-source libraries OpenFOAM wass used. The
numerical model was based on the Volume of Fluid (VOF) technique, to account for the
two-phase nature of the problem, and Large Eddy Simulation (LES) for the treatment of
turbulence in the gas jet. Its complete validation has recently been published [2].

The mesh features 10–12 M computational nodes, and the time step ranges between
1.5× 10−6 and 7× 10−7 s. The flow governing equations were solved numerically using 288
Intel E5-2680v3 CPUs at the Centro de Supercomputación de Galicia (CESGA), consuming a
total of 3M CPU hours of priority access granted by the Spanish Supercomputing Network
(RES). The flow datasets were post-processed using Modal Analysis, which consists in
splitting the data as a linear combination of elementary contributions (modes). The multi-
scale Proper Orthogonal Decomposition (mPOD) [3] is a data-driven decomposition—
which means that the basis is built from the data itself—that classifies the modes according
to their energy and frequency content; thus, featuring structures that are coherent in time
and space. In this work, the mPOD was applied for the analysis of the final film flow in
order to isolate the main undulation patterns. In a next step, an extended mPOD was
implemented to detect the structures in the gas jet that were strictly linked to the formation
of the undulation. The latter was based on the projection of the gas fields onto the temporal
basis of the dominant modes of the film flow.

3. Results and Discussion

The modal decomposition of the high-fidelity simulations revealed the most relevant
scales in the two-phase mechanism of wave formation. Figure 2 shows a comparison
between the original and the mPOD filtered spatial normalized thickness distribution for
one time step. This approximation featured a two-dimensional travelling wave pattern
built from two of the most energetic modes with comparable energy and delayed π/2 in
both space and time. It was remarkable how well the film flow was approximated using
only a pair of mPOD modes.

The filtered gas velocity fields in Figure 3 were retrieved using the extended mPOD.
The small scales observed in the original velocity fields were clearly uncorrelated with the
coating waves and, therefore, were irrelevant for the mechanism of wave formation. In
contrast, the undulations were well correlated with a large-scale deflection of the lower
side jet, induced by the passage of large waves on the run-back flow.
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Figure 2. Snapshot of the original and mPOD filtered normalized thickness distributions.

Figure 3. Snapshots of the original and mPOD filtered velocity fields for three time steps in a period T of wave formation.
The instantaneous liquid film is represented in red.

4. Conclusions

The combination of high-fidelity CFD simulations and a multi-scale modal analysis
allowed decrypting the main mechanism at the origin of undulation defects in jet wiping.
For the wiping configuration under study, the final coating exhibited two-dimensional
wave patterns originating at the location of the jet impact, due to the unsteady confinement
produced by the passage of waves in the run-back flow. The mPOD is an excellent tool to
identify coherent patterns in fluid flows; the filtered datasets retained the most relevant
features of the flow with only two modes, achieving a compression rate of 1000.
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Abstract: The main objective of this work is the development of a Computational Fluid Dynamics
model coupled with a structural code for the simulation and optimization of fishing gears. As
fishing nets are highly deformable structures under the influence of incident water, the use of merely
empirical correlations for hydrodynamic forces, such as those used in many structural codes, does
not provide precise predictions for their behaviour. The coupling between the structural problem and
the hydrodynamic effects makes it necessary to tackle the problem through a new “fluid–structure
interaction” approach, which is described here. Preliminary results obtained with the CFD model are
also presented.

Keywords: computational fluid dynamics (CFD); fluid–structure interaction (FSI); porous media;
trawl nets

1. Introduction

The fishing industry involves activity that is fundamental to supplying quality food
to the world’s population, and it constitutes a very important livelihood in coastal areas.
Industrial fishing is carried out mainly by trawling gear, which consists of a bag-shaped
net, towed by one or more boats, that captures the species that are in its path.

Currently, the fishing industry faces two challenges: the improvement of its energy
efficiency and the elimination of discards. The best way to face these challenges is to reduce
the drag coefficient of the nets and improve their selectivity.

Designing selective fishing gear is a very complex process, and it is mainly based on
the expertise of fishermen and marine biologists, together with expensive tests in the open
sea or in towing tanks. Nowadays, the design of gear cannot rely on Computational Fluid
Dynamics (CFD) simulations of complete fishing nets because of their complex geometry
and the high computational power required. With the idea to develop a simplified approach
with a reduced computational cost, Patursson et al. [1] and Zhao et al. [2] propose the idea
of modeling a net as a porous medium to simulate the hydrodynamic behaviour of the
water flow in the structure using CFD computations.

On the other hand, the deformation of fishing nets during their operation affects
their hydrodynamic behaviour. Therefore, the accurate simulation of a trawl also needs
to account for structure deformation. Two-way coupling between hydrodynamic and
structural models requires the implementation of a co-simulation method between a CFD
model and a Finite Element Method (FEM) model of the net, following a fluid–structure
interaction (FSI) approach. Zou et al. [3] propose a first approximation with one-way
simulations, in which the net deformation is computed based on the hydrodynamic forces
applied to the flat net. In this work, we simulate the implementation of two-way coupling
between the net structure and the fluid by establishing data communication between a
CFD and an FEM model. It is carried out in two steps:

• The development of a CFD model based on the use of porous surfaces for the simula-
tion of the hydrodynamic behaviour of a fishing net.
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• The implementation of co-simulation between the CFD and FEM models of a net.

2. Methodology

For the hydrodynamic model, open-source CFD libraries OpenFoam are used, which
are based on the finite volume method. As for the FEM model, the choice of data is still
pending further tests. The development of the final two-way coupled tool involves a series
of milestones:

• The development of a CFD model based on the use of porous surfaces for the hy-
drodynamic behaviour of fishing net modeling, which includes the estimation of the
appropriate porosity coefficients and validation of the results with experimental and
numerical data.

• The implementation of co-simulation between the CFD model and an FEM model
providing two-way solutions:

– The implementation of a communication protocol between the CFD model and
the FEM model.

– The establishment and implementation of a calculation strategy based on a
computational cost/accuracy ratio.

3. Preliminary Results

We are currently working on the development of the CFD model. The idea is to
firstly simulate a net sample with highly detailed geometry, and validate the predictions
in terms of drag and lift forces with data from the literature. This step requires a long
testing procedure, in which the solver parameters are calibrated, and the minimum level
of geometric details is determined in order to obtain precise results. Once the numerical
results are available, we will start to develop a method to obtain the porosity parameters
that lead to the same drag and lift forces as the complete net. This methodology allows the
number of experiments to be reduced, leaving them only for the final validation stage.

In the first simulations, the net was idealized as a set of cylinders and spheres arranged
in the shape of a cross, as described in the study by Lader et al. [4], and shown in Figure 1.
Currently, two of the five configurations studied experimentally by Lader et al. [4] were
simulated for a single flow velocity (0.6 m/s). The results are shown in Figure 2, where
configuration 1 refers to a net without knots, and configuration 3 to a net with medium-
sized knots. According to Figure 2, the CFD predictions are in good agreement with the
experimental results for configuration 1. In contrast, the drag forces generated by the knot
and the upper cylinder are underestimated for configuration 3. We intend to improve the
numerical results by refining the mesh and adjusting the turbulence models with different
wall roughnesses.

Figure 1. Real net (left) and idealization with cylinders and spheres (right).
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Figure 2. Results obtained by numerical simulations based on the experiments carried out by
Lader et al. [4].

These simulations will be refined until a consistent relationship is achieved between
the complexity of the net geometry and the accuracy of the data, since it is essential to
obtain a reliable numerical model that provides the correct drag and lift forces of the net.
These forces are essential data in order to obtain the porosity parameters that will allow
the geometry of the net to be replaced with a porous surface.
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Abstract: The number of applications using unmanned aerial vehicles (UAVs) is increasing. The use
of UAVs in swarms makes many operators see more advantages than the individual use of UAVs,
thus reducing operational time and costs. The main objective of this work is to design a system that,
using Reinforcement Learning (RL) and Artificial Neural Networks (ANNs) techniques, can obtain
a good path for each UAV in the swarm and distribute the flight environment in such a way that
the combination of the captured images is as simple as possible. To determine whether it is better
to use a global ANN or multiple local ANNs, experiments have been done over the same map and
with different numbers of UAVs at different altitudes. The results are measured based on the time
taken to find a solution. The results show that the system works with any number of UAVs if the
map is correctly partitioned. On the other hand, using local ANNs seems to be the option that can
find solutions faster, ensuring better trajectories than using a single global network. There is no need
to use additional map information other than the current state of the environment, like targets or
distance maps.

Keywords: UAV swarm; path planning; reinforcement learning; Q-learning; artificial neural net-
work; terrain

1. Introduction

There are more and more applications for the collective use of Unmanned Aerial Vehi-
cles (UAVs), more known UAV swarms. In addition to the advantages of the individually
usage of these systems, the main motivation for swam usage is the reduction of flight time
and operating costs together with increased fault tolerance [1]. Advances in the creation
of algorithms [2] and telecommunications [3] allow us to have collective systems that are
practically autonomous in their entirety. Thus, it is not necessary to have an operator per
vehicle. Currently there are few systems that solve these path planning problems in the
literature oriented to agricultural and forestry use, especially dedicated to the optimization
of field survey tasks. This sector can be strongly benefited by the group use of aircraft.
Therefore, the main field of application of this project is field prospecting.

This objective of this paper is to develop a system for solving the Path Planning
problem with 2D grid-based maps adapted to UAVs’ sensors with different number of
UAVs using Q-Learning techniques.

2. Materials and Methods

This section describes the calculation used for the extraction of the flight maps and the
proposed method for the calculation of the flying paths, each described in its correspond-
ing subsection.
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2.1. Flight Maps

For the calculation of the flight maps, the cell size is calculated as the projection of the
capture area of the sensors on the terrain based on the image size, the flight height and the
lens angle of view. In order to better combine the captured data, the smallest area among
all UAVs is chosen to take advantage of the overlapping of those with larger capture areas.

No previous information is extracted from the calculated grid-map to direct the
calculation of the paths in order to avoid biases. However, by storing also information such
as the position of the drones and the cells already visited at each moment, it is possible to
provide a great amount of information in real time in order to improve the calculation of
the paths.

2.2. Proposed Model

The proposed model for the calculation of the paths is a variation of the Q-Learning
algorithm [4]. In this Reinforcement Learning algorithm (RL) [5] the calculation of the
q-values is predicted based on an Artificial Neural Network (ANN) [6] with two fully-
connected layers with sigmoid activations and the RMSprop optimizer.

To obtain better results in less time, a Hill-Climbing policy [7] is followed to update the
rewards received by the UAVs as they move. A training strategy using Memory Replay [8]
has also been followed.

Another inherent problem with the proposed models is their configuration with
respect to UAVs. There are two possibilities: first, to use a single global ANN for all
UAVs; and, second, to use an ANN for each UAV, or local ANN. The first proposal requires
less computational resources, but the path calculation for one UAV can be distorted with
erroneous information from the paths of the other UAVs. On the other hand, the second
approach requires more computational resources, but each ANN is specialized only for
each UAV.

3. Results

For the experiments, simulations were carried out in the terrain of the CITIC research
center. The metric of interest is the flight time taken to find a solution as it influences the
energy consumption of each UAV. Resuls are listed at Table 1.

Table 1. Table summarizing the best times for each experiment with different numbers of UAVs and
ANN configurations.

ANN Configuration

Number of UAVs Global ANN One ANN per UAV

1 UAV 00:02:19 00:02:19
2 UAVs 00:02:24 00:00:58
3 UAVs 00:01:25 00:01:39
4 UAVs 00:03:00 00:01:13
5 UAVs 00:03:32 00:01:47

4. Conclusions

The calculation of flight path calculation of UAV swarms is approachable by Q-
Learning with small full-connected ANNs. This makes the system faster and more efficient
than others found in the literature. Thus, facilitating its use by other users. Minimizing
the time taken to find each solution is a satisfactory metric that is rarely used by other
authors. However, it is one of the most realistic since it is not possible to predict the battery
consumption since it depends on other external factors such as the incident wind. One
ANN per UAV is usually the best option. As the number of UAVs increases the time taken
to find a solution does not grow much more, unlike a global ANN.
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Abstract: We present an architecture for the efficient storing and querying of large RDF datasets.
Our approach seeks to store RDF datasets in very little space while offering complete SPARQL
functionality. To achieve this, our proposal was built over HDT, an RDF serialization framework, and
its interaction with the Jena query engine. We propose a set of modifications to this framework in
order to incorporate a range of space-efficient compact data structures for data storage and access,
while using high-level capabilities to answer more complicated SPARQL queries. As a result, our
approach provides a standard mechanism for using low-level data structures in complicated query
situations requiring SPARQL searches, which are typically not supported by current solutions.

Keywords: RDF; SPARQL; compact data structures

1. Introduction

Massive volumes of data must be efficiently gathered and processed in the era of
the Internet in which we are constantly generating more information. In recent years,
significant effort has been devoted to develop mechanisms to share data in standardized,
machine-readable formats, leading to the so-called Web of Data. The Resource Description
Framework (RDF) defines a common framework to describe resources using URIs to name
associations between items. An RDF graph can be conceptually represented as a labeled
graph or as a set of triples. The W3C also promotes SPARQL, a querying standard for RDF,
which utilizes an SQL-like language. SPARQL specifies queries via graph pattern matching,
imposing limitations on the resultant RDF subgraphs. At the core of SPARQL are triple
patterns, which define basic matching with the collection of triples in the RDF graph.

The RDF standard only specifies a conceptual representation of data as a graph, not
a specific data storage format. As a result, RDF may be stored in a variety of formats,
and a slew of RDF storage solutions, or RDF stores, have surfaced in recent years. Sev-
eral full-featured RDF query engines, such as Virtuoso and Jena, provide full SPARQL
support and can handle large RDF datasets [1]. However, in recent years, a number of
solutions based on compact data structures have arisen, with the goal of reducing the
storage space while still providing efficient querying. Even though database-like solutions
function well and fully support SPARQL, compact data structures have been proven to
outperform the former in several areas, particularly for simpler query operations such as
basic triple-pattern searches.

Compact data structures designed to store RDF usually divide the problem into two
parts. On the one hand, there is a Triples component, which stores each RDF triple (s, p, o)
assuming that its components are integer identifiers (IDs). On the other hand, a dictionary
component holds the mapping from the original strings of the RDF dataset to IDs, allowing
the conversion from string to ID and versa. This leads to extremely specialized string
dictionaries, such as libCSD [2] and specialized methods for storing RDF triples encoded
as integer IDs, such as K2-triples [3] or RDFCSA [4]. These solutions have been shown
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to be able to store RDF datasets in small spaces and perform very efficiently to answer
basic triple-pattern and other simple queries. The HDT library [5] provides a standard
framework for the common representational notion of dictionary encoding, which divides
an RDF dataset into three components (header, dictionary, and triples), and provides
default implementations for the dictionary and triples. The main issue with most of these
solutions based on compact data structures is that they do not completely support SPARQL;
instead, they are designed to efficiently serve a limited number of queries using very
specialized methods. For example, some solutions may only allow triple-pattern queries or
basic join patterns.

In this paper, we present an architecture for the representation of RDF datasets that
aim to provide a common framework for the representation of RDF based on compact
data structures. Our approach seeks to store RDF data in little space while supporting
sophisticated SPARQL searches. Our proposal has immediate applications as a common
testing framework for compact data structures that have never been tested in complex
SPARQL query scenarios.

2. Our Proposal

We propose an architecture that combines fully fledged RDF engines’ high-level ca-
pabilities with the compression performance of low-level compact data structures. We
developed a prototype tool as an extension of the HDT Java library, a solution that proposes
a relatively compact representation of RDF and provides SPARQL support through an
integration with Apache Jena and Jena ARQ. We take advantage of this SPARQL support
and aim to avoid the main drawback of this library: the data structures used for the dictio-
nary and triples, while reasonably efficient, are much larger than other alternatives such as
K2-triples. Our tool extends this framework to allow the utilization of different underlying
representations for the storage of the RDF dictionary and triples components. This way,
our tool provides a simple mechanism to incorporate and test different data structures
using a common framework involving SPARQL queries. Particularly, our solution provides
a simple mechanism to integrate existing solutions implemented in C/C++, using Java
Native Interface (JNI) to transparently incorporate these structures into our extended HDT
Java framework. Currently, we have a functional prototype that integrates the K2Triples
and libCSD libraries, state-of-the-art representations able to efficiently compress RDF
triples and RDF dictionaries, respectively, the two main components used in the HDT
framework to store RDF data. A conceptual overview of the suggested framework can be
seen in Figure 1.

Figure 1. Architecture diagram.

The main advantage of this proposal is the possibility to integrate fully functional
alternatives, commonly implemented in C or C++, alternatives that are already known for
efficiently solving basic problems. These techniques are not usually applied to solve bigger
problems such as SPARQL, due to the additional cost of specifically redesigning all of the
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SPARQL queries processing mechanisms for each case. The proposed framework can take
care of the high-level query processing, so that future integrations only need to build a
specific adapter to query the desired data structure from the JNI extensions defined in our
proposal, either for the dictionary or the triples component.

The proposed solution was tested with a dataset generated by the Berlin SPARQL
Benchmark, containing 35 million triples. We compressed the data using the different
components provided by our framework—first by using the original components given by
the HDT library; secondly, by only using the component for the JNI triples and only the
component for the JNI dictionary. Lastly, we compressed the dataset combining both JNI
triples and dictionary components. A small sample of the results for this experiment can
be seen in Table 1. The queries listed below include filters, unbound predicates, unions,
result modifiers such as LIMIT, ORDER BY and DISTINCT, and the DESCRIBE operator.

Table 1. Comparison of query execution times for different compression techniques.

HDT Components JNITriples JNIDictionary JNI Components

Q1 (ms) 331 1573 349 2012
Q2 (ms) 239 202 252 270
Q3 (ms) 363 4738 356 4501
Q4 (ms) 238 214 281 265

Our JNIDictionary implementation is based on plain front coding (PFC), a technique
for compressed string dictionary that is also used by the original HDT library. It can be seen
that the JNIDictionary component achieves similar results to the original HDT components.
Considering that both solutions use similar implementations, but JNIDictionary has the
additional cost of translating from Java to C++, the competitive results suggest that the
dictionary overhead can be reduced in this scenario. On the other hand, JNITriples is
slower, since K2-triples is much more compact than the solution posed by HDT but is also
expected to be slower in many queries. Therefore, JNITriples is competitive in query times
for the simpler queries, but significantly slower overall.

3. Conclusions and Future Work

Our proposal is currently a fully functional prototype, but we intend to improve it
further in order to provide a competitive and flexible framework in the future. Upgrades
in the scalability of the underlying compact data structures at construction time, as well
as performance overheads owing to the usage of JNI, are currently possible. We also
want to test a variety of state-of-the-art compact representations that should be simple to
integrate into the existing framework and might lead to specific enhancements for various
SPARQL query operations for specific implementations. As a result, our approach provides
a standard framework for evaluating the performance of low-level data structures for RDF
representation, as well as potential improvements.
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Abstract: Due to the continuous development in the field of Next Generation Sequencing (NGS)
technologies that have allowed researchers to take advantage of greater genetic samples in less time,
it is a matter of relevance to improve the existing algorithms aimed at the enhancement of the quality
of those generated reads. In this work, we present a Big Data tool implemented upon the open-source
Apache Spark framework that is able to execute validated error-correction algorithms at an improved
performance. The experimental evaluation conducted on a multi-core cluster has shown significant
improvements in execution times, providing a maximum speedup of 9.5 over existing error correction
tools when processing an NGS dataset with 25 million reads.

Keywords: high performance computing; Big Data; bioinformatics; Next Generation Sequencing

1. Introduction

In recent years, the development of effective and fast techniques for processing large
volumes of genetic data has gained relevance due to the need of counting on these reads for
the evolution of biology-related scientific fields. As a direct consequence of this necessity,
new approaches to solve this problem have been presented throughout the last decade
under the name of Next Generation Sequencing (NGS) [1]. However, even though these
technologies are able to read amounts of genetic samples that are orders of magnitude
larger than the previous alternatives [2], they still do not have an insignificant error rate
for their generated reads. Hence, multiple algorithms have been proposed in the literature
to correct these mistakes in the samples and make up higher quality reads. Among them,
CloudEC [3] is a Big Data tool built upon the Apache Hadoop framework [4] that is able to
perform corrections to genetic datasets by running multiple steps of alignments of the input
samples, and replacing the bases with the lowest qualities of all those aligned samples with
another representations of higher quality.

At the same time, significant progress has also been made in the Big Data field, where
for many years some of the main approaches were based on the MapReduce paradigm [5],
a programming model proposed by Google that defines multiple programmable and non-
programmable phases to decouple the data transformation logic from the communication
and load distribution tasks. However, some alternatives have also been proposed with this
goal in mind, as it is with the Apache Spark framework [6], that are able to relieve both
the data scientists and Big Data developers from directly operating with the MapReduce
framework and allow them to tackle with a higher-level API. Moreover, this programming
interface also comes with some optimizations not usually found in another technologies,
such as the lazy computational model and the usage of the main memory for storing the
data instead of secondary storage.

In this context, it makes sense to develop a new tool aimed at solving the compu-
tational challenges introduced when correcting large NGS datasets, taking advantage of
Apache Spark to improve the performance of existing error correction algorithms.
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2. Development

With this work, we are proposing a parallel tool able to process input FASTQ reads,
an extended unaligned sequence format, also supporting the specific format internally
used by CloudEC. The overall workflow of the tool can be decomposed in the six phases
shown in Figure 1, which basically consist of: two mandatory stages at the beginning and
the end of the pipeline to preprocess the input and format the output, respectively; two
error correction phases that implement different algorithms each one; and, finally, two
filtering stages that are able to tag the input reads with auxiliary information for the error
correction phases. This processing pipeline is also used in the original CloudEC tool, which
has served as the underlying baseline for our Spark-based implementation.

Figure 1. The six phases of the error correction tool.

For the development of our proposal, the baseline tool have been redesigned and
reimplemented from scratch by replacing the Hadoop framework with Apache Spark.
Since the error correction algorithms implemented by CloudEC are based on the alignment
of nucleotide subsequences from the input reads, it is expected to significantly improve
performance given the ability of Spark to store this temporary alignment data in the main
memory instead of on a disk.

3. Experimental Evaluation

To determine the performance improvements provided by our proposal over the
original CloudEC tool, the experimental evaluation has been carried out on the Pluton
cluster of the Computer Architecture Group. In particular, the cluster nodes used in the
experiments consist of two Intel Xeon E5-2660 octa-core processors at 2.2 GHz (i.e., 16 cores
per node), 64 GiB of main memory, and one 1 TiB local SATA disk intended for intermediate
data storage during the executions.

In order to provide reproducible results, the datasets used in the experiments have
been obtained from SRA [7], an open repository for genomic reads. In particular, this
evaluation has been conducted using two public datasets in FASTQ format whose specific
features are shown in Table 1.

Table 1. Tag, SRA accessor identifier and features of the public datasets used in the experiments.

Tag Identifier Number of Sequences Sequence Length

D1 SRR034509 10,353,618 202 bp
D2 SRR4291508 25,232,347 100 bp

Regarding software settings, the evaluation was undertaken with Spark 2.3.4 and
Hadoop 2.9.2. Additionally, all the experiments were executed using OpenJDK 1.8.0_242.
Finally, the length of the k-mers (i.e., the length of the subsequences that were used for the
alignment tasks) has been set to 24 (k = 24) for both tools to ensure a fair comparison.
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4. Results and Conclusions

Table 2 provides the execution times of our tool and the speedups over CloudEC
for both datasets when using different number of nodes. These results show that our
implementation significantly outperforms CloudEC for all the scenarios under evaluation.
The maximum speedups are obtained when using 13 nodes: 2.8× and 9.5× for D1 and D2
datasets, respectively. Note that the speedups obtained are clearly higher for D2, which
contains twice as many reads as D1 (see Table 1), showing the benefits of our tool when
processing more compute-intensive datasets. Moreover, the scalability is improved when
compared to CloudEC, as can be noted by the fact that the speedups increase monotonically
with the number of nodes.

Table 2. Results of the performance evaluation of our tool. The execution times are shown in seconds
for each dataset and number of cluster nodes. The speedup provided by our tool over CloudEC is
shown in parentheses.

Dataset 5 Nodes 9 Nodes 13 Nodes

D1 4865 (2.4×) 1885 (2.6×) 1113 (2.8×)
D2 7473 (5.8×) 2484 (8.2×) 1511 (9.5×)

Overall, these results are very encouraging, proving that the Spark-based implementa-
tion is able to handle realistically sized NGS datasets, providing results in bounded times
that are even lower than the execution times of another tools of the state of the art.
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Abstract: Due to the recent outbreak of the COVID-19 pandemic, everybody’s lives have changed
dramatically and society went through new stages accompanied by new needs. This article details a
solution for one of these needs, since it provides a system of digital certificates for the secure storage
and sharing of medical data related to COVID-19, with the goal of demonstrating immunity or lack
of viral infection in a unequivocal, unbreakable and secure way. The proposed system is based on
Blockchain and its inherent benefits, developing also a decentralized, mobile and multiplatform app
for its use and an incentive system with a customized cryptocurrency in order to reward the users
who use it.

Keywords: blockchain; smart contract; Ethereum; cryptocurrency; COVID-19; digital vaccination
passport; immunity certificate; distributed mobile application; kotlin mobile multiplatform

1. Introduction

Due to the global health emergency of COVID-19, declared by the WHO (World
Health Organization) in 2020, a series of new stages and problems have appeared in our
society that have to be faced. In particular, this paper describes a solution for one of
them: the storage and use of all medical information regarding COVID-19. This solution
consists of a decentralized blockchain-based secure system with automated intelligence
for the storage of the most relevant COVID-19 medical information (vaccines and tests)
and includes a cross-platform mobile decentralized app (Dapp) to make use of the system
and a cryptocurrency to offer a way to incentivize the users who employ the system.
The purpose of the project is to benefit all parties involved in its use and to improve the
current pandemic situation from a public health perspective by providing a means to
demonstrate immunity or lack of viral infection in order to alleviate or eliminate certain
social constraints caused by the pandemic. It will also benefit health authorities by creating
a compact, unbreakable and homogenous system for storing all COVID-19 information,
with a high degree of scalability and potential for future exploitation. Finally, it will benefit
businesses whose normal operations are affected by the pandemic (e.g., restaurants, hotels,
pubs) by creating sanitary-safe environments and by providing a greater economic gain
from the easing of restrictions (e.g., increased seating spots and opening hours), as well as
by implementing its own commerce system that can be used as an incentive to be exploited
by both parties, customers and business.

To the knowledge of the authors, the proposed solution, as described, has not been
previously proposed in the literature, although similar projects are available that imple-
ment different parts of the system, such as different approaches to provide COVID-19
certificates [1], the use of blockchain-based medical information and incentives [2] or the
management of private blockchains, smart contracts and cryptocurrencies [3,4].
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2. Design and Implementation

Figure 1 depicts a diagram of the communications architecture of the proposed sys-
tem, showing the main modules together with their components and the relationships
among them. Specifically, the following modules, implemented parts and their respective
technologies can be distinguished:

• A private Ethereum blockchain created with Geth. The configuration of the system
was performed with a JSON file that defines its Genesis Block. It was deployed along
with several mining nodes that accept different types of transactions.

• Smart contracts. These were developed in Solidity with the Remix online IDE. Smart
contracts implement all the functionality of the system. It is worth highlighting the
following: the medical record contract, which was devised to consult the information
of medical records or to write and/or to update such data; the cryptocurrency smart
contract, which enables the creation of an incentive system that also allows trading;
and finally, the Faucet smart contract, created to supply the demand of Ether to the
different users of the system.

• Two cross-platform mobile Dapps developed with Kotlin in KMM (Kotlin Mobile Mul-
tiplatform) to modularize the project and divide the functionality on the Blockchain:
reading for patients and writing for CDCs (Centers for Disease Control).

Figure 1. Architecture of the proposed project.

The development work is available on GitHub [5] under the Open Source license GNU
GPLv3.

3. Examples of Use

Figure 2 shows an example of the flow of different interactions of the proposed system.
Four use cases are illustrated sequentially: (1) A patient accesses a CDC for the first time
after downloading the app, joins the system from the CDC app and his/her medical record
is created and (2) updated with his new inoculation dose, receiving the corresponding
incentive. Then, she/he will be able to (3) trade with the cryptocurrency to, for instance,
send it to other users (e.g., in a bar, a hotel or transferring it to a friend). Finally, (4)
the patient will be able to consult her/his medical information, also receiving her/his
corresponding incentive and allowing access to her/his COVID-19 medical data for the
user who read her/his passport.
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Figure 2. Sequence diagram that illustrates four use cases.

4. Discussion and Future Work

This paper described a digital passport system for COVID-19 consisting of two mod-
ules: one concerning blockchain and the other one related to the development of two
cross-platform mobile Dapps. After the combination of both, the aim was to create a
powerful system that improves and solves certain current situations of the COVID-19
pandemic, both from a technological perspective (as a new COVID-19 information storage
system), as well as medical (favoring the creation of low health risk situations) and social
(waiving restrictions as well as economically benefiting both customers and companies).
These features can be provided thanks to the use of novel and disruptive technologies such
as blockchain or KMM, which has been in alfa version since the end of 2020. In addition,
the proposed system has social utility, since it provides a solution to one of the current
problems that is being widely investigated worldwide. Finally, it is worth mentioning that
future research lines will include the development of a native iOS app in KMM. In addition,
further analysis will address how to enhance the management of network connections
and how to provide advanced management features, such as granting or auditing CDC
accounts, or controlling the restrictions to obtain incentives by the patients. To conclude,
it must be emphasized that the dissemination, growth and improvement of the project,
motivated by the Open Source nature of the product, will be key for the real and large-scale
hypothetical future use of it.
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Abstract: We considered a primal-mixed method for the Darcy–Forchheimer boundary value problem.
This model arises in fluid mechanics through porous media at high velocities. We developed an a
posteriori error analysis of residual type and derived a simple a posteriori error indicator. We proved
that this indicator is reliable and locally efficient. We show a numerical experiment that confirms the
theoretical results.

Keywords: Darcy–Forchheimer; mixed finite element; a posteriori error estimates

1. Introduction

The Darcy–Forchheimer model constitutes an improvement of the Darcy model which
can be used when the velocity is high [1]. It is useful for simulating several physical
phenomena, remarkably including fluid motion through porous media, as in petroleum
reservoirs, water aquifers, blood in tissues or graphene nanoparticles through permeable
materials. Let Ω be a bounded, simply connected domain in R2 with a Lipschitz-continuous
boundary ∂Ω. The problem reads as follows: given known functions g and f , find the
velocity u and the pressure p such that⎧⎪⎪⎪⎨⎪⎪⎪⎩

μ

ρ
K−1u +

β

ρ
|u|u +∇p = g in Ω,

∇ · u = f in Ω,

u · n = 0 on ∂Ω,

(1)

where μ is the dynamic viscosity, ρ denotes the fluid density, β is the Forchheimer number K
denotes the permeability tensor, g represents gravity, f is compressibility, and n is the unit
outward normal vector to ∂Ω.

We make use of the finite element method to approximate the solution of problem
(1). We present the approach by Girault and Wheeler [1], who introduced the primal
formulation, in which the term ∇ · u undergoes weakening by integration by parts. It
is shown in [1] that problem (1) has a unique solution in the space X × M, where X :=
[L3(Ω)]2 and M := W1,3/2(Ω) ∩ L2

0(Ω) (we use the standard notations for Lebesgue and
Sobolev spaces).

2. Discrete Problem

To pose a discrete problem, we can use a family {Th}h>0 of conforming triangulations
to divide the domain Ω̄ such that Ω̄ =

⋃
T∈Th

T, ∀h, where h > 0 represents the mesh
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size. Here we follow [2] and choose the following conforming discrete subspaces of X and
M, respectively:

Xh :=
{

vh ∈ [L2(Ω)]2; ∀T ∈ Th, vh|T ∈ [P0(T)]2
}
⊂ X ,

Mh := Q1
h ∩ L2

0(Ω) ⊂ M ,

where Q1
h :=

{
qh ∈ C0(Ω); ∀T ∈ Th, qh|T ∈ P1(T)

}
.

Then, the discrete problem consists in finding (uh, ph) ∈ Xh × Mh such that⎧⎪⎨⎪⎩
∫

Ω

(μ

ρ
K−1uh +

β

ρ
|uh|uh

)
· vh dx +

∫
Ω
∇ph · vh dx =

∫
Ω

g · vh dx, ∀vh ∈ Xh,∫
Ω
∇qh · uh dx = −

∫
Ω

qh f dx, ∀qh ∈ Mh.
(2)

It is shown in [2] that problem (2) has a unique solution and that the sequence
{(uh, ph)}h converges to the exact solution of problem (1) in X × M. Furthermore, under
additional regularity assumptions on the exact solution, some error estimates were derived
in [2].

3. Novel Error Estimator and Adaptive Algorithm

We denote by EΩ , E∂Ω and ET , respectively, the sets of edges e belonging to the interior
domain, the boundary and the element T; he denotes the length of a particular edge e;
and hT is the diameter of a given element T. We denote by Je(v) the jump of v across the
edge e in the direction of ne, a fixed normal vector to side e. Finally, we use the operator
Ã(uh, ph) := μ

ρ K−1uh +
β
ρ |uh|uh +∇ph − g.

On every triangle T ∈ Th, we propose the following a posteriori error indicator:

θT =
(

h2
T ||Ã(uh, ph)||2[L2(T)]2 + ||∇ · uh − f ||2L2(T) +

1
2 ∑

e∈EΩ∩∂T
h−1

T ||Je(uh · n)||2L2(e) + ∑
e∈E∂Ω∩∂T

h−1
T ||uh · n||2L2(e)

)1/2

We also define the global a posteriori error indicator θ :=
(

∑
T∈Th

θ2
T

)1/2
.

Theorem 1. For the primal-mixed method (2), there exists a positive constant C1, independent of
h, and a positive constant C2, independent of h and T, such that

||(u − uh, p − ph)||X×M ≤ C1θ,

θT ≤ C2||(u − uh, p − ph)||[L3(wT)]2×W1,3/2(wT)
, ∀ T ∈ Th ,

where wT =
⋃
ET∩ET′ �=Ø T′.

We propose an adaptive algorithm based on the a posteriori error indicator θ. Given
an initial mesh, we follow the iterative procedure described in Figure 1. Each new mesh is
generated as suggested in [3].
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Figure 1. Adaptive algorithm flux diagram.

4. Numerical Experiment

We performed several simulations in FreeFem++ [4], validating the theoretical results.
Here we select an example on an L-shaped domain, Ω = (−1, 1)2\[0, 1]2, and focus on the
data f and g so that the exact solution is

p(x, y) =
1

x − 1.1
, u(x, y) =

(
exp(x) sin(y)
exp(x) cos(y)

)
. (3)

Thus the solution has a singularity in pressure close to the line x = 1. Figure 2 shows
the mesh refinement by the adaptive algorithm. Figure 3, bottom, represents the evolution
with respect to degrees of freedom (DOF) of error and indicator; on the right, we can
observe the evolution of the efficiency index with DOF.

Figure 2. Example 1. Initial mesh (270 DOF) on the (top); intermediate adapted mesh with 1512 DOF
on the (bottom).
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Figure 3. Example 1. (Top): Error and indicator evolution vs. DOF. (Bottom): Efficiency index vs.
DOF.

5. Discussion

The adaptive algorithm was tested on an example with a singularity. From Figure 2 we
can observe that the algorithm refined the mesh near the singularity, as expected. Since it is
an academic example with a known solution, we could compute the exact error. The graphs
in Figure 3 confirm that the error was lower for the adaptive refinement. Additionally, since
the exact error and estimator followed close to parallel lines, we confirm that the indicator
gives a consistent measure of the error. This could also be checked by the efficiency index,
which is the ratio of indicator to exact total error.
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Abstract: Knowing the chemical composition of a substance provides valuable information about
it. That is why numerous techniques have been developed to try to obtain it. One of them is the
Near Infrared Spectrometry technique, a non-destructive technique that analyzes the electromagnetic
spectrum in search of waves of a certain length. The aim of this project is to combine this technology
with machine learning techniques to try to detect the presence of milk, as well as the level of cocoa
present in an ounce of chocolate. This has given satisfactory results in both cases, so it is considered
that the combination of these techniques offers great possibilities.

Keywords: near infrared spectroscopy; machine learning; artificial neural networks; intensity;
absorbance; reflectance; chocolate; milk; cocoa

1. Introduction

Near-infrared spectrophotometry [1] is a technique whith which we can measure the
chemical compositions of substances, and its main object of measurement is carbon. This
technique is non-destructive, which gives the possibility of repeating the analysis.

The devices used for this analysis are usually very large and are housed in laboratories
dedicated to this type of analysis. It is for this reason that portable spectrophotometers
of reduced size and accuracy were developed. In this way, the device can be moved and
measurements can be taken in the field.

Chocolate [2] is a food that is the result of the combination of various ingredients.
These can vary, from nuts to different additives. Among the possible ingredients, two main
ones stand out, milk and cocoa.

The aim of this work is to detect different properties in chocolate, such as the presence
of milk or the level of cocoa contained in an ounce, using machine learning [3].

2. Related Work

A large number of articles can be found, in which different types of food, including
chocolate, are analyzed using NIR technology. They try to find different relevant properties
in chocolate, such as cocoa. It is necessary to mention at this point that the measurements
performed on the different substances have been carried out using laboratory spectropho-
tometers. These tools have a higher precision and a longer range than the device used to
carry out the data collection.

The article [4] determines sugar in chocolate using NIR technology. In this case, the
temperature of the sample was raised to 40 ºC and transferred to a spectrophotometry cell
prior to analysis.

Noteworthy are also the articles [5,6], which try to detect some characteristics such as
sugar, dairy products or moisture in chocolate, among others, using Fourier transform. The
work of [7], which tries to identify whether the lard contained in the sample is adulterated,
also stands out in this field.
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3. Materials and Methods

The collected database has been integrated into the repository Data Mendeley and can be
accessed on the site: https://data.mendeley.com/v1/datasets/xr4cct5fc7/draft?preview=1
(accessed on 28 July 2021).

The different data obtained were then analyzed. Differences can be seen in the
three variables provided by the spectrophotometer: intensity, absorbance and reflectance.
It is therefore considered possible to try to solve the proposed problem using ANN [8].

In this work, first of all, the detection of milk in each of the measurements is addressed.
Subsequently, we have tried to tackle the problem of the cocoa level. For this purpose, it
was decided to divide the tablets according to the cocoa level, with a low level being less
than 50%, a medium–low level between 50% and 75%, a medium–high level between 75%
and 90%, and a high level with a content above 90%.

4. Results

The results offered for each of the different problems will be presented below. The
main models to be taken into account will be shown. For this purpose, 34 models of
neuron networks with different configurations have been developed and trained 50 times
each, with cross-validation [9]. As an objective measure, the average accuracy of these
50 trainings as well as the standard deviation will be used. Tables 1 and 2 show relevant
information about the main models, such as the network architecture, the features trained
with or the optimizer used in addition to the performance metrics.

Table 1. Milk detection results.

Hidden Layers Optimizer Characteristic Accuracy Standard Deviation

64–32 Adamax Absorbance 86.31% 0.1444
128–64 Adamax Absorbance 86.62% 0.1432

16 Adamax Reflectance 92.12% 0.0955
128–64 Adamax Reflectance 92.15% 0.1003

Table 2. Cocoa detection results.

Hidden Layers Optimizer Characteristic Accuracy Standard Deviation

128 Adamax Reflectance 80.30% 0.0860
128 Adam Reflectance 80.33% 0.0881

16–8 Adamax Reflectance 80.82% 0.0879
64–32 Adam Reflectance 81.66% 0.0932

4.1. Detection of Milk in Chocolate Ounces

The first problem to be addressed is related to the detection of milk in different
chocolate samples. The models with the best results can be seen in Table 1. The model
composed of 128 neurons in the first hidden layer and 64 in the second one, using the
Adamax optimizer [10], stands out. This model obtains an accuracy of over 92% with a
standard deviation of 0.1.

4.2. Detection of Cocoa Level in Ounces of Chocolate

The second problem to be addressed is related to the detection of the cocoa level in
the different chocolate samples. The best models can be seen in Table 2. In this case, the
model composed of 64 neurons in the first hidden layer and 32 in the second one, using
the optimizer Adam [10], stands out. This model obtains an accuracy of over 81% with a
standard deviation of 0.1.
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5. Discussion

The use of NIR technology to try to solve the two proposed problems seems appro-
priate. This technology offers a good quality of the data collected and gives very valuable
information that can be exploited by machine learning techniques.

ANNs are a great resource when working with this type of signals. While it is true
that better results can be obtained in both problems once the data are analyzed in greater
depth, it is considered a good first approach for the work to be done.

6. Conclussions

Due to the high accuracy provided by NIR technology, it is considered a very useful
resource in the treated sector, providing a simple and fast way to discover different proper-
ties of various foods, such as chocolate, in this case. Good results have been obtained in
the classification of both types of problems, exceeding 90% accuracy in the milk detection
problem and 80% in the classification problem for cocoa levels.

7. Future Work

As for the domain, there are numerous future works that can be done in this area.
It should be noted that a larger volume of measurements would be necessary for the
application of regression. Some examples of future work could be related to the application
of regression for detecting the percentage of cocoa, detecting the amount of sugar or
detecting the presence of palm oil.
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Abstract: Data processing and the use of machine learning techniques make it possible to solve a
wide variety of problems. The great disadvantage of using this type of technology is the enormous
amount of computation involved. This is why we have tried to develop an architecture that makes
the best possible use of the resources available on each machine. The growth of cloud computing and
the rise of virtualization techniques have led to a development that allows these tasks to be carried
out in a more optimized way.

Keywords: machine learning; Artificial Neural Networks; deep learning; data processing; web server;
virtualization; docker

1. Introduction

The use of data processing techniques [1] and machine learning [2] is based on trying to
detect patterns in a set of data in order to provide an estimate on the data. This technology
is experiencing a great boom due to the optimization of the different algorithms and the
notable increase in the computational capacity of the different systems.

Both database processing and the training of machine learning models are very com-
plex and computationally expensive tasks. When this is added to the processing of very
large databases or the development of complex models, it is common to have specific
hardware to speed up these tasks. Otherwise, this task would take a long time to be
performed on a conventional computer, even breaking some of its components due to the
stress caused by computational volume.

In addition, defining different processing pipelines or different models can be very
complex for people who are not experts in the field. To alleviate these deficiencies, there
are tools that allow this task to be carried out visually. This would be the case of Weka [3],
which allows performing these tasks in a simple way. However, this application does not
allow its execution on different machines.

With these points in mind, namely ease of use and scalability, the architecture of a
distributed system for database processing and training of machine learning models is
proposed. In this way, the resources of the machine on which the different processes are
executed will be specifically dedicated to this task.

2. Materials and Methods

The boom of the different virtualization technologies [4] makes them ideal for the
construction of a system of this style. They allow the developed system to be independent
of the machine on which it is executed, which provides great versatility and flexibility.
In addition, these technologies allow an exclusive use of the resources, allowing them to
contain only the necessary modules. One of the most powerful and versatile technologies in
this field is Docker [5], which allows an easy definition of systems with their characteristics
to be taken into account. This, in addition to efficiency when carrying out the tasks, would
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provide greater security since the machine will only contain the services necessary to
perform the task entrusted to it.

The architecture developed must also allow the management of different users and
databases. This is not such a costly task, so it will be included in the same module to
optimize the architecture resources.

3. Results

Thanks to this architecture, load balancing [6] of the different training and data
processing processes can be carried out exclusively. This implies that the nodes will be
activated on demand and will have all the resources dedicated to the work they want to
perform without taking into account other functionalities such as user authentication or the
management of the different files that would consume a series of resources unnecessarily.
Likewise, the architecture of the system would be as shown in the Figure 1.

It is necessary to mention that the current development is based on the ANN technique,
which allows the implementation of deep learning models [7].

This architecture can be divided into a front-end part based on an MVC pattern [8] and
a back-end part composed of three large modules. These modules are divided according to
their expected workload. Firstly, there is a Data Processing module [1], whose objective is
to perform the operations indicated by the user on the data. Secondly, a model training
module [2] has been detected, which is in charge of generating the models indicated by the
user and performing the training with the required database. Finally, a Facade module [9]
is needed, in charge of acting as a facade and performing the less expensive operations
such as user management and management of the different files on the server.

Figure 1. Data processing and model training server architecture.

A possible implementation of this architecture can be found on the GitHub repository
https://github.com/braiscgaldo/NIR-Lab-2.0 (accessed on 3 July 2021).
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4. Discussion

A scheme has been defined for a server capable of performing the data processing
and model training tasks in a distributed and on-demand manner. This offers a number of
advantages over other systems such as Weka. The latter performs these tasks in a single
instance, which causes the resources of the machine in which it is executed to be depleted
due to the fact that it must manage all the functionalities present in the system.

This approach offers the possibility of running on cloud services such as AWS [10],
Azure [11], or Google Cloud [12]. This architecture enables the replication of nodes as
needed for the execution of data processing or model training in a unique way, which
offers a great advantage over desktop applications whose only source of computational
power is the computer itself.

5. Future Work

This project presents numerous avenues for future work. One of these possible
developments is motivated by the extension of the type of machine learning models. It
would be straightforward to extend the set of models composed only of ANN to other
algorithms such as SVM, KNN, RF, or LDA.

It is also necessary to highlight the possibility of interactive data processing, visualiz-
ing at each point how the different variables defined by the user behave.
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Abstract: At present, the great majority of Artificial Intelligence (AI) systems require the participation
of humans in their development, tuning, and maintenance. Particularly, Machine Learning (ML)
systems could greatly benefit from their expertise or knowledge. Thus, there is an increasing interest
around how humans interact with those systems to obtain the best performance for both the AI
system and the humans involved. Several approaches have been studied and proposed in the
literature that can be gathered under the umbrella term of Human-in-the-Loop Machine Learning.
The application of those techniques to the health informatics environment could provide a great
value on prognosis and diagnosis tasks contributing to develop a better health service for Cancer
related diseases.

Keywords: Human-in-the-Loop Machine Learning; Interactive Machine Learning; Machine Teaching;
Iterative Machine Teaching; Active Learning

1. Introduction

The majority of Machine Learning (ML) systems require the participation of humans
at several steps of the AI pipeline. With this requirement in mind, new types of interactions
between humans and machine learning algorithms are being defined, which we can group
under the term Human-in-the-Loop Machine Learning (HITL-ML) [1]. The goal is to make
machine learning models more accurate, obtain the desired accuracy faster, and also make
humans more efficient when training or using a ML model.

In the health domain (and others), due to the reduced number of datasets, traditional
ML approaches suffer from insufficient training samples [2]. Using specific techniques as
the ones described in this proposal could help improving both the training process and the
final user performance.

2. Materials and Methods

Hybrid Intelligence Systems include several strategies with the goal of enhancing
the capabilities of either the human, the machine or both of them. A taxonomy has been
proposed based on the task characteristics, learning paradigm, AI-Human interaction, and
Human-AI interaction [3].

We describe below several techniques that can be grouped under the term Human-in-
the-Loop Machine Learning (HITL-ML), and can be applied between others, to the Cancer
prognosis and diagnosis scenarios, where training samples are scarce and domain expert
knowledge is expensive.

2.1. Human-in-the-Loop Techniques

Human-in-the-Loop ML has the goal of increasing the accuracy of a ML model, reach-
ing the target performance faster, combining human and machine intelligence to maximize
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accuracy, and assisting human tasks with machine learning to increase efficiency [1]. The
most relevant tasks mentioned are:

• Annotating unlabeled data to create training, validation, and evaluation data.
• Sampling the most important unlabeled data items.
• Incorporating Human-Computer Interaction principles into annotation.

Depending on who is in control of the learning process, we do identify different
approaches: Active Learning, Interactive Machine Learning, and Machine Teaching.

2.2. Active Learning

One of the first techniques is Active Learning (AL) [4], where the system remains in
control of the learning process and treats humans as oracles to label relevant unlabeled
data. It is particularly useful when the labeling example process is expensive or time-
consuming, and it also applies to the scenario of scarcity of examples (e.g., cancer). AL
uses an interactive/iterative process for obtaining training data, unlike passive or classical
learning, where the data is provided in advance. The learner requests information from the
oracle, that it selects based on different query strategies.

2.3. Interactive Machine Learning

Another approach is Interactive Machine Learning (IML), in which there is a closer
interaction between users and learning systems, with people iteratively supplying informa-
tion in a more focused, frequent and incremental way compared to traditional machine
learning [5,6]. In this technique the learning process control is shared between the system
and the users, working closely to benefit from each other.

2.4. Machine Teaching

Finally, Machine Teaching (MT) [7,8] where the idea is to focus on the teacher role
a human can play to create useful information from the data available. With the aim
of facilitating the construction of new models that nowadays require practitioners with
deep knowledge of machine learning, this method proposes to decouple knowledge about
machine learning algorithms from the process of teaching. The human would behave as a
teacher guiding the learning process [9].

A particular version of MT is Iterative Machine Teaching (iMT) [10] whose goal is to
obtain the optimal training set given a machine learning algorithm and a target model.
The idea is to learn a target concept with a minimal number of iterations using the small-
est dataset.

2.5. Applying and Interpreting the Results

Once the model is deployed and it is used in a production environment, we could
use Explainable AI (XAI) [11] to make the results of AI systems more understandable
to humans.

There are specific domains where the aforementioned methods could fulfill the targets
of the expected model. As an example, ML-approaches can be of particular interest to
solve issues in Health Informatics, where we are lacking big data sets, we need to deal
with complex data and/or rare events, and traditional learning algorithms suffer due to
insufficient training samples [2].

3. Results

To date, we explored two of the techniques exposed: Iterative Machine Teaching (iMT)
and Active Learning (AL). We have analyzed how to integrate them in the learning process
using common datasets: Gaussian, MNIST and Vehicles.

Our proposal to incorporate iMT and AL into the machine learning loop is to use iMT
as a technique to obtain the “Minimum Viable Data (MVD)” for training a learning model,
that is, a dataset that allows us to increase speed and reduce complexity in the learning
process by allowing to build early prototypes.
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The results of the application of the iMT and AL on known datasets can be found
at [12]. There we can see that, in the iMT experiment, the results show—both in the example
problems and in the real-world problem—that the algorithms trained by any of the pro-
posed teachers obtain better results than those trained by randomly choosing the examples.
In our AL experiment, we find that the greatest advantage of this approach is in the contin-
uous improvement of the model, which enhances resilience and prevents obsolescence.

4. Discussion

The quality of the data is a key factor that can make the model to fail in certain
scenarios. If our data is better our algorithms will generalize better. This is the idea of
the so-called data-centric approach which is behind some of the techniques explored (i.e.,
Machine Teaching).

The methods described in this paper are not mutually exclusive, so they can be
combined with the aim of obtaining better results. Some of the techniques apply at different
stages of the ML pipeline. Furthermore they can be incrementally implemented enhancing
the model at every step.

The outcomes of the experiments conducted were obtained using common datasets as
inputs. Even if they are promising, we plan to apply these techniques to relevant medical
databases as The Cancer Genome Atlas Program (TCGA).

As for future work, we would be interested in applying these techniques considering
multi-class problems and utilize the TCGA datasets.

5. Conclusions

The techniques exposed (combined or individually) can be applied to a specific domain
(Cancer diagnosis and prognosis) making Machine Learning (ML) methods accessible to
subject-matter experts and improving the performance of both the system and the human
(i.e., HITL-ML), obtaining semantic and interpretable ML models (i.e., Explainable AI).
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Abstract: The aim of this work is to search for evidence of close binary stars associated with planetary
nebulae (ionized stellar envelopes in expansion) by mining the astronomical archive of Gaia EDR3.
For this task, using big data techniques, we selected a sample of central stars of planetary nebulae
from almost 2000 million sources in an EDR3 database. Then, we analysed some of their parameters,
which could provide clues about the presence of close binary systems, and we ran a statistical test to
verify the results. Using this method, we concluded that red stars tend to show more affinity with
close binarity than blue ones.
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1. Introduction

Planetary Nebulae (PNe) are the stellar objects that are generated when low- and
intermediate-mass stars eject and ionize the envelope that surrounds them, reaching their
final phase of evolution. In some cases, they come from a binary star system, instead of
being generated by a single star. These cases are of special interest, as they can provide
information about the morphology, formation and evolution of the PNe [1].

Therefore, the aim of this work is to search for binary stars in PNe, concretely close
binary systems, which should have more influence in the PNe than the wide binaries. In
these cases, the closeness between both stars allows for mass transfer between them, and
this effect could generate a stellar structure made of gas known as a common envelope.
This would be the origin of some peculiar PN morphologies, such as bipolar ones (see
Figure 1).

Figure 1. Common envelope between both stars in a close binary system.

To carry out this research, we relied on data provided by ESA’s Gaia satellite, which
was launched at the end of 2013 with the aim of making a star map of the Milky Way.
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We made use of the recently published (December 2020) data archive from this mission:
Gaia EDR3 (Early Data Release 3). This database contains astrometric and photometric
parameters of almost 2000 million stellar objects, so its exploitation requires the use of big
data techniques.

2. Materials and Methods

The first step was to select a galactic PNe sample on which to analyse the binarity
of their Central Stars (CSs). To carry out this data-mining process, we created a cross-
match between the PNe coordinates from the literature [2] and sources from the Gaia
EDR3 archive. Through this procedure, we obtained a 2035 PNe sample with reliable CS
identifications.

The detection of close binary stars is not an easy task, because the proximity between
both stellar components means that they cannot be visually resolved as two separate
sources. However, it is known that the presence of a companion star can influence the
decrease in the astrometric data quality that Gaia measures for the CS. Consequently, to
find some evidence of binarity, we analysed certain parameters of the EDR3 database that
were related to this detection quality. One of these parameters was astrometric excess
noise, which measures the disagreement between the observations of a source and the
best-fitting standard astrometric model. Another significant parameter was the Image
Parameter Determination (IPD) harmonic amplitude; this measures the deviation in the
image centroid fitting. Other parameters that could be considered are uncertainties in
the source coordinates, in Right Ascension (RA) and in Declination (Dec) units. We also
included the Renormalised Unit Weight Error (RUWE) parameter, which is related to the
goodness of fit to the models when a source is detected. As the Gaia satellite is scanning
the sky constantly, it takes measurements throughout multiple epochs for each source
during its mission. Therefore, the mentioned parameters were calculated by data-mining
techniques, considering and processing all the data collected from different epochs.

In addition, the colour of the star could also shed light on the presence of a possible
binary system. The CSPNe usually have blue colours (indicators of a high temperature,
capable of ionizing the PN). Therefore, stars detected as having reddish colours could
be related to the presence of a companion star that is overshadowing, and consequently
reddening, the central star. Therefore, with the aim of analysing this possible effect, we
decided to separate our PNe sample into two subsets: blue and red stars. Then, in order to
independently analyse their relationship with binarity, we calculated the mean values of
each Gaia EDR3 parameter given for each subset.

3. Results

As a result, we found that the subset of red stars tends to have higher mean values
in these quality parameters than the blue stars subset. This means that the quality of
measurements is worse in the case of red stars.

We obtained much more astrometric excess noise for red stars than for blue ones,
while the IPD harmonic amplitude showed similar values for both subsets, interms of
mean. Regarding the coordinate uncertainties and RUWE parameter, we also obtained
slightly higher values for red stars than for blue ones. Therefore, red CSPNe would have
more probability of belonging to a binary system. In Table 1, the mean values for each
parameter in each subset can be observed.

Furthermore, with the aim of corroborating this hypothesis, we performed a Kolmogorov–
Smirnov statistical test over these parameters and between both subsets, to analyse the
similarity between both samples (red and blue). The p-values and D-values obtained from
this analysis are shown in Table 1. For p-values below 0.1, the null hypothesis that both
samples are similar can be rejected, with a significance of 99%. If the corresponding D-value
is greater than 0.153, the null hypothesis can be also rejected.
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Therefore, all values (except RUWE) indicate a non-similarity between both subsets.
This confirms that the subset of red stars tends to have more affinity with binarity than the
subset of blue stars.

Table 1. Mean values (with uncertainties) of different detection quality parameters for both samples
(blue and red stars). In addition, the obtained p-values and D-values from a Kolmogorov–Smirnov
statistical test between both samples and over those parameters are provided.

Parameter Blue Stars Red Stars p-Value D-Value

Astrometric Excess
Noise 0.287 (0.060) 0.393 (0.076) 0 0.358

IPD Harmonic
Amplitude 0.043 (0.015) 0.043 (0.013) 0 0.217

RA error 0.047 (0.013) 0.053 (0.017) 0.001 0.177

Dec error 0.044 (0.010) 0.049 (0.015) 0.001 0.189

RUWE 1.013 (0.051) 1.059 (0.042) 0.080 0.117

4. Discussion

Using Gaia accurate astrometry and data-mining methods, we were able to collect
a PNe sample with reliable CS identifications, from almost 2000 million sources in Gaia
EDR3 database.

Then, using this sample, we carried out a statistical analysis of several quality param-
eters, which enabled us to clarify which type of star has a higher possibility of forming
a close binary system. In this type of system, both components cannot be visualised
as separate sources, and it may be necessary to apply a statistical method to draw any
conclusions.

Next year, with the launch of Gaia DR3, a greater quantity of astrometric and photo-
metric data are expected, with increased accuracy. This will allow us to shed more light on
the close binarity in PNe.
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Abstract: Following the guidelines of the Basel III agreement (2013), large financial institutions are
forced to incorporate additional collateral, known as Initial Margin, in their transactions in OTC
markets. Currently, the computation of such collateral is performed following the Standard Initial
Margin Model (SIMM) methodology. Focusing on a portfolio consisting of an interest rate swap, we
propose the use of Artificial Neural Networks (ANN) to approximate the Initial Margin value of the
portfolio over its lifetime. The goal is to find an optimal configuration of structural hyperparameters,
as well as to analyze the robustness of the network to variations in the model parameters and
swap features.

Keywords: computational finance; collateral; initial margin; deep learning

1. Introduction

Due to the financial crisis experienced in 2008, the G8 World Council promoted the
regulation of stricter actions for over-the-counter (OTC) derivatives market, especially to
reduce the counterparty credit risk. Among the mandated measures is the progressive
implementation of an additional type of collateral, known as Initial Margin (IM), with
the aim of acting as a “cushion” against pronounced changes in the value of the portfolio
contracts.

For the IM calculation, it is standard market practice to follow the Standard Initial
Margin Model (SIMM) methodology [1], promoted by International Swaps and Derivatives
Association (ISDA), which only requires the sensitivities of the portfolio as input data.
When the goal is to know this amount over the whole life of the portfolio, the SIMM
simulation becomes challenging due to the heavy computational burden coming from
nested Monte Carlo simulations and the high-dimensional nature of the problem [2].

Among the existing alternatives to brute-force simulation, there are approaches based
on Deep Learning algorithms, as [2]. We aim to implement a supervised neural network
for computing the IM over the considered portfolio’s life, with special attention to its
structure’s design. In this regard, we limit our work to portfolios consisting of a single
product, a vanilla interest rate swap.

2. Materials and Methods

As a Deep Learning model for the task of computing the IM, we propose to use a
self-normalizing neural network (SNN) [3], adding a single unit output layer (since the IM
is a scalar quantity) with a ReLu activation function and He normal kernel initialization
strategy [4]. We impose that all hidden layers have the same number of units, and such
hyperparameters are fixed in the later results.

A supervised training is carried out. Unlike the usual methodology, where features
associated with the scenario ω and time step j tuple are considered as a single input data
for training, xw

j , with the corresponding target yw
j ; we propose to use the entire scenario as

input data, xw, with the corresponding target vector yw. We believe that this incorporates
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additional information to the training, allowing the learning of intrinsic features that can
improve it.

The interest rate swap portfolio’s dataset is produced synthetically, on the fly, from
the simulation of several interest rate scenarios under the Hull–White dynamic [5]. We
establish that it is necessary to know the following quantities throughout the life of the
portfolio: the swap value; the two weeks, 1 month, 3 month and 6 month cash rates; the
swap par rates for the following vertices: 1 year, 2 years, 3 years, 5 years, 10 years, 15 years,
20 years, and 30 years (as input features of the model); and the IM value (as model’s target),
for which is necessary to know the swap sensitivities in relation to the rates mentioned
above.

The methodology recommended by ISDA, termed as PV01, is chosen for the produc-
tion of swap sensitivities. It consists of calculating the impact of small changes in the swap
rates used to construct the zero curve.

The SIMM methodology [6], is followed for the production of IM. Based on the
assumptions of working in a single currency unit and exclusively with a portfolio consisting
of a swap, the following formula is obtained for the SIMM:

SIMM = max

(
1,

√
|∑k sk|

CT

)√
∑
k
(RWksk)

2 + ∑
k

∑
l �=k

ρk,l(RWksk)(RWlsl), (1)

where sk, RWk are the net sensitivity and the risk weight for the rate tenor k; ρk,l is the tenor
correlation and CT is the concentration threshold for the given currency. RWk, ρk,l and CT
are parameters given by ISDA.

3. Results

First of all, we study the optimal choice of structural hyperparameters of our proposed
neural network (depth and width). Finally, we present some experiments related to
training robustness as a function of Hull–White simulation parameters and swap features
(A summary of the results obtained is presented. The extended version can be found in [7]).

3.1. Numerical Experiments to Set Structural Hyperparameters

For the test in this subsection, a 1-year fixed, 6-months floating at-the-money swap
with 10-year maturity is considered. We establish the theoretical values a = 0.1, σ = 0.5%
for the Hull–White parameters and we choose the market forward rate, f (0, t), obtained
from all Eurozone governments bonds on 28 January 2021 (Source: European Central Bank
(ECB)). A dataset with 5000 scenarios and 199 time steps is produced. In all tests, we use
4000 scenarios for training and 1000 for validation.

With respect to our neural network, we worked with the stochastic gradient descent
optimizer and the following training hyperparameters: a bath size of 256, a learning rate of
0.001, and 1000 epochs.

3.1.1. The Depth Test

We set the total number of units to 512, which will be distributed, by means of integer
division, over the following number of hidden layers: 1, 2, 3, 4, 6, 8, 10, 12, and 16. We
present the results from 10 training trials due to the stochasticity of the optimization
algorithm.

We can observe in Figure 1 that a moderate number of hidden layers (between 3 and 6)
tend to offer a better performance than the model with two hidden layers, theoretically the
one with the highest capacity. We set the number of hidden layers in our network to 4. It
presents the best performance on the trials considered, with shorter execution time than its
direct competitors.
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(a) (b)

Figure 1. Results obtained for the depth test. (a) convergence of the MSE training set with respect to
the number of hidden layers; (b) execution time according to the number of hidden layers.

3.1.2. The Width Test

We set the number of hidden layers to 4 and we consider the following numbers of
units: 1, 2, 4, 8, 16, 24, 32, 48, 64, 96, and 128. All other specifications remain unchanged.

The test shows that, as the number of neurons per layer increases, the network
performance increases, as well as the execution time required. In order to achieve a balance
between network efficiency and training time, we choose to select 48 units per hidden layer.

3.2. Numerical Experiments on Network Robustness

In this subsection we used the Adam optimizer with a learning rate of 10−4.
On the one hand, it has been tested how the model training responds to market

situations different from the reference configuration. In general, similar results are obtained,
although in situations of stressed volatility the so-called zero-inflated data problem appears.
On the other hand, the influence of the swap features is analyzed. Roughly speaking, it
will be necessary to have a trained model for each maturity considered, but it is feasible to
use the model trained for a given frequency payments on swaps at different frequencies.

4. Conclusions and Future Research

We have found that the proposed Deep Learning model provides good approximations
of IM trajectories for the simplified portfolio considered. It shows an excellent performance
on our main study dataset. It is maintained for higher volatility environments. We also
concluded that it is feasible to use the same model as an IM computation engine for swaps
with different payment structures. However, this is not possible for different maturities. It
is necessary to have a model for each case.

Future research related to this work should be focused on the scalability of the model
to other interest rate products; building a model for the IM computation of other ISDA
product classes, such as equity or commodity; and developing a similar neural network-
based methodology to compute the IM for a real portfolio, consisting of many contracts
from different product classes and driven by multiple risk factors.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.
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Abstract: In this work we study a routing and scheduling problem for a home care business. The
problem is composed of two conflicting objectives, therefore we study it as a bi-objective one. We
obtain the Pareto frontier for small size instances using the AUGMECON2 method and, for bigger
cases, we developed an heuristic algorithm. We also obtained some preliminary results that show the
algorithm has good behaviour.

Keywords: optimization; scheduling; heuristic algorithms; operations research

1. Introduction

Home care services aim to help elderly, sick or dependent people maintain their
quality of life without having to leave their homes. The goal of a Home Care Scheduling
Problem is to obtain the routes that the company’s employees must follow, as well as the
times at which each service has to be carried out.

In our problem, the users are the company’s clients, and they require a number of
services that need to be carried out, by the company’s employees, throughout the week.
To correctly address the users’ needs it is essential that they define the characteristics of
the services they request: the day of the week they belong to, their duration, a hard time
window and a soft time window. These time windows are necessary because they are used
to determine the schedule of each service. Hard time windows state the times within which
services must be completed, to have a feasible plan. Soft time windows represent when the
user prefers to be attended, even though it is not necessary to uphold them.

The caregivers are the company’s employees and their work consists of visiting users
at their homes to carry out the tasks required by them. Every caregiver has a contract,
which states the maximum number of hours they can work during each day, and the
number of hours that they are hired to work during the week. Caregivers’ working days
start at the beginning of the first service and end when the last one is finished. All breaks
that caregivers have during the day are considered worked time, with the exception of the
largest one—if it lasts two or more hours.

To maintain the users satisfaction, the company works with a list of 6 affinity levels
that establish the compatibility between users and caregivers.

2. The Problem

The purpose of this work is to provide the company with the caregivers’ schedules for
the week. In the interest of achieving the best possible schedules, we consider two clearly
differentiated objectives: the cost of the schedule and the users’ welfare.

The cost of the schedule represents the expenses associated with the caregivers carry-
ing out their routes, and it is composed of two elements:

1. The overtime of the caregivers. This is caused by allowing the caregivers to work
more hours during the week than initially agreed, while still adhering to their daily
maximum allowed working time, which results in an extra cost for the company.

Eng. Proc. 2021, 7, 42. https://doi.org/10.3390/engproc2021007042 https://www.mdpi.com/journal/engproc
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2. The total working time of the caregivers. This is the sum of the daily working time of
each caregiver according to the schedules, and by reducing them we are saving the
company money while also optimizing the caregivers time.

The users’ welfare represents the degree of well being and satisfaction that users
present according to the schedule, and combines two elements:

1. The affinity between caregivers and the users they attend. By maximizing the affinity,
we try to ensure that users will be attended by caregivers they are most comfortable
with.

2. The penalization for carrying out a service before, or after, its soft time window.
Minimizing this value means that the services will be scheduled as close as possible
to their soft time windows.

For the schedules to be feasible, the company requires that: each service has to be
carried out within its hard time window by one caregiver, the caregivers’ daily scheduled
time cannot surpass their maximum working hours, the largest break a caregiver has
during the day will not be considered as working time.

3. Resolution Methods

The problem has two conflicting objectives, which means that there is not a single
solution that optimizes both of them at the same time. In a multi-objective problem with p
objectives we say that x dominates y if fk(x) ≤ fk(y) ∀k ∈ {1, ..., p} and fk(x) < fk(y) for
at least one k ∈ {1, ..., p}. To solve our problem we look for the Pareto frontier, which is a
set composed by the non-dominated solutions.

We modelled the problem as a Mixed Integer Programming (MIP) one and used it to
obtain non-dominated solutions with the AUGMECON2 method [1]. However, because
this problem is a complex one, we can only solve small instances with the AUGMECON2
method. Therefore, it is necessary to develop an heuristic algorithm to generate good
approximations of the non-dominated set for instances of bigger size.

The algorithm presented in this problem is divided into three steps:

Step 1 We initiate the sets by obtaining the best solutions for each of the objectives (consid-
ering a lexicographic objective function) using the Adaptive Large Neighbourhood
Search (ALNS) [2].

Step 2 We obtain a set of multiple solutions with different routes. This is done by applying
the ALNS to a solution chosen at random from the ones already found.

Step 3 The set of non-dominated solutions is obtained by randomly choosing a solution
and then modifying its schedule in order to improve one of the objectives. In order
to modify the schedule of a solution the method randomly selects a service and
an objective. Then the service is advanced or delayed in order to improve the
objective under consideration.

4. Results

In this section we present the preliminary computational results obtained to check the
behaviour of the heuristic algorithm. The instances we solved are the ones presented in [3],
which were adapted to the characteristics of our problem.

In Figures 1 and 2 we present the Pareto front obtained by the AUGMECON2 method
(blue colour) as well as two approximations of the non-dominated set obtained by different
configurations of the algorithm. These configurations depend of the number of iterations
used, and are described in Table 1.

Table 1. Configurations of the experiments.

Step 1 Step 2 Step 3

Configuration 1 1000 1000 10,000
Configuration 2 1000 500 100,000
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Figure 1. Approximation of the Pareto frontier—Configuration 1.

Figure 2. Approximation of the Pareto frontier—Configuration 2.

We can see that the approximation presented in Figure 2 (black) is better than the one
in Figure 1 (green), because it is closer to the Pareto frontier. In fact, Figure 2 shows that
our algorithm can provide good approximations of the Pareto frontier.
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Abstract: Virtual reality allows to generate an environment of great realism, while achieving the
immersion of the user in it. The purpose of this project is to use this technology as a complementary
tool in the rehabilitation of people with functional diversity. To do this, an application is being
developed that will offer different environments that simulate situations in everyday life. Through
its initial menu, the professional will be able to select the virtual work environment, with different
configuration options to adapt each scenario to the user’s needs. This customization of the scenarios
will allow such things as configuring the degree of difficulty of the activity to eventually adapting
the elements of the scenario to the functional capacity of the user.

Keywords: virtual reality; immersive environment; functional diversity; unity; leap motion

1. Introduction

The rehabilitation process of people with functional diversity is complex, and during
the sessions carried out by health professionals, different elements are used to configure
an appropriate environment to deal with the user’s difficulties. For the configuration of
these environments (in a controlled way), the presence of possible physical or economic
limitations is frequent. Physical, in terms of the characteristics of the space in which
the sessions are held, and the difficulty of replicating different environments, especially
outdoors, so that the person can put their daily life skills into practice; and economic, in
terms of the outlay to be made in the acquisition of various materials, which could be used
to configure the different environments.

Virtual reality is a technological resource that allows to generate spaces of great realism,
while achieving the immersion of the user in them. So why not harness the potential of
virtual reality in the rehabilitation of people with functional diversity?

The use of this technology makes it possible to considerably reduce the physical
limitations mentioned above. Thus, custom environments can be programmed, adding any
element through 3D modeling.

Therefore, the objective of this project was to use virtual reality as a complementary
means of intervention in rehabilitation sessions with people with functional diversity. To
achieve this objective, an application is being developed that will offer different environ-
ments that simulate everyday life situations.

2. Technologies

As for the technologies used, a virtual reality equipment HTC VIVE [1] is used, which
will be in charge of creating the virtual reality experience, allowing the user to be immersed
in the different scenarios developed.

It is worth highlighting the use of the Leap Motion [2] device, an optical system
capable of tracking the movement of the person’s hands and fingers, which allows her/him
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to interact with the different environments directly, without the need for controls. The
incorporation of this device was an added value in the project since, precisely, several work
environments are intended to work mobility problems in the hands, which is undoubtedly
carried out more effectively by avoiding the use of controls as a means of interaction with
this virtual space.

Unity [3], a real-time development platform, is used as the programming environment,
allowing the creation of interactive environments for multiple platforms, such as PCs,
consoles, or virtual reality equipment.

3. Description of the Application

Through the main menu, the professional will be able to select the virtual work
environment and its characteristics, with different configuration options to adapt each
scenario to the user’s needs (both physically and cognitively).

Work environments are modeled in the form of a test, with a series of objectives that
the user must achieve. In this way, it is intended that the person who runs the test feels
motivated to achieve the established goals, while training and progressively improving
their abilities, reducing their functional limitations.

One of the scenarios under development represents a vegetable garden with different
vegetables that the user must collect. This scenario can be configured to train both physical
and cognitive abilities. Likewise, the level of difficulty of the activity can also be chosen,
allowing the training to be adapted according to the user’s progress.

In terms of physical work, the application was intended to strengthen the abdominal
musculature in people using wheelchairs. To do this, one of the tasks proposed to the user
was to collect tomatoes and place them in different boxes. The height of the plants can be
configured in the main menu, allowing to adapt the level of difficulty to the user’s abilities,
as indicated above.

If the goal is to work cognitive skills, the garden will not only contain tomatoes, but
a multitude of vegetables. In this case, the objective to be achieved by the user will be to
complete several boxes with different combinations of vegetables.

Another of the environments being developed simulates a supermarket. This scenario
is of great interest due to the number of daily life tasks that it allows us to train. Some of the
activities that are under development are: Purchase of a series of items indicated in a list,
selection of the products necessary to prepare a cooking recipe, or cash payment training.

All these developments are in progress, and the research team is working with profes-
sionals and persons with functional diversity to get their opinion about different features
during the application of virtual scenarios. Several work meetings have been carried out to
get the perspectives of future users.

4. Discussion

Currently, there are different digital distribution platforms for video games that
include virtual reality applications in their catalog, such as Steam [4].

When using commercial applications as a complementary tool in rehabilitation ses-
sions with people with functional diversity, it is possible to find several drawbacks, such as
the lack of customization, since they are general-purpose applications with few configura-
tion options. It is also common to find very complex applications, with unclear instructions
and no feedback to guide the user during the game [5]. Generally, controllers are used
as a means of interaction, which is a drawback for people with a functional limitation in
their hands.

In a review about the application of Virtual Reality in Complex Medical Rehabilitation,
authors once analyzed the literature and concluded that the use of virtual environments has
proven effectiveness on the recovery of impaired motor skills in people with disabilities.
However, to get the optimal results of this application, a personalized approach and
monitoring registration of some physical and cognitive variables are required [6].
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Therefore, the application being developed in this project is a great contribution to the
use of virtual reality in the rehabilitation of people with functional diversity, allowing the
adaptation of the environments to the user’s needs, offering visual and auditory feedback
during the execution of the game and allowing to dispense with controls, thanks to the use
of the Leap Motion device.

5. Conclusions

The application presented here is a novelty development to be applicated in the field of
health, concretely, in the rehabilitation’s intervention with people with functional diversity.
The use of virtual environments, personalized to the skills of the user by rehabilitation,
professionally constitutes a motivating factor to enhance him/her to actively participate
and compromise in her/his progression of the treatment.

The customized virtual environments developed in the present project have clear
advantages:

• The virtual reality itself supposes a potent technological tool in the rehabilitation
process, offering multiple possibilities to bring a great variety of scenarios into the
room of the intervention center or hospital.

• The possibility of customizing the levels of both physical and cognitive tasks presented
in each scenario allows to establish specific goals and activities for each person, and
to adjust them according the improvement of the user.

• The use of Leap Motion combined with the virtual reality glasses offers a greater
immersive experience, avoiding the need for controls, and allowing the person to
use her/his hands and fingers to improve their coordination and dexterity skills
themselves.

In the future, we expect that this application will be a consistent tool showing differ-
ent and motivating scenarios of daily life which has been implemented, at low cost, in
rehabilitation centers.
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Abstract: Methylation is a chemical process that modifies DNA through the addition of a methyl
group to one or several nucleotides. Discovering differentially methylated regions is an important
research field in genomics, as it can help to anticipate the risk of suffering from certain diseases.
RADMeth is one of the most accurate tools in this field, but it has high computational complexity.
In this work, we present a hybrid MPI-OpenMP parallel implementation of RADMeth to accelerate
its execution on distributed-memory systems, reaching speedups of up to 189 when running on
256 cores and allowing for its application to large-scale datasets.

Keywords: methylation; whole-genome bisulfite sequencing; high performance computing; MPI;
OpenMP

1. Introduction

DNA methylation is a chemical modification of DNA resulting from the addition of
a methyl group to a certain nucleotide. This process, which mainly occurs at cytosines
within particular regions of the DNA, is associated with different biological functions, and
abnormal methylation levels can indicate the presence of certain diseases. For instance, the
existence of regions with different methylation levels is a common characteristic for several
types of cancer. Therefore, discovering differentially methylated regions is an important
research field in genomics, as it can help to anticipate the risk of suffering from some
diseases. Nevertheless, the high computational cost associated with this task prevents its
application to large-scale datasets.

In this work, we focus on the tool RADMeth [1], since it showed superior accuracy
in terms of biological results when compared to several counterparts [2]. RADMeth is
a publicly available tool to find individual differentially methylated sites and genomic
regions in data from Whole-Genome Bisulfite Sequencing experiments, which is the state-of-
the-art technology for obtaining a comprehensive view of DNA methylation. The tool uses
beta-binomial regression for high-precision differential methylation analysis over these
data, and it can handle medium-size experiments. Despite its accurate biological results,
the main drawback of RADMeth is its high computational requirements that prevent its
usage on large-size experiments.

The objective of this work is to develop a parallel tool for the identification of differ-
entially methylated regions that provides exactly the same accurate biological results as
RADMeth, but employs High Performance Computing (HPC) techniques to accelerate the
execution. This goal has been achieved by using the Message Passing Interface (MPI) and
OpenMP parallel programming standards to provide support for multiple processes and
threads, respectively. This parallel implementation allows for the exploitation of the archi-
tecture of distributed-memory systems, such as multicore clusters, and then an analysis of
large-size datasets by significantly reducing the execution times associated with them.
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2. Parallel Implementation of RADMeth

RADMeth works with datasets that are represented as matrices, where the columns
are the samples, the rows are the CpG sites (i.e., regions of the DNA where methylation
mainly occurs), and each position in the matrix contains two values: one containing the
number of reads associated with a certain CpG site, and another one containing the number
of methylated reads. The output dataset is formatted with a row for each CpG site, which
contains the p-value from the experiment associated with it. In this work, we propose a
hybrid parallel tool based on the MPI message-passing library and OpenMP threads that
works with the same data format as RADMeth and guarantees the same exact accurate
results, but with significantly reduced execution times.

This has been achieved by applying domain decomposition to the input CpG sites.
This means that the CpG sites of the input dataset are divided into blocks so that each block
is processed in parallel by a different processing element. Our implementation makes use
of this domain decomposition at two levels of parallelism. First, the dataset is statically
distributed in blocks of the same size among MPI processes. Besides the execution time
gains, this MPI parallelization enables the joint usage of the memory of several nodes.
Second, the workload of each process is dynamically distributed among OpenMP threads.

Two performance optimizations have been applied to our parallel tool:

• Parallel data loading and storing, to take advantage of parallel programming not
only in the critical phase of the tool but also in the input and output phases. This
optimization technique not only improves the performance of the tool on its own, but
it also allows the tool to load the entire dataset at once in a distributed and scalable
manner, without concern about memory problems, which allows the tool to achieve
an even better performance in these phases.

• Dynamic workload distribution. The time to process different CpG sites can present
high variability. This may lead to workload imbalances; that is, even though the
blocks of data associated with each process have the same size, one block might need
more time than another one. This problem is alleviated thanks to the second level of
parallelization, where the workload for each MPI process is distributed dynamically
among the OpenMP threads launched by it.

3. Results and Conclusions

The experiments for the performance analysis of the parallel version of RADMeth were
conducted on 16 nodes of the “Pluton” cluster, a distributed-memory system that is based
on Intel Xeon processors and installed at CITIC. Each node is composed of two processors
with eight cores each (16 logical threads using HyperThreading) and 64 GB of main memory.
The whole system provides a total of 256 cores (512 logical threads with HyperThreading)
and 1 TB of memory. In order to keep the reproducibility of the experiments, we have
used two representative datasets that are publicly available, Akalin 2012 and Hansen
2014. The Akalin dataset is made of 28,670,426 CpG sites and 2 samples, whereas the
Hansen dataset consists of 28,217,449 and 6 samples. In addition to those properties, it is
important to mention that the Akalin dataset is a worst-case scenario in terms of workload
imbalance, meaning that a high percentage of the workload is associated with a very small
contiguous block of CpG sites. A parallel tool with only static data distribution is unable to
accelerate the execution of this dataset, proving the dynamic workload distribution to be
an outstanding performance optimization, completely compulsory for the tool to scale in
critical scenarios.

Table 1 also shows the runtime and speedup (in parentheses) for different number of
nodes. Regarding the parallel executions, the same configuration for each node was used,
as it proved to be the most efficient one after some preliminary tests: one MPI process with
16 cores each (32 logical threads per MPI process using HyperThreading). The reason is
that the dynamic distribution, necessary for high scalability, is implemented at the thread
level, so the higher the threads-to-process ratio is, the better the workload balance is, and
the better the performance of the parallel tool is. As can be seen in the table, the parallel
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version of RADMeth performs well and offers excellent scalability (execution times largely
decrease when the number of cores increases). Furthermore, due to the execution time
reduction, the parallel tool allows for the analysis of large-scale datasets when this method
is applied.

Table 1. Dataset scalability, execution times (in seconds), and speedups (in parentheses).

Akalin 2012 Hansen 2014

Original RADMeth 10,886.90 45,931.20

1 Node 498.65 (21.83) 2424.93 (18.94)

2 Nodes 304.76 (35.72) 1228.00 (37.40)

4 Nodes 326.55 (33.33) 803.70 (57.14)

8 Nodes 215.10 (50.61) 444.67 (103.29)

16 Nodes 121.35 (89.71) 242.97 (189.03)
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Abstract: We describe a general-purpose framework to implement quantum algorithms relying
upon an efficient handling of arrays. The cornerstone of the framework is the direct embedding of
information into quantum amplitudes, thus avoiding hampering square roots. We discuss the entire
pipeline, from data loading to information extraction. Particular attention is devoted to the definition
of an efficient toolkit of basic quantum operations on arrays. We comment on strong and weak points
of the proposed quantum manipulations, especially in relation to an effective exploitation of quantum
parallelism. We describe in detail some general-purpose routines as well as their embedding in full
algorithms. Their efficiency is critically discussed both locally, at the level of the routine, and globally,
at the level of the full algorithm. Finally, we comment on some applications in the quantitative
finance domain.

Keywords: quantum computing; quantum simulation

1. Introduction

Quantum hardware and software are still in their early days of development; thus,
the design of quantum algorithms typically focuses on low-level operations. Although one
should always keep in mind the hardware limitations, especially when describing possible
near-term implementations of quantum algorithms, it is convenient to pursue higher levels
of abstraction. Apart from its long-term and algorithmic interest, a more abstract and
standardized approach serves practical purposes too, for example, that of making the
benchmarking of quantum computer performances a more solid and transparent process.
In turn, this helps pushing the research and the development in quantum computation at
all levels. In the present paper, we describe a novel framework for the design of quantum
algorithms on a more abstract plane. To this aim, we have three proposals [1].

2. Results

Our first proposal consists in the definition of a quantum matrix, namely a quantum
state organized in two registers:

|ψ〉 =
I−1

∑
i=0

J−1

∑
j=0

cij |i〉nI
⊗ |j〉nJ

. (1)

Specifically, we interpret the first register as the index running over the rows and the
second register as the index running over the columns. This way of storing the information
has a common ground with that of Flexible Representation of Quantum Images (FRQI)
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and the Novel Enhanced Quantum Representation (NEQR) [2,3]. The main difference with
FRQI and NEQR is that we encode the information of the (i,j) entry of the matrix in the
quantum amplitude. Intuitively, the matrix is a bi-dimensional memory array where the
amplitude encodes the information stored in the (i,j) memory location (see Figure 1).

Figure 1. Quantum matrix structure.

The second proposal is a key technical feature about how we encode the information
into the quantum amplitudes, the so-called direct embedding [4]. Namely, the information
to be stored into the quantum matrix is directly loaded into the amplitudes without
taking square roots, as it is instead usually done in the literature. Such loading choice has
several and important implications in later stages of the quantum algorithms and—most
importantly—the information stored into the quantum state is handled and combined
more easily, because algebraic operations are not hampered by the presence of square roots.

The third and final proposal is to give a full overview of the complete pipeline, or
overall structure, of a generic algorithm admitting implementation within this framework
(see Figure 2).

Figure 2. Structure of the pipeline. The dark gray nodes represent the three main steps; the nodes in
red correspond to algorithms that are not efficient, for those in yellow the efficiency varies from case
to case and, finally, the nodes in green represent efficient algorithms.

The first step of every algorithm corresponds to loading some input data. In the
quantum case, it is often convenient to split this step into two sub steps:
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1. Loading a probability distribution [4–6];
2. Loading a bi-dimensional function.

It is not strictly necessary to split the loading into two steps. Yet, we consider such
splitting because—typically—we adopt different loading techniques for them: the proba-
bility distribution is loaded with a state preparation algorithm (e.g., a multiplexor binary
tree); the function is loaded by means of another technique.

The second step of the pipeline in our framework corresponds to the implementation
of various arithmetic operations, typically at the level of entire arrays or sub-arrays, and
we refer to it as quantum arithmetic.

The third and last step of the pipeline corresponds to extracting the information that
we have stored in the quantum state, namely the read-out of the state that encodes the result
of the algorithm. There are multiple techniques for this purpose such as those appearing
in [7–11].

3. Discussion

One of the advantages of organizing the pipeline as we have discussed is that it enjoys
a modular structure; therefore, we can develop, analyze and improve each of the steps
independently, achieving a better understanding of the problems in each domain.

In this paper, apart from introducing the framework, we provide some simple ex-
amples of arithmetic operations with finance in view. The possibility of implementing
arithmetic operations has been considered in the literature since the early days of quantum
computation. Apart from the quantum implementation of logical circuits corresponding to
basic operations, such as the quantum adder [12,13], also the manipulation of “continuous”
numbers has been studied. Let us mention some works which, at least in spirit, are closer
to ours [14–17]. The difference with such approaches consists in the fact that we use a new
embedding and organize the information into the matrix (1); these two aspects combined
allow us to work in a transparent and simple manner.

Funding: This research was funded by the European Project NExt ApplicationS of Quantum Com-
puting (NEASQC), funded by Horizon 2020 Program inside the call H2020-FETFLAG-2020-01(Grant
Agreement 951821). Part of the computational resources for this project were provided by the Centro
de Supercomputación de Galicia (CESGA).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Manzano, A.; Musso, D.; Leitao, Á.; Gómez, A.; Vázquez, C.; Ordóñez, G.; Rodríguez-Nogueiras, M. Quantum Arithmetic for
Directly Embedded Arrays. arXiv 2021, arXiv:2107.13872.

2. Le, P.; Iliyasu, A.; Dong, F.; Hirota, K. A flexible representation of quantum images for polynomial preparation, image compression
and processing operations. Quantum Inf. Process. 2011, 10, 63–84. [CrossRef]

3. Zhang, Y.; Lu, K.; Gao, Y.; Wang, M. NEQR: A novel enhanced quantum representation of digital images. Quantum Inf. Process.
2013, 12, 2833–2860. [CrossRef]

4. Kubo, K.; Nakagawa, Y.O.; Endo, S.; Nagayama, S. Variational quantum simulations of stochastic differential equations. arXiv
2020, arXiv:2012.04429.

5. Grover, L.; Rudolph, T. Creating superpositions that correspond to efficiently integrable probability distributions. arXiv 2002,
arXiv:quant-ph/0208112.

6. Nakaji, K.; Uno, S.; Suzuki, Y.; Raymond, R.; Onodera, T.; Tanaka, T.; Tezuka, H.; Mitsuda, N.; Yamamoto, N. Approximate
amplitude encoding in shallow parameterized quantum circuits and its application to financial market indicator. arXiv 2021,
arXiv:2103.13211.

7. Shimada, N.H.; Hachisuka, T. Quantum Coin Method for Numerical Integration. arXiv 2020, arXiv:1910.00263.
8. Brassard, G.; Hoyer, P.; Mosca, M.; Tapp, A. Quantum Amplitude Amplification and Estimation. AMS Contemp. Math. Ser. 2000,

305, 53–74. [CrossRef]
9. Suzuki, Y.; Uno, S.; Raymond, R.; Tanaka, T.; Onodera, T.; Yamamoto, N. Amplitude estimation without phase estimation.

Quantum Inf. Process. 2020, 19, 75. [CrossRef]
10. Grinko, D.; Gacon, J.; Zoufal, C.; Woerner, S. Iterative Quantum Amplitude Estimation. npj Quantum Inf. 2021, 7. [CrossRef]
11. Giurgica-Tiron, T.; Kerenidis, I.; Labib, F.; Prakash, A.; Zeng, W. Low depth algorithms for quantum amplitude estimation. arXiv

2020, arXiv:2012.03348.

181



Eng. Proc. 2021, 7, 45

12. Draper, T.G. Addition on a Quantum Computer. arXiv 2000, arXiv:quant-ph/0008033.
13. Cuccaro, S.A.; Draper, T.G.; Kutin, S.A.; Petrie Moulton, D. A new quantum ripple-carry addition circuit. arXiv 2004, arXiv:quant-

ph/0410184.
14. Wang, S.; Wang, Z.; Cui, G.; Fan, L.; Shi, S.; Shang, R.; Li, W.; Wei, Z.; Gu, Y. Quantum Amplitude Arithmetic. arXiv 2020,

arXiv:2012.11056
15. Vedral, V.; Barenco, A.; Ekert, A. Quantum networks for elementary arithmetic operations. Phys. Rev. A 1996, 54, 147–153.

[CrossRef] [PubMed]
16. Lloyd, S.; Braunstein, S.L. Quantum Computation over Continuous Variables. Phys. Rev. Lett. 1999, 82, 1784–1787. [CrossRef]
17. Xiaopeng, C.; Yu, S. QBLAS: A Quantum Basic Linear Algebra and Simulation Library; GitHub: San Francisco, CA, USA, 2019.

182



Proceeding Paper

PreLectO: An App for Cognitive Stimulation through Games in
Early Childhood †

Pedro Nogueiras 1, Paula M. Castro 2,* and Adriana Dapena 2

��������	�
�������

Citation: Nogueiras, P.; Castro, P.M.;

Dapena, A. PreLectO: An App for

Cognitive Stimulation through

Games in Early Childhood. Eng. Proc.

2021, 7, 46. https://doi.org/10.3390/

engproc2021007046

Academic Editors: Joaquim de Moura,

Marco A. González, Javier Pereira

and Manuel G. Penedo

Published: 22 October 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Computer Engineering, University of A Coruña, 15071 A Coruña, Spain;
pedro.nogueiras@udc.es

2 CITIC Research Center, Department of Computer Engineering, University of A Coruña,
15071 A Coruña, Spain; adriana.dapena@udc.es

* Correspondence: paula.castro@udc.es
† Presented at the 4th XoveTIC Conference, A Coruña, Spain, 7–8 October 2021.

Abstract: The goal of this work was to develop a mobile application for Android devices, with the
objective of stimulating the cognitive skills of children from 0 to 6 years old who are suffering from
learning disabilities, while focusing on the most common learning impediments such as reading
and writing disorders. This application is based on games specifically designed to meet the needs of
this group. For this purpose, we collaborated with professionals from an organization in the area
of A Coruña who established the functional requirements of the application and carried out the
validation tests. The application monitored the progress of its users, thus allowing the therapists to
track them and adapt the training program to each of their individual needs.

Keywords: Android; cognitive difficulties; data analysis; learning; mobile application; reading and
writing skills; service-learning; stimulation through games

1. Introduction

Reading and writing are fundamental activities in our daily lives. Their acquisition
and mastery are essential for the proper development of children and have a great impact
on their adult life. But before being able to read and write, generally from the age of six
years old, these children must first acquire a series of skills that will enable them to learn to
read and write as well as prevent the appearance of future difficulties in this process. These
cognitive abilities [1] are, among others, attention, decision making, learning, reasoning,
perception, language abilities, or memory. Therefore, early attention provided in the first
years of childhood will improve these pre-reading and pre-writing skills in children who
are likely to have difficulties in this area.

This work presents the development of an Android mobile application, referred
to as an app, which aims to help in this preventive intervention during preschool and
early childhood education (0–6 years) by stimulating those early skills through games
designed by the authors. These games use the ARASAAC pictograms of the Government of
Aragon [2] as a vehicle of accessible communication for children with cognitive difficulties.
One of the highlights of this app is that it allows the professional to follow the child’s
progress through a statistics module so that they can detect the area of difficulty and
enhance the training by focusing on appropriate games.

This work is structured as follows: Section 2 details the materials and methods used;
Section 3 shows the results of this work, with a functional app verified by the entity and its
users; and finally, a discussion is presented in Section 4.

2. Materials and Methods

We used the Scrum process [3] in this work, so a total of 9 sprints of 1, 2, 3, or 4 weeks
were planned, depending on the tasks to be addressed and the availability of the authors.
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183



Eng. Proc. 2021, 7, 46

The total execution time was 24 weeks. In addition, this software methodology was
combined with another work methodology known as service-learning [4], which provides
a service to society while students acquire the necessary skills. To this end, we collaborated
with a non-profit organization in the area of A Coruña, which serves, among other groups,
children with learning difficulties.

Regarding material resources, an HP OMEN 15-ce0xx laptop with an Intel i7-7700HQ
2.8 GHz processor and Windows 10 was used for the development of this work. In addition,
4 mobile phones (two Xiaomi and two Samsung) and 2 tablets (one Samsung and one BQ)
were used to test the developed app on physical devices. As for software resources, we
used the following in this work: Android Studio, the official development environment
for Android; IntelliJ, an integrated development environment with a “premium” version
available for free through a license provided by the University of A Coruña; Kotlin, an open-
source language used by Google for Android app development; Android, currently the most
widespread open-source operating system on mobile devices; Firebase, a Google cloud
platform for project creation and synchronization; Cloud Firestore, a NoSQL database
hosted in the cloud; Firebase Authentication, for authentication services; ARASAAC
pictograms, for accessible communication; Picasso, an open-source library for Kotlin that
allows the downloading of images from a URL and uploading them to the app interface in
real time; AnyChart, a library for JavaScript and Kotlin that represent statistical data in a
wide variety of types of interactive graphics; and finally, LaTeX and Git as text composition
and version control software, respectively.

3. Results

As a result, we have a functional app called PreLectO that allows access to both game
and administration modules. Regarding the game module for users, we implemented 9
games (see image on the right side of Figure 1), allowing for the selection of the category
to be trained, the number of times the game was to be played, or (if possible) the type of
game, always with immediate feedback on game performance. To summarize, the nine
games implemented are as follows:

• In the first game, referred to as Relaciono, the user selects one of the shown objects
whose name begins with the given letter (see the first image on the first row of
Figure 1);

• In the second game, referred to as El intruso, the user must identify the intruder from
among four images, which is the one that does not belong to the semantic field (see
the second image on the first row of Figure 1);

• In the third game, referred to as ¿Cuál falta?, the user must select the letter that
completes the given word, with an image provided as support (see the third image on
the first row of Figure 1);

• In the fourth game, referred to as Adivino sonidos, the user must identify which image
corresponds to a given sound (see the fourth image on the first row of Figure 1);

• In the fifth game, referred to as Palabra correcta, the user makes associations between
uppercase and lowercase letters or words (see the last two images on the first row of
Figure 1);

• In the sixth game, referred to as ¡A contar!, the user practices on counting elements
(see the first two images on the second row of Figure 1);

• In the seventh game, referred to as Veo veo, the user must use his/her visual recognition
skills to find a certain object in a grid of elements (see the third and fourth images on
the second row of Figure 1);

• In the eighth game, referred to as Memorizo los sonidos, the users work with auditory
memory by identifying sound sequences (see the fifth image on the second row of
Figure 1);

• Finally, in the ninth game, referred to as Encuentro fonemas, the user finds the object
whose name includes the given sound (see the last image on the second row of
Figure 1).
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Figure 1. Game module menu (left) and some images of the games on the two rows (right).

For the administration module, we developed a user management system and another
one for recording results during the sessions. These results can then be visualized by the
specialists on graphs such as the one shown in Figure 2. On these graphs, we can see
statistics such as the time required to achieve a successful outcome, or the percentage of
successes, which will allow a time analysis of the child’s progress according to the skills
that were being worked in each game or in a set of games, subsequently recommending a
therapy adapted to each scenario.

Figure 2. Example of an image of statistical results to track the child’s progress.

Throughout this development, two acceptance tests were performed by the entity—
one at the end of the 5th sprint and another at the end of the 7th sprint in our Scrum
methodology. Both tests were satisfactorily passed and some changes were incorporated
into the app as a result. So far, only one 6-year-old user has tested our app; the child
adequately responded to the therapy performed after using it.

4. Discussion

As a result of this work, a functional mobile application that responds to the needs
of children with reading and writing disorders is now available. This was made possible
by following the indications of both required functionalities and modifications after two
validation tests were carried out by a social entity in the area of A Coruña on different
versions of the application.

PreLectO allows the training and monitoring of the child’s progress, which is essential
for therapies used by professionals in these types of entities. In addition, stimulation
through games specifically designed for young children attracts the attention of the child
who, in this way, learns by playing.
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Abstract: The objective of this work is the proposal of a new navigation algorithm and its integration
in a platform that is already designed and built, improving the functionality of the robot in order to
patrol complex indoor environments. This patrol contains various features related to the navigation
and the localization of the platform using a particle filter that allows the robot to move autonomously
through the environment with the data obtained from an RGB-D camera and LIDAR. The navigation
algorithm is adapted dynamically in real-time using the well-known CNN real-time object detector
You Only Look Once (YOLOv3), which we have retrained with our own database. The platform
detects standing and fallen people. Additionally, it registers people using a specific face recognition
convolutional neural network. All these functionalities are controlled and centralized in a friendly
user interface that appears on the robot’s touch screen and a voice service model is also used.

Keywords: assistive robot; fallen people detection; self-location; friendly interface

1. Introduction

The demographic changes and the large increase of dependency rates in developed
countries, together with the rising demand for professional care, pose new requirements
in all aspects of society [1]. For all of these reasons, in this paper, we present an assistive
patrol robot. There are several proposals related to this topic, such as [2] or [3], that propose
assistive service robots that aim to support the independent living of elderly people in
their own homes. However, we focus our research on navigation in complex environments,
such as nursing homes or hospitals where the structure is very repetitive with so many
similar corridors or halls making localization tasks very difficult.

2. Assistive Robotic Platform

As the basis of our work, we have used an updated version of our low-cost and
autonomous assistance robot “LOLA,” which can be seen in Figure 1. It is a differential
wheeled robot, equipped with two motors and their corresponding encoders, which are
all controlled with an open-source Arduino board. The complete platform measures
approximately 800 mm. The sensing part is composed of an Intel RealSense D435 camera
and a LIDAR. An on-board computer is used, with Ubuntu 18.04.5 LTS as the operating
system, and it includes an Nvidia board Quadro RTX 5000.
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Figure 1. LOLA robotic platform. (a) Frontal picture. (b) Internal structure.

3. Functionalities Integration

Due to the mobile nature of the platform, it has the capacity to navigate in the envi-
ronment. It executes other functionalities in parallel that generate information of interest
about the detected objects during the route. All of them are controlled from a single user
interface which is managed from a touch screen. The following sub-sections explain them
in more detail.

3.1. Navigation

We propose a special method based on a particle filter, where the information to
estimate the robot’s position in each iteration is obtained only from the object detections
that are in the surroundings of the platform. This detection is computed using YOLOv3 [4].
For this purpose, we have retrained YOLOv3, which is based on CNNs, in a fine-tuning
process for some classes of interests, such as doors, windows, or persons.

The map of the environment and the middle and end-points that make up our routes
are previously known and loaded, so the patrolling policy decides in each iteration, based
on the estimated position calculated by the particle filter, the next movement that the
platform should perform to reach the next corresponding node. The information of the
LIDAR is also considered in the process of navigation in order to prevent the platform from
colliding with elements of the environment.

3.2. People Registration

This utility aims to generate a record of people during the robot’s navigation. Facial
recognition on the images captured by the platform’s camera makes it possible to identify
the people registered in a database. In addition, the identity information is complemented
with the time and the location of the detection on the map. Our face recognition module
is based on the open-source face recognition package [5], which was built using dlib’s
state-of-the-art face recognition.

3.3. Fallen People Detection

This functionality is oriented to the automatic detection of fallen people based on
computer vision. A retrained YOLOv3, where one of the classes is a fallen person, has been
used. If a fallen person is detected, the platform asks if the person needs help. If so, or
if there is no answer, the platform sounds the alarm, sending an email to the configured
person and generating an audible sound. In the case where no help is needed, the platform
continues with the patrolling.

3.4. Audio Generation with AWS

The platform also has the ability to convert from text to speech using Amazon Web
Services [6], playing audios on and offline. The system stores the identified conversions
which are already done to reduce the number of petitions to the server.

3.5. Single and Friendly Interface

All the platform’s behavior is controlled by a single user interface which is displayed
and managed from the touch screen. It is made up of buttons that control the different
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functionalities. If the interface is not being used, it shows a standby face. An example is
shown in Figure 3b,c

4. Results

For the generation of the results, we have made a complete route with a platform
prototype in our testing environment, which is the third floor of the Polytechnic School of
the University of Alcalá.

Two examples of object detection by YOLOv3 are shown in Figures 2a and 3a. An
example of people registration is shown in Figure 2b, where facial recognition has been
applied to the category ’person’ at the output of the detector YOLOv3. Then, the detected
person’s position is registered on the map as a purple cross.

Figure 2c shows the identification of all types of objects that are in our environment.
They are represented by a different colour. This helps the particle filter to locate the platform
with the capture made with the camera.

Figure 2. An example of people registration. (a) Detected objects by YOLO. (b) Face recognition in
standing people. (c) Detected person mapped (purple cross) and estimated pose of the platform after
the detection (red dot with orientation).

Figure 3. More functionalities examples. (a) Fallen person detected by YOLO. (b) The user interface:
control menu. (c) The user interface: standby interface.

5. Conclusions

In this paper, we propose a new navigation algorithm and its integration with other
functionalities in an assistive platform for complex indoor environments, where the struc-
ture makes location tasks very difficult. Our platform has facial recognition and the
possibility of detecting fallen people. The navigation is based on a particle filter, which is
used to locate the robot with the object detections made by YOLOv3 with the capture of the
camera, so our patrolling policy decides the next movement. Simultaneously, a continuous
check of the surroundings of the platform is carried out by the LIDAR to avoid collisions.
All these functionalities are controlled by a friendly interface based on a touch screen and a
voice service model.

Funding: This work was supported by the projects: (a) project AIRPLANE, with reference PID2019-
104323RBC31, of Spain’s Ministry of Science and Innovation; and (b) project CM/JIN/2019-022 of the
University of Alcalá.
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Abstract: The past and current situation of the SARS-CoV-2 pandemic has put the entire society, and
especially all hospital systems, worldwide to the test. It is essential that health system managers
and decision makers optimize the management of resources, even being forced to improvise new
units, divert resources usually destined to other functions and/or change the usual care modality by
considerably enhancing aspects of telemedicine. Artificial Intelligence (AI) techniques and procedures
are of great help in decision making in emergency environments due to severe pandemics because of
their predictive capacity. This paper presents the PRACTICUM DIRECT project, which proposes the
design and implementation of a tool to assist health system managers in making decisions on the
early management of hospital resources. It makes use of AI techniques to identify the most critical
variables in each case and build models capable of showing the possibilities and consequences of the
decisions taken on resources at each moment of the emergency. It includes a simulator that shows
how they would affect management. The current status is that of the selection of the most appropriate
variables, taking into account those affected during the SARS-CoV-2 pandemic: infectious diseases,
cardio-neuro-circulatory diseases, metabolic diseases and rehabilitative medicine.

Keywords: pandemics; artificial intelligence; simulator; resources; expert system

1. Introduction

Decision making based on prior knowledge or experience is a very common practice
in medicine [1], especially because of the current situation experienced by the SARS-Cov-2
pandemic [2], where many centers, regardless of the country, have been overwhelmed
by the increasing number of admissions and the scarce number of available staff and
beds [3]. Some facilities or medical systems take advantage of all this lived knowledge to
create reports or systematic reviews that can be used for future cases [4]. The use of prior
knowledge for decision making in future situations is very common in pandemics [5]. This
allows decisions to be determined more quickly and effectively, since, during the pandemic,
many treatments and diagnoses, both SARS-Cov-2-dependent and independent, have been
reconsidered, most of them having to be postponed or canceled [6].

This paper introduces the PRACTICUM DIRECT project. It proposes a tool to assist
in decision making on the optimization of resources in the case of pandemics. This tool is
supported by Artificial Intelligence (AI) techniques to have a greater predictive capacity
and, thus, to have a better assistance from the tool.
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2. Materials and Methods

This section describes the tool architecture and introduces the current status of
the project.

2.1. Software Architecture

As architecture, we opted for the classic architecture divided into front-end and back-
end (Figure 1). The front-end is in charge of visualization and user authentication. The
back-end is in charge of all medical data processing.

Figure 1. Simplified diagram of the tool structure. In the back-end, predictions are determined
by means of AI models. The front-end is responsible for authentication and visualization of
the application.

For better usability, the graphical interface will be simplified with a traffic light system
to indicate how urgent the situation is and the actions to be taken. Thus, green would
indicate a situation of minimal urgency, yellow would be medium urgency and red would
be extreme urgency.

2.2. Proposed Model

The proposed Artificial Intelligence [7] model is a rule-based expert system [8]. In this
way, knowledge can be inferred (inference engine) from the experience of the medical
specialists (expert knowledge) and from all the previous information on pandemic actions
collected in the center itself and in other centers (knowledge base). The combination
of information allows to obtain the current information that the specialists have, while
considering other known previous actions, some being from other centers (Figure 2).

Figure 2. Basic scheme of the operation of a rule-based expert system applied in medicine. Knowledge
inference is conducted in the inference engine from all the knowledge.
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2.3. Medical Variables

Currently, a study is underway to select the medical variables with which to train
the model and test the system. For the evaluation of the selection, four pathologies that
were among the most affected during the SARS-CoV-2 pandemic due to their urgency
of treatment or lethality were taken into account: infectious diseases, diseases of the
circulatory system, metabolic diseases and rehabilitations.

3. Conclusions

The main conclusion is that there is a wide range of variables to be taken into account.
For the initial phases of the project, it is necessary to filter and select only those most
affected by the pandemic.

The development of the software tool has to guarantee security regarding access to
the information of the resources and medical variables, all this while maintaining efficiency
and usability.

Funding: This research was funded by the General Directorate of Culture, Education and Uni-
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Abstract: This paper focuses on long-term education in Artificial Intelligence (AI) applied to robotics.
Specifically, it presents the Robobo SmartCity educational framework. It is based on two main
elements: the smartphone-based robot Robobo and a real model of a smart city. We describe
the development of a simulation model of Robobo SmartCity in the CoppeliaSim 3D simulator,
implementing both the real mock-up and the model of Robobo. In addition, a set of Python libraries
that allow teachers and students to use state-of-the-art algorithms in their education projects is
described too.

Keywords: intelligent robotics; educational robots; self-driving cars; robotic simulation; computer
vision

1. Introduction

This work is focused on an educational framework for teaching intelligent robotics
in secondary school or university, developed at the University of Coruña: the Robobo
SmartCity. This framework is based on two main elements: (1) the smartphone-based robot
Robobo [1], and a (2) model of a smart city, considering both simulation-based and real
formats. In this framework, many different challenges and lessons on intelligent robotics
can be carried out, mainly focused on the field of self-driving vehicles. It allows teachers
to propose challenges dealing with basic problems in robotics, such as control navigation
and obstacle avoidance, but also more complex ones that require computer vision, such
as traffic sign detection and object identification. The idea of using autonomous driving
and smart cities as environments for robotics teaching is becoming quite popular. For
example, the authors of [2] proposed a modular and integrated approach towards teaching
autonomous driving. Another relevant approach is the autoauto platform [3], which
utilizes the concept of self-driving cars for teaching robotics and AI to young students.
Costa et al. [4] presented an autonomous driving simulator to gain the attention of and
prepare the students to compete in the Portuguese National Robotic Festival (PNRT),
especially in the Autonomous Driving Competition (ADC). A very similar approach to the
one proposed here is Duckietown [5], an online MOOC for teaching AI and robotics based
on self-driving cars, with which the authors have created a whole educational environment,
with different city layouts, traffic signals, etc.

2. City Model and Libraries

The smart city used in this project is a scaled model of a city neighborhood (Figure 1 left)
represented by a rectangular city layout of 3.5 m × 4 m. This layout is made up of an
external two-way road, surrounding a central part that contains a roundabout, where four
two-way road sections intersect. There are four areas in the layout containing two buildings,
one parking area and one green zone. The main elements related to robotics teaching are
the traffic signs (Figure 1 right) that must be detected to control the movement along the
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city, the lanes that must be followed to avoid running out of the road, and other elements
that can be in the city, such as other Robobos or small figures that simulate humans or
animals at scale.

Figure 1. Left: A general overview of the real Robobo SmartCity layout. Right: A snapshot of two
different traffic signs with an ArUco marker.

As the school’s budget is limited and they may encounter several difficulties both in
acquiring and in mounting a real city model like the one presented above, a simulation of
it has been created. The model replicates the real smart city mock-up and the real Robobo
robot, providing the possibility to transfer the simulation result to the real robot directly.
Developing and testing initial solutions in the simulated models and then switching them
to real ones using the real Robobo is a highly efficient methodology for most schools.

The model runs under the CoppeliaSim simulator [6]. It is realistic and powerful
simulator, especially in terms of the possibilities that the user has to control the scene, the
physics, and the dynamics of the simulation. This simulation model is suitable for interme-
diate and advanced students with digital skills in terms of 3D design and programming.
Only Python is supported, and the bridge for using the CoppeliaSim model and the real
Robobo is straightforward, which is documented on the Robobo wiki [7].

To allow Robobo to move, sense, or interact with the environment in Robobo SmartCity,
a series of libraries with different functionalities have been developed in the scope of this
work. The aim of these libraries is to help and guide students in performing realistic
programs while learning robotics and intelligence systems through autonomous driving.
These libraries are [8]:

• Lane detection. It allows Robobo to detect the lanes of the city model, both the contin-
uous and discontinuous ones. Its implementation is based on the Canny algorithm for
edge detection and uses the Hough transformation line detection.

• Object recognition. It allows Robobo to identify the different objects that it may en-
counter during navigation. These objects can be other Robobos or objects found on the
road, such as human-like dolls crossing in a pedestrian crossing, or pet-like dolls. The
object recognition system employs a pre-configured artificial neural network (ANN)
based on Mobilenet [9] as a recognition algorithm. Although it is possible to download
it already pre-trained with a series of objects, it was trained from scratch using the
machine learning framework Tensorflow with a set of specific objects relevant for this
framework.

• ArUco detection. This library allows ArUco fiducial markers detection, which can be
used as artificial landmarks for robot location, or in this case, to identify traffic signs.

• Traffic sign recognition. It allows detecting the vertical traffic signs using the cam-
era, without relying upon ArUco or QR tags. This library is based on a multilayer
perceptron ANN and a dataset of real traffic signs.

3. Education Project Example

This section is dedicated to presenting one specific project carried out by a student in
his final undergraduate project at the Industrial Engineering school of the University of
Coruña, to show the potential of the Robobo SmartCity for teaching advanced concepts in
intelligent robotics.
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The main objective was to improve the object detection library commented above.
First, he had to test the real-time response of the library while taking images from the
python stream. This functionality was tested in various situations within the city. For
example, the student verified how the library allowed Robobo to avoid collision with other
Robobos in the scene, as displayed in the left image of Figure 2. Moreover, to go deeper into
his training about deep learning techniques, the student was assigned the task of training
the original MobileNet model with new objects. Some of them were images of traffic lights
(green, yellow, and red), used to improve the realism of the autonomous circulation of the
robot in the city (Figure 2 right).

Figure 2. Left: Object recognition library detecting other Robobos on the scene. Right: Traffic sign
detection library identifying the traffic lights on the scene.

4. Conclusions

A simulated model of the Robobo SmartCity education framework has been presented,
together with some libraries developed to support intelligent robotics teaching at different
levels. The model’s abilities have been presented through a specific project carried out
by a university student, showing the potentiality of the framework for teaching different
concepts of robotics and AI that have impacts in real life.
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Abstract: Nowadays, the use of wearable devices is still emerging. Monitoring with wearable sensors
is an easy and non-intrusive approach to encourage preventive care for older adults. Wearable
devices are becoming an assessment tool for evaluating physical activity and sleep, among other
biomedical parameters. The objective of the present study is to explore the daily activity and sleep
of older adults from three nursing homes, as measured by Xiaomi Mi Band 2. The results showed
that people with a greater number of steps (representing daily activity) could be related to a lower
probability of risk of falling, dependency on basic activities of daily living, and mobility problems.
Regarding sleep, the results suggest that people at risk of falling tend to be awake longer at night.
Independent people get more deep sleep, while people who identify problems in their usual activities
have a lower total sleep time. Finally, people who identify pain or discomfort have less light sleep
and sleep in total.

Keywords: wearable technology; remote monitoring; occupational therapy

1. Introduction

The use of wearable technology has been developed in uncontrolled and free-living
environments instead of clinical settings. Wearable devices can register physiological
parameters, physical activity, sleep quality, gait structures, or plantar pressures and shear,
among others. Additionally, the key advantage of wearable sensors is that there is no
need for a professional who has to perform tests to obtain clinical data. In addition,
monitoring people in a daily living environment and over continuous periods may become
more feasible and ecological. The evidence shows that the main wearable devices used in
older adults’ populations were wristbands, activity monitors, or accelerometers. The main
objectives of using these devices are: (1) to explore the relationship between sleep behavior
and gait performance; (2) to validate the devices by step count; (3) to evaluate the feasibility
and efficacy of the device; (4) to determine the validity of a device compared to Actigraph;
or (5) to understand the use of wristbands by older adults by conducting qualitative or
mixed studies. Accordingly, this study aims to analyze the utility of the Xiaomi Mi Band 2
to assess older adults’ daily activity and sleep [1].

2. Materials and Methods

A cross-sectional study was conducted between March 2017 and December 2019. The
participants were people aged over 65 years old residing in or attending a nursing home or
day center. The participants had to wear the Xiaomi Mi Band 2 during 30 days/24 h.

The main parameters analysed from the Xiaomi Mi Band 2 were the number of steps
taken (daily activity) and sleep quality (daily deep sleep, daily shallow sleep, total daily
sleep, and awake time in bed during the night). Additionally, from institutional data, we
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analyzed the most recent Barthel Index score, Tinetti Index score, and the presence or
absence of cognitive impairment. The Barthel Index measures the level of dependency in
B.A.D.L., such as feeding, bathing, grooming, dressing, bowel control, bladder control, toilet
use, transfers, mobility on level surfaces, and mobility up and down stairs. In the Barthel
Index, the score can range between 0 and 100 points; 100 is considered independency in
basic activities of daily living (B.A.D.L.), and >100 is considered any level of dependency
in B.A.D.L. The Tinetti Scale assesses the risk of falling based on gait and balance. The total
score for the Tinetti Scale can range between 0 and 28; a score ≥24 is considered to indicate
no risk of falling, and a score <24 indicates the risk of falling.

Moreover, we analyzed the quality of life of the older adults with EuroQol-5D-5L.
This assessment evaluates four elements. The first element consists of a descriptive system
of five dimensions: mobility (walking ability), self-care (washing or dressing), usual
activities (i.e., work, study, household chores, family activities, or leisure time activities),
pain/discomfort, and anxiety/depression. These are assessed as: (1) no problems, (2) slight
problems, (3) moderate problems, (4) severe problems, or (5) extreme problems/inability.
In this case, we considered those having any problem or no problem to analyze. The second
element was a visual analog scale (VAS), in which the participant rates his/her perceived
health from 0 (the worst imaginable health) to 100 (the best imaginable health). Finally, the
third and fourth elements (the EQ-5D-5L Index and the Severity Index, respectively) are
two indexes calculated from the descriptive system’s scores. The EQ-5D-5L Severity Index
score ranges from 0 (absence of problems) to 100 (more severity), and the EQ-5D-5L Index
ranges from 0 (state of health similar to death) to 1 (better health status).

Data analysis was carried out with IBM SPSS version 25, including a descriptive
and inferential analysis. The present study was approved by an ethics committee and is
registered in clinical trials (NCT03504813, NCT04592796).

3. Results and Discussion

The main findings obtained were that a greater number of steps and distance could
indicate a lower probability of presenting a risk of falling, dependency in B.A.D.L., or
perception of mobility problems. Nowadays, there is no agreement on what dose of
physical activity should be performed to maintain a person’s functional independence.
However, it is known that with moderate physical activity levels, there can be significant
results. Likewise, the relationship between staying physically active and engaging in
regular physical activity, with health benefits, particularly in fall rate reduction, has been
well documented for decades [1].

Considering participants that did not perceive mobility problems, were without risk
of falling and were independent in B.A.D.L, the number of daily steps ranged from 2500 to
6000 steps, approximately. Similar data were obtained in the O’Brien study, in which the
intermediate steps of older adults were 2500–4000. However, according to Tudor-Locke et
al., this range fits a sedentary profile. These authors suggested that below 6000 daily steps
could not provide health benefits [1].

Daily steps are a modifiable factor intrinsically related to the objective assessment
of daily physical activity. They have a strong impact on health in any population, but
especially in older adults. It affects their level of independence and quality of life, taking
into account the repercussions of falls. This study suggested that wearable devices, like
Xiaomi Mi Band 2, may be used for appropriate assessments, which can help to identify
people with daily activity and sleep problems [1].

Regarding sleep, in this study, we observed that daily awake time at night was
weakly associated with the risk of falling (p = 0.013, F = 0.127). Although the data were
not supported by strong associations, the data showed an important aspect of using
wearable devices. Wearable devices continuously monitor the person, which provides the
approximate time that the person has been awake at night, and, therefore, they can help to
understand their needs [1].
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The existing literature has supported a relationship between short sleep duration and
injury from falling. In addition, maintaining daily routines was associated with a reduced
rate of insomnia in older adults. In the present study, 54.83 percent of the participants slept
less than 420–480 min, which is the adequate range of sleep per day, while participants
with a risk of falling slept 360 ± 118 min per day. This is in comparison with those with
no risk of falling, who slept 421 ± 85 min per day. These findings indicate that people
who are not at risk of falling tend to sleep more and have sleep levels that are within the
appropriate range, although it was not possible to conclude a significant relationship [1].

4. Conclusions

Wristbands may be an effective and fast way to evaluate people without requiring
extended time for professionals to determine their day-to-day needs. It will now be useful
in the COVID situation to observe how this situation has affected people’s physical activity
and sleep levels.
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Abstract: In the field of computer security, the possibility of knowing which specific version of an
operating system is running behind a machine can be useful, to assist in a penetration test or monitor
the devices connected to a specific network. One of the most widespread tools that better provides
this functionality is Nmap, which follows a rule-based approach for this process. In this context,
applying machine learning techniques seems to be a good option for addressing this task. The present
work explores the strengths of different machine learning algorithms to perform operating system
fingerprinting, using for that, the Nmap reference database. Moreover, some optimizations were
applied to the method which brought the best results, random forest, obtaining an accuracy higher
than 96%.

Keywords: operating systems; fingerprinting; Nmap; machine learning

1. Introduction

The aim of operating system (OS) fingerprinting is to identify which family and version
of OS is running behind a device analyzing the network traffic it generates. Knowing the
specific details of the system controlling a machine is interesting in the way that it can
support the detection of unauthorized devices in a network or assist in determining the
vulnerability of a target host. One of the most known and spread tools to perform this task
is Nmap [1], which can carry out active OS detection, as well as XProbe2 [2]. On the other
hand, passive OS detection can be performed with the tool P0f [3].

Traditionally, the way of performing this task is a rule-based approach, followed by
Nmap in its IPv4 analysis [4]. The process can be summed up in three steps: sending
specific probes to the target, recollecting and parsing the responses, executing a set of tests
onto these responses in order to generate a characteristic signature, and finally comparing
that stamp with every single entry of its database of preprocessed signatures in turn.

The main aim of the present project is to develop a PoC of an operating system
fingerprinting model based on the latest Nmap database, analyzing which classical machine
learning algorithms provide better results. In fact, this approach, based on the logistic
regression technique, is already followed by the tool in its IPv6 scan.

2. Materials and Methods

The process followed in this work can be split into two well distinguished phases,
starting with the extraction and preparation of the data in a suitable format for the second
stage, where the training and testing tasks were performed.
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2.1. Dataset Preparation

The OS database of the latest version of Nmap (7.9) [5] was downloaded as the base
point to construct our dataset. This file contained all of the fingerprints gathered by the
community and grouped by Nmap, since 1998, in text format. A specific fingerprint
consists of the collection of the results of the predefined tests that Nmap executes against
the responses received of a particular known OS.

In order to simplify our approach, we filtered those fingerprints by only selecting those
from a group of OS families representing the most widespread systems in use nowadays:
Android, BSD, Linux, Solaris, Windows, iOS, and macOS. All these features represent
different types of information, such as numerical or boolean values, as well as specific
categories. For all these types, a codification keeping the idea of transforming the data to
numerical values was chosen. In this way, the null or absent values were codified as −1.

Besides, a condition between more than one value could be specified, expressed as
a combination of any of these operators: boolean OR, range of values, “more than” or
“less than”. We represented the OR operator as a lineal combination between the possible
values of all the features of a single fingerprint, creating a new row for every alternative
that would have produced less than 100,000 new combinations. On the other hand, the
range operator was represented as a random value generated between both the limits of
the range for every single row of the same fingerprint. The “more than” and “less than”
operators were ignored because of the almost absence of them in the database. In order to
obtain better results in the next stage, some preprocessing of this dataset, such as removing
duplicated values and near zero variance features, was done. This process finished with a
dataset of 264,852 cases and 233 features.

2.2. Machine Learning Modeling

Once we had a suitable dataset that represented, in a simplified manner, the knowledge
of the Nmap database, the modeling process was performed. The first step consisted of
splitting randomly the dataset in a training and test set, following a proportion of 90/10,
respectively, leaving the same number of cases for each class in both groups. The dataset
was imbalanced, as there were not the same number of examples for every OS family. To
fix this, a vector with the class weights was calculated and passed as a parameter to the
training algorithms.

The set of classic machine learning algorithms tested was: Gaussian Naive Bayes
(GNB), linear discriminant analysis (LDA), logistic regression (LR), multilayer perceptron
classifier (MLPC), decision tree (DT), random forest (RF), and bagging classifier (Bag). For
each model created with these methods, the accuracy, precision, recall, and f1-score metrics
were calculated in order to compare them.

In a second improvement phase, a hyperparameter optimization was performed using
the grid search cross validation method. The base algorithm used in this process was the
one which raised the best results in the previous stage. We chose a list of values for a
selection of the available parameters of this method and executed the grid search fitting
three-fold for each candidate.

3. Results and Discussion

The metrics calculated on the models generated during this work (see Table 1) point to
several potential options when it comes to performing fingerprinting of operating systems
with classic machine learning methods. Specifically, the model that was developed more
deeply was RF, since it yielded the best results in the first approach with an accuracy
value of 0.96055. However, all of the tested models, with the exception of GNB and LR,
offered prediction results higher than 90%. In fact, even choosing the RF algorithm in the
second improvement stage because of its results, we could have chosen the LDA method,
as, in terms of complexity, it is much simpler, meaning it could execute the category
prediction faster.
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Table 1. Machine Learning algorithm validation results.

Method Accuracy Precision Recall F1-Score

GaussianNB 0.10764 0.62907 0.10764 0.05814
LinearDiscriminantAnalysis 0.95734 0.96275 0.95734 0.95857

LogisticRegression 0.11013 0.78129 0.11013 0.07955
MLPClassifier 0.93147 0.94640 0.93147 0.91723

DecisionTreeClassifier 0.95216 0.95168 0.95216 0.95185
RandomForestClassifier 0.96055 0.96360 0.96055 0.95844

BaggingClassifier 0.95794 0.96102 0.95794 0.95782

After choosing RF as the best option for this problem, we attempted to improve
its results carrying out some optimizations. The grid search method applied gener-
ated 648 different models, where the concrete parameters of the best generated model
was: bootstrap = False; max_depth = 20; max_features = auto; min_samples_leaf = 1;
min_samples_split = 5; n_estimators = 50. This progress allowed us to get an accuracy
of 0.96096. Besides, some ideas can be concluded from the confusion matrix of this latest
model. In general, the solution responds correctly to the classification of every category, but
it has some problems in distinguishing between Android and Linux, as well as between iOS
and macOS. Taking into account that Android is in its basis a Linux system, and that iOS
and macOS are both the mobile and laptop operating systems of Apple, these results show
that the model is capable of learning the generalizations and main differences between
families of operating systems without being over-fitted to all the specific cases of each
cases.

This work was an initial approach to the problem of fingerprinting operating systems
using machine learning. With restrictions, in terms of execution time and the amount of
computational resources, a simplified dataset was created, and some basic models were
generated. In spite of being a prototype, the obtained results evidence that this kind of
work can be successfully conducted with classical machine learning techniques, with an
acceptable grade of complexity of the process. In this researching line, there are plenty
of improvements and other different approaches that can be performed in order to get
more effective models, such as balancing the dataset, improving the codification of the
features, scaling its values, or attempting to apply autoML or deep learning to the problem.
It is worth mentioning that the code developed during this work is publicly available in
the following GitHub repository: https://github.com/rubenperezudc/osfingerprintingia
(accessed on 25 October 2021).
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Abstract: In this work, we develop a mobile application which allows to create digital schedules for
children with autism spectrum disorder. These schedules comprise a sorted sequence of tasks or
activities which facilitates children to understand and anticipate the upcoming events, thus reducing
their stress and frustration. For that, the activities are identified and described with the help of visual
supports (pictograms) which can be visualized on the screen of any mobile device. The developed
application also allows to gather valuable information about the performance and interests of the
children from their interactions with it, helping to refine and define more appropriate routines or
support therapies for the children. In this way, the aim of this work is to contribute to improve the
lives of people with functional and cognitive diversity, especially children with these disorders, and
also their families.

Keywords: data analysis; diversity support; mobile application; service-learning; social digitization

1. Introduction

The Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder which usually
shows up during the first years of a person’s life. The use of suitable software tools
and adapted technology can become a differential factor by accentuating the positive
impact of the professional interventions on their preparation and application, and also on
organization of daily routine of people with ASD, thus changing the way they interact with
relatives [1]. This disorder includes some common characteristics such as the presence
of difficulties in the nature and quality of social and communicative interactions, very
restricted interests and difficulty in facing unanticipated changes in their daily routine [2].
In this sense, the use of pictograms helps these people to understand and assimilate those
actions, instead of using oral or written instructions [3].

In this work, we present a mobile application, referred to as app in the following, and
termed as PICTOTEMPO, which allows to create in a simple and systematic way digital
daily schedules for children with ASD or with any other type of functional or cognitive
diversity. These schedules comprise the sequence of tasks and/or activities sorted and
associated with the corresponding temporal slot in which they must be completed by
the child. In this way, the user (child) can check the task/activity at every time interval,
which is shown through pictograms that facilitate the child’s comprehension. These digital
schedules hence replace the “manual” ones which are traditionally used to work with these
groups, thus optimizing time and resources. Another important novelty of this app is that
it allows the collection of information for the monitoring of the tasks completed by the
children with the aim of improving the therapeutic interventions.

Eng. Proc. 2021, 7, 52. https://doi.org/10.3390/engproc2021007052 https://www.mdpi.com/journal/engproc
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2. Materials and Methods

The chosen methodology for the work was Scrum, because it is characterized by being
an agile methodology with an incremental and iterative development. According to this,
we initially define a set of high-level requirements for the app and split its development
into six iterations or sprints with a same length of two weeks.

In addition, this software methodology was combined with another work methodo-
logy known as Service-Learning (SL) [4]. SL emerges as an excellent mechanism to integrate
the development of socially responsible and committed citizens during student’s formal
education. Considering this methodology, this work was carried out with the collaboration
of a social entity devoted to children with different types of disorders, including ASD,
reading and writing disorders or other functional diversities. This collaboration involves
the definition of app requirements, the realization of some tests to evaluate visual design
and app functionalities, and also the tests in real scenarios with children affected by ASD,
which greatly helped to improve the final product.

3. Results

In this section we present the app, which is divided into two clearly different modules:
one for the users, i.e. children with some type of ASD, and another one for educators or
relatives that work with them.

Regarding the user’s module, the app is oriented to show, depending on date and time,
the task/activity to be performed by the user in that moment. As observed in Figure 1,
this module is designed and adapted to facilitate the interaction with the child. In this
sense, the aim was to provide a simple, friendly, clear and uncluttered interface without
distracting elements.

Figure 1. Examples of some views in the child’s module.

As before, the educator’s module is adapted to simplify the main actions such as
create tasks and routines, manage users or obtain and visualize statistical results.

Figure 2 shows some illustrative examples corresponding to the app’s view for the
creation of routines and tasks. An administrator of this app (relatives, educators, profes-
sionals) could create routines with their corresponding tasks/activities, which must be
allocated to a specific available temporal slot.

Another relevant functionality in the educator’s module is the visualization of statistics
as a result of data register. This functionality allows to interactively visualize useful
information about the completed tasks (see Figure 3). These statistics show whether the
tasks were completed or not, the percentage of time used with respect to the time initially
planned for the completion of a task, and the success or not about its completion. The
statistics are a key point for education in the context of the ASD since educators will be able
to obtain valuable information about children performances according to work areas or
their preferences and interests, for example. This information can hence be used to adapt
routines or therapies to each child.
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Figure 2. Examples of some views for the creation of routines/tasks in the educator’s module.

Figure 3. Examples of same views of statistics in the educator’s module.

4. Discussion

The aim of this work was to improve the lives of people with functional and cognitive
diversity, especially children with ASD, and also their families. Considering the feedback
from the collaborator entity, we can conclude that a complete and functional mobile
application has been developed since it meets its needs and those of its users. Therefore,
it could be employed by those entities, educational environments or families of children
with ASD. Finally, it is worth noting that in the current pandemic situation, this type of
developments allow to remotely monitor and provide support to these more vulnerable
groups avoiding risks of a face-to-face service, which is often not possible.
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Abstract: Indoor positioning systems usually rely on RF-based devices that should be carried by
the targets, which is non-viable in certain use cases. Recent advances in AI have increased the
reliability of person detection in images, thus, enabling the use of surveillance cameras to perform
person localization and tracking. This paper evaluates the performance of indoor person location
using cameras and edge devices with AI accelerators. We describe the video processing performed
in each edge device, including the selected AI models and the post-processing of their outputs
to obtain the positions of the detected persons and allow their tracking. The person location is
based on pose estimation models as they provide better results than do object detection networks in
occlusion situations. Experimental results are obtained with public datasets to show the feasibility of
the solution.

Keywords: indoor localization; computer vision; neural networks; embedded devices

1. Introduction

During recent years, the interest in indoor human location has increased due to
the large number of applications in various fields, such as security surveillance, activity
monitoring, behavioral analysis, and healthcare [1].

Traditionally, when it is necessary to locate people indoors, radio-based technologies
are used, which can be affected by the characteristics of the environment and also force
target users to carry specific devices. An alternative to these technologies is video-based
localization using security cameras, which are increasingly common in buildings and
public places. Due to advances in computer vision and Deep Learning (DL), the detection
of people on video is more reliable.

The localization and tracking of people is usually performed in two steps: people are
first detected in each individual frame to obtain their position in the image. Then, these
detections are associated across frames to obtain the path followed by each person.

Typically, these tasks are performed by processing the video from each camera in a
centralized way. However, it is possible to perform this processing in a distributed manner
due to the advances in edge-computing. Cameras can use AI accelerator chips that allow
for fast and low-power neural network inference. Several chips are available on the market,
such as Google Coral, Intel Movidius, or Nvidia Jetson.

In this work, we focus on the task of detecting people in security camera images by
performing the processing on an embedded device with a Google Coral’s Edge TPU. The
tracking methods that can be applied to the obtained results are not addressed.

2. Person Location Method

Pedestrian location is performed by processing the input images with a person detector
that will locate the persons present in the image. Then, the output of the detector is

Eng. Proc. 2021, 7, 53. https://doi.org/10.3390/engproc2021007053 https://www.mdpi.com/journal/engproc
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processed to determine the real-world position of each person. To perform this last step,
the camera calibration information and the vertical vanishing point are also used.

2.1. Person Detection

The most common alternatives for person detection using convolutional neural net-
works (CNNs) are object detectors, which provide bounding boxes of the persons, and
pose estimation, which provides the position of the different key body joints of each person.
Cosma et al. [2] compared these two methods, obtaining better results with pose detection
networks, which are more resistant to occlusions. Moreover, the correct processing of the
detected pose allows for estimation of the position of the person’s feet more accurately
even when they do not appear in the image.

The PoseNet neural network [3] is used in this work.This model uses a bottom-up
approach where all the keypoints of every person are first predicted using a CNN, providing
a heatmap for every body part. Then, these keypoints are grouped into individuals using a
custom greedy algorithm. This last step can fail if the image has several persons close to
each other, mixing the keypoints of two or more persons.

There are several pretrained PoseNet networks available with different CNN back-
bones and input resolutions. We selected the ResNet50 backbone with a 416× 288 resolution
as it provides a good balance between inference speed and reliability.

2.2. Post-Processing of Person Keypoints and Projection to 2D Map

The keypoints of each person are used to predict the position of the feet, even if
they are not detected or they are occluded. Each keypoint obtained has a score, allowing
discarding the keypoints with low reliability. With these reliable keypoints, our post-
processing algorithm predicts the feet and head position of each person taking into account
the proportions of the human being. These positions are estimated using the least squares
method. The vertical vanishing point of the image is also taken into account to correct the
inclination of people in the image, depending on the camera perspective.

Cosma et al. [2] used a similar method with the following differences: they only
performed these calculations when the feet positions were not detected, and they attempted
to determine the inclination of people without taking into account the vanishing point.

Once the feet position in the image is known, the information from the camera is
used to determine the map position of each person. The correspondence between each
pixel on the image and the 2D floor map coordinates can be calculated with a homography
transformation. The homography matrix can be obtained from the position of, at least, four
pixels and the map coordinates of each of them. This matrix can also be calculated from
the camera projection matrix.

In certain situations, when a person is very close to the camera and only the head is
detected, the estimation of the feet position is very poor. This problem can be corrected
by assuming that the person has an average height and using the known position of the
camera, thus, providing a better estimation of the person’s position.

3. Experimental Results

The CamLoc [2] and ICG Lab6 [4] datasets were processed with our person positioning
system. Unlike other datasets that only provide the bounding boxes of each person, these
datasets annotate the groundtruth position of each person in the map and provide the
camera calibration information. This enables us to directly obtain the mean error of the
estimated positions.

The CamLoc dataset contains only one person in several scenarios with varying levels
of occlusion. Table 1 shows the obtained results with the CamLoc dataset. The mean error
of the positions and the percentage of missing predictions are compared, showing that our
system obtained better results with all the cameras.
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Table 1. The results with the CamLoc dataset compared with the original results.

Camera
Mean Error (cm) Missing Predictions (%)

CamLoc This Work CamLoc This Work

S1_Wide_cam1 36.26 27.49 9.18% 3.46%
S1_Wide_cam4 53.58 45.39 4.47% 0%

S2_Narrow_cam2 45.27 30.96 - 5.72%

The ICG Lab6 dataset [4] consists of one room that is simultaneously recorded by four
cameras. There are six scenarios where several persons perform different activities in the
room. Table 2 shows the obtained results jointly with the results in [4]. In addition to the
mean error, the detected true positives (TP), false positives (FP), and false negatives (FN,
i.e., the missing detections) are shown.

Table 2. The mean error column only considers the error of the TP detections.

Scenario Algorithm Mean Error (m) TP FP FN

CHAP ICG Lab6 0.102 1555 2 6
CHAP This work 0.105 1513 33 25

LEAF1 ICG Lab6 0.107 464 2 2
LEAF1 This work 0.092 422 8 39

LEAF2 ICG Lab6 0.097 930 41 41
LEAF2 This work 0.102 517 15 453

MUCH ICG Lab6 0.111 783 9 9
MUCH This work 0.098 780 28 10

POSE ICG Lab6 0.123 485 14 14
POSE This work 0.150 428 31 57

The ICG Lab6 method uses a specific tracking algorithm for this kind of scenario
with several cameras covering a common area and obtains good results. Our results were
obtained by performing a merge of the near positions detected in each camera, and then
using a simple tracking algorithm to filter out some FP and FN, only considering the
positions of the detections and not the appearance of each person. Moreover, the results
are also affected by the difficulty of the pose estimator to distinguish between people when
they are very close to each other.

4. Conclusions

We described the developed person location method based on computer vision tech-
niques and provided our experimental results. The obtained results showed the high
accuracy that this kind of positioning system can provide. However, in complex scenarios,
an adequate tracking algorithm that takes into account the appearance of each person is
needed to obtain reliable results.

Funding: This work has been funded by the Navantia-UDC Joint Research Unit under Grant IN853B-
2018/02, the Xunta de Galicia (by grant ED431C 2020/15, and grant ED431G 2019/01 to support
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Abstract: The aim of this work is that the participants, using HoloLens 2 and Dynamics 365 Remote
Assistance, can receive all the training and information necessary for the correct application of
prosthesis and medical devices remotely, from a support center of the manufacturers, avoiding the
displacement and presence of these technicians during surgeries. After implementing this method,
an analysis will be made on its impact, avoiding displacement and the presence of technicians
during surgery, in terms of increasing satisfaction and improving the experience of the participants,
reduction of various risks (including the risk of infection) and on reduction of some economic and
environmental costs.

Keywords: immersive environments; mixed reality; medical remote assistance; extended reality;
augmented reality

1. Introduction

Mixed reality (MR) was first mentioned in 1994 by Paul Milgram, and is a blend of
physical and digital worlds, unlocking the links between human, computer, and environ-
ment interaction, based on advancements in computer vision, graphical processing power,
display technology, and input systems [1]. By using holographic devices, such as Microsoft
HoloLens 2, the participants could take advantage of the ability to place digital content
in the real world as if it were there. This technology allows participants to see through
display and see the physical environment while wearing the headset and allows a full
six-degrees-of-freedom movement, both rotation and translation. The participants can hold
“hands-free” and “heads-up” teams video calls with experts anywhere in the world, with
all of benefits in this kind of experience [1,2].

Recent research has shown that with the use of advanced technological solutions such
as MR, the spaces of the operating rooms tend to decrease and the number of professionals
present during a surgery too [3], improving the efficiency in the use of resources in a hospi-
tal, whether they are human, of space, or technicians and materials. MR is a concept which
provide an “ideal virtual space with [sufficient] reality essential for communication” [4].
The combination of computer processing, human input, and environmental input sets the
stage for creating true MR experiences. Movement through the physical world translates
to movement in the digital world and improves the experience and better outcomes of the
participants and tasks [5], once it did not blind doctors’ original view of the real world,
showing a new vision with mutual correction function, which improved the safety of
surgery [6].
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Currently, surgeons and nurses focus their attention on operating room, both on the
patient’s body and on surgical monitors, to get all the information needed [7]. To help them
in their procedures, MR starting been in operating rooms all over the world [8]. This kind
of technology is also a powerful for better training and improving education on surgical
tactics and methods [9]. During the last few decades, changes in surgical materials are
constantly being developed and incremental to improve better outcomes [10], most of
them needs accomplishment by the manufacturer’s technicians during the surgeries. Their
presence in the operating room increases the risk of infection [11,12], the delays in surgeries,
and the logistic costs of the prosthesis, particularly, in orthopedic field.

Every year in Portugal, orthopedic surgeons perform around 5000 arthroplasties
(surgical replacements of necrotic or fractured with a prosthesis), mostly hip and knees
arthroplasties [13]. Through displaying specific images in the HoloLens 2 and using in the
Dynamics 365 Remote Assistance application, all the assistance could be virtual with a
better accuracy of the patient instrumentation, scaling up the expert support all over the
world with less costs. There are numerous complex surgeries that require the physical
presence of technicians from the prosthesis manufacturers during the surgery to help the
participants with their correct application. These technicians, despite being trained for the
surgical environment, increase the number of professionals within the operating room,
with all the associated risks, namely, the risk of infection.

The objectives of this study are: Test the effectiveness use of MR technology, in the
surgical environment as a pilot example for future projects, as a tool for aiding participants
during arthroscopies (position and collocation of the prosthesis) without the presence of
the manufacturer’s technicians, firstly from the identification of the main requirements for
this process: analyzing its impact of avoiding displacement and the presence of technicians
during surgery, reducing the risk of infection, increasing satisfaction and improving the
experience of the participants, the eventual reduction of surgery time, increasing flexibility
in scheduling surgeries, increasing the profitability of the technicians’ time to perform
assistance to a greater number of surgeries and finally, with no physical visits to hospitals,
reducing the CO2 emissions.

2. Methods

Preliminary systematic review, document analysis, analysis of similar previous cases
in the industry, in particular the automotive industry using HoloLens 2 and Dynamics
365 Remote Assistance [14], identification of requirements to implement with profes-
sionals involved in surgeries with prosthesis, and initial exploratory interviews with
orthopaedic surgeons.

3. Results

The development of a system that allows the use of HoloLens 2 as a tool for aiding par-
ticipants during arthroscopies, and analyze its impact on several factors such as reducing
the risk of infection; increasing satisfaction and improve the experience of the participants,
using the video recording feature for future training; improve patient experience, sharing
some previous videos of the procedure collected from the HoloLens 2; reducing surgery
time increasing flexibility in scheduling surgeries; increasing the profitability of the tech-
nicians’ time to perform assistance to a greater number of surgeries; reducing the CO2
emissions; reducing of the global costs of the prosthesis.

4. Conclusions

Using HoloLens 2 to support the surgical team in the operating rooms during the
arthroplasty’s surgeries, participants will be able to share, in real-time, their vision of the
patient’s specific location where the prosthesis will be applied. While communicating with
the manufacturer’s specialist technician via Dynamics 365 Remote Assistance, to monitor
the correct sequence of application of the parts, maintaining constant visual and voice
interaction with technicians, they can be watched continuing its activity in a concentrated
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and focused way with the patient and the rest of the team. The collected data have shown
that the use of HoloLens 2, while an immersive technology of mixed reality, could be
useful to eliminate the presence of the manufacturer’s technicians during these surgeries,
improving participants and patient experience, reducing the risk of infection and the
duration of the surgeries while reducing the price of the prosthesis in a future negotiation
with the manufacturers.
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Abstract: Life expectancy in Western countries is increasing. The fact that humans are living longer
lives presents new challenges to people’s quality of life. Some of the problems that most affect older
people are the problems associated with cognitive impairment. The development of a tool that helps
psychologists to carry out different types of tests is the main objective of this work. To this end,
an interdisciplinary group of psychologists and engineers have joined forces to create a tool that
generates a series of standardised metrics to guide clinicians and help them make decisions about a
patient’s cognitive impairment.

Keywords: depression; cognitive impairment; neuropsychological test

1. Introduction

Despite the problems that continually arise in our society (social, political, economic,
health, etc.), it has been proven that, in Western countries, the ageing of the population is a
growing trend, i.e., the life expectancy of the elderly is increasing [1]. The fact that humans
are living longer and longer lives has brought a series of challenges to the quality of life.
One of the problems that most affect the elderly are the problems associated with cognitive
impairments [2]. Among the cognitive problems, the best known is Alzheimer’s disease,
which causes very serious problems such as personality changes, deterioration in the
ability to move or walk, difficulty communicating, memory loss, attention and orientation
problems, among many others [3]. Alzheimer’s disease usually occurs in people over the
age of 65, although there are documented cases of people who may have developed it from
the age of 40 onwards [4]. The big problem with Alzheimer’s, and many other types of
cognitive impairment, is that they are currently incurable, the only possibility being early
detection and then carrying out activities and/or taking medication that can slow down
the disease [5].

2. Objective

The main objective of this work is the creation of a tool that helps psychologists to
carry out different types of tests to help diagnose their patients. To do this, the tool has to
generate a series of standardised metrics to guide clinicians in making the final decision
about the patient’s cognitive impairment.
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3. State-of-the-Art

Without a doubt, the health field is evolving towards an environment where technol-
ogy is more omnipresent and where there are more and more applications to help doctors
make decisions. The world of neuropsychology is no exception and those that seek to
improve cognitive functioning through a set of activities related to memory, reasoning,
calculation and communication stand out. Some existing applications are detailed below:

• Imentia [6]: It is a tool that detects possible cognitive impairment through the
ENM.dem test. It then generates cognitive stimulation sessions [7]. This tool is
designed for people who have already been diagnosed with Alzheimer’s disease. The
tool costs EUR 288 per year.

• Cantab [8]: It has a battery of neuropsychological tests to detect neurological diseases,
disorders, pharmacological manipulations and neurocognitive syndromes. The tool is
not intended to study cognitive impairment. It costs EUR 30,000.

• Stimulus [9]: This is an application that allows cognitive stimulation and rehabilitation.
The cost of the tool is EUR 1296 per year.

• Accexible [10]: It is a cognitive impairment detection platform in which the patient’s
acoustic data is extracted. Their price is not public.

The main difference between the application developed and those available on the
market is that it does not focus on the use of one or several specific tests. The tool that has
been created allows the clinician to perform the necessary tests and then have a report on
which to make a final decision.

4. Methodology

This paper presents a system for decision making in cases of mild cognitive impair-
ment. The application allows to have several patients and to perform certain operations
on them, such as viewing previous reports or performing new tests for a report (Figure 1).
Figure 2 shows the different tests that were applied to the patient, where the clinician
enters the PD value, which indicates the real value of the test, while the PZ value is the
standardised value obtained and calculated by the application from the PD value entered
by the clinician. It is important to mention that the clinician chooses at any time the tests
he wants for the report and that at any time he can finalise the report by indicating the
clinical suspicion of the patient (Figure 3).

Figure 1. List of the patients registered in the application and quick actions that can be performed
on them.
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Figure 2. A view of the tests that have been performed at one point in time on the patient. The
PD value is entered by the clinician and is the direct score of a test. The PZ value is automatically
calculated by the system using normalised values.

Figure 3. Patient report screen where the clinician can view the tests that were performed on a patient.
The clinician to indicate the type of clinical suspicion based on the tests performed.
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Abstract: During the last few years, some of the most relevant IT companies have started to develop
new authentication solutions which are not vulnerable to attacks like phishing. WebAuthn and
FIDO authentication standards were designed to replace or complement the de facto and ubiquitous
authentication method: username and password. This paper performs an analysis of the current
implementations of these standards while testing and comparing these solutions in a high-level
analysis, drawing the context of the adoption of these new standards and their integration with the
existing systems, from web applications and services to different use cases on desktop and server
operating systems.

Keywords: WebAuthn; authentication; FIDO

1. Introduction

Username and password is the de facto authentication method used in almost every
web application, but it is threatened by several attacks. The most relevant one is phishing.
During the last few years, some of the most relevant IT companies have started to develop
new solutions which are not vulnerable to these attacks. In this context is where they form
the FIDO Alliance to start developing a protocol to use hardware devices and public-key
cryptography to perform authentication.

WebAuthn [1] is a new W3C authentication API for browsers to make use of hardware
or software FIDO security keys [2] for replacing or complementing the username and
password authentication method. Therefore, this new method can be applied in two
different use cases: (1) using the security key as a second factor authentication method,
usually after a password; (2) using the security key as a first factor authentication method,
identifying and authenticating the user, without the need of a username or password.
Moreover, web applications are not the unique systems where FIDO security keys can be
of use. Operating Systems, like Windows and Linux, have solutions that make use of this
new authentication method.

2. Materials and Methods

The analysis carried out in this paper has involved two main scenarios that implied
two different approaches: web applications and Operating Systems. For both of them,
the Solo Hacker from Solokeys, the Yubikey 5 NFC from Yubico and the Titan Security
Keys from Google were used as a FIDO hardware authenticators and a PC as a host for the
tests. Regarding web applications, the testers have used the Chromium browser (v.91.0)
as a client and developer tool for debugging the operations, using the DebAuthn web
application [3]. On the other hand, Windows 10 and Ubuntu 20.04 LTS Operating Systems
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were tested inside Virtual Machines using Virtualbox, interfacing with the FIDO hardware
key through USB.

3. Web Applications

As the aforementioned two use cases are different and involve specific configuration
of the registration and authentication operations, the current implementations among the
different existing and compatible web services is also diverse. In this paper, we analyzed
and identified the different use cases two of the most relevant online platforms present in
the FIDO Alliance: Google and Microsoft free accounts.

Google free accounts offer the usage of security keys as a second-factor authenti-
cation method, which they name as 2-Step Verification. As shown during the tests, the
implementation from Google avoids the usage of resident credentials (a.k.a. discoverable
credentials) [1], which limits their solution to use WebAuthn authenticators only as a
second-factor authentication method, maintaining the password always as a first-factor.
During registration, user verification trough a PIN was not required nor a user handle
identifier was installed in the device. Although Google offers an Advanced Protection
Program [4] which enforces the usage of a second-factor authentication mechanism with
security keys, the first-factor authentication method is still based on a password. However,
this implementation requires using two WebAuthn authenticators with non-resident cre-
dentials: one device for daily usage and the other as a backup in case of device loss. For
this purpose, Google has developed their own Titan Security Keys, although the current
version only supports non-resident credentials.

On the contrary, Microsoft free accounts implement WebAuthn only as a first-factor
authentication option in their Advanced security options, excluding it from the list of
second-factor authentication methods. However, Microsoft also implements other first-
factor authentication methods, like push notifications to a smartphone application, SMS
codes, Windows Hello or even sending a code via email.

When registering or authenticating with a WebAuthn authenticator as a first-factor,
Microsoft requires the usage of resident credentials and user verification via PIN. During
the registration operation, the credential with the user handle identifier is installed in the
device and, during the authentication operation, this identifier is returned together within
the authenticator response. It is worth mentioning that, when registering the Solokey
device in the Microsoft account, the server aborts the operation. Microsoft cancels the
registration when a specific FIDO authenticator is not in their list of allowed manufacturers,
filtering them during the attestation verification process. For this reason, the Yubikey
authenticator was used instead.

4. Operating Systems

The FIDO CTAP standard can be used to communicate with FIDO authenticators
natively and defines their behaviour and available operations, so it can be used in other
online and offline systems. In this context, Yubico has developed a PAM (Pluggable
Authentication Module) [5] for using FIDO authenticators as a token to authenticate users
on Linux-based Operating Systems. It includes a binary to obtain key handles and public
keys from the authenticator, allowing to create an entry in the configuration file that maps
an user with a credential.

Regarding the Windows Operating System, Microsoft has developed their own Win-
dow’s native WebAuthn API, for which Yubico has recently added support in their libfido2
library [6]. The problem of this approach is that developers are not able to interact with
FIDO devices natively, so FIDO CTAP2 extensions which are not included in the Windows
API will not be used. In this context, we have tested different configurations of WebAuthn
requests on the browser, concluding all of them in Windows launching their native platform
for the interaction with the FIDO devices. This approach diverges from the solution in
Linux systems, where browsers and PAM modules are in charge of performing the FIDO
CTAP communication.
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Although Windows has included an utility for managing security keys in their sign-in
options, it does not yet support native sign-in with FIDO security keys for local accounts.
However, Microsoft offers a business solution for FIDO2 authentication with security
keys through their Azure Active Directory Multi-Factor feature, using Kerberos tickets to
authorize users with on-premise Active Directory controllers [7]. For this reason, Yubico
has developed their Yubico Login [8] solution that allows Windows sign-in with Yubikeys,
although they not use FIDO CTAP2 features, so they are not compatible other security keys.
This implementation uses Yubico HMAC challenge-response programmable slots available
in Yubikey 4 and 5.

5. Conclusions

WebAuthn has been implemented as an authentication option in some of the most rel-
evant web services, like Google and Microsoft free accounts. While Google has developed
their own security keys to be used as a second-factor, Microsoft has chosen WebAuthn as
a first-factor authentication method with resident credentials in devices of their allowed
list of manufacturers. This makes the implementation from Google more conservative,
as it uses WebAuthn as a second-factor, making their solution more compatible with
browsers, platforms and FIDO devices. In contrast, Microsoft allows users to avoid pass-
words with WebAuthn, as they have been doing with other first-factor sign-in options like
push notifications.

Operating Systems have started to support WebAuthn and FIDO standards for other
authentication mechanisms, further than web applications. For this reason, Yubico devel-
oped local OS authentication solutions both for Linux and Windows. However, while the
Linux PAM module can be used with any authenticator compatible with WebAuthn, the
solution for Windows is only available for Yubikeys. Finally, Microsoft native implementa-
tions make difficult to some developers to completely use FIDO functionalities, and make
their Azure AD software the only option for using any FIDO device as a sign-in option in
their Operating System.
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Abstract: A deep learning-based strategy for the analysis of the self-interference in single frequency
networks (SFNs) for digital terrestrial television (DTT) broadcasting is considered. Several laboratory
measurements were performed to create a dataset that relates the self-interference parameters and
some quality metrics of the resulting received signal. The laboratory setup emulates an SFN scenario
with two DTT transmitters. The strongest received signal and the relative values of attenuation and
delay between the signals stand for the input parameters. The modulation error ratio (MER) of the
strongest received signal, the MER of the resulting signal, and the SFN gain (SFNG) are the output
parameters. This dataset is used to train four different multi-layer perceptron (MLP) models to
predict accurate maps of interference and signal quality metrics. The considered models are suitable
as complements for any multiple frequency network (MFN) coverage software with the capability to
return the signal strength and the position data. This way, the SFN self-interference behavior can be
predicted by considering only a proper description of the MFN coverage.

Keywords: SFN; deep learning; broadcasting; self-interference

1. Introduction

The remarkable growth of mobile services and wireless communication technologies
has led to a revision of the way the available spectrum bands are allocated. In digital
terrestrial television (DTT) broadcasting, the spectral efficiency achieved with multiple
frequency networks (MFNs) is significantly improved when moving to single frequency
networks (SFNs). Furthermore, the deployment of SFNs leads to a more homogeneous
distribution of the electric-field strength in the coverage area and to savings in transmission
power [1].

In previous works, self-interference in SFNs is only considered when the interfering
signals arrive with a delay longer than the guard interval. However, this only represents a
critical scenario where the interference is mostly destructive. Signals arriving within the
guard interval also produce self-interference, and it can be either constructive or destructive.
The effect of this kind of interference is called SFN gain (SFNG) and it must be properly
controlled to obtain a good performance in SFN systems [2–4].

Several network planning strategies based on deep learning (DL) algorithms are
being considered as a reasonable alternative for the configuration of broadcasting systems.
These strategies allow reducing the computational complexity of theoretical models and
the planning cost of the field-testing-based approaches [5–7]. The predictive capability
of DL algorithms and the lack of works about using them for SFN interference analyses
have motivated this research. The major contributions of this work can be summarized
as follows:
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• The development of a laboratory test-based dataset that relates the parameters of the
received signals to several metrics of interference and signal quality.

• The implementation of deep learning-based models to predict the interference and
the resulting signal quality metrics.

2. Dataset and Proposed Deep Learning-Based Models

The proposed laboratory setup emulates an SFN scenario with two interfering trans-
mitters. The interfering signals were generated by using a Broadcast Test Center (BTC) from
Rohde and Schwarz and the signal quality metrics were measured by using the S7000 TV
Analyzer professional receiver. The electric-field strength of the main signal (EMainSignal),
and the values of Attenuation and Delay of the secondary signal, were configured to emulate
self-interference scenarios. These parameters are the input features in the proposed dataset.
The modulation error ratio (MER) was the metric employed to quantify the signal quality.
The measured values of modulation error ratio (MER) of both the main signal (MERMFN)
and the resulting received signal (MERSFN) are output features. The SFN gain (GSFN) is
the third output feature, which is calculated as the difference between the MERSFN and
the MERMFN parameters.

The resulting dataset was employed to train four multi-layer perceptron (MLP) models
by using a supervised-learning strategy (Table 1). The first models are regression models;
thus, they were trained to predict the exact values of their respective output features.
The last one is a binary classification model and it was trained to predict whether the
value of GSFN is positive or negative. Positive GSFN values stand for the cases where the
received signal improves when moving to SFN while the negative values correspond to a
signal degradation.

Table 1. Proposed deep learning-based models.

MLP Models Output Feature Type

MLP_MfnMER MERMFN Regression
MLP_SfnMER MERSFN Regression

MLP_SfnG GSFN Regression
MLP_SfnGclass GclassSFN Classification

3. Results

Table 2 summarizes the accuracy values obtained by employing the proposed regres-
sion models. The coefficient of determination (R2), the mean absolute error (MAE), the
mean square error (MSE) and the root mean square error (RMSE) are the metrics used to
measure the performance. A lower accuracy is obtained with the MLP_SfnG model since
the correspondence between GSFN and the input features cannot be easily determined.

Table 2. Performance metrics of the regression models.

MLP Models R2 MAE MSE RMSE

MLP_MfnMER 0.998 0.159 0.036 0.191
MLP_SfnMER 0.997 0.134 0.041 0.203

MLP_SfnG 0.909 0.151 0.049 0.221

In Figure 1, the predicted values are plotted versus the measured values. As expected,
a higher dispersion can be observed in the GSFN predictions because the performance of
this model is lower than the others. Some dispersion can also be observed in the edge
values of the parameters due to the instrument measuring ranges.

Figure 2 shows the confusion matrix for the MLP_SfnGclass classification model.
From the 317 samples considered for the validation process, the 91.5% were well predicted
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(184 true negatives and 106 true positives). The remaining 8.5% of the predictions were
either false positives or false negatives.
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Figure 1. Predicted values versus measured values of (a) MERMFN, (b) MERSFN and (c) GSFN.

Figure 2. Confusion matrix of the MLP_SfnGclass model.

4. Conclusions

This paper proposes a deep learning-based strategy to analyze the self-interference
in SFNs for DTT broadcasting. Unlike most planning-oriented researches, interference in
SFNs is analyzed over the entire overlapping area and not only in critical cases where delays
are especially long. A dataset obtained from laboratory measurements is employed to train
four MLP models for predicting signal quality parameters in an SFN DTT deployment.
The prediction results exhibit the high degree of relation between the received signal’s
parameters and the resulting signal quality. The proposed dataset and the MLP models
are suitable for any SFN interference analysis since this approach is not limited to specific
terrain or transmission variables.
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Abstract: In recent years, a quick transition towards digitization has been observed in most organiza-
tions. Along with it, certain inherent problems have appeared, such as the increase in cyber threats.
Large organizations are able to adapt easily, but this does not happen with small and medium-sized
companies. Currently, there are very few solutions aimed at fulfilling the needs of these small enter-
prises, so we have worked on a tool for them. Our tool is capable of displaying key, easy-to-interpret
information related to each organization’s network assets. To achieve this, we used passive and active
analysis techniques and successfully evaluated the viability of using machine learning techniques
to get more meaningful information. All of the information obtained is displayed in a simple web
application, which is designed to be used by managers in organizations without them needing to
handle complex concepts and vocabulary.

Keywords: network audit; passive analysis; active analysis; machine learning

1. Introduction

Organizations of all sizes are now significantly reliant upon information technology
and networks for the operation of their business activities. Therefore, they have the added
requirement of ensuring that their systems and data are appropriately protected against
security breaches. However, there is evidence to suggest that security practices are not
strongly upheld within small and medium-sized enterprise (SME) environments [1].

There are different approaches in the literature that attempt to address this problem.
However, many of them require those responsible for organizations to handle complex
concepts and vocabulary and provide results that managers of this type of organization do
not know how to interpret.

Our project involves building a modular tool that implements the creation of an
inventory of the organization’s assets (final and intermediate devices, active services, and
identification of application-layer protocols) and an information visualization through
a dashboard (providing key information to the organization’s managers, indicating the
technical risk of the organization). In addition, we evaluate the viability of machine
learning techniques for offering advanced knowledge of the state of the network from the
data collected by using unsupervised exploration techniques. There are non-functional
characteristics that are key to the success of our tool: a low-cost, scalable, modular, and
easy-to-use solution.

2. State of the Art

Nowadays, there are many solutions for carrying out network audits. Many of them
produce satisfactory results, allowing their customers to improve the security of their
networks. However, only a reduced number of them are both low-priced and easy to
use. It is for this reason that small and medium-sized businesses cannot afford a secure
network infrastructure.
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An example of a currently available wired network audit tool is the Raspberry Pwn [2].
This tool is an open-source software created by the company Pwnie Express, which is
aimed at detecting vulnerabilities in a network using a Raspberry. The disadvantage of this
tool is its maintenance, since it has not been revised since 2014. On the other hand, there is
a project called Wireless Attack Toolkit (WAT) [3] that allows one to convert a Raspberry Pi
into a security auditing system for different types of networks. Its main disadvantage is
the same as in the previous case, as the last revision of its code was in 2016.

3. Materials and Methods

3.1. Architectural Design

This project is about designing and building a scalable, low-cost, and easy-to-use
system that performs audits on corporate networks with minimal intervention by the end
user. For this, two types of analysis are performed: a passive analysis, which consists
in a device that passively listens to the network traffic and makes an inventory of the
active devices on the network, as well as the protocols that make some kind of broadcast
communication on it; and an active analysis, which detects each asset’s operating system,
hostname, IP, and the status of its ports and services.

Moreover, we not only show the retrieved data, but also process them in order to
generate a dataset on which unsupervised machine learning techniques can be applied.
Concretely, we use data involving services and protocols to train a self-organizing map
(SOM) [4] that clusterizes our samples, providing an easy-to-understand and very visual
way to distinguish the devices in our network, which are atypical when it comes to the
services running or protocols used.

To build a system that implements the desired functionalities and meets the non-
functional requirements of low cost, scalability, and ease of use, we propose the design that
can be seen in Figure 1.

Figure 1. System architecture.

The system relies on three different types of elements. First of all, we have a hardware
agent connected to the client network. If the network has multiple subnets, sensors will
be placed to collect information from each segment. These sensors will send the added
information to the agent of its organization. Finally, a server is used to store the data related
to the operation of the network.

3.2. Software and Hardware

To achieve the objectives discussed above, we employ hardware devices based on a
low-cost board where we run our application code. This code is written in Python 3 and
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uses well-known network tool libraries, such as Scapy and Nmap. In addition, the Django
framework is utilized to create the web interface. Finally, for performing the machine
learning tasks, we relied mainly on Numpy, Pandas, and MiniSom.

4. Results

As a result of the implementation of the tool, a network scanning software was
obtained and is executed periodically every hour. The information collected is reflected in
a web interface.

The data obtained through passive analysis are the following: IPv4 addresses, IPv6
addresses, device network adapter manufacturer data (OUI), device name, the last time it
was detected, domain names (through LLMNR and MDNS), operating system (through
the TTL value of the packets), and the broadcast protocols used by each host.

On the other hand, the data obtained for each of the hosts detected by the active
analysis are the following: IPv4 addresses, IPv6 addresses, computer name, possible
operating systems that run on it, and open ports and services that run on said ports.

Finally, concerning the use of SOMs to clusterize the detected devices according to
both their services and protocols, we found that the results are promising. To reach this
conclusion, we relied on two metrics: average quantization error and topographic error
measurement. In this project, we reached the values 0.30 and 0.15, respectively, for these
metrics.

Although being anomalous is not the same as posing a threat, it is interesting for
security purposes to discover and analyze devices that are different from others according
to the topological distance between the clusters defined.

5. Discussion

After developing the first version of our tool, we came to the conclusion that it is
possible to build a low-cost product that performs security audits in networks of small
organizations. Our solution provides to SMEs a much-needed cybersecurity solution that
is exclusively oriented to them and, therefore, affordable.

When contemplating future work, we plan to use agents as devices that not only
perform network audits, but also carry out continuous monitoring. This is intended to
perform network anomaly detection on a day-to-day basis by creating normal network
profiles against which to compare network traffic at all times. We think that this is a very
promising line of work, as good anomaly prevention could translate into effective attack
prevention.
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Abstract: Transcription Factors (TFs) are proteins that regulate the expression of genes by binding to
their promoter regions. There is great interest in understanding in which regions TFs will bind to the
DNA sequence of an organism and the possible genetic implications that this entails. Occasionally,
the sequence patterns (motifs) that a TF binds are not well defined. In this work, machine learning
(ML) models were applied to TF binding data from ChIP-seq experiments. The objective was to
detect patterns in TF binding regions that involved structural (DNAShapeR) and compositional
(kmers) characteristics of the DNA sequence. After the application of random forest and Glmnet ML
techniques with both internal and external validation, it was observed that two types of generated
descriptors (HelT and tetramers) were significantly better than the others in terms of prediction,
achieving values of more than 90%.

Keywords: transcription factor; machine learning; protein binding

1. Introduction

The prediction of specific transcription factor (TF) binding regions in the DNA of
bacterial organisms is a challenging task, especially when the TF binding motifs are not
well defined or there are certain structural parameters of the DNA structure at play that
classical models do not take into account. Advances in machine learning (ML) techniques
have made it possible to create models capable of incorporating DNA structural parameters
in the prediction of TF binding sites in genomic sequences.

In this work, using ML techniques, we were able to predict with high accuracy whether
a nucleotide sequence would be a region where the TF would bind or not. Our work has
been previously published as a Master’s Thesis at the Universitat Oberta de Catalunya
(UOC) [1]. The DNA sequences used as positive data were extracted from the article by
Adhikari et al. [2], obtained using the ChIP-seq technique with the GcrA TF in the bacterial
organism Brevundimonas subvibrioides.

2. Materials and Methods

2.1. Creation of Negative Sequence Set

From the 879 peaks (nucleotide sequences where the target TF had bound), two types
of nucleotide sequences were created from these in order to generate the database of
negative sequences.

On the one hand, biologically plausible replicates, here termed Replicates, were
created. For these, the peaks were located in the reference genome, and their subsequences
were classified according to whether they were located relative to a gene: intergenic,
intragenic, upstream, or downstream. From this, 879 sequences homologous to the positive
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dataset were generated matching the composition of each one but using regions of the
organism’s genome where the TF had not been bound.

On the other hand, a negative dataset was generated with a pseudo-replicate process,
termed Boots replicates. In this case, the generation of negative data was carried out by
extracting trimers that existed in the original peak until the target length was completed.

2.2. Descriptor Extraction

The FASTA file of each of the datasets (879 peaks + 879 replicates for each of the cases)
was introduced to the R DNAshapeR library, and vectors of values were obtained for each
of the 4 selected elements: HelT, MGW, ProT, and Roll. From the data vectors obtained for
each sequence, histograms generated for each sequence were used as descriptors. In this
case, 25 descriptors were chosen by DNAshape and dataset algorithms.

Descriptors were also calculated by counting the appearance of k-mers in each of the
sequences. Monomers, dimers, and tetramers (4, 16, and 256 combinations, respectively)
were studied.

2.3. Machine Learning Models

Random forest [3] and generalized linear model (Glmnet) [4] were used in this work.
A nested cross-validation was carried out, using a validation for the search of the best
hyperparameters through a holdout and a second validation with a 10-fold CV to validate
the model, taking the average of 5 iterations of this technique. Thus, the performance
values reflected in Figure 1 represent the average of the 50 models generated for each
descriptor and each ML model.

Figure 1. Dot plot showing the mean of each of the models. The mean corresponds to the 50 replicates
obtained using the CV in replicates. The image on the left corresponds to the models in the dataset of
Replicates, while the image on the right matches the models in the dataset of Boots_replicates.

3. Results

The total number of datasets to carry out the ML models was seven sets for each
of the datasets (Replicates and Boots_replicates), resulting in a total of fourteen sets of
descriptors to be trained with the two algorithms. The models obtained by the algorithms
were evaluated using the area under the receiver operating characteristics curve (AUCROC).
The main results are described in the subsection presented below.

HelT and Tetramers as Key Descriptors

Figure 1 illustrates the performances of the AUCROC for both datasets and all de-
scriptors. On the left side, we can observe the results obtained for the Replicates, while the
right side shows those corresponding to Boots_replicates. The first four sets represented
belong to the structural descriptors extracted by the DNAshape library, while the last three
correspond to k-mers counts.
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As can be observed, both the HelT and tetramers descriptors produce the ML models
with the highest performance, reaching up to 0.75 in the Replicates and almost 0.9–1 in the
Boots_replicates.

4. Discussion

The use of these descriptors is due to the fact that we seek to represent the sequences
not only in terms of base reading but also in terms of their structural features. These
have been described as two different modes for protein–DNA recognition that are key and
necessary to predict the behavior of TFs in DNA [5].

Of the seven descriptors studied, it was observed that different ML models with a
high level of prediction could be developed to determine the TF binding regions across the
genome. In particular, both HelT and tetramer counts proved to be particularly predictive.

Similarly, it has been found that the most significant tetramers for ML algorithms
largely correspond to the motif that was found in the reference paper for the data used [2]
with the MEME program, as presented in Figure 2.

Figure 2. Motif found in reference article [2] for GcrA TF in Brevundimonas subvibrioides.
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Abstract: Three robust algorithms for clustering multidimensional time series from the perspective
of underlying processes are proposed. The methods are robust extensions of a fuzzy C-means model
based on estimates of the quantile cross-spectral density. Robustness to the presence of anomalous
elements is achieved by using the so-called metric, noise and trimmed approaches. Analyses from
a wide simulation study indicate that the algorithms are substantially effective in coping with the
presence of outlying series, clearly outperforming alternative procedures. The usefulness of the
suggested methods is also highlighted by means of a specific application.

Keywords: multidimensional time series; fuzzy C-means; unsupervised learning

1. Introduction

Clustering of time series is a pivotal problem in statistics with several applications [1,2].
Generally, the goal is to divide collection of unlabelled time series into uniform groups so
that intra-cluster similarity is maximized wheres the inter-cluster similarity is minimized.
Most of the current techniques deal with univariate time series (UTS), while clustering of
multidimensional time series (MTS) has received limited attention. This paper proposes
three robust clustering methods for MTS. All of them are aimed at neutralizing the effect of
outlying series while detecting the underlying grouping structure.

2. Robust Clustering Methods for Multivariate Time Series

Let {X t, t ∈ Z} = {(Xt,1, . . . , Xt,d), t ∈ Z} be a d-variate real-valued strictly stationary
stochastic process. Let Fj the marginal distribution function of Xt,j, j = 1, . . . , d, and let
qj(τ) = F−1

j (τ), τ ∈ [0, 1], the corresponding quantile function. Fixed l ∈ Z and an

arbitrary couple of quantile levels (τ, τ′) ∈ [0, 1]2, consider the cross-covariance of the
indicator functions I

{
Xt,j1 ≤ qj1(τ)

}
and I

{
Xt+l,j2 ≤ qj2(τ

′)
}

γj1,j2(l, τ, τ′) = Cov
(

I
{

Xt,j1 ≤ qj1(τ)
}

, I
{

Xt+l,j2 ≤ qj2(τ
′)
})

, (1)

for 1 ≤ j1, j2 ≤ d. Taking j1 = j2 = j, the function γj,j(l, τ, τ′), with (τ, τ′) ∈ [0, 1]2,
so-called quantile autocovariance function (QAF) of lag l, generalizes the traditional auto-
covariance function.

For the multivariate process {X t, t ∈ Z}, we can consider the d× d matrix Γ(l, τ, τ′) =(
γj1,j2(l, τ, τ′)

)
1≤j1,j2≤d, which simultaneously gives information about both the cross-

dependence (when j1 �= j2) and the serial dependence (since there is a lag l).
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Under appropriate summability conditions (mixing conditions), we can define the the
Fourier transform of the cross-covariances. In this regards, the quantile cross-spectral density
is given by

fj1,j2(ω, τ, τ′) = (1/2π)
∞

∑
l=−∞

γj1,j2(l, τ, τ′)e−ilω, (2)

for 1 ≤ j1, j2 ≤ d, ω ∈ R and τ, τ′ ∈ [0, 1]. Note that fj1,j2(ω, τ, τ′) is complex-valued.
The quantile cross-spectral density contains information about the general dependence

patterns of a given stochastic process. For a specific realization of the process, this quantity
can be consistently estimated by means of the so-called smoothed CCR-periodogram,
Ĝj1,j2

T,R (ω, τ, τ′), proposed by [3].
Based on previous remarks, a simple dissimilarity measure between two realizations

of the d-variate process (MTS) can be defined as follows. Given the i-th MTS, X(i)
t , consider

the set G(i) = {Ĝj1,j2
T,R (ω, τ, τ′), j1, j2 = 1, . . . , d, ω ∈ Ω, τ, τ′ ∈ T }, where Ω is the set of

Fourier frequencies and T = {0.1, 0.5, 0.9}. Let Ψ(i) be the vector formed by concatenating
the elements of the set G(i). The dissimilarity measure between the series X(1)

t and X(2)
t is

defined as the Euclidean distance between the complex vectors Ψ(1) and Ψ(2). We call this
dissimilarity dQCD.

The dissimilarity dQCD is used to develop three robust fuzzy clustering methods.
All of them assume that we want to group n MTS into C clusters, and are based on
the traditional fuzzy C-means clustering algorithm. They look for the set of centroids

Ψ = {Ψ
(1), . . . , Ψ

(C)}, and the n × C matrix of fuzzy coefficients, U = (uic), i = 1, . . . , n,
c = 1, . . . , C, which define the solution of a given minimization problem. The quantity uic
represents the membership degree of the i-th MTS in the c-th cluster. The minimization
problem for the first method is the following:

min
Ψ,U

n

∑
i=1

C

∑
c=1

um
ic

[
1 − exp

{
−β

∥∥∥Ψ(i) − Ψ
(c)
∥∥∥2

2

}]
w.r.t

C

∑
c=1

uic = 1 and uic ≥ 0,

where β is an hyperparameter that needs to be set in advance and m is a parameter which
determines the fuzziness of the partition, frequently called the fuziness parameter.

The exponential distance is used in the previous model because it is capable of neu-
tralizing the effect of outlying series by spreading out their membership degrees between
the different clusters [4].

The second robust procedure follows the noise cluster approach, and takes into account
the following minimization problem:

min
Ψ,U

n

∑
i=1

C−1

∑
c=1

um
ic

∥∥∥Ψ(i) − Ψ
(c)
∥∥∥2

2
+

n

∑
i=1

δ2

(
1 −

C−1

∑
c=1

uic

)m

w.r.t.
C

∑
c=1

uic = 1 and uic ≥ 0,

where δ > 0 is the a parameter known as the noise distance, which has to be specified
in advance.

The previous model includes C groups, but only (C − 1) are “real” clusters. The noise
cluster is artificially created for outlier identification purposes. The aim is to locate the
outliers and place them in the noise cluster, which is represented by a fictitious prototype
that has a constant distance from every MTS (the noise distance, δ).

The third technique can be expressed by means of the minimization problem:

min
Y ,U

H(α)

∑
i=1

C

∑
c=1

um
ic

∥∥∥Ψ(i) − Ψ
(c)
∥∥∥2

w.r.t.
C

∑
c=1

uic = 1 and uic ≥ 0.
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where Y ranges on all the subsets of Ψ = {Ψ(1), . . . , Ψ(n)} of size H(α) = �n(1 − α)�. The
model attains its robustness by removing a certain proportion of the series and requires the
specification of the fraction α of the data to be trimmed.

The three previously presented robust models have been analysed by means of a
broad simulation study containing a wide variety of generating processes. Two alternative
dissimilarities were taken into account for comparison purposes [5,6]. In all cases, the three
proposed algorithms outperformed the competitors.

3. Application to real data

The three techniques proposed in Section 2 were applied to perform clustering in a
real MTS database. Specifically, we considered daily stock returns and trading volume of
the top 20 companies of the S&P 500 index, thus obtaining 20 bivariate MTS. Table 1 shows
the membership degrees of the series concerning the trimmed approach.

Table 1. Membership degrees for the top 20 companies in the S&P 500 index by considering the
trimmed approach and a 6-cluster partition.

Company C1 C2 C3 C4 C5 C6

AAPL 0.083 0.146 0.299 0.365 0.066 0.041
MSFT 0.107 0.049 0.213 0.356 0.099 0.176

AMZN 0.865 0.017 0.051 0.032 0.010 0.025
GOOGL 0.682 0.032 0.092 0.128 0.025 0.040
GOOG 0.902 0.010 0.031 0.028 0.008 0.022

FB 0.002 0.983 0.006 0.004 0.003 0.002
TSLA 0.023 0.012 0.056 0.885 0.013 0.010

BRK.B - - - - - -
V 0.004 0.014 0.015 0.017 0.941 0.009

JNJ 0.004 0.015 0.019 0.013 0.937 0.013
WMT - - - - - -
JPM 0.002 0.001 0.003 0.003 0.002 0.989
MA 0.005 0.006 0.968 0.010 0.005 0.006
PG 0.015 0.012 0.028 0.016 0.019 0.909

UNH 0.006 0.924 0.026 0.013 0.022 0.008
DIS 0.020 0.038 0.772 0.099 0.042 0.030

NVDA 0.025 0.020 0.085 0.804 0.043 0.024
HD - - - - - -

PYPL 0.155 0.301 0.297 0.115 0.057 0.075
BAC 0.076 0.086 0.225 0.067 0.060 0.485

The symbols in bold correspond to the companies which were trimmed away, Berk-
shire Hathaway (BRK.B), Walmart (WMT) and Home Depot (HD). Similar clustering
solutions were obtained with the remaining two methods.

4. Conclusions

This work proposes three robust methods to perform fuzzy clustering of MTS. They
are based on the so-called exponential, noise and trimmed ideas. Each approach attains
robustness to outlying series in a different way. The three procedures have been presented
and assessed through a wide simulation study, substantially outperforming alternative ap-
proaches. A real data application has been also carried out in order to show the usefulness
of the presented techniques.
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