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The use of fossil fuels (coal, fuel, and natural gas) to generate electricity has been
reduced in the European Union during the last few years, involving a significant decrease
in greenhouse gas emissions. The global climate goal would be to reach zero emissions in
2050, and a reduction in the last portion of the CO2 emissions could come from renewables,
green hydrogen, and renewable-based electrification. In the current energy transition
towards a sustainable economy, large-scale energy storage systems are required to increase
the integration of intermittent renewable energies, such as wind and solar photovoltaics.
Underground energy storage systems with low environmental impacts using disused
subsurface space may be an alternative to provide ancillary services in the European elec-
tricity grids. In this Special Issue, advances in underground pumped storage hydropower,
compressed air energy storage, and hydrogen energy storage systems are presented as
promising solutions to solve the intermittency problems caused by variable renewable
energy sources.

Nowadays, pumped storage hydropower (PSH) is the most mature large-scale form
of storage technology. PHS systems are the primary technology used to provide electricity
storage services to the grid, accounting for 161 GW of installed global storage capacity.
PHS would need to double, reaching 325 GW in 2050. PSH systems consist of two water
reservoirs at different heights. The stored energy depends on the mass of water moved and
the net hydraulic head between both upper and lower reservoirs. The round trip energy
efficiency is between 0.7–0.8. Topographic limitations in flat areas and environmental
impacts currently hinder the development of these systems around the world. Conversely,
disused underground space could facilitate the installation of underground pumped stor-
age hydropower (UPSH) systems, where at least one water reservoir is underground.
Menendez et al. [1] analyzed the economic feasibility of UPSH plants in closed mines
providing ancillary services in the Iberian electricity market. Two different options of lower
reservoirs were considered: (i) to make use of current mining infrastructure, and (ii) to
excavate a new network of tunnels. Secondary regulations, deviation management, and
tertiary regulation services considering daily turbine cycle times at full load between 4–10 h
were employed to optimize the economic results. Investment costs of 366 M€ were obtained
when the existing underground infrastructure was used as lower reservoir. Finally, an
internal rate of return of 7.10% was estimated to participate in the Iberian ancillary services
markets, considering turbine cycle times at a full load of 8 h. Due to the high investment
costs, the profitability is reduced whenever a new reservoir has to be drilled.

The feasibility study of UPSH plants must also include geomechanical and hydro-
geological aspects. Menendez et al. [2] studied the geomechanical performance of an
underground water reservoir in a closed coal mine. Sandstone and shale rock masses
were considered as rock masses to excavate the tunnel networks with a cross-section
30 m2 and 200 m long. Three-dimensional numerical models were conducted to analyze
the deformations and thickness of the plastic zones around the excavations. Systematic
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grouted rock bolts and reinforced shotcrete were applied as support systems. The results
obtained showed that the excavation of the underground reservoir is technically feasible.
Pujades et al. [3] carried out a study to determine the impact of hydrogeological features on
the performance of an underground pumped storage hydropower plant in Belgium. The
subsurface water exchange between the surrounding medium and the lower reservoir of
UPSH plants was investigated. They developed a numerical study to evaluate the influence
of groundwater exchanges of UPSH plants using abandoned mines as lower reservoirs.
The hydraulic conductivity and the elevation of the piezometric head were analyzed. They
concluded that water quality can deteriorate under the influence of UPSH systems when
abandoned coal mines are used as lower water reservoirs. Dianellou et al. [4] carried out
research considering large-scale wind and photovoltaic power plants and the potential
contribution of PSH plants in the Greek power system. They concluded that the increase of
PSH systems is required to integrate large-scale wind and photovoltaic power plants in
non-interconnected grids.

Compressed air energy storage (CAES) systems consist of one underground reservoir
where the compressed air is stored at high pressures. The pressurized air is released and
expanded in the turbines in on-peak periods to produce electricity. Currently, there are
two commercial diabatic compressed air energy storage (D-CAES) plants using abandoned
salt caverns as subsurface reservoirs. The round trip efficiency of D-CAES systems is
lower than PSH, reaching typical values of 0.4–0.5. Unlike D-CAES systems, adiabatic
compressed air energy storage (A-CAES) systems include a thermal energy storage system,
and therefore, fossil fuels are not required to heat the compressed air before the expansion
in the gas turbines. Some researchers have determined that the global efficiency of A-CAES
systems can reach 0.7–0.8. Prado et al. [5] investigated the thermodynamic performance of
A-CAES plants in abandoned mines. An underground reservoir in lined mining tunnels
at operating pressures from 5 to 8 MPa and two different sealing layers was considered
in the simulations. Analytical and CFD numerical models were conducted for 100 charge
(consumption) and discharge (generation) processes. They concluded that the air tempera-
ture and the heat transfer through the sealing layer depends on the sealing layer’s thermal
conductivity. Evans et al. [6] developed a study about the exergy storage capacity potential
in United Kingdom’s massively bedded halites. Massively bedded halite deposits existing
in the UK were considered as CAES reservoirs. They concluded that the exergy storage
capacity in salt caverns could provide important support to the electricity grid.

Hydrogen energy storage is a form of chemical energy storage in which the electrical
power of renewable energies is converted into hydrogen. High pressures (35–70 MPa) are
required to store hydrogen as a gas. Gajda and Lutyński [7] carried out an experimental
study to compare the hydrogen permeability considering different materials, such as con-
crete, polymer concrete, epoxy resin, salt rock, and mudstone. The results obtained showed
that epoxy resin can be a promising sealing liner for hydrogen storage. Hydrogeological
concerns are also very important to determine the feasibility of hydrogen energy storage.
Lafortune et al. [8] simulated a sudden hydrogen leak into an aquifer in France. They
carried out an injection test of organic and ionic tracers and helium-saturated water to
design the future protocol related to hydrogen storage.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The electricity generated by some renewable energy sources (RESs) is difficult to forecast;
therefore, large-scale energy storage systems (ESSs) are required for balancing supply and demand.
Unlike conventional pumped storage hydropower (PSH) systems, underground pumped storage
hydropower (UPSH) plants are not limited by topography and produce low environmental impacts.
In this paper, a deterministic model has been conducted for three UPSH plants in order to evaluate
the economic feasibility when considering daily turbine cycle times at full load (DTCs) between
4 and 10 h. In the model, the day-ahead and the ancillary services markets have been compared to
maximize the price spread between the electricity generated and consumed. Secondary regulation,
deviation management and tertiary regulation services have been analyzed to maximize the income
and minimize the cost for purchasing energy. The capital costs of an open-loop UPSH plant have
been estimated for the case of using the existing infrastructure and for the case of excavating new
tunnels as lower reservoirs. The net present value (NPV), internal rate of return (IRR) and payback
period (PB) have been obtained in all scenarios. The results obtained show that the energy generation
and the annual generation cycles decrease when the DTC increases from 4 to 10 h, while the NPV and
the IRR increase due to investment costs. The investment cost of a 219 MW UPSH plant using the
existing infrastructure reaches 366.96 M€, while the NPV, IRR and PB reached 185 M€, 7.10% and
15 years, respectively, participating in the ancillary services markets and considering a DTC of 8 h.

Keywords: energy storage; underground pumped storage; economic feasibility; ancillary services;
day-ahead market; underground space

1. Introduction

The rapid growth of intermittent renewable energy sources (RESs) for electricity generation
requires flexible large-scale energy storage systems (ESSs). Electricity generated by some forms of
RESs, such as wind or solar photovoltaic (PV), is difficult to forecast; therefore, ESSs are required for
balancing electricity supply and demand [1]. Pumped storage hydroelectricity (PSH) is the most mature
and efficient storage technology and accounts for 98% of storage capacity worldwide [2]. However,
the development of new PSH projects is limited by topographic and environmental restrictions.
Thus, disused underground space may be used as reservoir for large-scale storage systems such
as underground pumped storage hydropower (UPSH) or adiabatic compressed air energy storage
(A-CAES) [3,4] where the typical round trip energy efficiencies exceed 0.7–0.8 [5,6]. Unlike conventional
PSH plants, which consist of two water reservoirs located at the surface, both upper and lower reservoirs
may be underground in the case of UPSH plants. For that purpose, two different options may be
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considered: (1) to make use of existing infrastructure; or (2) to dig new tunnels. Winde et al. [7,8]
explored the use of deep-level gold mines in South Africa for UPSH schemes. Pujades et al. [9,10]
carried out a study considering the use of a closed slate mine located at Belgium with a capacity
of 550,000 m3 as a lower reservoir for UPSH. Bodeux et al. [11] analyzed the interactions between
groundwater and the slate chambers used as a subsurface water reservoir. Closed coal mines in Spain
and Germany have also been proposed as underground reservoirs for UPSH [12–15]. Wong [16]
proposed digging new tunnels or shafts as a lower reservoir for UPSH in the Bukit Timah granite
of Singapore. The economic feasibility of UPSH plants depends on the capital costs and the price
spread between the electricity generated and consumed in turbine and pumping modes, respectively.
In the Iberian electricity system, RES generation is granted priority during the dispatch and receives a
fixed feed-in tariff. The day-ahead prices (spot prices), are set around noon on the day preceding the
delivery. The day-ahead markets are complemented by intraday markets and ancillary services in
the case of unforeseen events and changing weather conditions, which mainly could affect wind and
solar PV generation. Finally, the balance of the electricity demand and supply is achieved through
the ancillary services, which are managed by the system operator, taking the form of auctions in the
Iberian electricity system.

Traditionally, a PSH plant has been operated by the price-arbitrage strategy. PSH plants have
participated in the day-ahead market, selling the electricity generated at peak periods (peak price
hours) and purchasing the electricity at off-peak periods [17,18]. However, the electricity price spread
between the on-peak periods and off-peak periods has been reduced significantly, and the economic
feasibility of a PSH might not be guaranteed participating just in the day-ahead electricity market.
Lobato et al. [19] carried out an overview of ancillary services in Spain, including a technical description
and the management of the ancillary services markets. The study highlights the paramount importance
of the ancillary services in a power system. Pérez-Díaz et al. [20] reviewed the trends and challenges of
PSH plants with the aim of optimizing their operation in the balancing markets. The study showed
that ancillary services markets, particularly those related to balancing supply and demand, emerge as
a valuable source of income for PSH plants.

Krishnan and Das [21] studied the feasibility of CAES plants participating in the day-ahead and
balancing markets of PJM and Midcontinent Independent System Operator (MISO), concluding that
the profit may be increased 10-fold by providing ancillary services. Berrada et al. [22] estimated the
income of different ESSs (PSH, CAES and gravity energy storage) that participate in the day-ahead
market, the real-time energy market and the regulation market of the New York Independent System
Operator (NYISO). The results obtained showed that PSH and CAES may be economically feasible
when operating in the regulation market. Chazarra et al. [23] studied the economic viability of twelve
PSH plants participating in the secondary regulation of the Iberian electricity system. The PSH
plants were equipped with different fixed-speed and variable-speed units and with and without
considering hydraulic short-circuit operation. They concluded that PSH plants equipped with variable
speed technology, along with full converters with and without the possibility to operate in hydraulic
short-circuit mode, and the PSH plants with ternary units obtain the lowest payback periods.

Recently, Maciejowska et al. [24] developed a model that is able to predict the price spread between
the day-ahead prices and the corresponding volume-weighted average intraday markets in the German
electricity system. The research concluded that the sign of the price spread can be successfully predicted
with econometric models, such as ARX and probit. Ekman and Jensen [25] conducted a study of a
generic ESS with a global energy efficiency of 0.7 participating in the day-ahead market and some
balancing markets in Denmark. They concluded that only UPSH might be profitable as long as it
participates both in the day-ahead and ancillary services markets. The contribution of a variable speed
PSH to increasing the revenue has been assessed for participation in the day-ahead and secondary
regulation reserve markets in the Iberian electricity system [26]. Chazarra et al. [27] developed a
stochastic model for the weekly scheduling of a hydropower system to optimize the revenue in the
Spanish electricity system. The obtained solution protects a multireservoir system against risk of water

6



Appl. Sci. 2020, 10, 3947

and storage unavailability. The effect of the complementarity between the variable renewable energy
sources and the load on the flexibility of the power system was examined in the Korean electricity
system [28]. They examined an optimal mix ratio between the wind and solar PV and concluded that
the ratios of the wind and solar PV to the total variable generation resource were 1.3% and 93.4%,
respectively. Lago et al. [29] proposed a deep neural network by using Bayesian optimization and
functional analysis of variance to improve the predictive accuracy in a day-ahead energy market.
Chazarra et al. [30] estimated the maximum theoretical income of a PSH plant participating as a
price-taker in the day-ahead and the secondary regulation reserve markets while considering different
configurations of power plants in the Iberian electricity system. The results obtained demonstrate that
the operation with the variable speed technology could be of considerable help in enlarging the income
of the hydropower plant.

In this work, the economic feasibility of three UPSH plants is analyzed considering DTCs between
4 and 10 h. The generation and consumption of electricity and the number of annual generation
cycles have been estimated assuming a round trip energy efficiency of 0.77. The day-ahead and
ancillary services markets in the Iberian electricity system are analyzed for optimizing the profitability
of investment. Secondary regulation, deviation management and tertiary regulation services have
been considered to maximize the income from selling energy and minimize the cost for purchasing
energy. The capital costs of UPSH plants have also been calculated for the first time, considering the
case of using the existing infrastructure and the case of excavating new tunnels or caverns as a lower
water reservoir. Finally, a profitability analysis has been carried out using the net present value (NPV),
internal rate of return (IRR) and payback period (PB).

2. Methodology

A three-step scheme of the methodology proposed to study the economic feasibility and profitability
of UPSH plants is shown in Figure 1.
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The model considers the electricity prices in the day-ahead and ancillary services markets hour by
hour for a time period of three years (2016–2018). In step 1, the maximum and minimum prices are
analyzed for the energy generated and consumed in the Iberian electricity system, considering DTCs
between 4 and 10 h. The number of annual generation cycles and the amount of energy generated
are obtained for all scenarios. In step 2, the investment costs of a UPSH plant are estimated for the
case of using the existing infrastructure and the case of excavating new tunnels or caverns as a lower
reservoir. Amortization costs are calculated considering a typical operation period of 35 years. Finally,
in step 3, the operating margin, which is defined as the income from selling energy minus the costs for
purchasing energy and the operation costs (O&M, start-up costs, hydraulic cannon and grid access
tariffs), is estimated for the three hydropower stations (HPSs) considered in this study.

The earnings before interest and taxes (EBIT) and the cash flows have been calculated to analyze
the economic feasibility and the profitability. The NPV, i.e., the difference between the present value of
cash inflows and the present value of cash outflows over a period of time; IRR, i.e., a discount rate that
makes the NPV of all cash flows from a project equal to zero; and PB, i.e., the time in which the initial
outlay of an investment is expected to be recovered, have been calculated in all scenarios.

2.1. Technical Data of UPSH Plants

Figure 2 shows two different schemes of UPSH plants in a closed mine. Figure 2a shows a UPSH
scheme with an upper surface reservoir and an underground lower reservoir. Conversely, Figure 2b
depicts a shallow upper reservoir and an underground lower reservoir. Note that the gross head is
reduced when a shallow upper reservoir is considered. This reduction in gross head implies a decrease
in storable amount of energy.
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Figure 2. UPSH scheme in a closed mine. (a) Surface upper reservoir and underground lower reservoir;
(b) Shallow upper reservoir and underground lower reservoir.

The technical data of the three hydropower stations (HPSs) are shown in Figure 3, considering
DTCs between 4–10 h day−1. The water flow rate is lower in pumping mode and therefore the pumping
cycle time at full load increases to 5.40 and 13.30 h day−1. The storage capacities are 0.46, 0.8 and
1.6 Mm3 for HPS 1, HPS 2 and HPS 3, respectively, and remain constant in each DTC (4–10 h). Although
the amount of storable energy does not vary, the output powers decrease from 125, 219 and 440 MW to
50, 87 and 176 MW for HPS 1, HPS 2 and HPS 3, respectively, when the turbine cycle time increases from
4 to 10 h day−1. A maximum gross pressure of 4.41 MPa has been considered. The water flow rates in
turbine mode are 12.78, 22.23 and 44.45 m3 s−1 for HPS 1, HPS 2 and HPS 3, respectively, considering a
DTC of 10 h, while the efficiency values are 0.91 and 0.90 in turbine and pump mode, respectively.
The water flow rates in pumping mode are 9.61, 16.71 and 33.42 m3 s−1 for HPS 1, HPS 2 and HPS 3,
respectively, when the pumping cycle time at full load is 13.30 h day−1. In addition, the round trip
energy efficiency is assumed to be 0.77 [6].
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2.2. Electric Power System Data

The economic feasibility of UPSH plants is obtained considering the historical hourly values of the
prices in the day-ahead and ancillary services markets in the Iberian electricity system during a period
of three years (2016–2018). The main objective of this work is to estimate the maximum income from
selling energy (turbine mode) and the minimum cost for purchasing energy (pumping mode) while
participating in the day-ahead and balancing markets. The following markets and services for the
mentioned years have been studied: (i) the day-ahead market; (ii) the upward secondary regulation;
(iii) the upward deviation management; and (iv) the tertiary regulation (upward and downward).

The overall amounts of energy managed in secondary regulation, deviation management and
tertiary regulation in 2018 were 2592, 2358 and 3301 GWh, respectively. The purpose of the secondary
regulation service is to maintain the generation-demand balance, automatically correcting deviations
with respect to the anticipated power exchange schedule and the system frequency deviations.
The objective of the deviation management service is to resolve the deviations between generation and
demand which could appear in the period between the end of one intraday market and the beginning
of the next intraday market horizon. Finally, the purpose of the tertiary regulation service is to resolve
the deviations between generation and consumption and the restoration of the secondary control band
reserve used. These ancillary services are managed and remunerated by market mechanisms in the
Iberian electricity system.

3. Results and Discussion

3.1. Investment Cost of UPSH Plants

In this section, the investment costs of UPSH plants are estimated for the case of using existing
underground infrastructure and the case of digging new tunnels or caverns as a lower reservoir.
Currently, there are no research works where the investment costs of UPSH plants are analyzed.
However, several authors have studied the investment cost of conventional PSH plants. Connolly
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et al. [18] proposed a range between 0.47 and 2.17 M€MW−1 from projects in some countries in the
European Union. Steffen [31] proposes a range between 0.77 and 1.28 M€MW−1 from projects of PSH
in Germany and Luxembourg. An increase between 7 and 15% is produced when the PSH plant is
equipped with variable speed units. The investment cost of a UPSH plant depends strongly on the
facility’s location and type of underground infrastructure.

The investment costs of a UPSH plant in a closed mine considering the case of excavation of new
tunnels and the case of using existing infrastructure are shown in Table 1. A Francis pump-turbine (FT)
with a maximum output power of 219 MW and a maximum input power of 208 MW, a water flow rate
in turbine mode of 55.56 m3 s−1 (turbine cycle of 8 h at full load) and a water reservoir capacity of
1.6 Mm3 have been considered. In addition, in both scenarios, due to the dimensions and weight of
the hydropower equipment (FT and motor-alternator), the excavation of a new access tunnel from
the surface to the powerhouse is required. This tunnel would be used during the construction and
operation phases. The investment cost reaches 687.34 M€, which represents a unit cost per MW of
installed power of 3138 € kW−1. The main cost corresponds to civil works, reaching 525.69 M€ and
representing 76.48% of the total investment cost. The cost of excavating the new tunnels as a lower
reservoir reaches 453.33 M€, which is 86.23% of the total civil works cost. Conversely, the construction
and waterproofing of the upper reservoir reach 30.73 M€. More details can be found in Appendix A,
where the capital cost of a UPSH plant are detailed.

When the existing infrastructure is used as a lower reservoir, the investment costs are reduced
to 366.96 M€, representing 46.66% less than the previous investment cost. The existing underground
infrastructure would be secured with a reinforced shotcrete layer and waterproofed. Consequently,
the unit cost per MW of installed capacity is also reduced to 1675 € kW−1. The cost of civil works
decreases down to 218.08 M€, which is 59.40% of the total cost. The cost of conditioning the lower
reservoir reaches 145.73 M€, representing 66.82% of the total civil works cost. Electrical grid connection
cost includes the electric substation located in the UPSH plant and the electric power line. The excavation
materials of the upper and lower reservoirs could be used for restoring the open pit mines existing in
the study area. As indicated in Figure 2b, both upper and lower reservoirs could be underground.
In this scenario, where the environmental impact is reduced, the investment cost reaches 1076 M€.

Table 1. UPSH investment costs analysis for construction of new tunnels or caverns and for making
use of existing infrastructure.

UPSH Investment Costs (k€) New Tunnels Existing Infrastructure

Civil works 525,692.80 218,083.58
Hydromechanical equipment and penstock 16,986.52 16,986.52

Hydropower equipment 99,709.12 99,709.12
Electrical grid connection 4510.50 4510.50

Commissioning 4140.85 3767.38
Project management 36,301.30 23,907.56

Total (k€) 687,341.10 366,964.67

3.2. Estimation of Income and Expenses

The storable amount of energy in UPSH plants depends on the net head and the water mass
moved. The maximum income from selling energy has been studied considering the amount of
electricity generated in turbine mode considering the maximum prices in the day-ahead and ancillary
services markets. Likewise, the downward tertiary regulation service and the day-ahead market have
been analyzed to obtain the minimum price for purchasing energy. Figure 4a shows the maximum
prices in the day-ahead and ancillary services and the minimum prices in the downward tertiary
regulation service, considering DTCs between 4 and 10 h. The price spread between the day-ahead
and the ancillary services markets for generation and consumption modes is shown in Figure 4b.
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Concerning Figure 4a, the number of annual generation cycles is calculated to obtain the amount
of electricity generated in turbine mode. The electricity consumed in pumping mode is estimated
assuming a round trip energy efficiency of about 0.77. The annual generation cycles decrease from
360 to 323 when the DTC increases from 4 to 10 h. The maximum price of electricity is 78.74 €MWh−1

and is reached when participating in the ancillary services markets. That value, which corresponds to
a DTC of 4 h, is progressively reduced by 7% when the DTC increases to 10 h. The minimum price in
consumption mode is 22.13 €MWh−1. This cost for purchasing energy is increased by 22.81%, reaching
27.18 €MWh−1 when the DTC increases to 10 h. In Figure 4b, it is shown that the maximum price
spread between the day-ahead and the ancillary service markets in generation mode is 24.92 €MWh−1.
In consumption mode, the maximum price spread reaches −16.88 €MWh−1. The price spread decreases
by 2.36 €MWh−1 in generation mode and 1.42 €MWh−1 in consumption mode when the DCT increases
to 10 h.

For the purpose of analyzing the economic feasibility of the three HPSs considered in this study,
the amount of energy generated and consumed and the maximum income from selling energy in
generation mode (turbine) and minimum costs for purchasing energy in consumption mode (pumping)
are shown in Figure 5 for the three HPSs. The maximum income decreases while the minimum
expenses increase as the DTC increases from 4 to 10 h (see Figure 5d).
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DTCs between 4 and 10 h: (a) HPS 1; (b) HPS 2; (c) HPS 3. (d) Amount of energy generated and
consumed for HPS 1, HPS 2 and HPS 3.

The design of the DTC influences the annual number of production cycles and therefore the
amount of electricity generated. The electricity generated is reduced from 226.46 to 203.00 GWh year−1

in HPS 1, from 391.19 to 350.16 GWh year−1 in HPS 2 and from 789.73 to 701.32 GWh year−1 in HPS 3
when the DTC increases from 4 to 10 h. The maximum theoretical income reaches 49.06 M€ year−1

and is obtained in HPS 3 when the DTC is 4 h. The maximum income is reduced by 16.70% and the
minimum costs are increased by 8.56% in HPS 3 when the DTC is increased to 10 h. Consequently,
the spread between the income from selling electricity and the cost for purchasing electricity is also
reduced from 31.59 to 21.91 M€ year−1 in HPS 3 when the DTC increases to 10 h. The maximum
incomes reach 13.91 and 24.41 M€ year−1 in HPS 1 and HPS 2 when the DTC is 4 h. In addition,
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the spreads between the income and expenses are reduced by 45.86% and 31.12% in HPS 1 and HPS 2,
respectively, when the DTC increases from 4 to 10 h day−1.

As a presumable guideline, Table 2 shows the maximum theoretical income and the expenses
of the three HPSs when considering a DTC of 8 h. In this scenario, the maximum output powers
(turbine mode) for HPS 1, HPS 2 and HPS 3 are 62, 109 and 219 MW, respectively, while the maximum
input powers (pumping mode) are 53, 92 and 185 MW for HPS 1, HPS 2 and HPS 3, respectively.
The maximum income and the minimum cost for purchasing energy are obtained participating in
the day-ahead and the ancillary services markets. The costs for purchasing energy represent 84%,
85% and 87% of the total costs in HPS 1, HPS 2 and HPS 3, respectively. In addition, O&M costs,
start-up costs, grid access tariff and hydraulic cannon have been considered. As established in Spanish
electrical regulation, a cost of 0.5 € MWh−1 has been considered as grid access tariff. O&M costs
include personnel, insurance, spare parts and external service costs. Finally, the operating margins
(income from selling electricity minus the cost for purchasing electricity and operation costs) have
been estimated, reaching 6.07, 10.99 and 22.71 M€ year−1 in HPS 1, HPS 2 and HPS 3, respectively.
Repeating all these considerations when a DTC of 4 h is designed, the operating margins increase to
7.83, 14.11 and 28.81 M€ year−1 in HPS 1, HPS 2 and HPS 3, respectively.

Table 2. Income and operation costs of HPS 1, HPS 2 and HPS 3, considering a DTC of 8 h.

UPSH Operation HPS 1 HPS 2 HPS 3

Electricity generation income (k€ year−1) 11,602.55 22,222.67 44,655.73
Electricity consumption costs (k€ year−1) 5582.04 9642.45 19,284.89

O&M (k€ year−1) 464.10 651.75 961.79
Start-up costs (k€ year−1) 202.88 296.79 417.47

Grid access tariff (k€ year−1) 84.47 148.27 297.95
Hydraulic cannon (k€ year−1) 278.51 488.90 982.43
Operating margin (k€ year−1) 6047.60 10,994.52 22,711.22

3.3. Feasibility Analysis

The previous section has revealed that the maximum spreads between the income from selling
electricity and the cost for purchasing electricity when participating in the ancillary services markets
as well as the operating margins of UPSH plants are significantly reduced when the designed DTC
increases from 4 to 10 h. However, when the DTC increases, the output power of the FT decreases
and the investment costs of UPSH are reduced. This means that the economic feasibility of UPSH
plants strongly depends on the investment costs. To introduce this variable in the analysis, the EBIT,
PB, NPV and IRR are shown in Figure 6 for HPS 3, considering an investment cost between 1000 and
3000 € kW−1 for DTCs between 4 and 10 h. In this scenario, a UPSH plant with surface upper reservoir
is considered (Figure 2a). Although the lifetime of UPSH plants could be between 60 and 100 years,
a typical operation time of 35 years has been considered here in order to calculate the amortization
costs [32,33]. Due to amortization costs, the EBIT decrease in all DTCs when the investment costs
increase from 1000 to 3000 € kW−1 (see Figure 6a). The red line represents the limits where the EBIT
turn into negative numbers. Precisely, the minimum EBIT are −8.32 M€ year−1 when the investment
cost is 3000 € kW−1 and the DTC is 4 h.

In Figure 6b, a minimum PB of 9 years is obtained when the investment cost is 1000 € kW−1

and the DTC is 10 h. The PB increases to 34 years when the investment cost is 3000 € kW−1 and the
DTC is 4 h. PBs lower than or equal to 20 years are reached when the investment costs are lower
than 2000 € kW−1 and the DTC is greater than 6 h. In Figure 6b, the NPV decreases sharply when
the investment cost increases. Again, a red line represents the border between positive and negative
values. An NPV of –581 M€ is reached when the investment cost is 3000 € kW−1. The NPV increases to
294 M€ when the investment cost is reduced to 1000 € kW−1 and the designed DTC is 10 h. Finally,
a maximum IRR of 12.92% is obtained when the investment costs are 1000 € kW−1 and the DTC is 10 h.
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IRRs greater than or equal to 6% are reached when the investment costs are lower than 2000 € kW−1

and the DTC is greater than 5 h.Appl. Sci. 2020, 10, x FOR PEER REVIEW 10 of 16 
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line represents zero NPV; (d) internal rate of return.

According to the calculated investment costs, the profitability of each HPS is finally presented in
Table 3, considering a DTC of 8 h as well as the digging of new caverns or tunnels as a lower reservoir
for UPSH plants, where an investment cost of 3138 € kW−1 was estimated in Section 3.1. A pumping
cycle time of 10.64 h has been assumed. As indicated previously, maximum output powers of 62,
109 and 219 MW have been considered for HPS 1, HPS 2 and HPS 3, respectively. The EBIT increase
from 554.85 k€ year−1 in HPS 1 to 3335.28 k€ year−1 in HPS 3. The NPVs are negative in all HPSs,
while the IRRs obtained are lower than 2.75%. Finally, high PBs (greater than 24 years) have been
reached. Therefore, the construction of new underground infrastructure as the lower reservoir of a
UPSH plant is not economically feasible.
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Table 3. Profitability analysis of HPS 1, HPS 2 and HPS 3, considering the construction of new tunnels
or caverns, DTCs of 8 h and a lifetime of 35 years.

EBIT and Profitability HPS 1 HPS 2 HPS 3

EBIT (k€ year−1) 554.85 1352.20 3335.28
NPV (k€) −41,570.22 −65,194.66 −118,307.90
IRR (%) 2.43% 2.61% 2.75%

PB (years) 25 25 24

The profitability analysis of HPS 1, HPS 2 and HPS 3 is shown in Table 4, considering an investment
cost of 1675 € kW−1 (estimated in Section 3.1) and a DTC of 8 h. The results obtained when the
existing underground infrastructure is used are much better than those of the previous scenario.
The maximum NPV is 185.70 M€ and has been obtained in HPS 3, while the IRR increases to 7.10%.
The minimum IRR is reached in HPS 1 (6.6%). Finally, the minimum PBs decrease to 15 years in all
HPSs. This demonstrates that a UPSH plant could become economically feasible using the existing
infrastructure and participating in the ancillary services markets.

Table 4. Profitability analysis of HPS 1, HPS 2 and HPS 3, making use of existing infrastructure and
considering DTCs of 8 h and a lifetime of 35 years.

EBIT and Profitability HPS 1 HPS 2 HPS 3

EBIT (k€ year−1) 3115.57 5847.65 12,368.74
NPV (k€) 44,614.77 86,094.49 185,702.73
IRR (%) 6.66% 6.90% 7.10%

PB (years) 15 15 15

3.4. Design Considerations of UPSH Plants

The proper dimensioning of a UPSH plant is highly important for optimizing its economic
feasibility. The net head and the amount of water moved must be maximized for increasing the storable
amount of energy and the economic feasibility. Although the amount of energy remains constant,
different dimensioning of UPSH could be carried out depending on the DTC. When the DTC increases,
the output power of the FT decreases, consequently reducing the investment costs. DTCs greater than
7 h would be suitable for UPSH plants. The profitability also depends on the lifetime considered.
Therefore, the profitability analysis was carried out considering lifetimes of 50 and 75 years. In addition,
when the lifetime is increased, the amortization costs decrease and the EBIT increase.

Table 5 shows the NPVs, IRRs and PBs for HPS 1, HPS 2 and HPS 3 when considering the
construction of new tunnels or caverns as a lower reservoir. The NPVs and IRRs of HPS 1, HPS 2 and
HPS 3 increase with respect to the scenario that considers a lifetime of 35 years. However, IRRs lower
than 5% and NPVs lower than 167.88 M€ are reached for 75 years, and therefore the projects are not
economically feasible.

Table 5. Profitability analysis of HPS 1, HPS 2 and HPS 3, considering the construction of new tunnels,
DTCs of 8 h and lifetimes of 50 and 75 years.

Lifetime 50 Years 75 Years

HPS HPS 1 HPS 2 HPS 3 HPS 1 HPS 2 HPS 3

NPV (k€) −3017.07 4110.40 23,617.80 36,419.81 74,753.03 167,882.32
IRR (%) 3.92% 4.06% 4.17% 4.68% 4.79% 4.88%

PB (years) 25 25 25 25 25 25
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Table 6 shows the profitability analysis for lifetimes of 50 and 75 years in UPSH plants where the
existing infrastructure is used as a lower reservoir. The NPV and the IRR reach 471.89 M€ and 8.13%
when the lifetime of the UPSH increases to 75 years. The NPVs of HPS 3 for a lifetime of 75 years are
increased by 284% and 108% in comparison with the values obtained for HPS 1 and HPS 2, respectively.
Finally, the PB remains constant in each HPS.

Table 6. Profitability analysis of HPS 1, HPS 2 and HPS 3, making use of existing infrastructure and
considering DTCs of 8 h and lifetimes of 50 and 75 years.

Lifetime 50 Years 75 Years

HPS HPS 1 HPS 2 HPS 3 HPS 1 HPS 2 HPS 3

NPV (k€) 83,167.91 155,399.55 327,628.43 122,604.79 226,042.18 471,892.95
IRR (%) 7.47% 7.68% 7.86% 7.78% 7.97% 8.13%

PB (years) 15 15 15 15 15 15

3.5. Comparison with Other Storage Technologies

The installation cost of energy storage technologies (€kWh−1) has been compared with UPSH plants.
Figure 7 shows the planned installation cost of a number of energy storage types for 2030 and highlights
the low cost of conventional PSH (19 € kWh−1), followed by CAES systems (38.26 € kWh−1) [2,34].
Electrochemical storage like lithium-ion is still more expensive to install, but it is more efficient at storing
and releasing energy, opening it up to a wider range of potential applications [34]. The installation
cost of UPSH plants using the existing infrastructure reaches 20.90 € kWh−1, while the cost of UPSH
considering the excavation of new tunnels increases to 38 € kWh−1.
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4. Conclusions

The economic feasibility of UPSH plants participating in the day-ahead and ancillary services
markets in the Iberian electricity system is presented for three HPSs. A deterministic model has been
applied in order to maximize the income and minimize the costs for purchasing electricity. Different
DTCs between 4 and 10 h have been considered in order to evaluate the economic feasibility of UPSH
plants. In addition, the investment costs when making use of existing underground infrastructure and
when excavating new tunnels or caverns as a lower reservoir have been estimated in order to evaluate
the profitability of the investment.
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The results obtained show that the number of annual production cycles and the amount of
electricity generated decrease when the DTC increases. The maximum number of annual production
cycles is 360 when the DTC is 4 h and decreases to 323 when the DTC increases to 10 h. Although the
spread between the income from selling electricity and the costs for purchasing energy decreases when
the DTC increases, the operating margin increases due to investment costs. In the profitability model,
IRRs greater than or equal to 6% are reached when the investment costs are lower than 2000 € kW−1

and the DTC is greater than 5 h. In general, it can be concluded that the IRR increases when the
investment costs decrease and the DTC increases.

A UPSH plant is not economically feasible when new infrastructure has to be built. Maximum
IRRs of 2.43%, 2.61% and 2.75% have been obtained for HPS 1, HPS 2 and HPS 3, respectively, with a
minimum PB of around 24 years. On the contrary, the investment cost of a UPSH plant is reduced by
46.6% (1675 € kW−1) when the existing underground infrastructure is used as a lower reservoir. Under
these conditions, a UPSH plant could be economically feasible (IRRs greater than 6% and PBs lower
than 15 years) when participating in the ancillary services markets, dimensioning DTCs greater than
6 h and using the existing underground infrastructure as a lower reservoir.

Author Contributions: Conceptualization, J.M.; investigation, J.M., J.M.F.-O. and J.L.; methodology, J.M.; software,
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and J.M.F.-O.; supervision, J.L. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
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Nomenclature

A-CAES Adiabatic compressed air energy storage
CAES Compressed air energy storage
DTC Daily turbine cycle time at full load
EBIT Earnings before interest and taxes
ESS Energy storage system
FT Francis pump-turbine
HPS Hydropower station
IRR Internal rate of return
LA Lead-acid
Li-ion Lithium ion
LMO Lithium manganese oxide
MISO Mid-continent Independent System Operator
NPV Net present value
NCA Nickel cobalt aluminum
NMC Nickel manganese cobalt
NYISO New York Independent System Operator
O&M Operation and maintenance
PB Payback period
PSH Pumped storage hydropower
PV Photovoltaic
RES Renewable energy sources
UPSH Underground pumped storage hydropower
VRLA Valve-regulated lead-acid

17



Appl. Sci. 2020, 10, 3947

Appendix A

Table A1. Assessment of the investment costs of a UPSH plant, considering an FT with 219 MW of
output power and a DTC of 8 h. Civil works, hydromechanical equipment and penstock, hydropower
equipment, electric substation and grid connection.

UPSH—Investment Cost (k€)

Civil works 525,692.80

Surface works 31,110.40

Upper reservoir 30,730.00
Excavation and support 23,680.00
Waterproofing 7050.00

Electric substation 380.40

Underground works 494,582.40

Tunnel of access 24,923.30
Excavation and support system 24,800.00
Lighting system 48.50
Ventilation system 74.80

Powerhouse cavern 12,555.63
Excavation and support system 8950.00
Cavern equipment 2485.00
Vent shaft and electric cables 975.30
Drainage drift 145.33

Lower reservoir 453,333.33
Submergence tunnel 2550.00
Vent shaft 652.40
Surge tank 567.74

Hydromechanical equipment and penstock 16,986.52

Intake 3280.00
Penstock 4056.00
Auxiliary systems 9650.52

Hydropower equipment 99,709.12

Francis pump-turbine 37,640,85
Motor-generator 35,321.85
Electrical and control systems 25,895.53
Fire protection system 850.90

Electrical grid connection 4510.50

Electric substation 3250.30
Powerline 1260.20

Total Cost (k€) 639,209.18
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Table A2. Assessment of the investment costs of a UPSH plant, considering an FT with 219 MW of
output power and a DTC of 8 h. Commissioning and project management.

UPSH—Investment Cost (k€)

Commissioning 4140.85

Spare parts and staff training 895.30
Civil and structure works and penstock 450.20
Mechanical review 790.25
Electrical review 675.80
Control system review 560.40
Commissioning testing 768.90

Project management 36,301.30

Building permits and others 16,950.00
Engineering 3250.00
Construction management 4230.90
Security and health 2420.40
Waste management 9450.00

Total Cost (k€) 40,442.15
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Featured Application: The work provides important data and information relating to future en-
ergy storage options and in particular the role CAES might play in load balancing and the inte-
gration of renewable energy technologies into electricity grids.

Abstract: The increasing integration of large-scale electricity generation from renewable energy
sources in the grid requires support through cheap, reliable, and accessible bulk energy storage tech-
nologies, delivering large amounts of electricity both quickly and over extended periods. Compressed
air energy storage (CAES) represents such a storage option, with three commercial facilities using
salt caverns for storage operational in Germany, the US, and Canada, with CAES now being actively
considered in many countries. Massively bedded halite deposits exist in the UK and already host, or
are considered for, solution-mined underground gas storage (UGS) caverns. We have assessed those
with proven UGS potential for CAES purposes, using a tool developed during the EPSRC-funded
IMAGES project, equations for which were validated using operational data from the Huntorf CAES
plant. From a calculated total theoretical ‘static’ (one-fill) storage capacity exceeding that of UK
electricity demand of ≈300 TWh in 2018, filtering of results suggests a minimum of several tens
of TWh exergy storage in salt caverns, which when co-located with renewable energy sources, or
connected to the grid for off-peak electricity, offers significant storage contributions to support the
UK electricity grid and decarbonisation efforts.

Keywords: energy storage; exergy; CAES; salt caverns

1. Introduction

Current energy systems, relying primarily on fossil fuels (coal, oil, natural gas), pro-
duce carbon and greenhouse gases (C&GHG), contributing to the problem of global climate
change. There is therefore, an increasing need to reduce C&GHG emissions. From ini-
tial targets of 80% reductions by 2050, in June 2019, the UK Government set a revised
target of net zero emissions by 2050 [1], which was followed by the launch of the EU’s
‘European Green Deal’ in December 2019 [2]. These aims will require significant effort
across many industrial sectors that represent large emission sources, including electrical
power generation.

Worldwide, transitioning from fossil fuel to cleaner, but intermittent, unpredictable,
and inherently more variable mixed renewable energy sources (wind-power and solar
photovoltaic [PV] plants) for electricity generation is enabling GHG emission reductions.
However, if naturally variable renewable electricity sources comprise high percentages
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(>80%) of the generated supply, the daily and seasonal variations in generation and capac-
ity places greater challenges on power networks to meet transmission and distribution
demands [3]. Alongside seasonal variation in electricity demand, issues then arise over
security of supply, as power systems require balancing at various scales, ranging from
second and minute reserves, to hourly, daily, weekly, and inter-seasonal (monthly) storage
to meet and offset variability [3,4]. Therefore, patterns of demand not following such
variations in electricity generation from renewable sources require fast-ramping, back-up
generation, supported by reliable forecasting and, importantly, increased bulk, grid-scale
storage capacity [3,4].

Electrical energy storage (EES) technologies are recognised as underpinning tech-
nologies to meeting these challenges, but they vary greatly in capacity, role, and costs.
Some technologies provide short-term, small-scale energy storage options (e.g., batteries),
whereas others represent load-levelling and longer-term utility scale and grid support
through chemical and mechanical bulk energy storage technologies. The two largest and
only current commercial, grid-scale, mechanical bulk energy storage technologies capable
of providing fast ramp rates, good part load, and long duration are pumped hydroelectric
storage (PHS) and compressed air energy storage (CAES) [5]. They are less economic or
suitable as inter-seasonal storage options to balance longer term, seasonal fluctuations,
or long-lasting wind shortages due to low volumetric energy storage densities (≈0.7 and
2.40 kWh/m3, respectively; see below) [6].

Despite extensive investigation and research into CAES technology from the 1960s [7,8],
worldwide, commercially operational grid-scale CAES capacity is provided by just three salt
cavern-hosted facilities: the conventional (diabatic) Huntorf, Germany (1978, 321-MW) [9],
and McIntosh, USA (1991, 110-MW) CAES plants [7,8,10], and in November 2019, the small
(1.75MW/7MWh+) plant at Goderich, Canada, which became the world’s first commercial
adiabatic CAES plant [11]. Sustained rapid growth in wind power and making it dispatch-
able has renewed interest in CAES [5,12]. Despite significant research and some extended
tests [13,14], no porous rock CAES plants exist, which is due mainly to economic and geological
factors that, prior to development as a realistic storage option at scale, must be overcome [3,12].
Nevertheless, offshore porous rock storage is advocated as having inter-seasonal potential for
the UK [15].

Particularly pertinent, following the UK Government’s October 2020 announced
intention of becoming the world leader in green energy involving mainly increased offshore
wind farm generation [16], we explore the prospects and possible capacity of salt caverns
for UK CAES exergy storage in selected onshore and offshore massively bedded halite
deposits (Figure 1). These offer large energy storage volumes to underpin affordable and
energy-secured decarbonisation and the development of low-carbon energy system design,
policy, and regulations. The method proposed here will also be applicable to other countries
with storage potential identified in salt caverns, particularly in Eurasia, North and South
America, and Sub-Saharan Africa [17].
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Figure 1. General outcrop map of the main halite basins studied onshore England and offshore East
Irish Sea. Note area indicated in the East Irish Sea is that of the Triassic Preesall Halite at depths
investigated (500–1500 m). Refer also S2, Table S1 for details on UGS facilities.

2. Mechanical, Bulk Electrical Energy Storage (EES), and the Potential of CAES

PHS is the most mature, proven bulk energy storage technology, whereby energy is
stored in the form of the gravitational potential energy of water pumped from a lower
to a higher elevation reservoir. Pumps are typically run by low-cost surplus, off-peak
electrical power, and during periods of high/peak electrical demand, release of the stored
water through turbines generates electric power. Used by electric power systems for
load balancing, it reliably provides a large-scale and fast-responding storage option, with
a current worldwide grid-connected capacity of ≈188 GW and representing ≈96% of
the total global energy storage capability [18]. Significant potential for hydro-storage
capacity may still exist in many other areas around the world [19]; however, ultimate
development and capacity for PHS in most developed countries, including the UK, is
considered limited and constrained by social, environmental, availability, and geographical
considerations [5,20,21].

CAES, with a modest surface footprint and greater siting flexibility relative to PHS,
represents a low-cost technology that is capable of a power output of over 100 MW. CAES
is based on large quantities of electrical energy stored as high-pressure, compressed air
in an underground storage ‘reservoir’ (currently salt caverns). During peak demand, air
is withdrawn and used in the generation of electricity, and as with PHS, the release of
power can be very quick. Worldwide, CAES capacity is currently around 431 MW [18], and
CAES is viewed increasingly as offering bulk storage potential and a solution to levelling
intermittent renewables generation (wind-power and solar photovoltaic [PV] plants),
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and capable of maintaining system balance (S1, Tables S1–S6) [3,5]. CAES technology has
advantages over PHS, including a lower visible impact on the landscape and a greater scope
for building CAES facilities nearer the centres of wind-power production, especially in
parts of Europe and regions of the USA. CAES facilities in salt caverns already successfully
provide minutes to hours reserve at Huntorf (Germany) and balancing out grid loads over
a weekly cycle at McIntosh in the USA [4,9]. However, significant barriers to implementing
large-scale CAES plants lie in identifying appropriate geological storage options and thus
geographical locations, low round-trip efficiencies of CAES and the low volumetric energy
density of compressed air (2.4 kWh/m3) [6,22,23].

Energy in compressed air caverns is stored in the form of physical (mechanical)
potential energy, whereas energy in compressed gases is chemical storage (chemical en-
ergy bonds). Consequently, the volumetric energy density of air is several orders of
magnitude lower than that of gases such as hydrogen (≈170 kWh/m3) or natural gas
(≈1100 kWh/m3) [4]. Accordingly, to make CAES economically viable requires very large
volumes of air, which can only be achieved through high pressures and large volume
storages. Geological storages at depth offer such storage conditions, with typical gas stor-
age salt caverns, in particular, offering rapid cycling and high flow rates to provide ideal
storage options. However, the lower volumetric energy density of air means that CAES
plants are less suitable for long-term applications and storage because greater storage
volume (increased cavern numbers) is required, increasing costs compared to gases with
higher value.

Whilst geometrical volumes of compressed air caverns are comparable to those of
conventional natural gas storage caverns, CAES operational pressure ranges (and thus stor-
age volumes) will be considerably lower than for gas storage. This is because of the much
higher cyclic pressure frequency rate together the with current technological development
of compressors, heat storages, and turbines, meaning the operational pressures are also
lower, being well below 100 bar [4]. Thus, commercial, central, grid-scale CAES plants will
require deep underground (geological) storages such as those already used for natural gas,
hydrogen, and the rare examples of already operational CAES plants.

Conventional (diabatic) CAES technology is based upon traditional gas-turbine plants
requiring fossil fuel combustion and thus associated emissions during electricity generation,
making it less attractive when compared with other EES technologies [24]. Nevertheless,
the fitting of recuperators and advances in CAES technologies, particularly if advanced
adiabatic or isothermal CAES technologies requiring no external source of energy to heat
the withdrawn air eventually prove feasible, together with linking to renewables generation
(including offshore wind), all offer the future prospect of improved cycle efficiencies, with
the reduction and possibly elimination of emissions.

3. CAES-Geological Storage Options, Developments, and Restrictions

Bulk geological storage options and the technologies behind current and future elec-
trical energy storages for compressed air are derived largely from tried and tested storage
technologies developed for the underground storage of large volumes of high-pressure
natural gas [4]. Most common geological options are porous rock formations (depleted gas
fields and aquifers), or man-made (solution-mined) salt caverns. Where such options are
not available conventionally mined, non-salt rock caverns and lined rock caverns repre-
sent alternatives, but they are significantly more expensive. These same options apply to
potential CAES development (S1 and S1, Tables S1–S6).

As alluded to above, CAES has been considered for many decades [7,8] but to date,
only three commercially operational CAES plants exist, at Huntorf [9], McIntosh [10], and
most recently at Goderich [11]. Between 2012 and 2016, a small 2 MW isothermal CAES
demonstration plant using a reconditioned former liquid hydrocarbon storage salt cavern
and linked to wind generation, operated at Gaines, Texas, although it is not believed
to be currently operating [25,26]. Salt caverns provide important high flexibility with
respect to turnover frequency, as the open cavity enables very high flow rates permitting
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high injection/withdrawal rates required for rapid cycle storages. They also offer ideal
conditions for compressed air storages because unlike porous reservoirs, the rock salt is
inert to oxygen [4]. Thus solution-mined salt caverns are a likely first choice for CAES
in the UK, and for CAES proposals linked with renewables, they are the overwhelming
majority (S1, Table S1).

Many regions of the world lack suitable salt deposits, and so, the suitability of porous
rock storage has long been and remains under investigation [12–14]. However, serious
doubts exist over the likely development of porous rock storage (principally aquifers), with
no CAES plants having operated commercially and only a few small test facilities having
been constructed, with variable results (S1, Tables S2 and S3). The King Island project in
California demonstrated the technical feasibility of using an abandoned natural gas reser-
voir for a 300 MW, 10 h CAES facility, with the reservoir capable of accommodating the flow
rates and pressures necessary for the operation of the facility. Originally planned for open-
ing around 2020, its progress appears stalled due to the high cost of a CAES facility relative
to alternative energy storage technologies [27]. All test facilities encountered problems
with one of more of the following: wells and economics, pressure anomalies, variations in
reservoir quality and performance, formation of the ‘air bubble’ in the storage reservoir,
and reaction between the oxygen of the injected air and minerals in the reservoir rock
leading to oxygen depletion and/or potential for bacterial/micro-organism growth and
porosity reduction. Proposed aquifer storage potential for the UK would be offshore [15],
thereby increasing costs, which currently thus seems less likely than salt cavern storage.

Depleted field storages appear even more unlikely with a potential hazard posed by
residual hydrocarbons in the depleted gas formation. Introducing compressed air presents
the risk of ignition and explosion, both underground and during discharge [28].

Additionally, and although more expensive options, gas storages have and still operate
in abandoned mines and unlined or lined, conventionally mined rock storages. Similar
constructions could host CAES in regions lacking cheaper geological alternatives [7,8] and
have been considered (S1, Tables S4–S6). Various CAES test facilities have operated briefly
in Japan and Korea, and long-standing plans for CAES in a former limestone mine at
Norton, Ohio were finally shelved in 2013 [29]. Small tests for adiabatic CAES are currently
ongoing in an unlined Swiss tunnel [30] and a lined old mine working in Austria [31].
Whilst under consideration in, for example, USA, Mongolia, and Australia, such storages
may be considered unlikely in the UK.

Non-geological CAES schemes offering storages of small volume. Though not con-
sidered here they include aboveground, or shallowly buried steel vessels or pipes [32,33],
energy bags secured to the seabed [34], wind turbines linked with energy storage in sup-
porting legs [35], or those in which power is converted directly from the rotor by means of
gas/air compression within the rotor blades [36].

4. Materials, Exergy Storage Tool, and Methodology

This section outlines briefly the UK bedded halites, UGS sites together with the de-
velopment of the model and the derivation of estimates for exergy storage (refer Figure 2),
further details of which are provided in S1–S3.

4.1. Massively Bedded UK Halite Deposits Available

Important massively bedded halite deposits are developed in the UK and have been
associated with, or identified as potential hosts for, large solution-mined natural gas storage
caverns (Figure 1; S2, Table S1). The halite deposits considered extensive and thick enough
for cavern construction occur in four main basins (with ages) [37]:

• The Northwich Halite Member of Cheshire Basin, onshore north-central Eng-
land (Triassic)

• The Preesall Halite Member of the offshore East Irish Sea (EIS) (Triassic)
• The Dorset Halite Member of Wessex Basin, on- and extending offshore southern

England (Triassic)
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• The Fordon Evaporite Formation, on- and extending offshore Eastern England (Upper
Permian, Zechstein [Z2]).

Figure 2. Workflow for the estimation of exergy storage provided by solution-mined salt caverns in the main halite-bearing
basins of the UK.

These deposits offer important alternative energy storage capacity, and this study
has assessed their potential for large-scale exergy storage through CAES. Differing from
energy that is always conserved, exergy which takes its basis from the second law of
thermodynamics, measures the loss of energy quality in every energy transformation
process. Exergy tends to be destroyed during any conversion or storage processes, and
therefore, exergy storage capacity quantifies the maximum useful work of the stored
air that could be used in subsequent power generation. Exergy analysis is employed
in applications with electricity output and power generation processes, and an exergy
analysis tool was developed to estimate the exergy losses in energy conversions associated
with a salt cavern-based CAES system. This permitted an estimate of the exergy storage
capacity of the compressed air stored in a salt cavern for generating electricity during the
discharging period [38]. Compared to conventional static thermodynamic exergy analysis,
our developed tool also considers time-dependent factors that affect the overall electrical
efficiency of a CAES system, such as dynamic internal air responses in the cavern and the
coupled thermal effects of surrounding rocks [S3].

The Triassic and Permian bedded halite deposits in Northern Ireland have not been
included here, as they are poorly defined and largely identified for UGS purposes [37].
Equally, the available Preesall Halite in NW England has also been identified for UGS
and is not included here [37,39]. The Zechstein halite beds extend offshore from eastern
England into the Southern North Sea, where due to halokinesis, they may attain great
thicknesses. For various reasons, they have not been included in this study: they occur
often far offshore and show significant changes in thickness over short distances, with
some salt structures rising to shallow depths, even approaching close to sea bed, and are
often in association with existing producing gasfields [40]. However, they should not be
ruled out as CAES hosts, perhaps linked to the growing number of offshore windfarms.
If existing hydrocarbon infrastructure (platforms, pipeline and cable routes, etc.) could
be re-purposed, development costs, which are high for proposed gas storage caverns
(A. Stacey, pers comm.), might be reduced significantly.
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4.2. Exergy Storage Terminology—The Gas Storage Experience

The technology behind current and future storages for electrical energy based on
compressed air, H2, or SNG storages is derived largely from tried and tested storage
technologies developed for the storage of natural gas [4]. A terminology has emerged to
define operations and refer to the volumes of gas in an underground gas storage facility,
which we adopt here when defining the exergy stored and explain below.

Underground gas storages generally operate by compressing the storage gas during
injection and decompressing the gas again during withdrawal. The total gas storage
capacity or volume is the maximum volume of natural gas that can be stored at the
storage facility. This is governed by several physical factors such as the reservoir volume,
engineering, and operational procedures including minimum and maximum pressure
ranges and injection rates, which are determined from rock mechanical studies. The total
storage volume comprises two elements:

• Working gas’ volume, which represents the available gas that can be used between
the maximum and the minimum operating storage pressures

• Cushion gas’ volume, representing that below minimum operating pressure that is not
available and which must remain permanently in the storage to provide the required
minimum pressure to maintain the geomechanical stability of the storage. In the case
of porous rock storage, it also provides some of the drive, but it is irretrievable, being
effectively lost in the porosity.

The working gas volume represents the ‘static’, one-fill gas capacity and does not
reflect multiple filling cycles. Thus, it is representative of a seasonal storage, similar to
most traditional aquifer and depleted field storages. Of course, gas storages may be cycled
many times during a year, which gives rise to what is described as a ‘dynamic working gas
volume’ [39], which is greater than the static one-fill working gas volume.

Thus, exergy storage estimates are here referred to as the ‘working exergy’ (that
available for work) and the ‘cushion exergy’ (that portion that must remain in the salt
cavern/storage). The exergy tool was set up to calculate the static ‘working exergy’ (avail-
able) volume (see below). After introducing the static one fill ‘working exergy’ storage, we
describe how, through a series of filters, attempts are made to derive realistic static ‘working
exergy’ storage estimates from the total theoretical storage calculated (Figures 2 and 3a,b).
These are based on cavern sizes and percentages of the total number of caverns, including
that based upon the number of gas storage caverns in any particular basin (Figures 4–8).

However, as with gas storage caverns, the static ‘working exergy’ storage capacity
is increased by multiple cavern-filling cycles. Therefore, also described and calculated
are ‘dynamic working exergy storage’ capacity estimates, which are based upon multiple
cavern cycles per year. The yearly cycle numbers are derived from different injection and
withdrawal rates, which are informed by both CAES and UGS experience (S2, S3).

4.3. Exergy Storage Tool

The exergy storage system is represented by a thermal modelling tool developed
during the EPSRC-funded IMAGES project [38] and augmented during this study (S3) to
calculate stored exergy for individual caverns of known depths and size/volume, in two
operational modes: constant volume, variable pressure (isochoric), and constant pressure,
variable volume (isobaric) modes. The tool, equations for which were validated using
operational data from the Huntorf CAES facility [38], considers three wall conditions to
approximate and model the unsteady heat transfer (flux) between the injected air and
cavern walls and models. Two cavern wall conditions represent idealistic and somewhat
unrealistic, end-member models:

• Adiabatic boundary conditions in which heat flux into the surrounding rock mass
is zero

• Isothermal boundary conditions in which heat flux is infinite with perfect conduction
into and through the surrounding rock mass
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Figure 3. Plots of theoretical ‘static’ (one-fill) exergy storage estimates for the three thermal models for all potentially
available caverns over the two depth ranges for all caverns with the basins studied. Parts (a,b) show graphs for combined
totals from each basin for the two depth ranges, together with the estimated stored exergy to work for each thermal model.
Parts (c,d) show graphs for the estimated stored exergy to work for each thermal model based upon percentages related to
UGS numbers of the combined totals from each basin for the two depth ranges. Parts (e,f) show graphs breaking storage
down by basin for the three thermal models, including stored exergy to work estimate for the CHT model also shown, with
outlines data ranges being those pertinent to CHT model storage data presented in Figure 4. Parts (g,h) show graphs for
estimates based upon a percentage related to the number of operation and/or planned UGS caverns in the basins.
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Figure 4. Plots of ‘static’ (one-fill) exergy storage estimates for the preferred CHT model, over the two depth ranges and
cavern sizes (100 m+ and 100–150 m height) considered for CAES. Graphs for all potentially available caverns, 1% of
available caverns and estimates based upon a percentage related to the number of UGS caverns in the basin. Parts (a,c)
show data for the 500–1300 m depth range and parts (b,d) those data for the 500–1500 m depth range. Key common to all:
blue = stored exergy, brown = stored exergy to work.
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In practice, realistic CAES cavern operation lies somewhere between the two end-
member cases, and the convective heat transfer (CHT) wall condition for a practical
(diabatic) cavern operational scenario was developed and is thought to more accurately
represent actual storage conditions: during the cavern charging period, thermal energy
of the air stored in the cavern is lost to the immediate surrounding rock mass, whilst the
air temperature still increases due to the internal compression [38]. The two-end member
scenarios produce slightly greater (isothermal) and smaller (adiabatic) exergy values,
bracketing the CHT model (see Figure 3 and S2, Tables S3 and S4). Consequently, we have
further refined the modelling tool for CHT conditions to implement their equations and
predict the exergy stored when charging an uncompensated isochoric (constant volume,
variable pressure) cavern or set of caverns. Results of this scenario are presented and
discussed here.

Input parameters to the exergy modelling tool are summarised in S2, Table S2. Cavern
surface areas and the calculation of heat transfer from the cavern void into the walls are
necessary for CAES, estimates of which were derived relative to each cavern mid-point
depth. They were calculated using the geothermal gradient for each specific basin, with
an average annual surface temperature of 9.5 ◦C and pressure of 1 bar (14.5 psi). The tool
imports the depths, volumes, temperatures, and min/max storage pressures calculated
for each cavern and models iteratively, as well as the cavern-fill (exergy storage) from the
starting point of the minimum to maximum permissible storage pressures. Results for the
three differing cavern wall heat transfer models for each cavern over the two cavern depth
ranges are output to a spreadsheet as the ‘working exergy’ storage in megawatt hours
(MWh), together with the maximum pressure (pascals) and stored air mass (kg).

However, energy losses occur during generation, most notably through heat exchang-
ers and in the turbines. From an energy and exergy analysis for 10 salt caverns of 100 m
plus height in the Cheshire Basin, it was calculated that a full charge of all 10 caverns could
store a net exergy of 25.32 GWh, of which ≈92% (23.19 GWh) could be converted to work
via the turbines [41]. Therefore, alongside stored exergy estimates in Figures 3–8, we also
present estimates of the stored exergy to work available, data behind which are provided
in S2, Tables S3–S8.

4.4. Exergy Storage Assessment—Methodology

Figure 2 summarises the exergy storage assessment process. From borehole log data
and map information in the public domain and held by the British Geological Survey, the
tops, bases, and thicknesses of the halite deposits and major faults were mapped within each
basin. These data were input to ArcGIS, which was used to obtain potential cavern locations,
depths, and basic cavern parameters such as heights, diameters, available volumes, spacing
and casing shoe depths based upon criteria applied to the design, development, and
construction of gas storage caverns in the same strata [42]. The halite beds were evaluated
over the depth ranges under consideration for CAES operations, with casing shoe depths
(and thus pressures) in general between 500 and 1300 m [23] as well as up to 1500 m depth
as at the proposed CAES plant at Larne, Northern Ireland [43]. Then, these basic cavern
data were input to a modelling tool and used to estimate the exergy storage potential of
prospective UK onshore and offshore East Irish Sea areas, using pressure and temperature
ranges derived from gas storage investigations in these areas. Basic theoretical storage
estimates are derived (Figure 3) that are only that and which, for various reasons, are clearly
unrealistic totals. Most obviously, not all cavern locations will ultimately be available or
suitable for cavern creation due to geological constraints, salt quality across the basin,
together with economically and operationally viable cavern sizes. Therefore, a series of
filters, based upon likely cavern height ranges, sizes, and differing storage operations, have
been applied to derive more realistic CHT storage estimates for each basin. These can be
compared to the annual UK electricity demand of 300 TWh [44].
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In an attempt to obtain realistic assessments of the potential provided by the bedded
halite resource, the total exergy storage estimates from each basin were filtered in a variety
of ways:

• Taking 1% of the estimated exergy storage for the ‘available’ UK caverns
• Calculating the cavern storage estimates based on a percentage reflecting the number

of operational or permitted UGS caverns in the UK (148) relative to the total number
of possible caverns

• Filtering the caverns to include only those of greater than 100 m height
• Filtering the caverns to include only those of 100–150 m in height
• For the two filtered cavern height datasets, applying filters taking 1% of caverns and a

percentage of the storage, using UGS cavern numbers relative to the total number of
possible caverns in individual basins.

The figure of 1% is not based on industrial experience or previous studies. However,
it provides a first pass understanding of the potential cavern numbers and storage capaci-
ties over the differing depth ranges, against which estimates set against the constructed
or planned UGS cavern numbers in the two most developed basins can be evaluated
(S2, Table S1): Cheshire Basin (73 caverns = 3.5–4%, for 500–1300 and 500–1500 m depths,
respectively), Eastern England (37 caverns = 2–4%, respectively). Therefore, the figure of
1% is lower than these percentages and thus appears a reasonable gauge against which
exergy storage estimates might be assessed initially (Figures 3 and 4). However, Figure 3
reveals very high storage estimates for the Wessex Basin, which is a potentially large region,
but one in which the halite beds are less well characterised; halite beds were unknown
in the area until oil and gas exploration began in the 1970s [37]. Consequently, further
refinement of the estimates was attempted, reflecting more the degree of exploration and
the proven potential and capabilities of the halite beds in each of the main halite basins.
The greater numbers of storage caverns in the Cheshire Basin (73) and Eastern England
(37) mean that these basins represent the most mature areas in terms of exploration and
development of the halite beds. Thus, they potentially provide the more accurate and
greater storage estimates when compared to using only the planned or permitted 24 and
14 cavern numbers for the lesser exploited EISB [45] and Wessex [46] basins, respectively.
The latter two basins currently represent higher-risk target storage horizons, where in the
case of the EIS, remoteness and its offshore location also increase CAPEX and OPEX costs
of storage projects [45].

Additional efforts to derive realistic exergy storage estimates were also undertaken
through filtering the storage outputs based upon cavern heights, with two sets of caverns
assessed based on the experience of the maximum heights of gas storage caverns in the
same salt beds, or those of proposed storage caverns in the Wessex Basin and the EIS.
Firstly, caverns of 100 m and greater were selected, arising from the general sizes of UGS
caverns developed or proposed in the same halite beds (refer S2, Table S1). Caverns
smaller than ≈90 m in height are less economic to operate for gas storage purposes and are
likely even more so for CAES due to the lower volumetric energy density (≈2.4 kWh/m3)
of air in comparison to natural gas (1100 kWh/m3) [23]. Importantly, those caverns in
which diameters are much larger than cavern heights of a few tens of metres could be
geomechanically less stable, with caverns thus requiring smaller diameters and thereby
likely to also result in uneconomically small cavern volumes [47]. Secondly, very large (tall)
caverns carry stability issues and operational limits for rapid cycle storage, and therefore,
cavern heights were limited to 100–150 m. This is in part based upon the nature of halite
beds in the Wessex Basin, where geophysical logs reveal that the insoluble content can
comprise significant percentages of the Dorset Halite Member (DHM) [37] and are likely
to significantly impact cavern volumes, stability, and location. This will likely limit areas
of development to those with suitably clean halite for cavern construction. However,
salt exploration boreholes for the construction of 14 gas storage caverns have proved a
saliferous sequence 470 m thick in areas of the basin, with the main halite unit (referred
to as ‘S7’) up to 140 m thick with a low insoluble content of ≈16.5% and in which it was
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assessed that caverns of 100 m in height could be constructed for the purposes of gas
storage [46]. Elsewhere, the Winterborne Kingston Borehole in the NE of the basin proved
halite beds to be 190 m thick [37,48]. Thus, constraining cavern heights to between 100 and
150 m was thought to be realistic for the UK in general and the Wessex Basin in particular.
As previously, a percentage of potentially available caverns and volumes, based upon
filtering for 1% and the percentage of UGS caverns relative to the UGS cavern numbers,
was also extracted for the two cavern height ranges.

5. UK Salt Cavern Exergy Storage Capacity Estimates—Results and Commentary

We now summarise and present the exergy storage estimates and storage capacities
(Figures 3–6) for salt caverns in four of the main UK halite-bearing sedimentary basins:
onshore Cheshire, Wessex, eastern England, and the offshore East Irish Sea (Figure 1;
S2, Tables S3–S8). Figure 3a,b illustrate the total theoretical UK ‘static’ (one-fill) exergy
storage and work from stored exergy for the three models and two depth ranges consid-
ered. For the preferred CHT model conditions, the stored exergy to work available in
caverns for the 500–1300 m depth range (274 MWh) would almost meet the annual UK
electricity requirement of ≈300 TWh (Figure 3a), whilst for the depth range 500–1500 m,
the stored exergy to work available from all three models would prove sufficient to meet
UK electricity needs (Figure 3b). Taking just 1% of the potential caverns provides a ‘static’
exergy storage for the CHT scenario of between ≈3 and 4.7 TWh in the 500–1300 and
500–1500 m cavern depth ranges, respectively (Figure 3a,b, S2, Table S3). Cycled once a
month, this could generate between 36 and 56.5 TWh of storage, or up to one-fifth of the UK
electricity demand, illustrating the importance of this technology in providing a significant
contribution to the UK’s energy storage capacity and electricity supply. It should be noted
that cavern numbers in eastern England are influenced strongly by depth, with much of
the available halite and thus cavern volume being below 1300 m depth.

Taking a percentage of the ‘static’ exergy storage estimates derived from the numbers
of operating or permitted UGS caverns (148) relative to the number of potential storage
caverns (32,185 and 44,849), for the CHT scenario, exergy storage ranges from ≈1.37 TWh
(500–1300 m depth range) to 1.53 TWh (500–1500 m) for the UK as a whole (Figure 3c,d,
S2, Table S3). Figure 3e,f shows the influence of the less explored and characterised
Wessex Basin halite beds on storage estimates, being significantly greater than other basins,
suggesting perhaps 239–367 TWh of storage available and far greater than in the Cheshire
Basin (8–9.3 TWh) or eastern England (2.6–39.7 TWh). Figure 3g,h show the effects on
‘static’ storage of applying a filter based upon the number of operational or planned UGS
caverns in a basin, with the Wessex Basin storage reducing markedly to 0.24–0.37 TWh,
similar to the Cheshire Basin (0.32 TWh) and eastern England (0.1–0.4 TWh).

To refine the estimates, the data were filtered to extract those caverns with heights
of 100 m and greater and those caverns of 100–150 m in height, as described above. For
caverns of 100 m and greater (Figure 4a,b, S2, Table S4), CHT ‘static’ exergy to work storage
estimates for the basins range from between 6.6 (500–1300m) and 7.7 (500–1500 m) TWh in
Cheshire to ≈210 to 348 TWh in the Wessex Basin, the latter skewing the estimates. Cycled
once a month, this could generate between ≈79 and 95 TWh of storage in Cheshire and
12–300 TWh in eastern England. For caverns of 100–150 m in height, the results range from
2.6 and 3.8 TWh in the Cheshire Basin, to between 18.3 and 45.5 TWh in the Wessex Basin,
the latter again being highest, although estimates appear more realistic than simply taking
caverns of 100 m and greater, which takes much of the thick DHM interval as available.
For reasons discussed above, cavern construction may not be feasible over much of the
upper DHM across the basin. Cycled once a month, this could generate between ≈79 and
95 TWh of storage in Cheshire and 12–300 TWh in eastern England.

When the ‘static’ stored exergy to work estimates for each basin are assessed in relation
to the numbers of operational or permitted gas storage cavern numbers in the basins over
the two depth ranges (Figure 4c,d, S2, Table S4), then the potential exergy storage offered
is highest in the Cheshire Basin (up to 0.30 TWh) and eastern England (0.25 to 0.32 TWh)
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areas, with much less estimated for the EIS (<0.1) and Wessex Basin (0.1 to 0.12 TWh).
Cycled once a month this could generate between ≈3.6 TWh of storage in Cheshire and
3–3.84 TWh in eastern England.

Gas storage caverns are cycled more than once a year, and CAES caverns more than
gas storage caverns, effectively increasing the ‘static’ working gas storage capacity and
giving rise to a larger ‘dynamic’ working gas volume [39], or ‘dynamic exergy storage’, as
considered here. At this stage, it is impossible to determine precise cavern depths, sizes, and
temperatures and thus undertake detailed geomechanical and thermodynamic modelling
for all potential cavern locations, volumes, storage pressures, operating scenarios, and
cycle times. Therefore, we outline the processes behind an attempt to calculate the general
‘dynamic exergy storage’ potential for both the 100 m and greater, and the 100–150 m
cavern sets. This was undertaken by estimating the number of cycles per year, which is
based upon flow rates calculated from cavern fill and withdrawal rates in UGS and CAES
operations and taking the average values for the outputs of maximum cavern pressure,
exergy stored and air mass in caverns for CHT conditions from the exergy modelling tool
(see S3 and S2, Table S5).

Thus, cavern emptying or withdrawal times were calculated for three scenarios based
upon an injection phase (cavern charging), involving a conservative mass injection rate
of 108 kg/s, as reported from the Huntorf CAES facility [9] and three differing with-
drawal rates (generation or cavern discharge phase): 108 kg/s (equivalent to injection rate),
417 kg/s (from Huntorf [9]), and a general maximum pressure rate reduction of 15 bar/h
(1.5 MPa/h) for gas storage operations [9,49]. For the latter, an approximate equivalent
air mass withdrawal rate in kg/s was calculated to assess how realistic the rate might
be for any particular scenario. For the higher flow rates, it may be that caverns would
require more than one withdrawal well to achieve the air mass withdrawal rates. Then, the
calculated injection and withdrawal rates were used to derive an estimate of the number of
cycles per year and thus determine the ‘dynamic’ exergy capacity available for the different
model categories (Figures 5–8, S2, Tables S6–S8).

Figures 5–8 illustrate the ‘dynamic’ exergy storage (and stored exergy to work) in-
creases of the 100 m plus and 100–150 m cavern height subsets over the ‘static’ storage
estimates presented in Figures 3 and 4. Dynamic exergy storage estimates based upon the
Huntorf operational parameters (Figure 5a, Figure 6a, Figure 7a and Figure 8a, S2, Table S6)
are lower than those using faster withdrawal rates, which increase the number of storage
cycles possible (Figure 5b,c, Figure 6b,c, Figure 7b,c and Figure 8b,c, S2, Tables S7 and S8).
The ‘dynamic’ exergy storage results illustrate more markedly the potentially significant
contribution of exergy storage through CAES in salt caverns to the UK’s energy storage
capacity and electricity supply. This is highlighted by taking the Cheshire Basin as an
example. Here, exergy storage estimates from the operational cycle based on 108 kg/s
fill rates and 108 kg/s withdrawal rates suggest that caverns of 100 m and greater or
100–150 m in height over the two depth ranges have the potential to provide between
≈139–156 TWh (Figures 5a and 6a) and 63–80 TWh (Figures 7a and 8a) stored exergy to
work respectively, meeting between ≈46–52% and 21–27% of the UK electricity demand
respectively. For the operational cycle based on 108 kg/s fill rates and maximum with-
drawal rates of 1.5 MPa/hr, stored exergy to work estimates range between ≈264–296 TWh
(Figures 5c and 6c) and 119–151 TWh (Figures 7c and 8c) respectively, meeting between
≈88–98% and 40–50% of the UK electricity demand, respectively. Taking the estimates
based on UGS cavern numbers for the two depth ranges and cavern sizes, stored exergy to
work estimates could, using the most cycled operational mode (Figures 5c and 8c), provide
between 13.3 and 13.7 TWh, respectively, meeting ≈4.5% of the UK electricity demand.

The other halite basins provide similarly important additional exergy storage and
exergy to work support, with for example, just 1% of all caverns of 100 m and greater in
the 500–1500 m depth range in the basins providing a further ≈34–65 TWh of work and
meeting ≈12–22% of the UK electricity requirements, depending on the mode of operation
and cycle numbers (Figure 6a–c, S2, Tables S6–S8). Whilst 1% of caverns 100–150 m
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height in the same depth range might provide a further ≈9.53–18.1 TWh of work, meeting
≈3.2–6.0% of the UK electricity requirements (Figure 8a–c, S2, Tables S6–S8). Relative to
UGS cavern numbers in the basins, the figures for 100 m plus caverns in the depth range
500–1500 m might provide an additional ≈12.1–23.2 TWh of work, meeting ≈4–7.7% of the
UK electricity requirements (Figure 6a–c, S2, Tables S6–S8), whilst 100–150 m height caverns
might provide ≈7.5–14.2 TWh of work, meeting ≈1.5–4.7% of UK electricity requirements
(Figure 8a–c, S2, Tables S6–S8). These data illustrate the potential importance of CAES and
salt cavern storage to UK electricity demand and supply.

6. General Discussion

This study has attempted an estimate of the exergy storage (and stored exergy to
work) potential of major bedded halite deposits of the UK onshore and offshore East Irish
Sea areas. Storage would be using salt caverns constructed in the massively bedded halites
and storage estimates are based on three thermodynamic models for the temperature and
pressure variations within CAES caverns developed by ref [38]. Clearly, a number of
significant assumptions and generalisations have been necessary when assessing entire
sedimentary basins. However, current salt cavern hosted gas storage facilities prove that
the UK halite beds studied are capable of hosting large, stable caverns for high-pressure gas
storage. ‘Static’ theoretical storage volume is enough to meet the UK electricity demand
of 300 TWh, although this is unrealistic. Various filters applied to the cavern storage data
together with cycle numbers based upon gas storage operational parameters provide more
realistic dynamic exergy storage and stored exergy to work estimates of at least 36 MWh,
illustrating that salt caverns onshore and in the EIS could deliver significant EES and
grid-scale support.

Estimates for future UK electrical energy storage capacity needs for a net-zero system
in 2050 range from about 1 TWh in total [50] to the latest National Grid Future Energy
Scenario (NGFES) estimates of about 200 GWh [51]. In both cases, the majority of capacity
requirement will be for large-scale, long-duration energy storage, with CAES in all three
NGFES net-zero scenarios contributing about 20–40 GWh. Currently, PHS accounts for
the majority of the UK energy storage capacity, which has 2.8 GW power capacity and
27.6 GWh storage capacity. In 2019, the total energy discharged by PHS in the UK was
1.7 TWh, which is only about 1/70 of the total gas power generation. Due to the potential
site-specific negative environmental and ecological impacts of PHS and the limited avail-
ability of favourable sites, further expansion of PHS capacity in the UK will be difficult.
Lithium-ion battery storage and hydrogen are two promising technologies that may fulfil
this required capacity. Lithium-ion batteries have attracted attention and undergone signif-
icant development in the last 5 years. However, the cost structure (high CAPEX of energy
in $/kWh) renders it suitable only for mainly daily cycling applications, instead of energy
storage operations at timescales greater than 10 h, even with a significantly reduced cost
in future (e.g., $150/kWh) [52]. The design space for large-scale, long-duration electrical
energy storage is plausibly set to be up to $20–40/kWh for balancing a grid with high-
penetration (>90%) variable renewable energy generation [53,54]. Alternatively, hydrogen
energy storage is at the other end of the storage spectrum, being particularly suitable
for long-duration energy storage. Compared to technologies such as PHS, batteries, and
CAES, hydrogen is still in the development phase of prototype or demonstration in order
to validate its technical performance. Its cost reduction may require massive infrastructure
construction (e.g., centralised electrolysis) that enables convenient transmission and distri-
bution of hydrogen [54,55] and further research on currently less mature technologies such
as high-temperature solid oxide or molten carbonate fuel cells that may enable low-cost
scalable hydrogen production [56]. Either of these will add to the uncertainty in timescale
and system-scale of the technology in decarbonising the power system. Although a diverse
range of large-scale long-duration energy storage technologies are needed to deeply decar-
bonise electrical systems, technologies with relative high technology maturity and resource
availability will help mitigate the risk and ensure an early and steady decarbonisation
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progress in the next decade, which may also help reduce the cost required for meeting the
net-zero goal [57].

Amongst all the EES technologies, CAES is a relatively mature technology with large-
scale conventional (diabatic) CAES having been commercially operational since 1978 at
Huntorf, in systems of over 100 MW capacity and employing salt cavern storages. In this
time, pilot ACAES plants have been considered, with a small (2 MW) pilot plant having
operated between 2012 and 2016 in Texas [25,26], and the commissioning in 2019 of the
world’s first ACAES plant in Canada [11], also using salt caverns. Demonstration plants
on the scale of 1–10 MW have been under appraisal (S1, Tables S1–S6) in Europe [30]
and China, where there has also been a successful integration test of the world’s first
100 MW CAES expander [58]. In comparison with other EES technologies, CAES has very
low energy-storage costs ($3–6/kWh) [59], which makes it a cost-effective solution for
long-duration grid-scale energy storage. The cost of CAES is described as low compared
to all other energy storage technologies, which is evidenced by [59,60]. This includes
the cost of hydrogen energy storage, amongst other energy storage technologies. The
works are considered by the authors to be suitable resources for comparing the costs
and other important performance methods of energy storage technologies as opposed to
providing too much detail in this manuscript. Therefore, there exists the real possibility
for the deployment of CAES to offer flexibility at a scale currently provided by fossil fuels
in the system balance on various timescales from short duration (minute to hourly) to
long duration (days/weeks). In contrast to the alternative large-scale storage technology,
PHS, recent studies, and our analysis indicate that substantial exergy storage potential
exists for CAES in the UK area. It is suggested that saline porous rocks (aquifers) in
sedimentary basins of the UKCS area could provide inter-seasonal electricity storage
amounting to approximately 160% of the UK’s electricity consumption for January and
February of 2017 [15]. However, this storage is offshore and distant to demand centres
onshore. Additionally, whilst there has long been interest in the potential for CAES in
porous rock formations [13,14], serious doubts exist over the likely development of porous
rock CAES, with no plants having operated commercially and only a few, mostly small,
test facilities having been constructed: a small 25 MW R&D CAES demonstration facility
operated between 1987 and 1991 at Sesta, Italy [61], while an aquifer field test facility was
built at Pittsfield, Illinois, USA and ran from 1982 through to mid-1984 [14,62]. Following
eight years of investigations and research (2003–2011) funded by the US DOE at the Dallas
Centre, Iowa USA, the Iowa Energy Storage Project, which aimed to develop a utility-scale,
bulk energy storage facility linked to renewable wind energy, was shelved [12]. All of
the above porous rock projects encountered problems with one of more of the following:
pressure anomalies, variations in reservoir quality and performance, ‘air bubble’ formation
in the reservoir, reaction between the oxygen of the injected air and minerals in the reservoir
rock leading to oxygen depletion and/or potential for bacterial/micro-organism growth
and porosity reduction. Aquifer storage for the UK, which would be remote offshore,
thereby increasing costs, thus seems less likely than salt cavern storage, at least in the
short term.

By contrast, our results illustrate the main halite-bearing strata of the UK onshore and
East Irish Sea areas offer very significant CAES exergy storage possibilities and capacity,
which being closer to demand could play a major role in grid support, load-levelling,
and helping to meet the UK’s annual electricity demand, which is currently at a level
of ≈300 TWh [44]. Such resources in combination with renewable energy generation,
particularly solar and wind, could replace the current flexible power generation at a national
scale. Open-source data [63] illustrate that although the UK has achieved substantial carbon
emission reductions in its power sector in the last decades by reducing the coal-based
generation by almost 95%, from about 100 TWh in 2009 to 6 TWh in 2019, gas power is
still an essential source in offering flexibility to maintain the second-by-second balance
between the power supply (including intermittent renewable power) and varying demand.
In 2019, gas power provided 114 TWh electricity that is 42% of all the electricity generated.
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To decarbonise the gas power and provide the flexibility sacrificed, energy storage will play
a significant role and the use of salt cavern-hosted CAES could underpin decarbonisation
of the UK power system by offering large-scale flexibility over multiple timescales.

7. Conclusions

A study of the main halite-bearing strata of the UK onshore and East Irish Sea areas
in which UGS caverns have been constructed or planned has been undertaken to assess
their potential for the construction of salt caverns for CAES purposes and their exergy
storage potential. Storage depths investigated are between 500 and 1500 m. Revisions to
an earlier exergy modelling tool, equations for which were validated by operational data
from the Huntorf CAES plant, have led to a series of exergy storage capacity estimates for
three differing heat models. Both the ‘static’ one-fill exergy storage capacity and a series of
‘dynamic’ exergy storage capacities based on various fill and empty rates are derived. From
a theoretical storage of over 300 TWh, more realistic storage estimates of many tens of TWh
are achieved by way of filtering the estimates based on cavern dimensions and different
storage cycles considering UGS projects and operational modes. Significant exergy storage
capacity exists for CAES in salt caverns, which could provide important support to the UK
electricity grid, requiring 300 TWh per year. As the contribution of intermittent renewables
generation to the grid rises, it is suggested that salt cavern storages constructed onshore,
rather than porous rock storages located offshore, are likely to be the main CAES storage
technology available in the UK at least in the short term.
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Featured Application: Materials investigated in this paper can serve as a substitute of stainless-
steel liners in underground gas/hydrogen storage.

Abstract: Energy production from renewable energy sources is not stable and any fluctuations in
energy productions need to be eliminated with underground energy storage. Demand of under-
ground gas storage will be increasing, due to the switching to green energy, while the availability
of underground storage sites, especially salt caverns suitable for hydrogen storage, is limited. The
purpose of this paper is to compare the hydrogen permeability of different materials and select a
proper liner material for hydrogen storage in Liner Rock Caverns or post mine workings. A variety
of materials, like concrete, polymer concrete, epoxy resin, salt rock, and mudstone, were tested for
gas permeability/hydrogen diffusion, using the combined Steady-State Flow/Carrier Gas methods.
Results are shown in different units, providing the opportunity to compare the results with litera-
ture data. The permeability value of investigated epoxy resin is comparable to the salt rock (after
creep process), which makes the epoxy resin a promising sealing liner for hydrogen and potential
substitution of stainless-steel in Lined Rock Cavern (LRC) gas storage.

Keywords: hydrogen storage; sealing liners; Liner Rock Caverns; epoxy resin; hydrogen permeability

1. Introduction

Large scale energy storage is essential to increase the share of renewable energy in
energy production. Power-to-X, and among them Power-to-gas technologies, could solve
some of the problems related to the fluctuations in energy production from renewables,
which is the main obstacle in their future implementation [1,2]. In Power-to-gas technolo-
gies, excess renewable energy is converted into hydrogen gas through PEM electrolysis or
methane through methanation. This technology is already well developed and in connec-
tion with CCU technologies and can contribute to the reduction of CO2 emissions [3–5].
Hydrogen can be injected into natural gas grids and existing infrastructure can be used
for such purposes [6,7]. Nevertheless, hydrogen storage is much more challenging than
storing natural gas. High mobility and lightness, as well as reactivity in the presence of mi-
croorganisms cause nontrivial hydrodynamic effects and cause safety concerns [6,8]. Large
scale hydrogen storage was already proven in salt caverns. A vast amount of research and
modelling of salt cavern behavior was made, including the salt rock permeability, sealing
properties, and general geomechanics of the cavern. Salt rock remains impermeable for gas
in the zones, where the rock properties are not affected by the extraction process. Micro
fracturing processes during the salt rock formation are also responsible for the presence of
damage zones in salt rock, where the gas impermeability may be limited [9]. An alternative
to store hydrogen in salt caverns is Lined Rock Caverns (LRC) technology which was
successfully proven in natural gas storage. This technology uses underground hard rocks
to store natural gas. The reservoir is fully isolated from the outer environment. Hard rock
is only a mechanical base, where the cavern is drilled. Base rock does not need to have
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any isolating properties (like salt rock). Then, the shotcrete reinforcement, followed by
the necessary installations, like drainage, are made. Final layer is the sealing lining. In
order to ensure isolation and erosion, proven properties of sealing material are essential. A
scheme of the LRC linings is shown in the Figure 1. In this technology, the most common
lining material is steel [10,11]. It is justified to seek substitutional sealing materials beside
stainless-steel, which will make the LRC storage more available and economical. One of
the potential solutions is to use polymer-based concrete or epoxy resins, which are char-
acterized by good sealing efficiencies. Research of gas permeability was done, including
different methods, different polymer materials, and different gases. These studies include,
inter alia, permeability of epoxy composites, using helium and CO2 [12,13], permeability of
N2, O2, CO2, and H2O through number of polymer materials (inter alia LDPE, HDPE, PVC,
polypropylene) [14], and hydrogen permeability of high density polyethylene (HDPE) [15].
However, research related with hydrogen permeability through epoxy resins are very
limited [16,17].
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Figure 1. Scheme of the LRC linings.

The purpose of this work is to compare hydrogen permeability of different materials,
which could be used as the sealing liner for hydrogen storage in LRC with focus on epoxy
resins modified with various additives. Additionally, permeability of typical rocks that can
be found around LRC, and rock salt, were also measured in order to compare results with
available data. In this work, a setup combining Steady-State Flow Method and Carrier Gas
Method was used for experiments. Samples were also examined under SEM to compare
their structural properties.

2. Experimental Methodology and Materials

Setup used to investigate the hydrogen permeability was built in the Laboratory of
Unconventional Gas and CO2 Storage at the Silesian University of Technology. Setup is
combining the Steady-State Flow Method and Carrier Gas Method. Setup can be switched
between mentioned methods, depending on the permeability coefficient of investigated
samples. A scheme of the setup is shown in the Figure 2. It consists of the gas cylinder,
pressure regulation valves, sample holder, precise gas pressure transducers, and gas
concentration detector.

The upstream side is a reference gas. A blend of 10% of hydrogen in methane was
used as a reference gas on the upstream side. Gas is applied on the sample, held in the
PVC sleeve with confining pressure of water. Tests were conducted at 1.0 MPa feed gas
pressure. During the test, the downstream side was filled with carrier gas (helium) at the
pressure of 100 kPa. A single gas detector for hydrogen, with sensitivity of 2–2000 ppm,
was plugged on the end of the setup for gas concentration measurements made periodically.
After the measurement is done, the same socket is used to plug the carrier gas (helium),
the downstream side is filled with after vacuuming. There is also a back pressure valve,
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which can be used to adjust the pressure on the downstream side, when there is a flow
of gas through the sample. Back pressure valve is giving the possibility to set a steady
pressure gradient through the sample, by adjusting the pressure on the upstream and
downstream side.
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Figure 2. Steady-State Method/Carrier Gas Method setup.

Depending on the behavior of the sample, a proper method can be used. When a
pressure increase on the downstream side is observed, there is a gas flow through the
sample. It occurs, when the permeability of the sample is high enough to allow the gas to
flow through the sample. Steady-State Flow Method is based on the pressure gradient in the
sample, caused by the gas flow. Pressure gradient in the sample and gas pressure (together
with temperature) in the reservoir are measured with precise pressure transducers (accuracy
0.5% FS). Filtration coefficient “k” can be calculated, using the Equations (1) and (2).

q =




(
pi ·Vres
Zi ·R·T

)
−
( p f ·Vres

Z f ·R·T
)

t


 · 22.4 · 10−3 (1)

where:

q = gas flow, m3/s
pi, pf = initial pressure (pi) and final pressure (pf) in reservoir, Pa
Vres = reservoir volume, m3

Zi, Zf = gas compressibility factor at the initial (Zi) and final (Zf) pressure
R = gas constant (8.314463 m3·Pa·mol−1·K−1)
T = gas temperature in reservoir, K
t = time, s

k =
2 · q · po · L · µ

A ·
(

p2
i − p2

o
) (2)

where:

k = permeability coefficient, m2

q = gas flow, m3/s
pi, po = average inlet (pi) and outlet (po) gas pressure (pressure gradient), Pa
L = sample length, m
µ = gas viscosity, Pa·s
A = sample cross area, m2
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When the gas permeability of the sample is low enough to prevent the gas flow through
the sample, gas diffusion can be measured. In this case, Carrier Gas Method is used, which
is based on the difference in gas concentration gradient through the sample. It is possible
to measure it precisely with a single-gas hydrogen detector. Knowing the parameters of
a reference gas on the upstream side, calculations of the permeability coefficient P are
made, using a set of Equations (3)–(6). Using helium as a carrier gas, an ideal gas law can
be assumed.

V =
R · T

p
(3)

where:

V = molar volume in test conditions, m3·mol−1

R = gas constant: 8.314463 J·mol−1·K−1

T = gas temperature, K
p = gas pressure, Pa

An amount of hydrogen diffused through the sample in a certain time can be calcu-
lated, using the Equation (4). In this case the volume of the downstream side of the setup
needs to be determined. This was done by approximation of the inner volume of the pipes,
based on the manufacturer’s data and measurements of the setup. The volume of the
downstream in the setup was 12.0 cm3

NH2 =
c ·
(

NA
V

)
· vdownstream

106 (4)

where:

NH2 = amount of hydrogen, diffused through the sample
c = measured hydrogen concentration on downstream side, ppm
NA = Avogadro’s constant: 6.02214076·1023, mol−1

V = molar volume, m3·mol−1

vdownstream = volume of downstream side of setup, m3

By knowing the molar volume of one mole of gas in Standard Temperature and
Pressure conditions (STP: 0 ◦C, 100 kPa), the volume of gas in STP can be calculated, using
Equation (5).

VH2 =
NH2 · 22.414

NA
(5)

where:

VH2 = volume of hydrogen diffused through the sample, cm3STP
NA = Avogadro’s constant: 6.02214076·1023, mol−1

22.414 = mole volume of ideal gas in STP, cm3

Using the calculation above, gas permeability coefficient can be calculated with
Equation (6).

PH2 =
VH2 · l
A · t · p

(6)

where:

PH2 = hydrogen permeability coeficcient, barrer
VH2 = volume of hydrogen diffused through the sample, cm3STP
l = sample length, cm
A = sample cross section area, cm2

t = time, s
p = gas pressure (feed gas), cmHg (1 bar = 75 cmHg)

Permeability coefficient of hydrogen is given in Barrer unit [18], presented in Equation (7).
Barrer unit is commonly used for presenting the permeability of membranes. However, it
does not refer to the SI system, because of the pressure given in cmHg. Transforming the
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pressure into the SI unit (for example bar or Pa) is possible, however the results will not be
comparable with the common literature data.

1barrer =
cm3

STP · cm
cm2 · s · cmHg

10−10 (7)

Hydrogen diffusion is calculated as a diffusion coefficient D, given in m2/s, using the
Fick’s law [19] and following set of Equations (8)–(12), as well as values received from the
Equations (3) and (4). For a gas diffusion through the polymer materials, the transport
mechanism described by Fick’s Law is accepted [20].

J = −D
∂φ

∂x
(8)

where:

J = flux, amount of hydrogen diffusing through the area in time, mol·m−2·s−1

D = diffusion coefficient, m2·s−1

φ = hydrogen concentration, mol·m−3

x = length of hydrogen path, m

D = −J
x2 − x1

φdownstream − φupstream
(9)

where:

D = diffusion coefficient, m2·s−1

J = flux, amount of hydrogen diffused through the area in time, mol·m−2·s−1

φupstream = concentration of hydrogen (upstream), mol·m−3

φdownstream = concentration of hydrogen (downstream), mol·m−3

x2 − x1 = diffusion distance (sample length), m

For a non-porous polymer material, the tortuosity is equal to 1, thus the assumption
can be made, that the hydrogen path is equal to sample length [21].

J = −

(
NH2
NA

)

A · t
(10)

where:

J = flux, amount of hydrogen diffused through the area in time, mol·m−2·s−1

NH2 = amount of hydrogen elements, diffused through the sample, from Equation (4)
NA = Avogadro’s constant: 6.02214076 × 1023, mol−1

A = sample cross area, m2

t = time, s

φupstream =
cup

V · 100
(11)

where:

φupstream = concentration of hydrogen (upstream), mol·m−3

cup = concentration of hydrogen in refenrence gas, %
V = molar volume of gas mol·m−3, from Equation (3)

φdownstream =

(
NH2

vdownstream

)

NA
(12)

where:

φdownstream = concentration of hydrogen (downstream), mol·m−3

NH2 = amount of hydrogen elements, diffused through the sample, from Equation (4)
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vdownstream = volume of downstream side of setup, m3

NA = Avogadro’s constant: 6.02214076 × 1023, mol−1

Measurements of concentrations at the downstream side were done every 2–4 days
and given in the diffusion ratio in time (ppm of H2/24 h). Structure of the samples was
investigated, using HRSEM SUPRA 35 (Carl Zeiss AG, Oberkochen, Germany) Scanning
Electron Microscope, since the chemical composition of the samples was not the scope of
this study; the Energy Dispersive Spectrometry was not used for this research.

For the purpose of the study, several materials that could be used as a liner in under-
ground excavation were selected. Samples under investigation can be divided into three
general groups: epoxy resins with different additives; concrete; polymer-concrete and rocks
(mudstone and rock salt). Materials were selected based on their common availability, low
cost, and ease of preparation. Resin samples were prepared by mixing resin and cured for
at least 7 days. During the pot time, samples were held in the oven in a temperature of
30 ◦C to accelerate the venting of the samples. Relative low temperature was set to simulate
the thermal conditions in the excavations. Higher temperatures would be more efficient in
the samples venting but would not be related with the actual underground temperature
conditions, where the resins might be applied. Concrete and polymer-concrete samples
were prepared by companies, according to their recipes and general standards for curing
the concretes. Concrete samples were cored using a diamond core drill of 2.54 mm (1 inch)
diameter. In Table 1 detailed description of samples is given.

Table 1. Details of investigated samples.

Sample Base Physical Properties Additives

Concrete “2” CEM II *

Uniaxial strength: 16.0 MPa
Water/cement ratio: n.a.

Casted 3 years prior
to experiment

Furnace slag (silica fumes) < 35%

Concrete “1” CEM I *

Uniaxial strength: 17.0 MPa
Water/cement ratio: 0.47

Casted 6 months prior
to experiment

Limestone 7%

Commercial
polymer-concrete “14-3”

Classified due to company’s
policy

Casted 3 month prior
to experiment Classified due to company’s policy

Commercial
polymer-concrete “G1”

Classified due to company’s
policy

Casted 3 month prior
to experiment Classified due to company’s policy

Geopolymer Classified due to company’s
policy

Uniaxial strength: 17.0–22.0 MPa
Casted 3 month prior

to experiment
Classified due to company’s policy

Mudstone (Carbon) Clay minerals - -

Salt rock (Permian)
(before creep) Sodium chloride - -

Salt rock (Permian)
(after creep) Sodium chloride - -

Epoxy resin

2.2-Bis (4-hydroxyphenyl)
propane

with
epichlorohydrin

resin-hardener ratio: 100:12

Viscosity: 15,000–30,000 mPa·s
Epoxide number:

0.48–0.52 mol/100 g
Chlorine content: <0.6%

Pot time: 90 min.

Mechanical impurities: <0.03%

Epoxy resin
+graphite (5% vol.) Amorphous graphite < 50 µm

Epoxy resin
+haloysite (5% vol.)

Grinded halloysite
<125 µm

Epoxy resin
+fly ash (5% vol.)

Sieved fly ash
<125 µm

Epoxy resin
+fly ash (30% vol.)

Sieved fly ash
<125 µm

* CEM I, CEM II—cement types according to Polish Standard: PN-EN 197-1:2012, PN-B-19707:2013.
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3. Results

Results of gas permeability of investigated samples are shown in Table 2. For the ease
of comparison with other data, results are given in different units: permeability coefficient
for hydrogen (PH2)(cm3STP·cm·cm−2·s−1·cmHg−1 (Barrer)); diffusion coefficient (m2·s−1);
and filtration coefficient (m2 and mD (milidarcy)). Blend of hydrogen (10%) in methane was
used for the permeability tests. Results refer to this particular type of gas. For impermeable
samples (10−11 cm3STP·cm·cm−2·s−1·cmHg−1 or lower), only hydrogen was permeating
the sample, so these results refer to the pure hydrogen.

Table 2. Gas permeability of investigated samples.

Sample

Permeability Coefficient PH2 Diffusion Coefficient D Filtration Coefficient k

(cm3STP·cm·cm−2·
s−1·cmHg−1)

Barrer m2/s m2

mD

Concrete “2” 4.170 × 10−4 4.170 × 106 - 2.67 × 10−16

0.2703

Concrete “1” 7.804 × 10−5 7.804 × 105 - 4.99 × 10−17

0.0505

Polymer-concrete
“14-3” 3.414 × 10−5 3.414 × 105 - 4.79 × 10−17

0.0485

Polymer-concrete “G1” 6.214 × 10−5 6.214 × 105 - 7.48 × 10−17

0.0758

Geopolymer 9.897 × 10−5 9.897 × 105 - 6.33 × 10−17

0.0641

Mudstone (Carbon) 2.330 × 10−7 2.330 × 103 - 2.13 × 10−19

0.000216

Salt rock (Permian)
(before creep) 4.815 × 10−7 4.815 × 103 - 2.99 × 10−19

0.000303

Salt rock (Permian)
(after creep) 1.95 × 10−11 0.195 1.586 × 10−12 5.80 × 10−24

1 × 10−8

Epoxy resin 1.820 × 10−11 0.182 1.479 × 10−12 6.12 × 10−24

1 × 10−8

Epoxy resin
+graphite (5% vol.) 2.350 × 10−11 0.235 1.907 × 10−12 7.13 × 10−24

1 × 10−8

Epoxy resin
+haloysite (5% vol.) 3.220 × 10−11 0.322 2.637 × 10−12 9.78 × 10−24

1 × 10−8

Epoxy resin
+fly ash (5% vol.) 1.770 × 10−11 0.177 1.436 × 10−12 4.61 × 10−24

1 × 10−8

Epoxy resin
+fly ash (30% vol.) 1.774 × 10−11 0.177 1.411 × 10−12 5.24 × 10−24

1 × 10−8

As expected, tests showed a wide range of measured permeability values. The highest
gas permeability coefficient has multi-grain materials, like concrete, polymer-concrete, and
geopolymer. Filtration coefficient “k” of investigated concrete samples is 10−17 m2 or higher.
Lower gas permeability was observed for mudstone and salt rock before creep process.
Both rocks have the filtration coefficient of 2.13 × 10−19 m2 to 2.99 × 10−19 m2, respectively.
However, these rocks are still permeable for gases. In general, the lowest gas permeability
has plain-structured materials, like epoxy resins and salt rock, after the creep process. Range
of the filtration coefficient of these materials is of 10−24 m2. Salt rock samples became
impermeable after about 12 days of exposure to 2.0 MPa of confining pressure of water.
Permeability dropped from 2.99 × 10−19 m2 to 5.80 × 10−24 m2. Hydrogen permeability
of epoxy resin samples varied, depending on the additives in the resin. Admixture of
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halloysite or graphite powder caused the increase of hydrogen permeability. An exception
is the addition of fly ash. Admixture of 30% of volume gave a similar, but slightly lower
permeability, comparing to the pure epoxy resin sample. Significant share of fly ash in
sample composition did not cause the deterioration of sealing properties.

Results were calculated for the steady-state diffusion. Usually, it took up to 3 weeks
to achieve the steady-state diffusion. Increases in measured concentration of hydrogen
per day of an example sample is presented in Figure 3. Because of the significant time
required to complete the test for each sample, the hydrogen diffusion test was performed
for a single gas pressure, which was 1.0 MPa. To verify the proper workings of the setup
and sensitivity of the method, one test was extended and the feed gas pressure, after
achieving steady-state diffusion, was increased. Pressure was increased after 24 days, from
the value of 1.0 MPa to 1.7 MPa. After the pressure increase, several days were required
to achieve the steady-state diffusion for a higher pressure. After that time, the measured
concentration became stable again on a higher level. According to the Equations (3) and (4),
increases of the pressure and permeability coefficient are linear. Pressure was raised by
70%, which gave the increase of measured concentrations by more than 60% as well (after
achieving steady-state diffusion). This confirmed that the measuring methodology was
correct. Slightly lower increase in concentration, in comparison with the pressure increase,
may be explained by higher confining pressure (double the gas pressure, which was approx.
3.6 MPa). It can cause a compaction of the sample, which caused a slight decrease of the
permeability. This phenomenon was described for concrete samples in [19], as well as for
the polymer materials, where hydrostatic compression effect occurs [15]. However, the
scale of permeability decreased, as well as mechanism responsible for it, is different.
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1.0 MPa and 1.7 MPa feed gas pressure.

To compare the gas permeability results of different materials with the microstructure
of the samples, SEM imaging of selected samples was done. Structures of the samples
are shown in Figure 4. An evident difference is seen in microporous and plain materials.
Dark areas representing pores are clearly visible in concrete and mudstone samples under
similar magnification (Figure 4a,b). In the plain samples, voids appear mostly on the
contact surface with grains of additives (Figure 4e).
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4. Discussion

Differences of the gas permeability of investigated materials is caused by the dif-
ferences in structure of tested materials, which lead to the different mechanisms of gas
migration. Multi-grain materials, such as concrete or mudstone, have many pores and
voids within the structure. Fine grains can decrease the gas permeability because the inter-
granular porosity is lower while the compaction of the material is higher; this phenomenon
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was also observed in other research [22]. However, gas flow through the sample is still
noticeable and is the main mechanism of gas migration in that kind of material. However, it
is not essential data for the purpose of this paper. Because of the low gas sealing properties
of the investigated concretes, this type of material is not suitable for sealing purposes of
underground excavations. However, it can still be a reinforcement and base liner.

Plain materials, like salt rock, epoxy, or steel, do not have pores and voids in their
structure. Gas is not flowing through the sample (there is no pressure gradient along the
sample). Hydrogen particles can diffuse through the material by dislocations in crystal
structure. It is a linear defect that induces the tensile stress. Gas elements can diffuse much
easier through those kinds of zones [23]. Lattice diffusion is also possible, but in much
higher temperatures, transcending Tamman temperature (in this temperature atoms in solid
material acquire enough energy to make bulk reactivity and mobility significant, usually
approximately half of the melting temperature) [24]. In this case, research temperature was
much below the Tamman temperature.

Interesting results were obtained with the fly ash epoxy sample. Graphite and hal-
loysite are slightly increasing hydrogen permeability of the samples, while fly ash do not
affect the sealing properties. Fly ash used for this research was not grinded but only sieved.
Since fly ash from power plants is easily available, it could be a cost-effective filler by
reducing the amount of epoxy resin in the sealing liner.

Obtained results of epoxy resin hydrogen permeability is slightly lower than presented
in literature. Other research, presented collectively in [16], showed the hydrogen perme-
ability of epoxy resin of approximately 1.0 Barrer, while performed research of investigated
samples gave the permeability coefficient of approximately 0.2 Barrer. Results of hydrogen
diffusion coefficient presented in [17], which was 6.9 × 10−11 m2/s, was also higher than
the obtained 1.5 × 10−12 from this research. Lower results may be caused by numerous
factors, influencing on the gas permeability in polymeric materials like polymer chemistry
(epoxide number), free volumes (crystallinity, orientation of molecules), porosity or voids
(air inclusions), and fillers presence [16].

Permeability coefficient of 316SS steel was calculated using the Equations (3)–(6), based
on the literature data [25]. Permeability of 316 L steel were taken from [26,27]. Because of
the sensitivity and construction of the setup, investigation of the steel samples was not
possible. Permeability of steel is orders of magnitude lower than materials the setup is
meant for. To investigate the steel or alloys, much thinner samples need to be used. The
Setup is not designed for that kind of samples, but only for a core-shape samples. Calculated
hydrogen permeability PH2 of 316SS steel was 4.6 × 10−17 cm3STP·cm·cm−2·s−1·cmHg−1

(4.6 × 10−7 Barrer), and given [26,27], hydrogen diffusion coefficient D of 316L steel was in
range from 10−13 to 10−15 m2/s.

5. Conclusions

Hydrogen permeability of investigated epoxy resins are similar to the permeability of
salt rock in certain pressure conditions (after the salt creep). However, storage of pressur-
ized gas in salt caverns is causing that kind of constant pressure anyway, which will lead
to drop of salt permeability in time. Obtained results of epoxies are very promising for the
purpose of use as the sealing liners in Lined Rock Caverns (LRC) underground gas storage,
particularly for the storage of hydrogen. Epoxy resin can be used as a substitution of
stainless-steel, because of the satisfying mechanical properties and extraordinary adhesive
properties, which will be reinforcing the general construction, and thanks to the low density,
the construction will not be overloaded at the same time. Despite the orders of magnitude
higher of hydrogen permeability of epoxies, the hydrogen loss through this material is still
acceptable, compared to the steel. For example, using a 3 cm thick epoxy liner in storing the
20/80 hydrogen/methane blend at 1.0 MPa, the loss of hydrogen in the period of 30 days
is only approximately 0.003–0.005% [28]. It is fully acceptable, taking the other properties
and economy of epoxies. Only applying the liquid epoxy on the surface of cavern may
cause some technical problems. Despite the better sealing properties of stainless-steel, the
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hydrogen permeability coefficient of investigated epoxy resin is still satisfying. Epoxies
are also less susceptible to hydrogen erosion, which is making them a suitable material for
hydrogen storage and cost-effective substitution for steel.
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Abstract: Pumped storage hydropower (PSH) enables the temporary storage of energy, including
from intermittent renewable sources, and provides answers to the difficulties related to the mismatch
between supply and demand of electrical energy over time. Implementing a PSH station requires two
reservoirs at different elevations and with large volumes of water. The idea of using old, flooded open-
pit quarries as a lower reservoir has recently emerged. However, quarries cannot be considered as
impervious reservoirs, and they are connected to the surrounding aquifers. As a result, PSH activities
may entail environmental impacts. The alternation of the pumping–discharge cycles generates rapid
and periodic hydraulic head fluctuations in the quarry, which propagate into the surrounding rock
media forcing the exchange of water and inducing the aeration of groundwater. This aeration can
destabilize the chemical balances between groundwater and minerals in the underground rock media.
In this study, two numerical groundwater models based on the chalk quarry of Obourg (Belgium)
were developed considering realistic pumping–discharge scenarios. The aim of these models was to
investigate the hydrodynamic and hydrochemical impact of PSH activities on water inside the quarry
and in the surrounding rock media. Results showed that (1) water exchanges between the quarry
and the adjacent rock media have a significant influence on the hydraulic head, (2) the frequency of
the pump–discharge scenarios influence the potential environmental impacts, and (3), in the case of
chalk formations, the expected impact of PSH on the water chemical composition is relatively limited
around the quarry. Results highlight that those hydrogeological and hydrochemical concerns should
be assessed when developing a project of a PSH installation using a quarry as a lower reservoir,
considering all particularities of the proposed sites.

Keywords: pumped storage hydropower; energy storage system; hydropower; quarry; open pit;
numerical modelling; environmental impacts; hydrochemistry

1. Introduction

The development and use of renewable energies involve the necessity to temporarily
store the energy because of their intermittence [1]. In this context, pumped storage hy-
dropower (PSH) appears an efficient way to store and produce large amounts of electricity
that can be used in combination with intermittent renewable energies [1,2]. PSH consists
of two large water reservoirs, with a difference in elevation between them. The general
principle is to pump water from the lower reservoir to the upper one when the demand
of electricity is low. Later, during peak demand, water stored in the upper reservoir is
discharged into the lower reservoir through turbines to produce electricity. The flexibility
of this system allows the regulation of the supply and demand of electricity at the daily
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scale. Usually, the reservoirs are artificial, which has the advantage of offering a certain
freedom in terms of plant sizing, volumes, and/or location. However, these constructions
are also extremely expensive. In addition, in countries with a gentle relief, such as Belgium,
potential locations allowing a significant difference in level between the two reservoirs
are sometimes difficult to find. Therefore, the possibility of using old flooded mines and
quarries for constructing PSH plants [3] and regulating local power grids [4–6] has been
considered. The implementation of these systems would allow a better management of
intermittent local renewable energy production by coupling them with wind and/or photo-
voltaic systems [2]. The flooded mines and quarries are in continuous interaction with the
water contained in the surrounding aquifer systems, both quantitatively and qualitatively.
Therefore, pumping and discharging large volumes of water into the lower reservoir can
(1) modify the hydraulic head in the quarry and the adjacent aquifer systems impacting on
the environment [7] and on the system efficiency [8] and (2) alter the hydrogeochemical
balances, and thus, the water quality [9]. The induced hydrodynamic and hydrochemical
changes must be compatible with the natural functions observed and established on and
around the PSH site. Similarly, these changes should not negatively affect other activities
undertaken near to the quarry, such as drinking water pumping stations. Thus, preliminary
hydrodynamic and hydrochemical studies must be developed to avoid unexpected and
undesired impacts.

To date, few studies have been carried out about water hydrochemistry issues in
former quarries that are now flooded. Most of them are mainly focused on the presence
of heavy metals in the extraction zone [10]. The issue of groundwater pollution, in the
context of rock or mineral extraction sites, is better studied in the context of underground
mines [11] since many studies have been focused on problems related with mine water
acidification [12] as well as other more specific problems. However, investigations focused
on hydrogeochemical issues in the specific context of PSH using quarries have not been
conducted. Only [8] and [9] developed a numerical study focused on hydrochemical issues
related with PSH. However, these previous investigations are limited since they were
based on deep, underground coal mines. The results show that the presence of pyrite and
calcite significantly influences the evolution of the hydrochemical properties of the water
contained in the mine during the pumping–discharge operations. These previous works
are exclusively numerical and based on hypothetical cases. To date, very few case studies
of PSH using underground works have been investigated. One of them is [13], which
investigated the possibility of recycling some USA underground iron mines for PSH.

In this context, the main objective of this study was to quantify and assess the hydro-
dynamic and hydrochemical impacts induced by PSH using a quarry as the lower reservoir.
This objective was reached by developing two numerical models. One of the numerical
models aimed at investigating the hydrodynamic behavior induced by PSH, whereas the
other one aimed at studying hydrogeochemical issues produced by PSH. Both models were
based on the former quarry of Obourg, located in the chalk aquifer of the Haine Valley
(Mons city area, Belgium).

2. Materials and Methods
2.1. Study Site

Several chalk quarries are present in the Walloon region (Belgium), including active
and abandoned ones. The chalk open pit, which was studied in this article, is representative
of those quarries. It is located close to the Obourg locality, about 4.5 km north-east of Mons
city (South-West Belgium). The study site is composed of five quarries located in chalk
geological formations. The two most easterly quarries are still in operation, whereas the
three located to the west are no longer used. One of those abandoned quarries is studied
to be used for PSH (Figure 1). The considered quarry has a surface area of 0.34 km2. The
upper reservoir, with a volume of 1 million m3 (100 × 1000 × 10 m), would be built north
of the quarry, close to the E19 motorway. The difference in altitude between the upper
reservoir and the quarry would be 40 m as shown in Figure 1.
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Figure 1. View of the Obourg chalk quarries. The red line, intersecting the studied open pit, gives the location of the
altimetric profile.

2.2. Geological and Hydrogeological Context

The Mons sedimentary basin has a syncline-shaped (Figure 2) structure and is com-
posed of Mesozoic and Cenozoic deposits. This basin has been affected by subsidence
events since the end of the Paleozoic. The Obourg chalk quarries are in the northern part
of the Mons Basin where the Cretaceous chalk formations are exploited. These geological
formations are included in the “Chalk Group” and represent a major aquifer system called
the “Haine Valley Chalk Aquifer” or the “Mons Basin Chalk Aquifer.” The thickness of
this aquifer is variable and can reach up to 250 to 300 m. The chalk aquifer is bounded
at the north, east, and south-west by schisto-sandstone formations from the Upper Car-
boniferous [14]. In the South, the aquifer is limited by the Lower Devonian deposits,
which include several aquifer systems. The chalk aquifer overlies low-permeability marly
geological formations [14]. The chalk aquifer is characterized by a relatively high hydraulic
conductivity on a macroscopic scale. This high hydraulic conductivity is the result of
the fracture network, consisting of diaclases, stratification joints, and faults. The chalk
has a high value of total porosity that can be divided in a matrix porosity, which allows
the storage of large quantities of water and a fracture porosity, which allows preferential
flows [15–20]. The Obourg quarries are located in the vicinity of drinking water abstraction
stations, pumping in the same aquifer, and located about 1.5 km in the south-west direction.
This groundwater abstraction complex, using pumping wells, is one of the most important
in the Walloon region.
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2.3. Hydrochemical Context

Chalk is generally composed of high percentage values (60–95%) of calcite (CaCO3) [22].
Specifically, the chalk of the Trivières formation is composed of more than 92% CaCO3.
These chalk geological formations also contain some slightly ferruginous beds, as well
as some phosphate nodules [14]. The hydrochemical composition of the groundwater
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is mainly explained by the water–rock interactions and, in particular, by the different
alteration processes inducing dissolution/precipitation reactions. In the chalk aquifer, the
chemistry of the groundwater is related to the dissolution of CaCO3 in the presence of
dissolved CO2. The dissolution of CaCO3 is governed by a series of acid–base equilibria
as follows:

CO2 + H2O � H2CO3 (1)

H2CO3 � H+ + HCO−
3 (2)

HCO−
3 � H+ + CO2−

3 (3)

H2O� H+ + OH− (4)

CaCO3 + 2H+ � Ca2+ + H2O + CO2 (5)

In accordance with these equilibrium reactions (1–5), most of the dissolved elements
in the chalk aquifers’ groundwater are Ca2+ and HCO−

3 . The HCO−
3 ion is the predominant

form. Other major ions in chalk aquifers’ groundwater are Mg 2+, Na+, Cl−, SO4
2−, and

Fe2+ [23–25].
Table 1 summarizes the average concentration of ions in the groundwater of the chalk

aquifer of the Mons Basin. Note that a great disparity in concentrations can be observed
depending on the location. Groundwater in the study site has high concentrations of iron
and manganese, which under reducing conditions are present in the forms Mn2+ and Fe2+.

Table 1. Average concentration of ions in the chalk aquifer of the Mons Basin [26].

Ion Concentration (mg/L)

Ca2+ 142.2
HCO−

3 350.1
Mg2+ 11.3
Na+ 26.2
Cl- 41.4

SO4
2 111.5

Mn2+ 0.82
Fe2+ 2.62

These two ions (Mn2+ and Fe2+) are involved in redox reactions, shown below
(Equations (6) and (7)), involving the O2 dissolved in the water. The aeration of the wa-
ter during the pumping-turbine cycles in the upper reservoir induces the increase in the
equivalent partial pressure of O2. The presence of dissolved O2 leads to oxidation of
Fe2+ and Mn2+ to FeOOH (goethite, iron hydroxide) and MnO2 (pyrolusite, manganese
oxide), respectively.

4Fe2+ + O2 + 8OH− + 2H2O � 4Fe(OH)3(s) (6)

Mn2+ +
1
2

O2 + H2O � MnO2(s) + 2H+ (7)

Concerning the major ions observed in the study site, the presence of magnesium may
indicate the existence of dolomite (CaMg(CO3)2) [22]. The presence of sulphates and iron
may be explained by the result of pyrite and marcasite oxidation, although these minerals
were not observed extensively in the aquifer. Iron oxidation benches are however regularly
visible within the chalk layers. Groundwater near the Obourg quarry was characterized by
an alkalinity of 26.5 meq/L, which means that it is relatively difficult to change the pH of
the solution. The pH value was equal to 7.24. The presence of dissolved O2 was considered
to be zero, and the partial pressure corresponding to the concentration of dissolved CO2
was 10–2 bar.
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3. Model Development
3.1. Groundwater Flow Model
3.1.1. Model and Spatial Discretization

The numerical models were developed using the finite difference code Modflow [27].
The modelled area was equal to 32.8 km2. Two hydrogeological units were represented in
the numerical flow model (Figure 3): (1) the chalk aquifer that covered the whole modelled
area, reaching a thickness of 300 m in the southern part of the model, and (2) a shallower
aquifer located in the southern area and overlying the chalk aquifer. This shallower aquifer
is made up of marine and fluvial–alluvial sediments from the Cenozoic age. They consist
of sand, silt, and clay, structured in alternating permeable and low-permeable formations.
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The modelled area was discretized using irregular rectangular cells. The dimensions
of the cells were 10 × 10 m in the quarry and increased by a factor of 1.05 in the direction
of the boundaries. The mesh was divided vertically in three layers of cells representing the
hydrogeological units. The first layer represented the shallower aquifer, made of marine
and fluvial–alluvial sediments, whilst the two lower layers represented the chalk aquifer.
The central layer was characterized by a constant thickness of 40 m, corresponding to
the thickness of the quarry. The Obourg quarry, which was used for PSH, as well as the
other quarries, were therefore contained in this layer. This configuration allowed the
expected variations of the water table in the quarry and in the aquifer to be contained in
the central layer. This enabled us to avoid numerical problems related with the saturation
and desaturation of the cells. The lower layer was characterized by a variable thickness,
ranging from 10 m in the north to 300 m in the south, forming a beveled layer.

3.1.2. Boundary Conditions

The northern limit of the model corresponds to the interface between the chalk aquifer
and low-permeability deposits in contact with the base of the chalk aquifer (Figure 3).
This limit is represented by a zero flow Neumann boundary condition (BC). The southern,
western, and eastern boundaries were implemented in the model using Dirichlet BCs
whose values correspond to the mean values of the piezometric head of the chalk aquifer
at these locations [14] (Figure 3). Those boundaries were chosen sufficiently far around
the quarry not to interfere with the influence of the PSH operations. The distance and
location of these boundaries were determined from the results of a generic study about the
impact of PSH using quarries as lower reservoirs [7]. The base of the model corresponds
to the lower limit of the chalk aquifer. The “Haine River” is a draining stream along the
considered section. It is represented by a potential-dependent flow BC (i.e., Fourrier BC),
which only allows groundwater flowing out the model. The value of the conductance
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factor, which governs the Fourrier BC, was high enough to keep the piezometric head in
equilibrium with the river. Two major groundwater pumping stations in the chalk aquifer
were included in the modelled area. They were implemented in the chalk layer of the model
using Neuman BCs, with prescribed flow rates equal to 5,234,976 and 883,008 m3/year. A
recharge of 300 mm/year was applied to the top of the model.

3.1.3. Parametrization

The hydraulic properties were distributed according to the hydrogeological units.
They were determined by calibrating the model by fitting the measured piezometric head
in different piezometers in the modelled area. In some locations however, few measured
piezometric values were available. Calibrated parameter values were in accordance with
the commonly accepted intervals for the different hydrogeological units considered in the
model [14]. The quarry was represented by adopting a high hydraulic conductivity and
porosity of 1. This hydraulic conductivity was high enough to simulate a homogeneous
hydraulic head inside the quarry. The hydraulic properties finally used in the model
simulations are summarized in Table 2.

Table 2. Calibrated hydraulic parameters values used in the groundwater flow model of the
Obourg quarries.

Alluvium Chalk Quarry

Hydraulic
conductivity [m/s] 10−4 10−5 10−1

Specific yield [%] 30 16 100

3.1.4. Simulated Pump–Storage Operations Scenarios

Four pumping–discharge scenarios (Figure 4) have been considered (Smartwater
project, 2018; [4,7]). The pumping–discharge scenarios, which were implemented as bound-
ary conditions in the models, are based on real electricity data. These scenarios describe
the emptying and filling of the upper reservoir and the alternating phases of pumping,
discharge, and no-activity over a period of fourteen days. In Figure 3, negative flow rate
values correspond to pumping operations in the quarry and filling of the upper reservoir.
Positive flow rate values correspond to discharge steps of the upper reservoir through the
turbines and injection in the quarry. Three of the pumping–discharge scenarios are based
on the electricity market daily data at different seasons of the year (spring, summer, and
winter). The pumping and discharge periods take approximately five hours. The succession
of the different phases (pumping/discharge/no-activity) is faster in winter, intermediate
in spring, and slower in summer. The last scenario was generated randomly, with a change
of phase (i.e., pumping/discharge/no-activity) every 15 min, following a uniform law.
This scenario has been developed in line with PSH stations potentially connected to re-
newable and intermittent energy sources, whose production management would probably
require higher frequencies, with periods shorter than an hour. The pumping–discharge
scenarios were used as input data for the numerical model and were implemented by
prescribing the flow rates (i.e., Neuman boundary conditions) in the cells corresponding to
the quarry. The pumping and discharge flow rates were chosen according to the volume of
the upper reservoir (≈1 million m3) to satisfy that it can be filled or emptied during one
pumping/discharge cycle. Thus, for an example cycle of 4.8 h, the pumping/discharge
rate was 55.56 m3/s.
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3.2. Groundwater Hydrochemical Model
3.2.1. Conceptual Model

To simulate the hydrochemical evolution of the water contained in the upper reservoir,
in the quarry, and in the chalk aquifer (Figure 5), several hypotheses were established
concerning the aquifer and the hydrochemical characteristics of the groundwater and the
pump–storage operations. The porous medium was considered as homogeneous. The
hydraulic conductivity and the drainage porosity were identical at each point of the rock
media. Values were identical to those used for the flow groundwater model described
in Section 3.1. The rock was considered to be composed of 92% calcite, reflecting the
composition of the chalk of the Trivières geological formation. The pumping and discharge
flowrates were derived from the pumping–storage scenarios described in the groundwater
flow model and consisting of regular successive pumping and discharge slots, the period of
which was 4.8 h for 14.6 days. The volume of pumped and then discharged water during
each cycle was 125,000 m3. It is considered that chemical equilibrium with the atmosphere
was reached in the upper reservoir before each discharge phase assuming partial pressures
for O2 and CO2 of 10−0.7 bar and 10−3.5 bar, respectively. In the initial state, the water
present in the quarry was considered to be in equilibrium with the groundwater in the
aquifer. In the quarry, the equilibrium of the first few meters of water with the atmosphere
was neglected. The temperature and density of the water were considered to be constant
and equal to 12 ◦C and 1000 Kg/m3, respectively. Despite variations in water temperature
and density, which were expected to be negligible within the quarry, further investigations
by using numerical codes with more capabilities should be developed to establish their role
in the system’s behavior. The used numerical code does not allow temperature variation
within the same simulation.
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3.2.2. Numerical Model and Boundary Conditions

The model was three-dimensional and was developed using the finite difference
code PHAST [28]. PHAST aims to simulate groundwater flow, solute transport, and the
hydrogeochemical reactions. PHAST couples HST3D [29], which computes flow and solute
transport processes, with PHREEQC [30], which simulates the hydrogeochemical reactions.

Taking advantage of the symmetry of the problem, only one quarter of the system was
modeled, allowing a significant reduction in computation time. As for the groundwater
flow model, the 2-km long domain was discretized with irregular rectangular cells. The size
of the cells was 10 m × 10 m in the quarry and increased progressively by a factor of 1.05
towards the boundaries. The piezometric head was prescribed (Dirichlet BCs) at the outer
boundaries of the model. The size of the modelled zone was chosen so that these limits
were sufficiently far from the quarry to not influence the effects of pumping–discharge
operations. This choice was based on the results of the groundwater flow model developed
(Section 3.1). Note that the prescribed head at the outer boundaries was uniform, and
thus, the regional piezometric gradient was not represented. The pumping and discharge
flows were simulated by implementing a Neumann BC in the center of the quarry. The
hydrochemical characteristics of the water released into the quarry during the discharge
phases depended on the results of the routine relating to the upper reservoir and were
readapted to each new pump–discharge cycle.

3.2.3. Parameterization

The quarry was assimilated as a linear reservoir with a high hydraulic conductivity
and a porosity of 100%. Hydraulic conductivity and drainage porosity values assigned to
the elements representing the chalk aquifer were the same as those implemented in the
groundwater flow model (Section 3.1) and were equal to 10−5 m·s−1 and 0.16, respectively.
In this case, we considered the total porosity because the groundwater exchanges and
the potential environmental impacts increased with high porosities [7,31]. Concerning
the solute transport parameters, the longitudinal and transverse dispersivities were 10 m
and 1 m, respectively, and the tortuosity was equal to 1. The longitudinal and transverse
dispersivities adopted to simulate the water behavior in the quarry were equal to 100 m in
order to assimilate it to an environment with high degrees of mixing.
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4. Results
4.1. Hydraulic Head Fluctuations in the Quarry and Water Exchanges with the Aquifer

Figure 6 shows the simulated hydraulic head variations in the quarry and water
exchanges between the quarry and the aquifer as a function of time and pumping–discharge
operations. Positive and negative values for the exchange flowrate relate to groundwater
that flowed towards the quarry and water that flowed from the quarry to the chalk aquifer,
respectively. These exchange flow rates were globally inversely correlated to the hydraulic
head in the quarry. When the hydraulic head in the quarry increased as a result of a
water discharge from the upper reservoir, the exchange rates decreased to negative values,
reflecting that water flows from the quarry to the aquifer. The opposite behavior was
observed during the pumping phases when the hydraulic head decreased in the quarry.
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During no-activity phases, exchange rates were positive when the hydraulic head
in the quarry was located at a lower elevation than the surrounding piezometric level in
the aquifer, and vice-versa. During no-activity phases, the hydraulic head in the quarry
continued to vary slightly since water continued to be exchanged between the quarry and
the chalk aquifer until an equilibrium was reached. For example, at the end of a pumping
period, the hydraulic head in the quarry was lower than the surrounding piezometric
level in the aquifer. Consequently, the chalk aquifer was drained by the quarry. The
exchange rates were positive but decreased slowly, and the hydraulic head in the quarry
increased slowly.

In the long term, the average elevation around which the hydraulic head fluctuates
tended to be equal to the elevation of the hydraulic head in natural conditions. This fact
was better observed in the regular scenarios than in the random one because of its more
chaotic behavior (Figure 3). This phenomenon of gradual increase in the hydraulic head
occurred because the simulated scenarios started with a pumping phase. During this initial
phase, the hydraulic head in the quarry fell below the elevation of the hydraulic head in
natural conditions. As a result, groundwater inflows from the chalk aquifer to the quarry
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contributed to increase the hydraulic head. This behavior differed to that expected in the
case of an isolated lower reservoir where the hydraulic head remained constant and was
not influenced by the groundwater exchanges. During discharge phases, when the volume
of water previously pumped is discharged into the quarry, the hydraulic head in the quarry
increased above its natural elevation, and thus, water was forced to flow from the quarry
to the chalk aquifer. However, total water inflows from the aquifer to the quarry were
generally greater than losses, as long as the average hydraulic head was below the natural
level. Water inflows and outflows were not equilibrated until the hydraulic head oscillated
around its natural elevation. This behavior must be considered, especially if there are
constraints concerning the maximum hydraulic head to be reached in the quarry such as
stability problems related with the elevation of the hydraulic head. Moreover, the gradual
increase in the average hydraulic head was also critical because it may affect the balance
between energy stored and produced by the system since the efficiency of the pumps and
turbines depends on the difference in the hydraulic head between the quarry and the upper
reservoir [8].

Table 3 summarizes the results from the simulations regarding the quarry–aquifer ex-
changes and the hydraulic head fluctuations in the quarry. The amplitude of the hydraulic
head fluctuations was about 3 m, despite the large upper reservoir considered. Natural
piezometric head fluctuations in the aquifer were 1 to 4 m depending on where you were
in the aquifer. Concerning the maximum water exchange rates between the quarry and
the chalk aquifer, they reached up to 0.53 m3/s. Slight differences in results were observed
for the different pumping–discharge scenarios considered. The maximum variations in
the hydraulic head in the requested quarry were less important for the random scenario
than for the seasonal scenarios. The difference between them was about 20 cm. This was
related with the higher frequency of pumping–discharge cycles of the random scenario
since pumped and discharged volumes of water per phase are less important. As a result,
fluctuations of the hydraulic head in the quarry as well as the exchange rates with the
aquifer were smaller than in the seasonal scenarios. The maximum water exchange rates,
which were similar for the three seasonal scenarios, were about 0.5 m3/s, whilst they were
about 27% lower for the random scenario.

Table 3. Summary of the results concerning the quarry–groundwater interactions and hydraulic head
fluctuations in the quarry during the simulations. These data concern the minimum and maximum
hydraulic head in the quarry, the maximum variation in the hydraulic head in the quarry, and the
maximum exchange flowrate between the quarry and the aquifer for each scenario.

Min. Hydraulic
Head [m]

Max. Hydraulic
Head [m]

Max. Hydraulic
Head Variations

[m]

Max. Exchange
Flowrate [m3. s−1]

Winter 31.44 34.59 3.14 0.53
Spring 31.43 34.55 3.12 0.50

Summer 31.43 34.61 3.18 0.53
Random 31.50 34.44 2.93 0.37

4.2. Piezometric Head Fluctuations in the Aquifer

Figure 7 shows the zone of influence of pumping–discharge operations at the end of
the simulations (after 14 days) for all simulated scenarios.
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This zone of influence corresponds to an area in which the fluctuations of the piezo-
metric head were larger than 0.1 m. The typical summer, winter, and spring scenarios were
a priori considered as low frequency scenarios in comparison with the random scenario,
and thus, greater distances of influence were expected. However, the maximum distance
of influence was similar in all scenarios. For all of them, the induced variations of the
piezometric head (∆h) were less than 0.1 m within a maximum distance of 380 m around
the quarry walls. This similarity between scenarios is probably explained by the fact that
the pumping–discharge scenarios were not sinusoidal and mono-frequent but contained
several frequencies. This effect is particularly visible on the hydraulic head fluctuations in
the quarry simulated for the random scenario (Figure 4). The lower frequencies control the
distance of influence [7]. In addition, the presence of large water bodies around the quarry
limited the extension of the zone of influence. In other words, the quarries located at both
sides of the central Obourg quarry act as a kind of buffer.

The results reflect the importance of considering these interactions to maximize the
efficiency and to minimize the potential environmental impacts. Results obtained with the
groundwater flow model show the preponderant influence of the lower frequency of the
pumping–discharge cycles. The lower the frequency, and thus the longer the pumping–
discharge cycles, the greater the quarry–aquifer interactions. Realistic pumping–discharge
scenarios (winter, spring, and summer) used as input to the models had a minimum period
of 5 h. If PSH stations are connected to renewable and intermittent energy sources, the
management of this production would probably require higher frequencies, with periods
shorter than an hour. The random scenario was developed accordingly. Concerning the
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distances of influence, however, studying low frequencies allows consideration of the
safety side and the potentially largest zones of influence [7].

4.3. Evolution of Water Chemistry in the Upper Reservoir

The following results are related to the hydrochemical context described at 2.3.
Figure 8 shows the main results simulated with the hydrochemical groundwater model con-
cerning the hydrochemical evolution of the water in the upper reservoir. Figure 7 displays
the evolution of pH and the precipitated quantities of calcite, pyrolusite, and goethite.
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In the upper reservoir, the chemical equilibrium of the water with the atmosphere
induced an increase in the concentration of dissolved O2 and a decrease in the concentration
of dissolved CO2. In general, the increase in the dissolved O2 caused the precipitation
of pyrolusite and goethite (Equations (6) and (7)), whereas the decrease in dissolved
CO2 caused the precipitation of calcite (Equations (1) to (5)). The precipitation of these
elements occurred from the first pumping–discharge cycle, during which the amount
of precipitated minerals reached a maximum (1.46 × 10−6, 4.55 × 10−6

, and 1.4×10−3

moles of precipitate/L of pyrolusite, goethite, and calcite, respectively) as shown in [9]
in the scenario with only calcite. Precipitation continued during the following cycles,
but the amount of precipitated minerals decreased gradually as the water pumped into
the upper reservoir became depleted in calcium, manganese, and iron. The precipitated
quantities were significant, especially at the beginning of the PSH activities. The quantity
of precipitated calcite was three orders of magnitude higher than those of goethite and
pyrolusite. Precipitated amounts of goethite and pyrolusite were similar, although slightly
higher for goethite. Indeed, the iron concentration (4.7 × 10−6 mol/L) in groundwater was
initially higher than that of manganese (1.5 × 10−6 mol/L). In addition, iron oxidation is
preferential and has faster kinetics. Theoretically, calcite, pyrolusite, and goethite should
form deposits in the upper reservoir, which would require periodic cleaning tasks. In
practice, however, given the flows involved, turbulence in the upper reservoir could reduce
these deposits. Overall, the volume of precipitated minerals can be relatively important
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and periodical cleaning tasks could be needed, which would affect the global efficiency of
the PSH plant [9,32]

pH values in the upper reservoir increased drastically during the first pumping–
discharge cycle as a result of CO2 degassing and calcite precipitation. After the first cycle,
pH remained relatively constant throughout the following cycles, oscillating between 8.16
and 8.18. Note that incrustations were promoted under these values of pH, in accordance
with calcite precipitation, and potentially needed cleaning operations.

4.4. Hydrochemical Evolution of the Water in the Quarry

Concentrations of Ca2+, Fe2+, and Mg2+ tend to decrease during the pumping–discharge
cycles, whereas the average pH increases (Figure 9). The evolution of pH in the quarry
was related to that in the upper reservoir where the pH increased abruptly during the
first cycle. During discharge phases, the pH of the released water was higher than that
of the water in the quarry, and thus, the pH in the quarry tended to increase during each
discharge phase. Conversely, during the pumping periods, water from the chalk aquifer,
which had lower values of pH than that in the quarry and upper reservoir, inflowed to the
quarry causing its pH to decrease. Overall, the pH of the water in the quarry gradually
increased towards an average value between the pH of the aquifer and the pH of the upper
reservoir through cumulative effects [33]. The volumes of groundwater and chalk rock
present in the surrounding aquifer stabilized the chemical equilibrium of the groundwater.
This also explains the pH evolution in the quarry towards intermediate values compared
to the upper reservoir.
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The opposite behavior was observed for Ca2+, Fe2+, and Mg2+. In this case, as a
result of calcite, pyrolusite, and goethite precipitation, their concentrations were lower
in the upper reservoir than in the chalk aquifer. Thus, concentrations of Ca2+, Fe2+, and
Mg2+ increase during pumping phases (water flows from the aquifer towards the lower
reservoir) and decrease during discharge phases (the quarry is filled with water from the
upper reservoir).
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4.5. Hydrochemical Evolution of the Groundwater in the Chalk Aquifer

Regarding the hydrochemical evolution in the aquifer, pH values tended to increase,
as in the quarry, but only within a zone limited to the first 20 meters around the quarry
(Figure 10).
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The increase was lower than in the quarry because of the quantity of water present
in the aquifer and the buffering effect of the chalk rock. In addition, the propagation
of hydrochemical stresses induced by the pumping–discharge cycles did not lead to the
dissolution of calcite within the chalk aquifer since the acidification phenomenon was not
intensive enough.

5. Conclusions

The numerical models developed in this study were realistic and representative since
they were based on a real quarry that was considered for PSH. The developed numerical
models aimed to assess the interactions between the Obourg quarry and the surrounding
aquifer systems. From a feasibility point of view, an important problem related to the case
of the Obourg quarry is the possible interference of the PSH activities with nearby drinking
water catchments.

Results showed that the fluctuation zone of the piezometric head did not reach these
catchments after 14 days of pumping–discharge cycles. Concerning the impacts on the
water quality, PSH activities tended to soften the water. The precipitation of minerals
containing major chemical elements (MnO2, FeO(OH), CaCO3) in the upper reservoir
reduced its hardness, causing a slight increase in pH. These hydrochemical changes were
strongly attenuated in the aquifer and were only visible in the first few meters around the
quarry. Concerning the specific case of the Obourg quarry and its local context, simulated
results showed that the hydrochemical changes in the groundwater around the quarry
should not influence the hydrochemical characteristics of the groundwater abstracted in
the nearby drinking water pumping wells.

PSH activities thus imply an environmental impact around the quarry through the
propagation of the piezometric head fluctuations within the chalk aquifer and the modifica-
tion of the hydrochemical characteristics of the groundwater, which can reduce its quality.
Overall, the system behavior and its consequences are strongly dependent on the hydraulic
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properties of the surrounding medium, and therefore, on the geological and hydrogeo-
logical contexts in which a quarry is located. The concentrations of chemical elements
and the related equilibria were here considered with relatively constraining assumptions
to evaluate the evolution of the hydrochemical conditions in the most problematic case.
Achieved results thus correspond to some strong hypotheses. The impact assessment
on hydrochemistry was thus performed by considering a certain degree of safety in re-
lation, which is relevant considering the presence of drinking water catchments located
near the quarry. The quarry, however, is located in the capture zone of the abstraction
stations. In this context, it is important to make sure that the PSH equipment does not emit
contaminants, especially regarding any lubricants that may be used.

An equivalent porous media approach was here considered to develop the models.
This hypothesis did not consider possible heterogeneities within hydrogeological units.
At the scale of the modelled area, this heterogeneity was limited, but it could have an
impact on groundwater flow, hydrochemical impact distribution, and related influence
zones. For sites with strong heterogeneity, as for example in the case of the karstified
limestones, the hypothesis of a homogeneous medium becomes unrealistic. In those cases,
the consideration of more complex models would be needed. In the framework of the
Obourg quarry model, the regional gradient was neglected. The results of Poulain et al.
(2018) nevertheless show that the presence of a regional gradient only has a very slight
influence on piezometric head fluctuations and the distance of influence around the quarry.
The area around the quarry, where hydrochemical conditions are influenced, is probably
not strongly influenced by a realistic hydraulic gradient, although this should be formally
evaluated. Finally, the presence of bacteria in the reservoir could also promote chemical
reactions during the precipitation of minerals [34]. It would be interesting to assess the
impact of organic matter and the bacterial ecosystem present in the groundwater on the
hydrogeochemical behavior of the groundwater during the pumping–discharge cycles.

In conclusion, this study highlighted the importance of considering both the hy-
drodynamic and the hydrochemical aspects of PHS plants. The following points must
be considered:

• Quarries cannot be considered as simple impervious reservoirs. They are in strong
interaction with the surrounding aquifers. During PSH operations, water exchanges
between the quarry and adjacent aquifers occur. The magnitude of the water ex-
changes depends on the hydrogeological context. This interaction has an impact on
the fluctuation of the hydraulic head in the reservoir, on the difference in level between
the upper and lower reservoirs, and on the efficiency of the system [8].

• The pump–discharge cycles in the reservoirs generate rapid and periodic fluctuations
in the water level, which are propagated into the surrounding rock media. This can
have an impact on other possible activities (e.g., groundwater abstraction station) in
the vicinity. These load/discharge cycles in the rock media can also create potentially
significant stability problems. These stability problems may, for example, occur at
quarry walls, or in areas of altered rock in the form of localized collapses. These kinds
of collapses are, for example, regularly observed around some limestone quarries
where the groundwater table is lowered [35].

• Finally, it is also necessary to evaluate the hydrogeochemical behavior of the system
during the PSH activities. From a hydrochemical perspective, carrying out pumping–
discharge induces the aeration of the water. This aeration phenomenon can destabilize
chemical balances between groundwater and minerals present in the rock. These
cycles can therefore influence the chemical composition of the quarry water as well
as that of the adjacent aquifer. It is important to study these possible hydrochemical
modifications, both from the point of view of the exploited drinking water reservoir
and of the water–rock interactions themselves.

This kind of numerical modelling can be developed for any PSH project, considering
in each situation the characteristics of the quarry, the geology, hydrogeology and lithology,
and the existing mineral species. For a PSH project using a quarry as a lower reservoir, a
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piezometric network system around the quarry would allow the control of the chemical
evolution of the groundwater and would ensure a rapid reaction in case of contamination
or unexpected hydrochemical changes.
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Featured Application: Implementation of a physicochemical and hydrogeochemical monitoring
in shallow aquifers above future underground hydrogen storage sites in salt caverns.

Abstract: This paper presents the results of an experiment to simulate a sudden and brief hydrogen
leak from a potential deep geological storage site. A 5 m3 volume of groundwater was extracted,
saturated with hydrogen, and then reinjected into the aquifer. Saturating the water with hydrogen
caused a decrease in the oxidation-reduction potential, the dissolved gas content (especially O2 and
CO2), the electrical conductivity, and the concentration of alkaline earth bicarbonate ions and a slight
increase in pH. These changes are observed until 20 m downstream of the injection well, while the
more distant piezometers (from 30 to 60 m) are not significantly affected. During this experiment, no
indicators of the development of chemical or biochemical reactions are observed, because of the rapid
transfer of the dissolved hydrogen plume through the aquifer and its significant dilution beyond
10 m downstream of the injection well. Here, hydrogen behaved as a conservative element, reacting
very slightly or not at all. However, this experiment demonstrates the existence of direct and indirect
impacts of the presence of hydrogen in an aquifer. This experiment also highlights the need to adapt
the monitoring of future underground hydrogen storage sites.

Keywords: hydrogen; underground storage; leakage; environmental impact; monitoring

1. Introduction
1.1. General Information on Underground Hydrogen Storage

In 2015, France promulgated the Law on Energy Transition for Green Growth in order
to contribute more effectively to the fight against climate change and the preservation
of the environment, as well as to strengthen its energy independence [1]. This law aims
in particular to develop renewable energy sources, some of which are of a fluctuating or
intermittent nature and thereby require significant storage capacity. The underground en-
vironment is well suited to large-scale storage, and France already has 78 salt caverns with
a capacity to store liquid or liquefied hydrocarbons as well as natural gas [2]. The gradual
phasing out of fossil fuels gives rise to the hypothesis that future underground storages
of hydrogen (H2) will need to be developed, as already in the United Kingdom or the
United States [3]. This technology is likely to be of interest to several European countries:
Germany, the Netherlands, Denmark, Poland, France, etc. [4].

This is why the French Scientific Interest Group GEODENERGIES chose to fund a
research project in 2017 on the risks and opportunities of the geological storage of hydrogen
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in salt caverns, entitled ROSTOCK-H. Among other things, this project focuses on the
risks associated with possible hydrogen gas leaks from deep storage. In the event of such
leakage, the hydrogen would migrate to the surface and encounter at least one aquifer
where the gas would dissolve in the water until saturation [5]. However, considering
the very low solubility of this gas (in the order of 1.8 mg·L−1 at saturation under surface
conditions), there is a risk that the leak flow rate may exceed the dissolution potential
for hydrogen in water. In this case, part of the gas would continue its migration to the
surface in gaseous form until it encounters an impermeable formation or a void where it
can accumulate (mine, underground networks, cellar, underground car park, tunnel, etc.):
hydrogen may then cause asphyxiation or, due to its very weak lower flammability limit
(around 4%), explosion or fire [2].

To study the risks associated with this new storage technology, particularly in the event
of a leak towards the surface, we carried out an experiment to simulate a hydrogen leakage
from a possible deep geological storage. To do this, we injected hydrogen into the chalk
aquifer, which is a major drinking water resource in the Paris region. Several monitoring
devices were set up directly in the aquifer up to 60 m downstream from the injection point,
in order to monitor the evolution of the dissolved hydrogen plume and the associated
physico-chemical and hydrochemical phenomena. Under the proposed experimental
conditions, and due to the brevity of the injection, we did not expect any biochemical
reactions that require long time scales to occur. Moreover, additional studies [6–9] pointed
out that a sudden injection of hydrogen saturated water into an aquifer increases the
dissolved hydrogen content of the water, and consequently reduces its oxidation-reduction
potential, as well as the concentration of other dissolved gases (O2, CO2, N2, etc.). The
injection of hydrogen was preceded by the injection of tracers (helium and hydrogeological
tracers) in order to facilitate the monitoring of its progress underground. This experiment
was conducted at the Catenoy (Oise) experimental site in a surface aquifer representative
of the carbonated hydrogeological context of the Paris Basin. It followed characterization
work for this site, previously carried out during CO2 leak simulations [10,11], as well as
the realization of a baseline and a preliminary injection of helium [6].

1.2. Hydrogen Reactivity in a Natural Environment

The impacts expected from a hydrogen leak in the underground environment are
linked to the fact that it is a strongly reducing gas acting as a potential electron donor for
numerous chemical species: metal sulfides, sulfates, carbonates, oxides (in particular of
iron and magnesium), nitrates, ferrous ions, and gases (CO and CO2) [7,8]. The resulting
oxidation-reduction reactions can thus modify the chemical composition of water or the
mineral composition of aquifer rocks [6]. However, most reactions that occur in the
presence of hydrogen require—at least in the laboratory—high temperatures or pressures
or the presence of catalysts (Table 1). Under ambient conditions, hydrogen-consuming
oxidation-reduction reactions have slow kinetics because hydrogen is not a polar molecule
and the H-H bond is difficult to break owing to its elevated binding energy (436 kJ·mol−1).
However, Truche et al. [12] showed that the reduction of pyrite by hydrogen could have
significant kinetics at low pressure and temperature in the presence of catalysts, in this case
clay minerals. According to these authors, catalysts could also be bacteria, other mineral
surfaces, or certain metals (iron, carbon steel, stainless steel, copper, nickel, platinum, and
palladium). In the case of shallow aquifers, frequently used for water production (wells and
boreholes for drinking, agricultural, industrial, or mineral water) or potentially crossed by
other types of underground structures (wells, geotechnical foundations, etc.), the presence
of metal parts made of iron, steel, or stainless steel could therefore play this catalytic role
locally (Table 1).
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Table 1. Some examples of abiotic reductions due to H2 under experimental laboratory conditions.

Impacted
Species

H2 Partial
Pressure (bar)

Temperature
(◦C) pH Catalyst Resulting Species Reference

SO4
2− 4–16 250–300 ≤5.6 None H2S [13]

FeS2 * 8–18 90–180 6.9–8.7 None FeS1+x, H2S [14]
FeS2 * 3–30 90–250 7.8–9.8 None FeS1+x, H2S [12]
NO3

− 0.1 22 7.0–8.7 Fe NO2
− [15]

NO3
− 0.05 200 ~6 Fe NH4

+ [16]
NO3

− 7.5 90–180 4–9 Carbon steel NH4
+ [17]

NO3
− 0.2–7.5 90–150 4–9 Stainless steel NH4+ [18]

NO3
− 0.1–0.5 7–25 5–11 Pd, Cu N2 [19,20]

* Pyrite transformed into pyrrhotite (FeS1+x with 0 < x < 0.125).

In addition, the natural leak analogs, which are the hydrogen emission sites, also
show that the surface and subsurface environments affected by these emissions can be
significantly altered, even under ambient temperature and pressure: e.g., decrease in
sulfates, decrease in oxidation-reduction potential, and increase in pH [9]. However, these
are usually biogeochemical reactions that also have slow kinetics [12,21,22]. As such,
the laboratory experiment carried out by Berta et al. [22] under ambient conditions lasted
180 days: it demonstrated a biochemical reduction of sulfates and carbon dioxide, a decrease
in the calcium concentration, and an increase in the silica concentration concurrent with an
increase in pH.

1.3. Risk of Contamination of Drinking Water Aquifers

Monitoring the aquifers would therefore be a way of detecting an ongoing hydrogen
leak, for alerting purposes, especially since this gas is not generally present in groundwater.
In the hydrogeological context of the Paris Basin, two aquifers could fulfill the role of barrier
and surveillance zone: the deep Albian-Neocomian aquifer and the shallow Cretaceous
chalk aquifer. The latter contains a generally unconfined water table which is used to
supply drinking water to a part of Paris and almost all of the neighboring towns. When
it is close to the surface, its water is oxygenated, thus under oxidizing conditions, and
often enriched with nitrates from anthropogenic surface activities, as well as, locally, with
sulfates from the overlying Tertiary formations. The arrival of hydrogen in such an aquifer
has the immediate effect of increasing the dissolved hydrogen content of the water and,
as a result, reducing its oxidation-reduction potential and possibly its content in natural
dissolved gases (mainly N2, O2, and CO2). The hydrogeochemical impacts expected in the
aquifer zone affected by the presence of hydrogen could be as follows [12,13,15–17,22,23]:

1. Reduction of nitrates (NO3
−) to nitrites (NO2

−), or even to ammonium (NH4
+), and

then to gaseous nitrogen (N2)
2. Reduction of sulfates (SO4

2−) to sulfides (SO3
−), or even to hydrogen sulfide (H2S)

3. Reduction of iron III to iron II
4. Dissolution of metallic trace elements potentially present in the aquifer rock following

the drop in the redox potential

The consequences of a possible reduction in ion oxides such as NO3
− can be significant

because the standards for drinking water destined for human consumption stipulate
50 mg·L−1 for nitrates against 0.50 mg·L−1 for nitrites and 0.10 mg·L−1 for ammonium [24].
Thus, allowing for a mean concentration of nitrates of 33 mg·L−1 in the groundwater at
the Catenoy experimental site, during the baseline [6], it would be sufficient to reduce
only 2% of these ions into nitrites or 0.5% into ammonium to render the water unfit for
human consumption in the first case or to trigger health warning measures (information,
reinforced surveillance, treatment) in the second case.

However, the literature shows that, under normal pressure and temperature condi-
tions, the reduction of these nitrates and sulfates cannot take place except in the presence
of a catalyst such as iron, nickel, copper, or platinum. Nevertheless, the frequent use of iron
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and stainless steel, which contains up to 20% of nickel, in the composition of the metal tub-
ing of underground structures will likely bring some of these catalysts into contact with the
groundwater. This paper describes a specific monitoring scheme which has been applied
on a pilot site allowing to follow the impacts of H2 injection into a shallow chalky aquifer.
For this, many chemical-physical parameters are monitored as well as some dissolved
gases such as H2 and O2. The temporal evolution of all these parameters is compared in
order to better understand the effect of a sudden appearance of H2 in an aquifer and assess
our ability to detect H2 leaks.

2. Material and Methods
2.1. Overview of the Site Context and Equipment

The experimental site is located at Catenoy (Oise), about 50 km north of Paris [6]. It is
situated in the unconfined chalk aquifer of the Paris Basin. The geology corresponds to a
few meters of Quaternary deposits and Tertiary formations, lying over a hundred meters
of Senonian chalk that is only visible in the thalwegs (see also Figure 1). Under the site, the
underground geology of the first 25 m is: 3 m of colluvium, 4 m of Thanetian sands, and
18 m of chalk. The chalk encloses an aquifer with a static level at a depth of 13 m, which
flows in the WSW–ENE direction. The storage coefficient is from 1.1 × 10−2 to 6.5 × 10−2

and the hydraulic conductivity is from 6.4 × 10−4 to 1.4 × 10−3 m·s−1.
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The experimental site has eight piezometers which are 25 m deep and aligned in the
direction of the aquifer flow (Figure 2), over a distance of 80 m. The PZ1 piezometer, which
functions as a control, is located 20 m upstream of the PZ2 injection well. The PZ3, PZ4,
PZ5, and PZ6 piezometers are, respectively, located 10, 20, 30, and 60 m downstream of
the injection well. There are also two close monitoring piezometers: the PZ2BIS located at
5 m, which is the main monitoring piezometer for this study, and the PZ2TER located at
7.5 m, which contains Infrared and Raman spectrometers (the specific results from these
are the subject of another article in preparation). The site is also equipped with a technical
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room and a meteorological station. The data are transmitted in real time to the dedicated
e.cenaris cloud monitoring system [25,26].
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The hydrodynamic characteristics of the aquifer were determined during a pumping
test carried out previously [10]. Depending on the piezometer considered, the porosity
varies from 1.1 × 10−2 to 6.5 × 10−2 and the hydraulic conductivity from 6.4 × 10−4

to 1.4 × 10−3 m·s−1. The groundwater flow velocity, measured during a tracing test,
varies from 3 m·day−1 at PZ3 and PZ5 to 10 m·day−1 at PZ4, which is situated in a
preferential flow path (probably a fissured zone). This highlights the dual porosity of the
aquifer studied, which may be reflected hydrogeologically by contrasts in flow velocity
and variations in transit times from one piezometer to another.

2.2. Overview of the Monitoring Protocol

The monitoring protocol for the saturated zone was detailed by Lafortune et al. [6]
and is based on the preliminary injection of helium, because hydrogen and helium have
a comparable physical behavior, in particular a very low solubility and a high diffusion
coefficient in water.

As a reminder, the monitoring protocol includes (Figure 3):

1. Two physicochemical probes measure temperature, pH, electrical conductivity, oxidation-
reduction potential, and dissolved oxygen. One is installed in the PZ2bis while the
other is mobile in order to take measurements at all the piezometers. It should be
noted that this last probe had to be replaced on 19 November 2019 at 14:00, which
is visible on the graphs as a deviation due to the new calibration (just before the
injection of dissolved hydrogen).

2. Two field fluorometers allow on site measure of the water fluorescence. As before,
one is installed in the PZ2bis, while the other is mobile in order to take measurements
in all the piezometers by groundwater sampling.

3. Six submerged electric pumps are installed at a depth of 16 m at the PZ1, PZ2BIS, PZ3,
PZ4, PZ5 and PZ6 piezometers. They are used to regularly sample the groundwater
in order to perform laboratory analyses of tracers, dissolved gases (CH4, He, H2, and
H2S), major elements (Ca2+, Mg2+, Na+, K+, HCO3

−, Cl−, SO4
2−, and NO3

−, with
detection limits of 0.01–0.05 mg·L−1), and minor elements (SO3

−, S2−, NO2
−, and

NH4
+, with detection limits of 0.01–0.02 mg·L−1).

4. Raman and Infrared (IR) spectrometers installed at the PZ2TER [25,27] make it pos-
sible to analyze the concentration in the groundwater of mononuclear diatomic
molecules (H2, O2, and N2 for Raman) and polar molecules (CO2 and CH4 for Raman
and IR). It should be noted that the data acquired by these devices are not presented
here but are the subject of another specific publication to come. Here, we selected
Raman and IR technologies because they were already used in other studies, which
ensures they suit our needs. New sensing technologies using optical fiber grating
platforms are presently developed and tested on lab benches and would be promising
for field studies in the close future [28].
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5. There are specific analyzers for measuring the gas concentration in the piezometer
head spaces and in the gas mixture released from the water extracted from the aquifer.
A DRÄGER multigas analyzer equipped with a catalytic cell (resolution of 0.1% vol.)
and a portable Biogas analyzer equipped with an electrochemical cell (resolution of
1 ppm) are used for hydrogen, while an ALCATEL ASM 122D transportable mass
spectrometer is used for helium.

6. Device for extracting and degassing water by mechanical agitation serves to establish
the dissolved gas concentration in the groundwater, in conjunction with the gas
analyzers detailed above.
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The migration of the plumes injected into the aquifer is monitored automatically at
PZ2BIS and at PZ2TER by means of devices installed in situ and manually at the other
piezometers by sampling the water. All measuring devices or probes are installed between
15 and 16 m deep, i.e., in the most productive zone of the aquifer under study [10].

During the first week, the monitoring was relatively frequent with 4–15 samples per
day depending on the piezometer. During the following weeks, a follow-up with a more
spaced measurement frequency was set up, at a rate of 1–3 samples per piezometer and
per week. In total, this monitoring made it possible to take 130 water samples to analyze
the tracers and chemical elements and to conduct 104 physicochemical measurements.
In addition, 127 water samples were taken to measure in situ the helium (tracer gas) and
hydrogen contents using the method of partial degassing by mechanical agitation.

2.3. Experimental Protocol

Figure 4 shows a view of the experimental site (Catenoy, France). The experiment
consisted of extracting 5 m3 of groundwater from PZ2, saturating it with hydrogen gas in a
tank (Figure 5), and then injecting this hydrogenated water into the aquifer through the
same piezometer. Another 1 m3 tank contained groundwater with tracers to monitor the
propagation of the injected plume.
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Figure 5. View of the injection device.

The tracers were selected during the preliminary test carried out in April 2019 [6].
They consisted of a neutral gas (helium) and two tracers (uranine and lithium chloride).
These tracers were not added to the 5 m3 tank in order to avoid affecting the dissolution
of hydrogen, a gas that is very poorly soluble naturally, with a solubility at saturation of
around 1.8 mg·L−1 under surface pressure and temperature conditions (compared with
that of other gases generally present in groundwater: 11 mg·L−1 for dioxygen, 24 mg·L−1

for nitrogen, and 2500 mg·L−1 for carbon dioxide).
The two tanks were filled on 18 November 2019 from 10:00 to 15:30 using groundwater.

The bubbling of helium gas in the first 1 m3 tank began immediately after filling it and
continued overnight until the next day at 14:00, which made it possible to achieve complete
saturation of the water with helium. The tracers were then dissolved in the water of this
tank at the concentration of 10 mg·L−1 each. These tracers were lithium in the form of LiCl
(a conservative but a colorless tracer, only detectable by water sampling and laboratory
analyses a posteriori) and uranine (a less conservative tracer but colored and detectable in
situ, in real time, by fluorimetry). The water from the first tank was injected by gravity into
PZ2 on 19 November 2019 from 14:00 to 14:20 at a rate of 3 m3·h−1.

The second tank, with a volume of 5 m3, contained the hydrogenated water. This is
pure hydrogen from two compressed gas cylinders (50 L and 200 bars each). The bubbling
of hydrogen at a flow rate of approximately 20 L·min−1 started immediately after filling the
tank and continued until 21:30. It was then interrupted in the evening, for safety reasons, to
resume the next morning at 06:30 until 15:10. This made it possible to reach a concentration
of dissolved hydrogen of 1.76 mg·L−1, or 95% of water saturation by hydrogen under
the average temperature and hydrostatic pressure conditions within the tank (Figure 6).
The total quantity of hydrogen dissolved in this tank was approximately 9 g or 100 L under
Standard Temperature and Pressure (STP). H2-saturated water was injected below the
water table, i.e., a slight undersaturation with respect to hydrostatic conditions to prevent
or limit H2 degassing.
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The physicochemical parameters of the water were monitored during this operation.
During the saturation of the water with hydrogen, the oxidation-reduction potential in-
creased from +148 mV to −224 mV and the concentration of dissolved oxygen dropped
from 7.21 mg·L−1 to 0.74 mg·L−1 (Figure 7a). At the same time, the pH increased from
6.95 to 7.51, while the electrical conductivity remained stable around 552 µS·cm−1. The
temperature of the water in the tank regularly decreased from 11.5 ◦C to less than 9 ◦C,
under the effect of nocturnal cooling. The water from this tank was then injected by gravity
into PZ2 on 19 November 2019 from 14:50 to 17:20, i.e., 30 min after completing injection of
the first tank. The average injection flow rate was 2 m3·h−1.
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3. Results
3.1. Aquifer Piezometry

Long-term piezometric monitoring was set up more than a year before injection [6].
During the 2019–2020 hydrological cycle, the average water table of the site reached its
maximum in mid-April 2019 with 47.67 m ASL and its minimum at the beginning of
October 2019 with 46.80 ASL (Figure 8a). Since that date, i.e., 49 days before the experiment,
the piezometric level rose regularly as a result of the autumn recharge.
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During the injection, the average piezometric level of the site remained stable at
46.90 m ASL, with the exception of PZ2BIS (+0.07 m) and PZ3 (+0.03 m), which were
affected by the injections (Figure 8a). This was probably also the case for PZ2TER, located
between the two previous piezometers, but it was not possible to measure its water table
due to the presence of a packer.

At PZ2BIS, a first piezometric peak of +0.07 m occurred 0.25 h after the start of the
first injection (see circled 1 in Figure 8b), and then the water table returned to its original
level just before a new peak of +0.11 m, which occurred 0.33 h after the start of the second
injection (see circled 2 in Figure 8b). The water table returned to its initial state 2 h after
the end of the second injection. This piezometer was therefore influenced by the average
overpressures of 1.4 bar induced by the successive injections and, to a lesser extent, same
for the PZ2TER and the PZ3.

3.2. Tracing of the Injected Water

PZ2 remained sealed for 24 h after the injections to limit the risk of hydrogen de-
gassing. When it was reopened, despite the leaching induced by the injection of 5 m3 of
hydrogenated water that followed the injection of 1 m3 of tracer-holding water, the tracer
concentrations still reached 208 µg·L−1 for lithium, 117 µg·L−1 for uranine, and 3.9 µg·L−1

for helium (Figure 9). Depending on the tracer, this represents 0.3–2% of the concentration
injected the day before. Since the injection induced an overpressure, this phenomenon is
probably due to the retention of part of the tracers within the chalk’s porous matrix (which
is of micrometric dimension), and then to their slow release when the natural flow of the
aquifer resumed. This phenomenon has previously been demonstrated at other sites where
the chalk shows dual porosity [29,30]. Thus, in the injection well, the tracer concentration
remained higher than the background noise for 12.9 days for lithium and helium and until
the end of the monitoring (t ≥ 49.9 days) for uranine, on which date the analyses still
showed the presence of 0.29 µg·L−1 of this tracer. This retention phenomenon therefore
generated a decreasing but clearly significant background noise for about two weeks after
injection.

At PZ2BIS, 5 m downstream, three successive tracer plumes were observed (Figure 10b):

1. A first plume caused a significant peak (see circled 1 in Figure 10b). It started at
14:30, i.e., 0.5 h after injection of the tracers, and peaked at 14:45 at a concentration of
1678 µg·L−1 for lithium and 1188 µg·L−1 for uranine (a signal which saturated the
fluorimeters). Due to an initially inadequate measurement interval scheme, no helium
was detected in this first plume that corresponds to the passage of water from the
tracer tank. During this peak, which lasted approximately 1 h, the tracer concentration
reached 17% of the lithium injection concentration and 12% of the uranine injection
concentration, i.e., a dilution factor of 5.96 and 8.42, respectively.

2. A second more intense and longer plume lasted about 3.5 h, synchronous with the
injection of the hydrogenated water (see circled 2 in Figure 10b). It peaked at 15:00,
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i.e., approximately 10 min after the start of injection, at a concentration of 3913 µg·L−1

for lithium, 2667 µg·L−1 for uranine (again inducing saturation of the fluorimeters),
and 160 µg·L−1 for helium. The tracer dilution factors reached 2.56, 3.75, and 9.28,
respectively. This plume is interpreted as the result of leaching of the tracers contained
in the porous matrix of the aquifer rock induced by the arrival of water at a slight
overpressure from the second tank.

3. In the third, weaker and more spread-out plume (see 3© in Figure 10b; note the
logarithmic axes), uranine was detected by the fluorimeter. It peaked at 189 µg·L−1

on 20 November 2019 at 02:45 (t = 0.531 days) and decreased very slowly, finally
lasting about a month; 0.24 µg·L−1 of uranine remained at t = 26.8 days, lithium and
helium having disappeared by t = 12.9 days. When the concentration peak passed
through, the dilution factor reached 52.9 for uranine, the only tracer measured using
the recording fluorimeter (because the peak occurred in the middle of the night),
which must have corresponded to a dilution factor of about 36 for lithium and about
130 for helium.
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As regards the other downstream piezometers, a peak of tracers is clearly noticeable
at PZ3 (10 m downstream) and PZ4 (20 m downstream) at t = 2 days with respective
concentrations of 9.75 and 9.08 µg·L−1 for uranine (Figure 11a). These peaks seem to
be shifted to t = 6 days for lithium with respective concentrations of 15 and 10 µg·L−1
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(see circled 1 in Figure 11b), and for helium with respective concentrations of 1 and
2 µg·L−1 (Figure 11c). At PZ4, a second lithium peak is also observed at t = 20 days with a
maximum concentration of 24 µg·L−1 (see circled 2 in Figure 11b). This distinct behavior
of piezometers PZ3 and PZ4 has been observed previously. It means that the tracers arrive
as quickly and at the same concentrations at PZ3 as at PZ4, which is twice as far from
the injection well, with respective speeds of 5 and 9.5 m·day−1. It is assumed that the
groundwater takes a dual flow path, which is more marked at PZ4 than at PZ3, with a
rapid circulation within a more permeable (probably fissured) zone, and a slow circulation
within the aquifer’s porous matrix.
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Regarding the piezometers located far downstream, namely PZ5 at 30 m and PZ6
at 60 m, traces of each of the two tracers are observed there approximately two weeks
after injection (about 0.6 µg·L−1 for uranine, about 10 µg·L−1 for lithium), and helium is
detected six days after injection with a concentration lower than 1 µg·L−1 (Figure 11a).
Although the peak concentration of tracers has not yet been reached when the monitoring
was stopped, it can be estimated that the corresponding transfer rates here are less than
1–2 m·day−1. The dilution ratio is from 0.01% to 0.1%, which means that the impact of
the hydrogen injected into the aquifer cannot be measured at these distances, under the
experimental conditions created. Note that this result is in line with that obtained by
PHREEQC modeling during the previous helium injection test [6].
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3.3. Dissolved Hydrogen

In the water samples obtained by pumping, the dissolved hydrogen is extracted by the
method of partial degassing by mechanical agitation, after which its content is measured
with a portable Biogas analyzer with a detection threshold of 0.5 µg·L−1. The dissolved
CH4 and H2S are also measured by the same method, with respective detection limits of
approximately 1 and 0.6 µg·L−1. In parallel, the gases dissolved in the water of the PZ2TER
are analyzed by Raman and Infrared spectrometry [25].

The results obtained are as follows (Figure 12):

1. No trace of dissolved CH4 or H2S is detected in any piezometer using the method of
partial degassing by mechanical agitation.

2. No trace of dissolved H2 is detected at PZ1 located 20 m upstream of the injection
well or at PZ5 and PZ6, respectively, located 30 and 60 m downstream of the injection
well.

3. At the injection well (PZ2), the dissolved H2 concentration, which is 1.76 mg·L−1 at
the time of injection, is still 0.084 mg·L−1 when the well was reopened, i.e., 1.8 days
after the start of the injection. This residual concentration represents 5% of the
concentration of the injected water.

4. At the main monitoring piezometer (PZ2BIS), located 5 m downstream, the concen-
tration peak passed 2 h after the injection started (i.e., 0.08 days) with a value of
0.63 mg·L−1. This corresponds to a theoretical transfer velocity of 60 m·day−1 what
is not a representative value of the mean transfer velocity of the water in the aquifer
(which is approximately 3–10 m·day−1 according to Gombert et al. [7]) because it is
strongly influenced by the injection.

5. At the monitoring piezometer PZ2TER located 7 m downstream, the dissolved H2
concentration peak detected by Raman spectrometry passed through 9.7 h after the
start of injection (i.e., 0.40 days) with a value of 0.17 mg·L−1 [25]. This corresponds
to a theoretical transfer velocity of 17 m·day−1; value still strongly influenced by the
injection.

6. At the PZ3 piezometer, located 10 m downstream, the first traces of dissolved H2

appeared at 1.05 days and the concentration reached its maximum of 1.7 µg·L−1 after
2.02 days, which corresponds to a transfer velocity of 5 m·day−1.

7. At the PZ4 piezometer, located 20 m downstream, the first traces of dissolved H2

appeared at 1.2 days and the concentration peaked a first time at 1.5 µg·L−1 after two
days and a second time at 1.74 µg·L−1 after 2.8 days. This corresponds to transfer
speeds of around 10 and 7 m·day−1, respectively.

A detailed analysis of the evolution of the dissolved hydrogen concentration at the
main monitoring piezometer PZ2BIS during the injection day shows that the first peak
appears only 38 min after the start of the hydrogenated water injection at 0.36 mg·L−1

(see circled 1 in Figure 13), following which a second more significant peak reaching
0.63 mg·L−1 occurred after 2 h (see circled 2 in Figure 13). These two peaks occurred during
the injection of hydrogenated water, which lasted 2.5 h. Thus, at this close distance to the
injection well, PZ2BIS appears to be strongly disturbed by the experimental conditions and
particularly the overpressure induced. Similar to the tracers, the theoretical transfer speed
it provides is not representative of the natural flow of the aquifer water, but instead of a
flow disturbed by the successive injections.
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3.4. Oxidation-Reduction Potential

At the PZ2 injection well, the baseline showed an average oxidation-reduction poten-
tial of +192 mV prior to the injections [6]. When the measurements are resumed with the
reopening of the well the day after the injections (t = 1.01 days), the oxidation-reduction
potential is still low, with a value of +94 mV and it did not regain its initial value until
t = 2.8 days onwards (Figure 14a).
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PZ2 (injection well), and PZ2BIS (5 m downstream): (a) PZ1 and PZ2; and (b) PZ1 and PZ2BIS. The gap in the redox
potential values corresponds to the change of probe.

At PZ2BIS, the oxidation-reduction potential decreased from +154 mV prior to the
injections to a minimum of −139 mV during the injection (Figure 14b).Despite the shift in
the values due to a difference in the calibration of the measuring probes, it is noted that the
water remained reductive for at least 1.8 days and did not return to its normal value until
after 2.8 days.

Again, at PZ2BIS, a detailed examination of the first day of the experiment shows the
existence of two successive minima (see circled 1 and 2 in Figure 15):

1. The first is not very marked (−22%) and reached +120 mV at 14:15, i.e., 15 min after
injection from the first tank containing helium and hydrological tracers. It corresponds
to the passage of less oxidizing water, probably because of its deoxygenation induced
by the introduction of dissolved helium.

2. The second is very clear (−190%) and it reached −139 mV at 15:45, i.e., 55 min after
injection from the second tank containing dissolved hydrogen. This drop is in fact
synchronous with the second tracer peak.

Due to the persistence of reducing conditions in the aquifer, in particular because of
the release of the hydrogenated water stock present in the chalk’s porous matrix in the
immediate surroundings of the injection well, the oxidation-reduction potential remained at
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low values for the first day after the injection at PZ2BIS. It then increased in regular fashion
at a mean speed of +59 mV·day−1 as a result of three mechanisms acting in unknown
proportions: (i) dilution of the plume injected into the aquifer; (ii) partial degassing of the
hydrogen; and (iii) potential chemical or biochemical reaction between the hydrogen and
certain elements present in the water or the aquifer rock.
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Figure 15. Detailed evolution of the oxidation-reduction potential and the tracer concentration at
PZ2BIS (5 m downstream) during the day dissolved hydrogen was injected.

For the piezometers located further downstream, we consistently noted the existence
of fluctuations in the oxidation-reduction potential during the first two days (Figure 16).
These are in fact artifacts arising from the increased frequency of measurements, which
demonstrate intraday fluctuations that were not visible during the looser monitoring on
the other days. Apart from this, there is no evidence of an impact of the injection of
hydrogenated water on the oxidation-reduction potential once the distance downstream of
the injection well reaches 10 m.
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3.5. Dissolved Oxygen

At the PZ2 injection well, the mean concentration of dissolved oxygen during baselin-
ing equaled 6.30 mg·L−1 [6]. The day after the injections, the first measurement taken at
6.27 mg·L−1 has the same order (Figure 17a) of magnitude. This shows that the impact of
the injection on this parameter is already no longer visible at this point.
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(20 m upstream) and PZ2 (injection well); and (b) PZ1 and PZ2BIS (5 m downstream).

In contrast, at PZ2BIS, the mean concentration dropped from 6.24 mg·L−1 prior to
the injections to a minimum of 4.17 mg·L−1 at t = 0.82 days (Figure 17b). As with the
oxidation-reduction potential, there are also significant fluctuations in the dissolved oxygen
concentration during the first two days following the injections, probably also linked to the
increase in the frequency of measurements and the disturbances induced by operations at
the piezometers.

A detailed inspection of the first day of the experiment clearly shows the existence of
three successive minima on 19 November 2019 at 14:45 with 5.13 mg·L−1, on 19 November
2019 at 15:45 with 5.77 mg·L−1, and on 20 November 2019 at 10:35 with 4.17 mg·L−1

(Figure 18):

1. The first one, synchronous with the first tracer peak, corresponds to the passage of
water from the first tracer tank (see circled 1 in Figure 18). This water is deoxygenated
due to the bubbling of helium.

2. The second one, synchronous with the second tracer peak, corresponds to the rapid
passage of water from the second tank. This water is deoxygenated due to the
bubbling of hydrogen (see circled 2 in Figure 18).

3. The third one, synchronous with the third tracer peak, corresponds to the slow passage
of water from the second tank (see circled 3 in Figure 18). It signals the arrival of the
main plume of hydrogenated water, which circulated more slowly within the aquifer
and still contained under-oxygenated water for about a day after the injections.

Regarding the other piezometers located further downstream, fluctuations are system-
atically noted during the first two days of monitoring with dissolved oxygen concentrations
below 6 mg·L−1: this is also considered as an artifact associated with the higher frequency
of measurements (Figure 19). Apart from these fluctuations, as the distance downstream of
the injection well approaches 10 m, there is no evidence of an impact due to the injections
on the dissolved oxygen concentration in the water.
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3.6. Other Physicochemical Parameters

Regarding the electrical conductivity, we note the existence of natural variations
within the aquifer, recorded at PZ1 upstream of the injection well: at this piezometer,
before injection and up to six days after, the average conductivity is 550 µS·cm−1; it then
decreases to 492 µS·cm−1 after this date. This fluctuation, which is observed upstream
of the area affected by the injections, therefore affects the entire aquifer with successive
repercussions on all piezometers: at PZ2BIS, the conductivity thus dropped from 558 to
495 µS·cm−1 (Figure 20a). On the other hand, a detailed analysis of the first day following
the injection again shows the same three successive decreases in concentration already
encountered at this piezometer with the previous physicochemical parameters (Figure 20b).
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The minimal values are reached on the day of injection at 14:30 with 490 µS·cm−1, at 15:20
with 564 µS·cm−1, and at 16:00 with 502 µS·cm−1. As before, this corresponds to the rapid
passage of the plumes of water from the two tanks, as well as the slow release into the
aquifer of water that has remained trapped in the porous matrix around the injection well.
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We show below that this correspond mainly to a decrease in the cumulative concentra-
tion of the dominant ions (Ca2+, Mg2+, and HCO3) of this bicarbonate-calcic groundwater:
this is interpreted as a consequence of the precipitation of CaCO3 and MgCO3 from the
degassing of dissolved CO2 following the saturation of the water with He or H2. On the
other hand, these decreases are immediately followed by a peak in conductivity reaching
744 µS·cm−1 for the first, 707 µS·cm−1 for the second, and, later (t = 2.80 days), 582 µS·cm−1

for the third. These are the highest values recorded since the implementation of baseline
monitoring over more than a year ago. These cycles of decrease and increase should
therefore be related to the injections conducted: it seems that the observed increases can
result from the dissolution of the carbonaceous aquifer rock by the injected water, which
became aggressive to calcite, following the degassing of CO2 induced by the bubbling with
other gases.

Regarding pH, we note that it is already varying cyclically from 6.8 to 7.4 at PZ1
(upstream) before the injections. As is the case for the conductivity, we assumed that these
are natural groundwater fluctuations since they are measured upstream of the injection
well, and they affect the entire experimental site up to the most downstream piezometers:
at PZ2BIS, the pH thus varies from 7.0 to 7.7 (Figure 21a). On the other hand, the detailed
analysis of the first day following the injection shows, at this piezometer, a weak but
sudden increase in pH from 7.2 to 7.4 when the first two tracer peaks passed through
(Figure 21b). This behavior is to be linked to the degassing of dissolved CO2, following
the dissolution of He and H2. The pH then decreased to 6.9 after t = 2.88 days, i.e., for the
duration of the passage of the third plume of water, while at the same time the water at
PZ1 showed an increase of natural origin. One could possibly interpret this increase as an
impact of the slow arrival of hydrogenated water with the main aquifer flow.

94



Appl. Sci. 2021, 11, 2686

Appl. Sci. 2021, 11, x FOR PEER REVIEW 19 of 27 
 

Regarding pH, we note that it is already varying cyclically from 6.8 to 7.4 at PZ1 
(upstream) before the injections. As is the case for the conductivity, we assumed that these 
are natural groundwater fluctuations since they are measured upstream of the injection 
well, and they affect the entire experimental site up to the most downstream piezometers: 
at PZ2BIS, the pH thus varies from 7.0 to 7.7 (Figure 21a). On the other hand, the detailed 
analysis of the first day following the injection shows, at this piezometer, a weak but sud-
den increase in pH from 7.2 to 7.4 when the first two tracer peaks passed through (Figure 
21b). This behavior is to be linked to the degassing of dissolved CO2, following the disso-
lution of He and H2. The pH then decreased to 6.9 after t = 2.88 days, i.e., for the duration 
of the passage of the third plume of water, while at the same time the water at PZ1 showed 
an increase of natural origin. One could possibly interpret this increase as an impact of the 
slow arrival of hydrogenated water with the main aquifer flow. 

  
(a) (b) 

Figure 21. Comparative evolution of the pH and the tracer concentration at PZ2BIS (5 m downstream): (a) over a period 
of one month; and (b) during the first 24 h. 

3.7. Dominant Ions (Ca2+, Mg2+ and HCO3−) 
The saturation of the water in the first tank with helium and then that of the second 

tank with hydrogen caused the degassing of the natural gases initially present, mainly an 
admixture of CO2, N2, and O2. The degassing of CO2 notably upsets the calco-carbonic 
equilibrium in the water, which seems to have led to the precipitation of CaCO3 at the 
bottom of the tanks and MgCO3 to a lesser extent, totaling a probable loss of around 29 
mg·L−1 of dissolved elements. The water injected into the aquifer is therefore undersatu-
rated with calcite and dolomite, which explains the observed decrease in the concentra-
tions of Ca2+, Mg2+, and HCO3− in the samples taken during the first day (Figure 22). The 
cumulative concentration of these three ions decreased from 401 mg·L−1 before injection 
to a minimum of 372 mg·L−1 during injection, which corresponds to a 9.1% drop in their 
molar concentration shortly after the passage of the injected plumes. A maximum of 427 
mg·L−1 is then observed at t = 2.80 days. This is interpreted as the dissolution of the carbo-
naceous aquifer rock by the injected water, which became more aggressive with respect 
to calcite and dolomite. The concentrations then reached their normal baseline values be-
tween the third and sixth days, with a cumulative concentration of 405 mg·L−1 until the 
end of monitoring. 
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3.7. Dominant Ions (Ca2+, Mg2+ and HCO3
−)

The saturation of the water in the first tank with helium and then that of the second
tank with hydrogen caused the degassing of the natural gases initially present, mainly an
admixture of CO2, N2, and O2. The degassing of CO2 notably upsets the calco-carbonic
equilibrium in the water, which seems to have led to the precipitation of CaCO3 at the bot-
tom of the tanks and MgCO3 to a lesser extent, totaling a probable loss of around 29 mg·L−1

of dissolved elements. The water injected into the aquifer is therefore undersaturated with
calcite and dolomite, which explains the observed decrease in the concentrations of Ca2+,
Mg2+, and HCO3

− in the samples taken during the first day (Figure 22). The cumulative
concentration of these three ions decreased from 401 mg·L−1 before injection to a mini-
mum of 372 mg·L−1 during injection, which corresponds to a 9.1% drop in their molar
concentration shortly after the passage of the injected plumes. A maximum of 427 mg·L−1

is then observed at t = 2.80 days. This is interpreted as the dissolution of the carbonaceous
aquifer rock by the injected water, which became more aggressive with respect to calcite
and dolomite. The concentrations then reached their normal baseline values between
the third and sixth days, with a cumulative concentration of 405 mg·L−1 until the end of
monitoring.
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We observed a quasi-stability of the cumulative concentration of alkaline ions (Na+ 

and K+) at around 18.0 mg·L−1, while the concentration of Cl− increased very significantly 
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before injection to 32.5 mg·L−1 from the moment of tracer injection and then peaked at 44.5 
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The first sample in which an increase is detected is taken before the injection of hy-
drogen, but 0.50 h after the injection of the tracers. It is therefore an artifact caused by the 
presence of an ionic tracer, the lithium ion, in the form of lithium chloride (LiCl). This 
tracer was added to the water in the first tank in order to achieve a Li+ ion concentration 
of 10 mg·L−1, which also represents an additional Cl− ion concentration of 51.4 mg·L−1. 

Figure 22. Comparative evolution of the concentrations of dominant ions and tracer at PZ1 (20 m
upstream) and PZ2BIS (5 m downstream) during the week following the injection of dissolved
hydrogen.

These cycles of variations in concentrations does not appear at any of the piezometers
located further downstream (Figure 23). This shows that the aquifer has already returned
to its natural calco-carbonic equilibrium at a distance of 10 m downstream from the
injection well.
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3.8. Chlor-Alkali Ions (Cl−, Na+, and K+)

We observed a quasi-stability of the cumulative concentration of alkaline ions (Na+

and K+) at around 18.0 mg·L−1, while the concentration of Cl− increased very significantly
shortly after the injection of the water with tracers (Figure 24): it rose from 25.0 mg·L−1

before injection to 32.5 mg·L−1 from the moment of tracer injection and then peaked at
44.5 mg·L−1 before dropping again and stabilizing at 26.0 mg·L−1.
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Figure 26 shows that the sulfates do not seem to have been affected during injection. 
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that of the PZ1 upstream piezometer (27.0 mg·L−1). The same behavior is observed at the 
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Figure 24. Comparative evolution of the concentrations of chlor-alkali ions and tracer at PZ1 (20 m upstream) and PZ2BIS
(5 m downstream) during the week of experiment.

The first sample in which an increase is detected is taken before the injection of
hydrogen, but 0.50 h after the injection of the tracers. It is therefore an artifact caused by
the presence of an ionic tracer, the lithium ion, in the form of lithium chloride (LiCl). This
tracer was added to the water in the first tank in order to achieve a Li+ ion concentration of
10 mg·L−1, which also represents an additional Cl− ion concentration of 51.4 mg·L−1.
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As previously, this excess of chloride ions is no longer observed at the piezometers
located further downstream, i.e., beyond 10 m from the injection well (Figure 25).
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3.9. Nitrates, Sulfates, and Their Derivatives

Nitrates and sulfates are oxidized ions which are potentially reactive to the presence
of hydrogen: they are in fact liable to be reduced to nitrites or ammonium ions for the
former and sulfides or sulfites for the latter, particularly in the presence of metal catalysts.

Figure 26 shows that the sulfates do not seem to have been affected during injection.
At PZ2BIS, their concentration remained stable at 26.9 mg·L−1, a value corresponding to
that of the PZ1 upstream piezometer (27.0 mg·L−1). The same behavior is observed at the
other piezometers located further downstream of the injection well. On the other hand,
there is no trace of sulfides or sulfites above their analytical detection limit of 0.01 mg·L−1.
There is therefore no evidence of a reactivity of the sulfates to the injection of hydrogen
under the conditions of the experiment. It is noted that the tubing of all the piezometers is
made of PVC or HDPE and no metallic item likely to act as a catalyst came into contact
with the aquifer.

Figure 26 also shows that the nitrates do not seem to have been affected during injec-
tion. Their concentration at PZ2BIS remained stable at 33.3 mg·L−1, a value corresponding
to that of the PZ1 upstream piezometer (33.9 mg·L−1), and there is no trace of nitrites
above their analytical detection threshold (0.01 mg·L−1). On the other hand, the ammo-
nium ions exhibited cyclic fluctuations during monitoring, but this is detected at all the
piezometers, including the one located upstream of the injection well (Figure 27). Before
the injection of hydrogenated water, therefore, there are already traces of ammonium ions
at all piezometers at an average concentration of about 0.10 mg·L−1. These ions could be
either the residues from the application of ammoniacal fertilizers or the result of a weak
natural denitrification. It is recalled that, since the well’s tubing is not metallic, it cannot
act as catalysts for a possible denitrification linked to hydrogen injection.
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4. Discussion

Panfilov [3] pointed out in 2015 that few articles have been published on the scientific
aspects of hydrogen behavior in geological structures. Since then, studies on the impact of
hydrogen leaks in an aquifer are still very rare. These include the experimental laboratory
work of Berta et al. [22] and an ongoing experiment by the same team at the University of
Kiel (D) on a shallow aquifer, the results of which have not yet been published. The results
obtained by Berta et al. [22] are however not extrapolatable to our case: they concerned
a long contact period (six months) between hydrogen under pressure (2–15 bars) and a
reconstituted aquifer medium. Under these specific conditions, the reduction of sulfates,
the production of acetate, the precipitation of calcite, and, consequently, an increase in
pH and a decrease in electrical conductivity were observed. These parameters were
considered as potential targets of a monitoring network covering a hydrogen gas storage
site. However, it has been shown that these modifications resulted from the development
of a hydrogenotrophic microbial community including sulfate-reducing bacteria.

In our experiment, several physicochemical and hydrogeochemical phenomena oc-
curred in the hydrogen saturation tank, and then, following the injection of the hydro-
genated water, at the piezometers near downstream to the injection well. Some of these
phenomena are the result of the injection of hydrogenated water (drop in the redox po-
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tential dissolved hydrogen in water), but some others are the results of the preliminary
dissolution of helium and tracers (mainly, deoxygenation of water and degassing of CO2).
At PZ2BIS, the main monitoring piezometer located 5 m downstream to the injection well,
such variations are synchronous with the passage of the first uranine peak (fluorescent
tracer), which signaled the arrival of the hydrogen-free (helium-saturated) water from
the first tank. Once injected into the aquifer, this first water therefore caused the same
phenomena as those observed in the tank, but at a lower intensity as a result of its dilution:
A drop in the oxidation-reduction potential, the dissolved O2 concentration, the electrical
conductivity and the concentration of dominant ions (Ca2+, Mg2+, HCO3

−). In addition,
the water from this tank also contained an excess of Cl− ions, linked to the presence of
LiCl as an ionic tracer: it thus caused an increase of Cl− ions in the aquifer. Since this ion
is particularly conservative, it makes it possible to calculate that the dilution factor of the
first injected plume must have reached 60% during the passage of the tracer peak at this
piezometer.

The dissolution of hydrogen in the second tank also resulted in the same phenomena
related to the degassing of dissolved O2 and CO2: the dissolved O2 concentration dropped
and the pH increased as a result of the degassing of dissolved CO2. This must have also
induced the precipitation of some of the dominant ions (Ca2+, Mg2+ and HCO3

−) in the
water of the tank. The presence of dissolved hydrogen at a concentration close to saturation,
additionally caused a significant drop in the oxidation-reduction potential, which made
the water in this tank highly reducing: this is the only real impact directly linked to the
saturation of water with hydrogen. Shortly after its injection into the aquifer, the oxidation-
reduction potential of the groundwater thus fell at PZ2BIS, making reductive the initially
oxidizing groundwater. This drop coincides with the passage of the second tracer peak
induced by the injection of water from the second tank. Compared to the baseline state, the
concentration of dissolved O2 also decreased at that time, as well as those of the dominant
ions (Ca2+, Mg2+, and HCO3

−), while the pH increased slightly. In the piezometers located
further downstream, i.e., at a distance of 10 m or more from the injection well, no impact
of this type is measured in the aquifer: only the tracers show a weak presence which
clearly reflects the passage of the plumes of water injected from the tanks. In addition, no
piezometer showed significant variations, other than natural ones, in the concentrations
of the oxidized and potentially reactive NO3

− and SO4
2− ions or in any of their expected

metabolites (NO2
−, NH4

+, SO3
−, and S2−). It should be specifically noted that no element

likely to play a catalytic role (especially metals) came into contact with the groundwater on
the site.

The behavior of the aquifer during the passage of the third tracer plume is also
interesting. This plume corresponds to the slow release of the water stock that has remained
trapped in the poorly permeable zone at the base of the injection well PZ2 or in the porous
matrix of its immediate surroundings. Thus, at PZ2BIS, the oxidation-reduction potential
remained low throughout the first day following injection, although it regularly increased
at an average rate of +59 mV·day−1 due to three possible mechanisms: (i) the dilution of
the plume injected into the water table; (ii) the presumed degassing of the hydrogen; and
(iii) the potential chemical or biochemical reaction of the hydrogen with some elements
present in the aquifer rock or in the groundwater. Because the hydrogen is injected under
conditions of undersaturation with respect to the aquifer (hydrostatic pressure > saturation
pressure of the 5 m3 tank), and no impact of the injection of hydrogen on the concentration
of nitrates and sulfates could be demonstrated, the dilution of the injected plume seems
to be the principal mechanism. Again, at PZ2BIS, the dissolved O2 concentration of the
aquifer remained low until at least 2.80 days after the start of the injections. During this
same period, the pH and the concentration of dominant ions dropped below their initial
values. Regarding the conductivity, the decreases observed during the passage of each
injected plume of water are followed by brief increases before returning to the initial values.
The decreases correspond to the passage of undersaturated water due to the precipitation
of calcite and dolomite within the tanks, linked to the degassing of CO2 due to the bubbling
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of He or H2. The observed increases however could represent a brief renewal of the
carbonaceous aquifer rock dissolution following the passage of more aggressive water due
to its lower concentration of dominant ions (Ca2+, Mg2+, and HCO3

−).
According to lithium breakthrough curves and the corresponding calculated dilu-

tion factors, the theoretical hydrogen concentration should have reached a maximum of
around 0.70 mg·L−1 at PZ2BIS and 0.002 mg·L−1 at PZ3. The values observed of 0.63 and
0.002 mg·L−1, respectively, correspond well with this hypothesis. During this experiment,
the hydrogen therefore behaved mainly as a conservative tracer (Figure 28). It can also be
estimated that, at the more distant piezometers, the maximum concentration of dissolved
H2 must have been lower than the analytical detection threshold, which meant that this
element could not be detected, nor could its possible impact on the aquifer.
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5. Conclusions

The hydrogen leak simulation experiment consisted of extracting water from the
aquifer, saturating it with hydrogen gas in a tank, and then reinjecting it into the aquifer.
The saturation of the water with gaseous hydrogen initially caused several physicochemical
and hydrochemical phenomena within the tank and, consequently, in the aquifer:

• A sharp decrease of the oxidation-reduction potential
• The almost total disappearance of dissolved O2 and CO2
• A slight increase of the pH that induced the precipitation of alkaline earth bicarbonated

ions and, accordingly, the decrease of electrical conductivity

These variations are primarily observed at the main PZ2BIS monitoring piezometer
located 5 m downstream of the injection well and, to a lesser extent, at the PZ3 piezometer
located 10 m downstream of the injection well. The other piezometers, located between 20
and 60 m downstream of the injection well, are not significantly affected. Our monitoring
results show that, under the experimental conditions, the impact is only significantly
measurable up to 10–20 m downstream of the injection well. This demonstrates the utility
of closely monitoring the immediate surroundings of a future hydrogen injection well. This
surveillance must be applied not only to the groundwater aquifer, but also to all major
aquifers located deeper.

These results, however, are only valid under the experimental conditions of this test,
which consisted of injecting a limited amount of dissolved hydrogen (9 g or 100 L STP) for
a short time to simulate a sudden leak. Thus, in the case of a larger and/or longer leak, it is
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likely that the physicochemical and hydrogeochemical impacts would be greater across
both space and time. In addition, bacterial growth could take place and induce biochemical
reactions that may consume some dissolved species (sulfates, hydrogen), as observed by
Berta et al. [22].

It is also shown that, during this experiment, the rapid transfer of hydrogen through
the aquifer and its significant dilution beyond 10 m downstream of the injection well did
not allow the development of significant chemical or biochemical reactions: hydrogen
behaved here as a predominantly conservative element and is not (or not very) reactive.

This experiment is a first test of the impact of a hydrogen leak in a shallow unconfined
aquifer. It made it possible to show that there are direct and indirect impacts of the arrival
of dissolved hydrogen even in low amounts in an aquifer and, therefore, to recommend the
implementation of a monitoring of future underground hydrogen storage sites that takes all
of these physicochemical and hydrogeochemical parameters into account: concentrations of
dissolved H2, O2, and CO2, pH, electrical conductivity, and oxidation-reduction potential.
In the case of long-term leakage, the concentrations of sulfates, nitrates, and bicarbonates
must also be monitored.

This short time experiment should be considered as a first test intended to fit the
injection and monitoring protocols for the effective monitoring of the impacts of a hydrogen
leak in an aquifer under geological storage conditions. To be more representative of a real
hydrogen leak, it should be supplemented in the future by a continuous leak simulation,
lasting several days, the monitoring of which should focus on the relevant parameters
previously identified.
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Abstract: Million cubic meters from abandoned mines worldwide could be used as subsurface
reservoirs for large scale energy storage systems, such as adiabatic compressed air energy storage (A-
CAES). In this paper, analytical and three-dimensional CFD numerical models have been conducted
to analyze the thermodynamic performance of the A-CAES reservoirs in abandoned mines during
air charging and discharging processes. Unlike other research works, in which the heat transfer
coefficient is considered constant during the operation time, in the present investigation a correlation
based on both unsteady Reynolds and Rayleigh numbers is employed for the heat transfer coefficient
in this type of application. A tunnel with a 35 cm thick concrete lining, 200 m3 of useful volume
and typical operating pressures from 5 to 8 MPa were considered. Fiber-reinforced plastic (FRP)
and steel were employed as sealing layers in the simulations around the fluid. Finally, the model
also considers a 2.5 m thick sandstone rock mass around the concrete lining. The results obtained
show significant heat flux between the pressurized air and the sealing layer and between the sealing
layer and concrete lining. However, no temperature fluctuation was observed in the rock mass. The
air temperature fluctuations are reduced when steel sealing layer is employed. The thermal energy
balance through the sealing layer for 30 cycles, considering air mass flow rates of 0.22 kg s−1 (charge)
and −0.45 kg s−1 (discharge), reached 1056 and 907 kWh for FRP and steel, respectively. In general,
good agreements between analytical and numerical simulations were obtained.

Keywords: abandoned mines; underground reservoirs; energy storage; renewable energy; CAES;
analytical modelling; numerical modelling; sealing layer

1. Introduction

Large scale energy storage systems are required to facilitate the penetration of variable
renewable energies in the electricity grids [1–4]. Underground space from abandoned mines
can be used as underground reservoirs for underground pumped storage hydropower
(UPSH) and compressed air energy storage (CAES) systems [5–11]. Pumped storage
hydropower (PSH) is the most mature large-scale energy storage technology, and the round
trip efficiency is typically in the range of 70–80% [12,13]. Diabatic CAES (D-CAES) is an
alternative to PSH that requires lower capital costs and the round trip energy efficiency
is around 40–50% [14]. D-CAES systems use natural gas to heat the compressed air in
the decompression period. However, Adiabatic CAES (A-CAES) allows the storage of the
thermal energy during the air compression period, avoiding the consumption of natural
gas, therefore increasing the round trip energy efficiency up to 70–75% [15–17].
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During the operation of A-CAES plants, the air is stored in the underground reservoir
at high pressures during the charge period. Then, in the discharge period, the pressurized
air is released, heated (stored heat), and expanded to generate electricity as the pressure
within the reservoir is reduced. During the storage period, between charging and discharg-
ing, the air pressure and temperature vary depending on the storage time. The amount
of stored energy depends on the reservoir volume and the thermodynamic conditions.
The air temperature variations depend on the thermal conductivity of the sealing layer,
concrete lining and rock mass. Therefore, the air temperature and pressure fluctuations
are essential to design the reservoir volume, to select the appropriate compressor and
turbines and to ensure safe operating conditions. Kushnir et al. [18] developed a study to
determine the temperature and pressure variations within compressed air energy storage
caverns and showed that the heat transfer reduces the temperature and pressure variations
during the compression and decompression periods, leading to a higher storage capacity.
Thermodynamic models were performed to determine temperature and pressure variations
within adiabatic caverns of compressed air energy storage plants [19]. The results showed
that the storage volume is highly dependent on the air maximum to minimum pressure
ratio. Safaei and Aziz [20] carried out a thermodynamic analysis of three compressed air
energy storage systems. They concluded that A-CAES with physical heat storage is the
most efficient option with an exergy efficiency of 69.5%.

A pilot-scale demonstration of A-CAES was built in Switzerland [21,22]. The cavern
was 120 m long and 4.9 m in diameter with a usable volume of 1942 m3. A packed-bed of
rocks for thermal energy storage was located inside the cavern. Charging temperatures of
550 ◦C and air pressures between 0 and 0.7 MPa were employed in the test and constant
heat transfer coefficients of 5 and 10 W m−2 K−1 were considered in the simulations. The
estimated round trip efficiency of the pilot plant reached 63–74%. Schmidt et al. [23]
analyzed the effect of the cyclic loading on the geomechanical performance of CAES
systems for lined and unlined tunnels in closed mines. The cycling loading operation was
simulated for 10,000 cycles considering an operating pressure within the reservoir from 4.5
to 7.5 MPa. They observed moderate deformations and small thickness of plastic zones,
while an increase of the initial volume of less than 0.5% was reached.

Jiang et al. [24] carried out experimental and numerical investigations of a lined rock
cavern to analyze the thermodynamic process within the underground cavern. The volume
of the cavern was 28.8 m3 with 5 m length and 2.9 m in diameter. A 2 cm thick RFP was
employed as sealing layer around the compressed air. The air pressure reached 6 MPa at
constant mass flow rate (0.12 kg s−1). Zhou et al. [25] developed a numerical simulation
for the coupled thermo-mechanical performance of a lined rock cavern for CAES systems.
An air pressure range from 4.5 to 6.9 MPa was considered for 100 cycles with a thickness of
concrete lining of 0 and 0.1 m. They concluded that significant air temperature fluctuation
was observed in sealing layer and concrete lining and no fluctuation occurred in the rock
mass. An analytical study was proposed to estimate the geomechanical performance caused
by air temperature and pressure variations in CAES systems [26]. Khaledy et al. [27] studied
the thermo-mechanical responses of CAES systems in rock salt caverns. They concluded
that the stability of the salt cavern is affected by the internal operating conditions with the
air temperature increasing the volume convergence. Li et al. [28] carried out a failure study
for gas storage by thermo-mechanical modelling in salt caverns. The results showed an
affected area by the air and temperature operating conditions up to 10 m in the rock mass
from the cavern walls. Round trip efficiencies between 70.5 and 75.1% were estimated by
Barbour et al. [29] in A-CAES systems for continuous operation with packed bed thermal
energy storage. The thermodynamic and geomechanical performance was studied by
Rutqvist et al. [30] in lined rock caverns. They found that 97% of the thermal energy
injected in the charge period could be recovered in the discharge period. Deng et al. [31]
designed a new CAES systems with constant gas pressure and temperature in closed coal
mines. A power output of 18 MW and a generating time of 1.76 h were obtained for a
mine tunnel with 10,000 m3 of volume at 500 m depth. The ADELE project was studied
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in Germany to install an A-CAES plant with a storage capacity of 360 MWh and output
power of 90 MW [2].

In this paper, abandoned mines are proposed as underground reservoirs for large
scale energy storage systems. A 200 m3 tunnel in an abandoned coal mine was investigated
as compressed air reservoir for A-CAES plants, where the ambient air is stored at high
pressure. The thermodynamic response of A-CAES reservoirs was analyzed considering
three solids around the pressurized air: a 20 mm thick sealing layer, a 35 cm thick concrete
lining, and a 2.5 m thick sandstone rock mass. One-dimensional analytical and three-
dimensional CFD numerical models were conducted considering fiber-reinforced plastic
(FRP) and steel as sealing layers and a typical operational pressure from 5 to 8 MPa. In the
analytical model, air mass flow rates of 0.22 and −0.45 kg s−1 have been considered for
30 cycles of compression and decompression, respectively. To reduce the computational
time, the numerical simulation has been conducted for five cycles with air mass flow rates
of 50 and −75 kg s−1. The air temperature and pressure fluctuations were estimated in the
simulations. The temperature and the heat flux were also analyzed on the contact surfaces
of the solids considering both FRP and steel sealing layers and the heat convection from
the air to the sealing layers was calculated. Finally, the energy balance through the sealing
layer was obtained during air charging and discharging.

2. Materials and Methods
2.1. Problem Statement

Underground space in abandoned mines may be used as compressed air storage
systems for CAES plants. The simplified schematic diagram of the CAES system is shown
in Figure 1. The compressor and turbine facilities are installed above the ground, while the
compressed air reservoir is underground. The ambient air is compressed during off-peak
periods and stored at high pressure in the underground reservoir (charge period). Then,
when the electricity is required, the compressed air is released, heated, and expanded
during peak hours in conventional gas turbines, driving a generator for power production
(discharge period). The charge and discharge processes are carried out with a typical
operating pressure range from 5 to 8 MPa. To reduce air leakage, two different sealing
layers, FRP, and steel, have been employed in the present study. The air temperature and
pressure fluctuations are estimated for both FRP and steel sealing layers.
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2.2. Analytical Model

A one-dimensional analytical model has been developed in MATLAB to study the
thermodynamic performance during the operation time of the CAES system in a closed
mine. Figure 2 shows the scheme of the 50 m long model. A lined tunnel with a usable
volume of 200 m3 and a cross section of 8 m2 has been considered. A 20 mm thick sealing
layer, a 35 cm thick concrete lining and a 2.5 m thick sandstone rock mass have also
been considered in the model around the fluid. The evolution of the temperature (Ta),
density (ρa) and air pressure (Pa) over time has been analyzed considering different air
mass flow rates (ṁ). The heat flux through the contact surfaces, i.e., air-sealing layer (

.
Q1),

sealing layer-concrete (
.

Q2), and concrete-sandstone (
.

Q3), has been estimated. Finally, the
temperature on the sealing layer wall (T1), concrete wall (T2), and sandstone wall (T3) have
also been estimated during the operation time considering an external temperature (T4) of
300 K.
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The energy equation has been applied following Equation (1), where
.

Q is the net heat
transfer,

.
W is the net work done, e is the specific energy, ρ is the density in kg m−3, V is

the reservoir volume, v is the air velocity and S is the cross section of the tunnel. In the air
domain, the first term of Equation (2) represents the heat convection from the air to the
sealing layer, which depends on the film coefficient of heat transfer (h), in Wm−2 K−1, the
sealing layer surface in contact with the fluid (A1) and the temperature difference between
the air and the concrete wall (Ta-T1). The second term of Equation (2) corresponds to the
energy variation within the reservoir where the air pressure increases, which depends on
the air mass inside the reservoir (m), the specific heat at constant volume (Cv) and the air
temperature (Ta). Finally, the third term represents the input and output of energy in the
control volume due to the energy provided by the air jet in the form of heat (T0) and kinetic
energy. The air mass inside the reservoir at an instant of time, t, depends on the initial air
mass (m0) and the air mass flow rate (ṁ), and is obtained by applying Equation (3).

.
Q −

.
W =

∂

∂t

∫
ρe dV +

∮
ρê (v̂dS) (1)
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− hA1(Ta − T1) =
d
dt
(mCvTa)−

.
m
(

CvT0 + RT0 +
v2

2

)
(2)

m = m0 +
.

m t (3)

After some algebra, the air temperature (Ta) is calculated by applying Equation (4).
The air temperature and density increase as the air pressure increases in the reservoir, and
therefore the wall temperature increases by heat convection.

dTa

dt
=

.
m
m

[
Cp

Cv
T0 +

1
2Cv

( .
m
m

L
)2

− Ta

]
− h2πr1L

Cvm
(Ta − T1) (4)

The temperatures on the sealing layer wall (T1), the concrete wall (T2) and sandstone
wall (T3) are obtained applying the equations of non-stationary heat transfer in sealing layer,
concrete and sandstone domains (solid regions) considering an external temperature (T4)
of 300 K and a temperature of the air mass flow inlet (T0) of 310 K. The heat flux reaches the
sealing layer by convection. A part of this heat is transmitted to the concrete by conduction
while another part increases the temperature of the sealing layer. A similar mechanism
takes place for the concrete lining. Equations (5)–(7) represent the heat transmission on the
sealing layer, concrete and sandstone formation, respectively.

dT1

dt
=

2Uh
msCps

(Ta − T1)−
2Us

msCps
(T1 − T2)−

dT2

dt
(5)

dT2

dt
=

2Us

mcCpc
(T1 − T2)−

2Uc

mcCpc
(T2 − T3) (6)

dT3

dt
=

2Uc

mssCpss
(T2 − T3)−

2Uss

mssCpss
(T3 − T4) (7)

where Uh, Us, Uc, and Uss are the convection transmittance, sealing layer transmittance, con-
crete transmittance, and sandstone transmittance, respectively. These thermal coefficients
are evaluated according to

Uh = h2πr1L (8)

Us =
2πKsL

Ln
(

r2
r1

) (9)

Uc =
2πKcL

Ln
(

r3
r2

) (10)

Uss =
2πKssL

Ln
(

r4
r3

) (11)

In these expressions, h is the film coefficient of heat transfer, in Wm−2 K−1; L is the
tunnel length, in m; Ks, Kc and Kss are the thermal conductivity of sealing layer, concrete
and sandstone, in Wm−1 K−1; Cps, Cpc, and Cpss are the specific heat at constant pressure
for the sealing layer, reinforced concrete and sandstone, in J kg−1 K−1; and r1, r2, r3, and r4
are the (equivalent) radius of sealing layer, concrete, sandstone and external walls, in m
(Figure 2b). Note that due to the geometrical characteristics of the tunnel, the heat transfer
formulation in cylindrical coordinates has been used for Equations (8)–(11).

For the evaluation of the convection film coefficient, the correlation proposed by
Woodfield et al. [32] and Heath et al. [33] for the measurement of heat transfer coefficients in
high-pressure vessels during gas charging was considered. In particular, a mixed (natural
and forced) convection is modelled as a combination of both unsteady Reynolds and
Rayleigh numbers. For the present investigation, a slight correction has been introduced
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for the exponent of the Rayleigh number, resulting the Nusselt number in the following
expression:

Nu = 0.56 Re0.67 + 0.104 Ra0.34 (12)

where Re is defined as the Reynolds number of the incoming mass flow rate
(Re = 4

.
m/2µπr1) and Ra is computed from the instantaneous thermal properties of the

air (Ra = gβ(Ta − T1)Cpρ2L3/(µK)), being g the gravity acceleration, β is the volumetric
thermal expansion coefficient, Cp the specific heat coefficient at constant pressure, ρ the
density, L the tunnel length, µ the dynamic viscosity and K the thermal conductivity. The
film coefficient is thus computed as

h = Nu
K
L

(13)

Finally, a backward Euler explicit discretization has been employed over
Equations (3)–(7) to resolve the coupled system of equations. A typical time-step of 0.01 s
was applied to provide an accurate temporal description of the different temperatures. The
model was resolved iteratively until a maximum prescribe pressure was reached inside
the reservoir.

In addition, according to Kushnir et al. [18] and Zhou et al. [25], the air has been
considered as a real gas through a compressibility factor (Z) that it is computed using the
Berthelot gas state equation. Finally, considering a density value uniformly distributed in
the volume, the pressure value of the CAES may be obtained at any instant by applying
Equations (14) and (15).

Pa =

(
R
V

)
ZmTa (14)

Z = 1 − 9
128

(
Pa

Pc

)(
Tc

T

)(
6T2

c
T2 − 1

)
(15)

where Tc and Pc the air temperature and the air pressure at critical conditions, assumed
to be 132.65 K and 3.76 MPa. The contact surfaces between air-sealing layer (A1 = 2πr1L),
sealing layer-concrete (A2~2πr2L), concrete-sandstone (A3~2πr3L), and sandstone-exterior
(A4~2πr4L), are 359, 365, 545, and 1610 m2, respectively. Note that, in order to model a
complete cycle of compression (storing energy) and expansion (releasing energy) of the
CAES system, the energy balance for the air domain—Equation (4)—needs to be rewritten
as a function of the discharge mass flow rate (ṁout < 0) and the air temperature within the
reservoir, according to Equation (16):

dTa

dt
=

.
mout

m

[(
Cp

Cv
− 1
)

Ta +
1

2Cv

( .
mout

m
L
)2]

− h2πr1L
Cvm

(Ta − T1) (16)

Air mass flow rates of 0.22 kg s−1 and −0.45 kg s−1 have been considered in the charge
and discharge periods, respectively, for both RFP and steel sealing layers. The thermal
properties and the volume of air, reinforced concrete, sandstone rock mass and sealing
layers considered in the model are shown in Table 1 [24,25]. Note significant differences
between the thermal conductivity of FRP and steel.

Table 1. Thermal properties and volume of air, concrete, sealing layers and sandstone rock mass.

Material Specific Heat
(J kg−1 K−1)

Thermal Conductivity
(W m−1 K−1)

Volume
(m3)

Density
KN m−3

Air 1006 0.0242 200.53 0.0117
Reinforced concrete 1000 1.60 195.26 23

Sandstone 711 5.00 2605 25
Sealing layer (FRP) 384 0.40 7.24 8.82
Sealing layer (Steel) 500 45 7.24 76.5
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2.3. CFD Numerical Model
2.3.1. Model Geometry, Mesh and Boundary Conditions

A 3D numerical model of a horseshoe-shaped tunnel located inside a closed mine
was conducted to simulate the compression and decompression processes (air charging
and discharging) that occur in the tunnel during the operation of the CAES plant. The
computational domain is a tunnel with 8 m2 of cross section and 50 m in length and
includes both the fluid area and the solid areas around the fluid. The configuration of the
simulated tunnel is illustrated in Figure 3. To improve the geomechanical performance, a
4 m2 circular cross-section has been designed for the compressed air (blue area in Figure 3).
The tunnel is reinforced with a 35 cm thick concrete lining and is finished with a dead-end.
To avoid thermal leakage, a 20 mm thick sealing layer is considered between the air and
concrete lining. Two types of sealing materials are considered: FRP and steel. The external
part of the model corresponds to the 2.5 m thick sandstone rock mass existing in the mine.
The total cross section of the model is 57.13 m2 (8 × 8 m) and the model volume is 2587 m3.
In addition, the useful volume of air reaches 200.53 m3. The entire geometry is meshed
with 2,690,038 hexahedral and tetrahedral cells. Finer mesh was defined in the sealing
layer, concrete and air zones, with higher grid density in those regions where the gradients
of the flow characteristics are extremely important.
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Four different type of materials (air, sealing layer, concrete, and sandstone) are used
to simulate the heat transfer process between the air inside the mine and the surrounding
media. In addition, as in the analytical model, FRP and steel are considered as sealing
layers. The air is defined as real-gas to allow the simulation of the compression process.
To reproduce the concrete layer existing between the sealing layer and the sandstone, a
solid material zone is defined. The sandstone and sealing layer zones are also defined as
solid materials. In addition, a series of thermal properties are imposed on the sandstone,
concrete and sealing zones to simulate the conduction heat transfer.
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The numerical simulation of the compression/expansion process was carried out with
the commercial software ANSYS Fluent® 16.2. This code was used to solve the full 3-D
Unsteady Reynolds-Averaged Navier–Stokes (URANS) equations for compressible flow.
The coupling between velocity and pressure was resolved by the SIMPLE algorithm. The
spatial and temporal derivatives of the governing equations for the fluid flow were calcu-
lated by means of a second-order discretization, and the pressure interpolation PREssure
STaggering Option (PRESTO) scheme has been used. Turbulent closure was established by
the RNG k–εmodel together with standard wall functions. In addition, the resolution of
the energy equation for both fluid and solid volumes was activated. A constant mass flow
rate was imposed as an inlet boundary condition for each model and an interface condition
was established for solid/solid and solid/fluid surfaces. To reduce the computational
time, air mass flow rates of 50 kg s−1 and −75 kg s−1 were considered in the numerical
simulations. In Section 3.3, these mass flow rates are also employed in the analytical model
to carry out the comparative analysis. In addition, a constant temperature of 300 K was
considered in the sandstone surface. Moreover, a no-slip shear condition was imposed
on the walls. The material properties used in the numerical model have been indicated
in Table 1. A fixed time step of 5 × 10−2 s was selected for the simulations to ensure
their stable convergence. The convergence criteria is based on the residual values of the
solution solved in the numerical domain. A typical threshold of 10−5 was set for continuity,
momentum and energy equations.

2.3.2. Mesh Sensitivity Study

A mesh sensitivity analysis has been carried out to optimize the numerical model
results. Four different mesh sizes between 1.44 × 106 and 3.47 × 106 cells were used to
simulate the air compression process from the ambient conditions to 8 MPa using FRP as
sealing layer. The thermal energy balance through the sealing layer was analyzed for the
first cycle of compression.

The results for the four scenarios are indicated in Table 2. Finally, a mesh model
with 2.69 × 106 cells was selected to simulate the air charge and discharge periods in the
underground reservoir. When a model with 3.47 × 106 cells is considered, an increase in
the computational time of 26.72% is obtained regarding the selected mesh size.

Table 2. Mesh sensitivity analysis.

Mesh Cells
×106

Thermal Energy
(kWh)

Error
(%)

Computational Time
(h)

1.44 53.96 7.14 56
2.01 56.76 2.33 78
2.69 57.72 0.68 116
3.47 58.11 - 147

3. Results and Discussion
3.1. Analytical Model Results

The analytical model has been simulated for 30 cycles. The air is compressed from
atmospheric conditions to 8 MPa in the first cycle. In the following cycles, the air pressure
varies from 5 to 8 MPa at a stable mass flow rate considering an injected air temperature of
310 K and daily compression and decompression cycles. During an operation cycle, the air
is compressed for 8 h at a mass flow rate of 0.22 kg s−1 and stored for 6 h. Then, the air is
released for 4 h at a mass flow rate of −0.45 kg s−1 and stored for 6 h.

The variations in temperature for the air, sealing layer and concrete lining are shown
in Figure 4 using FRP as sealing layer for 30 continuous cycles, which is equivalent to
one month of operation. The results are also presented more in detail for the first cycle
(Figure 4a) and the 30th cycle (Figure 4c). The air temperature increases up to 322 K
during the first compression cycle. However, due to mixing with the injected air and
heat exchange between the compressed air and the lining, the air temperature within the
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reservoir decreases to 307 K from the fifth cycle (five days). During the discharge period the
air temperature is also stable, reaching minimum values of 294 K. The temperature of the
FRP and concrete during the charge period reach 305 and 303 K, respectively, decreasing to
296 and 300 K during the discharge phase.
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As shown in Figure 5, the air pressure varies from 5 to 8 MPa over the entire 30 days.
Because of air temperature, the pressure decreases to 7.8 MPa during the storage period in
the first cycle (Figure 5a). This reduction decreases to 7.9 MPa from the fifth cycle. The air
pressure increases slightly in the storage period after the decompression stage.
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The surface heat flux by convection between the compressed air and the FRP and
between the FRP and concrete is shown in Figure 6. Note the thickness of the sealing layer
(20 mm). Due to the temperature effect, the surface heat flux increases in the first cycle
to 150 and 140 W m−2 for FRP and concrete lining, respectively. The heat flux decreases
to −90 W m−2 in the decompression stage. As observe in Figure 6c in more detail, from
second cycle the heat flux through the FRP and concrete is stable, reaching maximum
values of 50 and −100 W m−2 in the charge and discharge periods, respectively. The
surface heat flux is decreasing rapidly during the storage periods. Due to the thickness of
the sealing layer and the long air charging and discharging time, the surface heat flux in
the sealing layer and the concrete lining is very similar.
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A comparative analysis for the air temperature, pressure and surface heat flux is
shown in Figure 7 for the first cycle considering both FRP and steel as sealing layers.
The results are also presented for cycle 30th in Figure 8. The air temperature fluctuation
between the compression and decompression periods decreases when steel is employed as
sealing layer. Because of the thermal conductivity, the temperature in the contact surface
between the compressed air and sealing layer is lower when steel is employed as sealing
layer (Figure 8a). The reduction in air pressure in the first cycle is greater during the storage
period when FRP is used as sealing layer (Figure 7b). However, as shown in Figure 8b,
this reduction is very similar from second cycle. Regarding the surface heat flux, the
results are very similar for both sealing layers, reaching values 50 and −100 W m−2 in the
compression and decompression stages (Figure 8c). The thermal energy balance in the 30th
cycle (day 30) through the sealing layer reaches 25.27 and 20.48 kWh for FRP and steel,
respectively. Although the system loses slightly more thermal energy in the compression
stage when steel is used, the lining contributes with more energy to the compressed air in
the decompression stage when steel is used as sealing layer (Figure 8c).
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3.2. Numerical Model Results

To validate the results of the analytical model, a 3D CFD numerical model has been
performed and the results are shown in Figure 9. The numerical model has been simulated
for 5 cycles, considering an injected air temperature of 310 K and stable air mass flow
rates of 50 kg s−1 and −75 kg s−1 in the charge and discharge periods, respectively. The
model geometry and thermal properties of air and solids are the same as those used in the
analytic model. As presented in Figure 9a, the maximum air temperature decreases from
410 to 340 K between the first and fifth cycle. The air temperature fluctuation between air
charging and discharging reaches 45 K in the fifth cycle. Likewise, the FRP temperature
decreases from 385 to 322 K. However, the concrete lining temperature is more constant
throughout the process. The surface heat flux for FRP and concrete is shown in Figure 9c.
Due to convective effects, the heat flux increases in FRP during the first cycle. Then, from
third cycle is stabilized in a maximum value of 1000 W m−2 in the compression period and
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−1000 W m−2 in the decompression period. The numerical model results using steel as
sealing layer are shown for five cycles in Figure 10.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 12 of 19 
 

−1000 W m−2 in the decompression period. The numerical model results using steel as seal-
ing layer are shown for five cycles in Figure 10. 

 
Figure 9. Numerical model results for 5 charging and discharging cycles considering FRP as sealing layer. (a) Temperature 
of air, FRP and concrete lining; (b) Air pressure; (c) Surface heat flux of FRP and concrete lining. 

 
Figure 10. Numerical model results for 5 charging and discharging cycles considering steel as sealing layer. (a) Tempera-
ture of air, steel and concrete lining; (b) Air pressure; (c) Surface heat flux of steel and concrete lining. 

As in the analytical model, the air temperature fluctuation between air compression 
and decompression periods is reduced down to 41 K when steel is employed as sealing 
layer (Figure 10a). In general, the air temperature is much lower than the previous sce-
nario. The surface heat flux is presented in Figure 10c, varying in the steel surface between 
2000 W m−2 and −2000 W m−2 for the charge and discharge periods, respectively. Due to 
the high thermal conductivity (45 W m−1 K−1), the heat flux through the sealing layer is 
greater, and therefore the temperature in the steel surface is lower. The temperature in the 
steel coincides with the temperature on the concrete surface, reaching a maximum value 
of 320 K in the first cycle. 

Figure 9. Numerical model results for 5 charging and discharging cycles considering FRP as sealing layer. (a) Temperature
of air, FRP and concrete lining; (b) Air pressure; (c) Surface heat flux of FRP and concrete lining.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 12 of 19 
 

−1000 W m−2 in the decompression period. The numerical model results using steel as seal-
ing layer are shown for five cycles in Figure 10. 

 
Figure 9. Numerical model results for 5 charging and discharging cycles considering FRP as sealing layer. (a) Temperature 
of air, FRP and concrete lining; (b) Air pressure; (c) Surface heat flux of FRP and concrete lining. 

 
Figure 10. Numerical model results for 5 charging and discharging cycles considering steel as sealing layer. (a) Tempera-
ture of air, steel and concrete lining; (b) Air pressure; (c) Surface heat flux of steel and concrete lining. 

As in the analytical model, the air temperature fluctuation between air compression 
and decompression periods is reduced down to 41 K when steel is employed as sealing 
layer (Figure 10a). In general, the air temperature is much lower than the previous sce-
nario. The surface heat flux is presented in Figure 10c, varying in the steel surface between 
2000 W m−2 and −2000 W m−2 for the charge and discharge periods, respectively. Due to 
the high thermal conductivity (45 W m−1 K−1), the heat flux through the sealing layer is 
greater, and therefore the temperature in the steel surface is lower. The temperature in the 
steel coincides with the temperature on the concrete surface, reaching a maximum value 
of 320 K in the first cycle. 

Figure 10. Numerical model results for 5 charging and discharging cycles considering steel as sealing layer. (a) Temperature
of air, steel and concrete lining; (b) Air pressure; (c) Surface heat flux of steel and concrete lining.

As in the analytical model, the air temperature fluctuation between air compression
and decompression periods is reduced down to 41 K when steel is employed as sealing
layer (Figure 10a). In general, the air temperature is much lower than the previous scenario.
The surface heat flux is presented in Figure 10c, varying in the steel surface between
2000 W m−2 and −2000 W m−2 for the charge and discharge periods, respectively. Due to
the high thermal conductivity (45 W m−1 K−1), the heat flux through the sealing layer is
greater, and therefore the temperature in the steel surface is lower. The temperature in the
steel coincides with the temperature on the concrete surface, reaching a maximum value of
320 K in the first cycle.
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The distribution of the air temperature within de reservoir and the detail of the
temperature in the sealing layer are shown in Figure 11 after the decompression period at
5 MPa in the first cycle, using FRP as sealing layer.
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Due to the low thermal conductivity of FRP, the temperature reaches 390 K at the top
of the reservoir. However, the temperature in the FRP decreases to 330 K at the bottom. A
minimal increase in temperature is observed in the concrete lining. The distribution of the
air temperature within de reservoir and the detail of the temperature in the sealing layer
are shown in Figure 12 after the decompression period at 5 MPa in the first cycle, using
steel as sealing layer. The temperature in the steel reaches 330 K at the top of reservoir. In
this scenario, a temperature increase up to 320 K has been obtained for the concrete lining.

The distribution of the surface heat flux around the compressed air is shown in
Figure 13 after the first compression cycle at 8 MPa for both FRP and steel sealing layers.
The surface heat flux reaches a maximum value of 7500 W m−2 in the steel surface, while
in the FRP surface the maximum value is 3000 W m−2.
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Figure 13. Numerical model results. Distribution of surface heat flux for FRP and steel in the first cycle at a pressure of
8 MPa in the contact surface air-sealing layer.

3.3. Comparative Analysis

A comparative analysis between the analytical and numerical models have been
carried out. Air mass flow rates of 50 kg s−1 and −75 kg s−1 were also considered in the
analytical model to carry out the comparative study. As indicated previously, although
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both analytical and numerical models use the same model geometry, the air mass flow
rates of the numerical model are higher to reduce the computational time. Figure 14 shows
a comparative analysis for five cycles between analytical and CFD results using FRP as
sealing layer. A comparison between FRP and steel is shown afterwards in Figure 15 for
one cycle. The obtained heat transfer coefficient is also indicated in Figure 15b. In general,
good agreements have been obtained between both analytical and numerical simulations.
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sealing layers. (a) Air temperature; (b) Heat transfer coefficient; (c) Surface heat flux.

To justify the accuracy of the simulations, the results obtained in the analytical model
have been compared with experimental and numerical models. Figure 16 shows the
comparison of results obtained for air temperature (Figure 16a) and pressure (Figure 16b)
during the first cycle with an experimental model developed by Jiang et al. [24]. Dot points,
corresponding to the experimental values, are compared with the results obtained in solid
blue lines in Figure 16. In addition, Figure 17 shows the comparison of results obtained for
air and wall temperatures (Figure 17a) and air pressure (Figure 17b) during the first cycle
with a numerical model conducted by Zhou et al. [25]. The analytical model (solid lines)
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has been employed to reproduce the numerical model considered by Zhou et al. (dashed
lines), reporting good accuracy as shown in Figure 17.
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4. Conclusions

Analytical and numerical models were established to investigate the thermodynamic
performance of an underground reservoir located in abandoned mines for A-CAES plants.
Analyzing air temperature and pressure fluctuations during the operation time in A-CAES
plants is essential to design the underground reservoir volume and the turbomachinery.
Typical operating pressures from 5 to 8 MPa were considered in the air charging and
discharging periods. A 20 mm thick sealing layer, 35 cm thick concrete lining and 2.5 m
thick sandstone rock mass have been considered around the compressed air. In addition,
FRP and steel have been employed as sealing layer. Unlike other research works, in which
the heat transfer coefficient is considered constant during the operation time, in the present
investigation a correlation based on both unsteady Reynolds and Rayleigh numbers is
employed for the heat transfer coefficient.
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The results obtained show greater variations in air temperature between the air
compression and decompression when FRP is used as sealing layer. Thus, significant
temperature variations in the sealing layer and only a 15 cm thickness of the concrete lining
is affected by a temperature rise during operation when steel is employed as sealing layer.
The volume of concrete affected is reduced when FRP is used as sealing layer around the
fluid. Regarding the sandstone rock mass, no temperature fluctuation was observed in
the simulations. In addition, the heat flux increases and the air temperature within the
reservoir is lower when steel is employed as sealing layer.

Finally, the thermal energy balance in the 30th cycle through the sealing layer consid-
ering air mass flow rates of 0.22 and −0.45 kg s−1 reached 25.27 and 20.48 kWh for FRP
and steel, respectively. In general, good agreements were obtained between analytical and
numerical simulations. Unlike a 1D analytical model, in the 3D CFD numerical model it is
possible to analyze the distribution of the thermodynamic responses in the entire domain,
assuming a significant advantage to design the reservoir.
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Nomenclature

A1 Contact surface between air-sealing layer (m2)
A2 Contact surface between sealing layer-concrete (m2)
A3 Contact surface between concrete-sandstone (m2)
A4 Contact surface between sandstone-exterior (m2)
Cpc Specific heat at constant pressure for concrete (J kg−1 K−1)
Cps Specific heat at constant pressure for the sealing layer (J kg−1 K−1)
Cpss Specific heat at constant pressure for sandstone layer (J kg−1 K−1)
Cv Specific heat at constant volume (J kg−1 K−1)
e Specific energy (J kg−1)
g Gravity acceleration (m s−2)
h Heat transfer coefficient (W m−2 K−1)
Kc Thermal conductivity of sealing layer (W m−1 K−1)
Ks Thermal conductivity of sealing layer (W m−1 K−1)
Kss Thermal conductivity of sandstone (W m−1 K−1)
L Tunnel length (m)
ṁ Air mass flow rate in the charge period (kg s−1)
ṁout Air mass flow rate in the discharge period (kg s−1)
Nu Nusselt number (-)
Pa Air pressure (MPa)
Pc Air pressure at critical conditions (MPa)
.

Q Surface heat transfer (W m−2)
r1 Equivalent radius of sealing layer (m)
r2 Equivalent radius of concrete lining (m)
r3 Equivalent radius of sandstone (m)
r4 Equivalent radius of external walls (m)
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Ra Rayleigh number (-)
Re Reynolds number (-)
S Tunnel cross section (m2)
t Time (s)
T1 Temperature on the sealing layer wall (K)
T2 Temperature on the concrete lining wall (K)
T3 Temperature on the sandstone rock mass wall (K)
T4 External temperature (K)
Ta Air temperature (K)
Tc Air temperature at critical conditions (K)
Uc Concrete transmittance (W K−1)
Uh Convection transmittance (W m−2 K−1)
Us Sealing layer transmittance (W K−1)
Uss Sandstone transmittance (W K−1)
v Air velocity (m s−1)

.
W Net work (W)
V Tunnel volume (m3)
Z Compressibility factor (-)
β Volumetric thermal expansion coefficient
µ Dynamic viscosity (kg m−1 s−1)
ρa Air density (kg m−3)
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Abstract: The achievement of the long-term national energy targets in Greece for large-scale inte-
gration of wind and solar energy may be facilitated by the development of hydro-pumped storage
projects. In light of the above, technical aspects related with the operation of the Greek power system
and its ability to absorb renewable energy are analyzed in connection with the role of hydro-pumped
storage and relative economic aspects. The aim of this work is to assess the potential contribution of
hydro-pumped storage projects and estimate the capacity magnitude order to support large-scale
wind and photovoltaic (PV) integration in Greece. For this purpose, scenarios for the Greek power
system with focus on Wind and PV development, in conjunction with hydro-pumped storage capac-
ity, are developed, and results for current situation and reference years 2030 and 2050 are presented.
For the simulation, among others, high resolution mesoscale wind data for a typical year in the whole
Greek territory are used for the steady state simulation of the Greek power system, in order to better
estimate the power that could be generated from installed wind turbines, taking into consideration
technical characteristics of a typical commercial wind turbine. Results indicate the need of gradual
development of hydro-pumped storage in parallel with the large-scale integration of wind and
PV capacity into the Greek power system. In addition, the feasibility of the examined scenarios is
supported from the low cost of wind and PV generation. In the case of Greece, thanks to the complex
morphology and hydraulic conditions of the country, hydro-pumped storage composes an efficient
and low-cost storage solution.

Keywords: wind energy; photovoltaics; wind curtailment; mesoscale atmospheric model; hydro-
pumped storage

1. Introduction
1.1. Background

The consequences of climate change due to energy production from traditional energy
sources, the growing energy demand and the EU decarbonization targets lead to a need for
replacement of conventional resources with renewable ones.

However, in the power sector, large-scale integration of intermittent output renewable
sources is a great challenge, especially in non-interconnected or saturated grids. For
this reason, the growth of large-scale wind and solar integration is a prerequisite for the
simultaneous development of energy storage infrastructure.

Storage infrastructure may be a decisive factor for the size of wind and solar energy
integration in the power system, as energy storage can act as a balancing component of the
system. The energy storage technology that has met the biggest development, is applicable
at large scale and has a considerable rate of efficiency is hydro-pumped storage.
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Hydro-pumped storage attracts the attention of the scientific community. In par-
allel, the role of storage solutions is drawing towards large-scale non-dispatchable re-
newable energy penetration [1]. The policy framework for large-scale electricity storage
to use wind energy surplus has been comparatively analyzed in France and Germany
for 2020 and 2030 [2]. Additionally, hydro-pumped storage has been widely examined
as a solutionto reduce wind energy curtailment in the cases of Ireland [3], China [4,5],
Greece [6–8] and in some North European Smart Islands [9]. A special research interest on
the combination of hydro-pumped storage with wind energy was shown for autonomous
islands, like Azores [10], Gran Canaria [11], El Hierro [12], Crete [13,14] and other Greek
islands [7,13,15].

Concerning this paper’s case study, the Greek energy supply system is characterized by
the oddity that it is not a cohesive system. In particular, it consists of the mainland’s electric
grid and small non-interconnected power systems on the islands. The interconnections
of Greece with the neighboring countries have a relatively small capacity, and the power
supply of the system is mainly based on the production of lignite and natural gas power
plants, with lignite power plants being gradually phased out and natural gas power gaining
a larger production share.

Moreover, the potential of energy production from renewable sources is considered to
be high due to the geographical location and the weather conditions that prevail across the
country. The instability and the deficiency that could be caused to the Greek power system
with the higher integration of renewable sources, inhibit their integration, as the system
depends mainly on inland production, and security of supply cannot be compromised. For
that reason, hydro-pumped storage or other energy storage systems should be integrated
into the power system, in order to facilitate the share increase of power produced from
renewable sources and in parallel diversify the energy mix of the country, introducing
storage capacity.

A literature review of barriers related to large-scale market integration of Variable
Renewable Energy Sources in European electricity markets design has been included in the
discussion of the storage facilities’ importance underlying the barriers of their high capital
cost and the unsound business case due to the lack of scarcity price [16]. However, the role
of storage is analyzed in large-scale wind and PV integration in Germany showing that
integration level up to 50% could be achieved if flexible back-up power plants are used [1].
Different storage technologies (batteries, pumped hydro storage, adiabatic compressed air
energy storage, thermal energy storage, and power-to-gas technology) and their role have
been investigated in the transition path towards a 100% renewable energy power sector
by 2050 in Europe [17]. The synergy between storage and balancing is analyzed in a fully
or highly renewable pan-European power system, based on 8 years solar—wind demand
data, with focus on the forms of hydro-pumped storage and hydrogen [18].

The sitting of hydro-pumped storage is a critical parameter from the social, environ-
mental and energy points of view. A review of the existing types of pumped-hydro storage
plants, highlights the advantages and disadvantages of each configuration and proposes
innovative arrangements in order to increase the possibility to find suitable locations for
building large-scale reservoirs for long-term energy and water storage [19]. A global analy-
sis identifies 616,000 sites for closed-loop off-river hydro-pumped storage, based on high
resolution global digital elevation models [20]. Off-river pumped hydro energy storage
together is also proposed as an effectual solution to support 100% renewable energy in
East Asia [21]. Finally, underwater pumped storage has been proposed as an alternative
emerging technology with significant potential [22].

1.2. Recent Situation and Trends

In 2019, 60 GW of wind power capacity was added globally, with the cumulative
capacity reaching 650 GW. Costs have fallen rapidly for both onshore and offshore wind
power, increasing dramatically the amount of bid prices in auctions around the world,
especially in the past year. This development can be explained considering the constant
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technology innovation, the reduced financing costs and the ever-growing competition in
the industry, with electric utilities and large oil and gas companies continuing to invest
further in that direction. Additionally, incentives such as robust regulatory reforms, wind
energy’s cost-competitiveness and its potential environmental benefits show that there
is no expected deceleration in the wind power sector progress. Finally, the world’s first
commercial floating wind park has been commissioned in Scotland, while the sizes of
turbines continued to increase, with some manufacturers producing turbines of up to
10 MW.

Meanwhile, development in solar PV sector is even faster, with almost 100 GW of
new capacity added and increased the global capacity to 580 GW at the end of 2019.
This growth can be explained mainly due to the raised awareness of the technology’s
potential to alleviate pollution, reduce carbon dioxide emissions and provide energy access
to developing countries. Subsequently, intense competition, increasing efficiencies and
reduction in energy costs have led to record-low auction prices.

Hydro-pumped storage advancements over the past few years continue to upgrade an
already proven and reliable technology that represented more than 95% of all energy storage
solutions globally, in terms of cumulative capacity. These include improved efficiencies
with modern reversible pump-turbines, adjustable-speed pumped turbines, advanced
equipment controls such as static frequency converters and generator insulation systems,
as well as innovative underground construction methods and design capabilities, leading
to faster response times of load follow for intermittent renewables more efficiently and cost
effectively. Globally, there are approximately 270 pumped storage plants either operating
or under construction, representing a combined generating capacity of over 127,000 MW.
Of these total installations, 36 units consist of adjustable speed machines, 17 of which are
currently in operation, totaling 3569 MW and 19 of which are under construction, totaling
4558 MW [23].

2. The Greek Power System
2.1. Current Power System Situation in Greece

The annual electricity demand in the Interconnected System of Greece, with reference
year 2019, was 52.17 TWh. The total nominal capacity of conventional plants was 8806 MW
(December 2019), comprising 3904 MW of lignite power plants and 4902 MW of natural
gas [24]. Conventional power plants possess a significant share of electricity production
which reaches approximately 51% on the annual electricity production (2019). Wind
installations represent a capacity of 3283 MW, while the capacity of photovoltaics including
roof-top PVs reaches 2639 MW [25]. Both technologies contributed in 2019 with 14% of
generated power [24]. Moreover, the nominal capacity of large and small hydroelectric
power plants was 3411 MW, biomass units accounted for 87 MW, while Combined Heat
and Power (CHP) 105.47 MW [25]. During 2019, the interconnections balance, i.e., net
imports, contributed to the 19% of electricity consumption in Greece. Overall, lignite units
are gradually being phased out, while the share of electricity produced by natural gas
and lignite power plants combined has been reduced compared to past years. Renewable
sources have a smaller share in the energy mix, increased compared to the past, and will
further increase in the future [25].

2.2. Prospects for the Future

The National Energy and Climate Planning (NECP) was issued in 2019 with the view
to present the long-term energy targets set for the country’s energy sector, in accordance
with the recent European Directives. Among the targets set is the reduction of greenhouse
gases up to 56% (with reference levels of year 2005), the gradual decommissioning of lignite
power plants by 2028 and the increase of the share of Renewable Energy Sources (RES) in
gross electricity consumption up to 60% [26].

The installed capacity of hydropower plants is not expected to increase significantly,
since hydropotential has been already exploited to a great extent and environmental
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constraints prevent its further development in Greece. However, there is a potential for
development of reverse hydro-pumped storage, since reverse pumped storage units could
be constructed within the facilities of existing hydropower plants without raising major
environmental issues. The installation of storage facilities is essential, in view of the excess
energy due to the higher penetration of intermittent renewable energy sources and may
provide more flexibility to the system. The interconnection of mainland’s power system
with the small autonomous ones on the islands is essential, in order to construct a unified
system, exploit further the abundant Renewable Energy Sources (RES) potential, withdraw
local oil stations and secure power supply on the islands. In parallel, it is expected that
the power supply in Greece will be based more on renewable energy sources, while the
role of lignite will be reduced and eventually eliminated by 2028. Overall, the main
target set towards 2050 is the gradual decarbonization of the power generation sector and
its transition to a more sustainable future through the higher integration of renewable
sources [26].

2.3. Wind and PV Development

Renewable energy sources shall substantially contribute towards the achievement
of decarbonization targets set for the energy sector. One of the main objectives of energy
planning is the increase of renewable energy sources’ share in the energy mix, in order to
substitute part of the conventional units’ production. In the renewable sources capacity
development scenarios, reference is mainly made to large penetration of wind and pho-
tovoltaic systems. In the corresponding studies, wind installations’ capacity is projected
to reach, according to Ministry of Environment and Energy in 2030, approximately 7 GW,
while by 2050 11–18 GW (off-shore wind installation included) [27]. According to a study
conducted by European Commission, by 2030, wind installations’ capacity may reach 6 GW
and by 2050 7.8 GW [28]. In addition, World Wide Fund for Nature (WWF) estimates that
the wind installations will account for 5 GW, in 2030, and 6.7 GW, in 2050 [29]. Moreover,
the increase of PV capacity is projected, according to the Energy Roadmap by the Ministry
of Energy (the National Energy and Climate Plan and the Long-term strategy towards
2050), for 2030 at 7.7 GW, while for 2050 it is estimated at 8–12 GW, depending on the
scenario considered [26,27]. According to a study conducted by the European Commission
for Greece, in 2030, it is estimated that 5.6 GW of PV will have been constructed, while
by 2050 9 GW [28]. Furthermore, according to WWF’s projections, PV capacity will reach
4.8 GW by 2030 and 7.1 GW by 2050 [29]. Table 1 presents forecasts on the cumulative
capacity of PV and Wind in Greece by 2030 and 2050 [26–29].

Table 1. Forecasts for the cumulative capacity of PV and Wind capacity in Greece by 2030 and
2050 [26–29].

Ministry of Environment and Energy WWF European Commission

PV (GW) Wind (GW) PV (GW) Wind (GW) PV (GW) Wind (GW)

2030 7.7 7 4.8 5.0 5.6 6

2050 8–12 11–18 7.1 6.7 8.9 7.8

There are significant differences between the figures predicted for wind and PV
capacity by the competent bodies. In order to achieve a comparative assessment of the
various development scenarios, the ratio of the forecasted wind and photovoltaic capacity
by the annual mean load of the country is presented in Figure 1. In 2030 the wind and PV
capacity lies between 150–205% of the annual mean load demand, while in 2050 between
200–255%. The ratio between Wind and PV in terms of installed capacity is almost 1 by 1 in
most of the forecasts. More PV than Wind capacity is expected by 2050 according to the
Energy Roadmap of the Ministry of Energy.
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3. Methodological Approach
3.1. A Simplified Simulation of the Greek Power System

In this connection, a simplified simulation of the Greek power system is proposed
to calculate the RES electricity that can be absorbed directly, the energy surplus and the
ability of Hydro-pumped storage to exploit it.

Methods for solving units commitment and optimization algorithms for economic
dispatch in power systems with high wind penetration have been extensively analysed and
proposed in previous works [30–33]. In most of these cases, wind generation is obtained by
the use of forecasting tools and unit scheduling is estimated in order to meet demand with
a high probability over the scheduling horizon. It is out of the aims of the current approach
to optimize the load dispatch and units commitment. The proposed methodology is based
on the analysis of the steady-state operation of the Greek power system and takes into
account the specific characteristics of demand, the technical features of conventional and
hydropower plants and the technical constraints for the smooth and safe operation of the
system. Hourly time series are used instead of a probabilistic approach [34], due to the fact
that the sequence of events is essential for the simulation of hydro-pumped storage [35].

The large-scale Wind and PV integration is challenging for the power system operator
due to their variable power output, the difficulty to predict wind power output accurately
and the limited capacity of Greek power system with neighboring countries. However,
flexible conventional and hydro units are able to cover any sudden or expected deficit,
which may occur to the system. Additionally, the landscape of Greece constitutes an ideal
topography for the construction of hydro-pumped storage units which could contribute
significantly to the stability of the system and increase renewable peak demand supply.

For the simulation of the Greek power system a steady state analysis is performed
based on hourly timeseries data. Alternative scenarios for reference years 2019, 2030
and 2050 are comparably presented in terms of energy flows and Levelized Cost of En-
ergy (LCOE).

For the simplified simulation all the corresponding data of the power units (load
factors, technical constraints, maintenance periods, stochasticity) are taken into considera-
tion. The main target of this simulation is the accomplishment of energy balance, giving
priority to renewable energy sources. All the relative assumptions are conservative in
order to ensure the safe operation of the power system, with respect to all the technical
constraints. The contribution of interconnections is not taken into consideration due to
their limited capacity, and the Greek power system is considered as a remote power system.
This assumption gives results on the safe side, while in reality, the management of the
system could be easier with interconnections.

The innovation of the analysis is based on the use of simultaneous mesoscale typical
wind year data for the representation of the wind resource in the whole Greek territory.
Ninety points are used to provide high geographical resolution and cover current and
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future possible sites for wind farms. At each point, hourly wind power output is calculated
for one year on the basis of hourly wind speed and wind power installed capacity. Then
the aggregated hourly wind power in the whole Greek territory is used as an input for
the simulation of the Greek power system. Typical wind turbines power curves are used
to calculate wind power output, given the wind installed capacity and the time series of
wind speed at each point under consideration. Then the aggregated wind power output(

PWprod

)
for every hour is resulted.

The main principles of the methodology, units’ commitment and load dispatch are
presented in this section in four steps. In the first step PV power is absorbed in priority; in
the second one, conventional units commitment is defined; in the third one, wind power
absorption is calculated, and in the last one, Hydro and Hydro-pumped storage output
is resulted.

3.1.1. Step 1. PV Power Absorbed in Priority

In the step 1 PV power is absorbed in priority. Wind and PV will gradually represent
the mainstream of electricity in the Greek power system; then the management rules and
operational principles of the power system should be reformed in comparison with the
recent practices [35]. One of the prime assumptions of the current approach is that PV
energy is absorbed in priority. PV production is considered as a predictable source of
energy, and it is allowed to be absorbed in priority without any constraints, unless it
surpasses the load demand. In a large area under consideration, like Greece, geographical
distribution of PV has a positive effect on the smoothing of PV power output fluctuations
and on the predictability of PV aggregated power output. For every hour i of the year
(i = 1 to 8760), given the initial actual demand PD and subtracting the PV power output
PPV, the residual load PD-PV is calculated (Equation (1)) to be used as the basis for the
commitment of conventional units:

PD-PV(i) = PD(i) − PPV(i) (1)

3.1.2. Step 2. Conventional Units Commitment

Lignite power plants are used today as a base load units. They are not flexible to switch
on and switch off, and their operation should be scheduled in medium term. The number
of lignite power plants to be committed is estimated with respect to the expected demand
of next days, taking into consideration their non-flexible features and their high technical
minimums of the order of 50%. The criterion is that the technical minimums of lignite units
to be committed should not exceed the minimum expected residual load of the following
seven days. Initially, there are set to operate at their technical minimums or more in case
of power deficit. Given this simulation approach, the operation of lignite power units in
the Greek power system will be gradually reduced as far as the PV capacity increases. It
should be noted that lignite power plants are considered only for reference year 2019, since
by 2028 according to national targets the lignite units shall have been decommissioned.

Natural gas units are more flexible than the lignite units, and as a result, they are
dispatched in order to support the balance between supply and demand in the short term.
The number of natural gas units operating is defined in order to be able to cover the
mean residual load of the next twenty-four hours. Initially, they are set to operate at their
technical minimums (30% of the nominal output) or more in case of power deficit. The
flexibility of natural gas units allows the efficient and rapid response to the fluctuations of
power supply.

The combined heat and power (CHP) plants and the biomass units are dispatched
hereafter. The total nominal power of these units is relatively small, and their contribution
is limited. The produced energy of both is defined using an average capacity factor of 70%.
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3.1.3. Step 3. Wind Power Absorbed and Curtailed

After the definition of conventional units commitment, the absorbed PWabs and cur-
tailed PWcurt wind energy are calculated. The wind power allowed to be absorbed by the
system is limited by technical restrictions, in order to ensure the stability of the system.
A percentage of instantaneous penetration δ of wind power to the grid is applied in the
calculations [35,36]. This is a dynamic limit which ensures the safe operation of the system
in case that all the wind power is lost, and it is related with the ability of other units (i.e.,
conventional, hydro and storage) to supply load demand [36]. On the other hand, wind
power absorption should respect the technical minimums of the committed conventional
power plants [35]. Technical minimums of lignite, natural gas, CHP and biomass are taken
into consideration. These two technical restrictions are related with power system and
define the ability of the power system to absorb wind power. Finally, the actual wind
power absorbed

(
PWabs

)
cannot exceed the available wind power

(
PWprod

)
, as it has been

calculated using the mesoscale data. Then, the actual absorbed wind energy is resulted
(Equation (2)):

PWabs(i) = min





δ·PD-PV(i)
PD-PV(i) − PTM(i)

PWprod(i)





(2)

Meanwhile, the wind energy curtailment is calculated (Equation (3)):

PWcurt(i) = PWprod(i) − PWabs(i) (3)

3.1.4. Step 4. Hydropower Output and Hydro-Pumped Storage

Hydropower plants supply the peaks of the load curve. The power produced annually
from hydropower plants is highly dependent on the hydrological year. In a good year in
terms of hydrological conditions, the annual production could reach 5 TWh. A special
methodological approach is used for hydropower [35]. Before the integration of PV in
the Greek power system, hydropower was used for peak demand supply. At that time
peak demand occurred especially in summer period. Today, hydropower has a more
complex role. The integration of PV has shifted the need for peak supply from summer
to winter. Hydropower will continue to provide peak power supply whenever peak load
demand occurs. Additionally, hydropower will balance the variability of rest RES power
generation. Renewable power surplus and wind curtailment may occur in low demand
periods or in windy ones. During low demand hours hydropower plants are switched
off. During peak demand periods, if there is wind power surplus, hydropower plants
may reduce their operation saving water for peak demand periods of low wind. So, wind
power plants could save water in the hydro plants’ reservoirs and hydro generation will
not constrain wind power absorption. Good and bad hydrologic years occur in Greece,
with an average annual hydro energy output in Greece of 5 TWh. This energy amount is
split into the hours of peak demand using a simplified iterative approach, which finally
defines the threshold of power demand for hydropower generation. The operation of
hydroelectric power plants is defined by the “peak-shaving” method; it is defined by a
minimum power demand threshold (PT_H), when this load demand limit is surpassed
hydroelectric power is produced. This limit is determined after an iterative procedure (goal
seek function in MS Excel is used) for the whole year, so that the integral of hydro annual
production will be equal with 5 TWh (typical hydraulic year). In this step, the remaining
load demand after subtracting PV, lignite, natural gas, CHP, biomass and wind power
absorbed is used (PD-PV-CONV-W). Then, hydropower output is defined for every hour of the
year (Equations (4) and (5)) with respect to the nominal power of hydro plants in Greece.
This approach is very close to the reality, since existing hydro-plants are operated today in
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the way of seasonal storage and peak supply. Additionally, the PV’s summer peak supply
match well with the dry period of Greece from May to September.

PH(i) =





0, i f PD-PV-CONV-W(i) < PT_H

Min
{

PH_nom, PD-PV-CONV-W(i) − PT_H

}
, i f PD-PV-CONV-W(i) > PT_H

(4)

8760

∑
i=1

PH(i) = 5 TWh (5)

By this approach, the power surplus (wind curtailment and PV surplus) Psurplus is
minimized in most of the conservative scenarios. Obviously, for large-scale wind and PV in-
tegration, due to the technical constraints, power surplus occurs and could be transformed
through hydro-pumped storage to useful peak demand supply. The aforementioned excess
energy is stored in hydro-pumped storage units, by pumping water to the upper reser-
voir when there is a surplus of energy, while it is recovered through the hydro-turbines
operation when other renewable sources are not available.

Due to the distribution of the curtailed power, it is not economically feasible to exploit
100% of this energy. Such a scenario would require enormous installed capacity of pumps
and volume of the upper reservoirs which would be used only few hours per year. A
sufficient degree of annual exploitation of excess system’s power can be considered to be
70% [6]. On this basis, the required installed capacity of pumps PP_nom is defined in order
to achieve the target of 70% exploitation of the annual energy surplus. The hydro turbines
capacity is considered to be equal with the pumps’ nominal output. Therefore, the nominal
power of the pumps is calculated (Equations (6) and (7)):

PPump(i) = Min
{

PP_nom, Psurplus(i)

}
(6)

8760

∑
i=1

PPump(i) = 70%·
8760

∑
i=1

Psurplus(i) (7)

where Ppump is the power used for pumping, PP_nom is the nominal power of pumps and
Psurplus is the available power surplus (wind curtailment and PV surplus). The volume
of the upper reservoir is defined to ensure a 24-h operation of the turbines at their nomi-
nal capacity.

3.2. Wind Data—Mesoscale Modeling

Simultaneous information on wind statistics over every potential area for wind farm
development is required for this analysis. Even if a large number of wind measurements
are available, it is practically difficult to represent simultaneous data series and cover every
potential area of interest. Installation of a mast network for this purpose could lead to rather
prohibitive technical and economic restrictions. Additionally, existing wind monitoring
networks are relatively large and can provide large spatial coverage but not necessarily
high resolution [37]. On the other hand, use of wind potential maps is not a solution since
they only provide an estimation of the spatial distribution of the mean wind speed without
any information on its temporal variation. Application of a Numerical Weather Prediction
(NWP) model can effectively provide the information required.

In this connection, high resolution analytical wind data timeseries for typical wind
year are used. These data have been produced by the systematic application of a numerical
weather prediction model. Analytical presentation and description of the approach was
given in [38]. In Figure 2, the relative high resolution wind atlas of Greece is presented
in terms of power density and parameter c of Weibull distribution, which are the most
common ways to present Aeolian maps. The wind atlas of Greece was based on a typical
wind year and 12 months of weather model simulations for grid boxes 2 × 2 km2 in size.
The numerical weather prediction model used is “MM5” which is run operationally at the
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National Observatory of Athens since 2002 [39] and has been verified [40,41] for its forecast
skill over the area of interest.
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The selection of 90 representative points in the Greek territory is based on the location
of wind farms as it is expressed by investors’ interest and it is depicted in the Regula-
tory Authority for Energy (RAE) geographical information system in the Greek territory
(Figure 3). For future scenarios, spatial dispersion of wind farms and existing plans for
interconnections of Greek islands with the power system of mainland Greece are consid-
ered. Data for the selected 90 points are presented in Table 2. The duration curve of wind
power output is dependent on the spatial distribution of wind farms. Historical data of
single wind turbine power production typically show extended time periods with zero or
rated production. However, as the spatial dispersion is increased and more wind farms are
introduced, the time periods with cumulative zero or rated production are reduced [34].
The aggregated hourly wind power output is calculated on the basis of the mesoscale wind
data, and the selected points in the whole Greek territory for the current wind energy de-
velopment (2019) and the scenarios of installed capacity in each point under consideration
for 2030 and 2050 (Figure 4). In Figure 2, high resolution wind atlas are presented for the
typical wind year [38]. The indexes of Power density (W/m2) and Parameter c of Weibull
distribution (m/s) are presented. Both are widely used in Aeolian maps for representation
of the wind potential [42,43]

Figure 3 shows the overview of wind farms applications in the Greek territory and
selection of 90 representative points in the whole Greek territory.

In Table 2 the details of the 90 representative points are presented (name, location, k
and c of the Weibull distribution and wind power density) [38].
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3.3. Load Demand Data

Actual time series of load demand data for the interconnected power system have
been used (Power Public Corporation S.A. data, https://www.dei.gr/en, accessed on
15 January 2021). Corresponding adjustments to the demand time series were realized
in order to formulate the corresponding timeseries for the years 2030 and 2050. The base
year for the load demand time-series is 2006. This is the last year before the start-up of
PV development in Greece. The forecasts for annual electricity demand and peak power
demand are based on relevant studies that have been conducted for the power system of
Greece. The comparative study of the researches carried out for Greece’s future demand
concludes that, in 2030, a modest estimation is considered to be 57.2 TWh with a peak
demand of 10.5 GW, while for 2050, 74 TWh with a peak demand of 13 GW. The studies
that were taken into consideration were conducted by the Ministry of Environment and
Energy [27], the European Commission [28] and WWF [29]. A comparative representation
of the electricity demand forecasts is presented in Figure 5.
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3.4. PV Data

In terms of PV production, actual time series provided by CRES (Centre of Renewable
Energy Sources) were used with the appropriate adjustments. The adjustment is based on
PVGIS estimated annual output [44]. Table 3 present the information used from PVGIS and
representative duration curves of PV power output for four cases.

Table 3. Annual PV production [44].

Peloponnese Central Greece Thessaly-Epirus Macedonia

Annual PV production
(kWh/kWp) 1510 1550 1300 1360

C.F. 17% 18% 15% 15%

4. Application—Results
4.1. Scenarios

By 2030, the electricity demand in the country is expected to reach 57.15 TWh, with a
peak of 10 GW and by 2050, 74 TWh with a peak of 11.3 GW [27].

Lignite power plants are expected to be decommissioned by 2028, in view of the
achievement of decarbonization targets. The nominal output of natural gas units for
reference years 2030 and 2050 is expected to reach 6.97 GW [27] and 7.1 GW [29].

In this connection, the reference scenario by 2030 for wind and PV capacity refers to a
cumulative capacity of up to 16 GW (8 GW wind, 8 GW PV). By 2050, it is assumed that the
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renewable energy sources’ capacity, i.e., wind and PV, will account for 18 GW aggregated,
with wind installations of 9 GW and photovoltaic of 9 GW. The normalized wind and
PV capacities (by the average annual demand) are 1.83 by 2030 and 2.48 by 2050, close to
the relative normalized capacities in the corresponding studies discussed and presented
in Figure 1.

The percentage of instantaneous wind penetration (δ) is considered to be 50% for
2030 and 60% for 2050. The increase of the instantaneous penetration (δ) in 2050 is based
on the fact that the management of the grid renewable energy will have matured, and
weather load forecast models will be widely used operationally. However, both figures are
considered as very conservative approaches, which will keep the results on the safe side.

According to IPTO adequacy study for 2020–2030, as of December 2019, 700 MW
of hydroelectric plants have been licensed, including 590 MW of hydro-pumped storage
facilities [45].

The nominal output of power plants using as feedstock biomass is considered to reach
300 MW by 2030 and 600 MW by 2050 [27].

4.2. Energy Mix by 2030 and 2050

By 2030 and 2050, considering the developments and assumptions mentioned above,
the final energy mix could be formed as depicted in Figure 6.
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The estimated nominal output of hydro-pumped storage units reaches 1500 MW for
the reference year 2030. The capacity factor of pumped-storage units, expressed by the
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rated power of the turbines, reaches 19%. This value of capacity factor is below the lower
acceptable limit which renders the investment economically viable (a benchmark of the
capacity factor could be 25% [6]). In this study, this value is considered acceptable, since,
according to current data for Greece, large hydro units’ capacity factor varies to similar
levels (15–17%); therefore, this value could also be considered for reverse hydro-pumped
storage projects. The capacity factor of hydropower units may be lower than benchmark,
because they are used as a safety net, for cases of emergency, so they are over-dimensioned
in order to be able to support the system when a deficit occurs.

The energy contribution of wind and PV installations reaches 49%, and the energy
contribution of conventional units is lowered to 31%. The electricity sector is characterized
by a higher renewable share, and electricity production is partially decarbonized, compared
to the current situation. Hydro-pumped storage units contribute with 6% to the annual
electricity demand, by exploiting 70% of curtailed energy.

In 2050, the installed capacity of wind and photovoltaic installations is considered to
be 24 GW in total, which results in a reduction of the conventional power plants energy
contribution to 25%. Renewable energy sources possess the highest share of production, ac-
counting for approximately 60%. The energy surplus increases due to the higher integration
of renewables, and the hydro-pumped storage capacity is estimated at 2700 MW. The share
of hydro-pumped storage projects reaches 7% of the total energy produced. The capacity
factor of hydro-pumped storage units is estimated at 23%. This higher capacity factor could
be attributed to the higher integration of RES, which results in the increase of curtailed
power. Consequently, the higher integration of RES contributes to the enhancement of the
economically viable operation of hydro-pumped storage units.

4.3. Economic Assessment

To answer the question whether large-scale integration of Wind—PV with the parallel
development of hydro-pumped storage is feasible, the levelized cost of energy is used. The
levelized cost of energy is calculated as follows:

LCOE =
CAPEX·CRF + OPEX

E
, CRF =

DR

1 − (1 + DR)−N (8)

where, CAPEX is the capital expenditure, CRF the annuity factor, E the annual energy
produced, OPEX the operation and maintenance (O&M) expenditures, DR the discount
rate and N the lifetime of the investment.

The levelized cost of energy is a valuable cost indicator because of its relative simplicity
which allows the comparison of different technologies. At the same time, it is a useful
tool for benchmarking the cost of different technology units, considering the lifetime of
the units.

The levelized cost of energy has been calculated for the current power supply system
and for the examined scenarios for 2030 and 2050, based on the simulation results and the
data collected [26–29,46–65]. Studies conducted and demonstrating projections for costs
data, such as CAPEX and OPEX, have been considered for the calculation of the LCOE. The
final values used constitute an average value of the costs identified in other publications. A
discount rate DR equal to 7% is considered in all cases to secure that estimations of LCOE
are modest and relative risks are considered. After a long period of economic uncertainty
in Greece due to the economic crisis, in the last 3 years, Greek government bonds had
constantly relatively low rates, less than 3%. Tables 4–6 show the details about LCOE
components, data, assumptions and results for the years 2019, 2030 and 2050, respectively.
All the prices presented in the three tables are not harmonized. In some cases, different
sources are available and mean values are used. The extracted value of LCOE evaluates
not only the relative CAPEX and OPEX for each type of units but also their utilization,
as it is introduced by the energy output in the denominator. Then, the results of LCOE
are useful for the specific cases studies in Greece, under the assumptions of the current
methodological approach and conclusions cannot be universalized. Additionally, the
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various parameters of cost in case of hydro and hydro-pumped storage are site dependent,
and then, results are not useful for other case studies.

Table 4. Data used for LCOE calculation for 2019.

2019

Technology Lignite Natural Gas PV Wind Hydro CHP Biomass

Nominal power Pnom (MW) 3904 [27] 4900 [27] 2639 [27] 3283 [27] 3411 [27] 105 [27] 86.89 [27]

Produced Energy (GWh) 10,418 16,228 3249 6565 4052 186 362

CAPEX (€/kW) 1850 [46–48] 700 [46,47] 1100 [48–50] 1300
[47,49,50]

1800
[49,53] 1100 [53] 2650 [53]

Fixed O&M (€/KW) 35 [54] 21 [49] 22 [49] 52 [49,55] 18 [49,56] 40 [57] 79.5 [58]

Variable O&M (€/MWh) 2 [48] 2 [49] - - 2.05 [54] 2 4 [58]

Cost (€/tlignite | €/m3
Natural gas) 17.7 [59] 0.3 - - - 0.3 130 [58,60]

Lower Heating Value (GJ/ tlignite

| GJ/ m3
Natural gas)

5.3 [59] 0.03 - - - 0.03 19 [58,61]

Efficiency (%) 45% [46] 60% [46] - - - 35% [62] 30% [63]

Heat rate (GJ/MWh) 8.0 6.0 - - - 10.3 12.0

Fuel unit cost (€/MWh) 27 60 - - - 103 82

CO2 emissions (t/Mwh) 1.5 0.5 [49] - - - - -

CO2 cost (€/t) 24 [26] 5 - - - - -

Carbon Cost (€/MWh) 36 2.5 - - - - -

Life time (years) 30 30 25 25 50 30 30

CRF 0.081 0.081 0.086 0.086 0.072 0.081 0.081

LCOE (€/MWh) 133.7 97.3 94.5 81.8 127.0 161.2 156.3

Weighted average LCOE
(€/MWh) 107.59

Table 5. Data used for LCOE calculation for 2030.

2030

Technology Natural Gas PV Wind PHS Hydro CHP Biomass

Nominal power
Pnom (MW) 6970 8000 8000 1500 3411 125 300

Produced Energy (GWh) 17,086 11,293 18,624 2545 5203 705 1692

CAPEX (€/kW) 700 700 [64,65] 1000 [49] 1200 [51] 1800 1100 2650

Fixed O&M (€/KW) 21 14 40 18 18 40 79.5

Variable O&M (€/MWh) 2 - - - 2.05 2 3.2

Cost (€/tlignite | €/m3
Natural gas) 0.3 - - - - 0.3 130

Lower Heating Value (GJ/ tlignite

| GJ/ m3
Natural gas)

0.03 - - - - 0.03 19

Efficiency (%) 60% - - - - 35% 30%

Heat rate (GJ/MWh) 6.0 - - - - 10.3 12.0

Fuel unit cost (€/MWh) 60 - - - - 103 82

CO2 emissions (t/Mwh) 0.5 - - - - 0.5 -

CO2 cost (€/t) 30 [27] - - - - 0 -

Carbon Cost (€/MWh) 15 - - - - 0 -

Life time (years) 30 25 25 50 50 30 30

CRF 0.081 0.086 0.086 0.072 0.072 0.081 0.081

LCOE (€/MWh) 108.5 52.5 54 61.9 99.4 127 137.2

Weighted average LCOE
(€/MWh) 77.86
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Table 6. Data used for LCOE calculation for 2050.

2050

Technology Natural Gas PV Wind PHS Hydro CHP Biomass

Nominal power
Pnom (MW) 7100 12,000 12,000 2700 3565 125 600

Produced Energy (GWh) 18638 16,924 25,620 5334 5203 402 1929

CAPEX (€/kW) 700 500 [64,65] 800 [49] 1200 1800 1100 2650

Fixed O&M (€/KW) 21 10 32 18 18 40 79.5

Variable O&M (€/MWh) 2 - - - 2.05 2 3.2

Cost (€/tlignite | €/m3
Natural gas) 0.3 - - - - 0.3 130

Lower Heating Value (GJ/ tlignite

| GJ/ m3
Natural gas)

0.03 - - - - 0.03 19

Efficiency (%) 60% - - - - 35% 35%

Heat rate (GJ/MWh) 6.0 - - - - 10.3 10.3

Fuel unit cost (€/MWh) 60 - - - - 103 70

CO2 emissions (t/Mwh) 0.5 - - - - 0.5 -

CO2 cost (€/t) 88 [27] - - - - 0 -

Carbon Cost (€/MWh) 44 - - - - 0 -

Life time (years) 30 25 25 50 50 30 30

CRF 0.081 0.086 0.086 0.072 0.072 0.081 0.081

LCOE (€/MWh) 135.5 37.5 47.1 53.1 102.6 138.9 164.6

Weighted average LCOE
(€/MWh) 75.06

In Figure 7, the size of the bubbles corresponds to the amount of energy generated
by each type of technology, whereas on the horizontal axis the LCOE of each unit type is
presented, and on the vertical axis, the share of the cost of the different types of technologies
in the total cost of the system is depicted.

In the current power supply system, the participation of lignite and natural gas units is
crucial in order to meet electricity demand. The LCOE of the system is estimated to 107.59
€/MWh, and the largest share of the cost is due to the conventional units. Although CHP
and biomass units are characterized by high levelized costs due to their limited nominal
capacity, they do not participate significantly to the final composition of the cost of the
system.

The weighted average LCOE of the power system in Greece by 2030, according to
the calculations, is decreased to 79 €/MWh. This reduction could be attributed to the
decommissioning of lignite units, which present a higher LCOE compared to RES (wind
and PV installations) in 2019. Natural gas units gradually replace lignite ones by 2030.
Carbon dioxide allowances are expected to rise to a higher level by 2030; therefore, the
operational expenditures of conventional units are increased, resulting in a higher LCOE
for natural gas units. The expected decrease of the CAPEX required for RES installations
contribute to the significant decrease of the weighted average LCOE of the system.

By 2050, a further reduction of the system’s cost is expected; the levelized cost is
approximately 75 €/MWh, reduced by 30% compared to current levels. Increasing the
participation of renewable energy sources in the energy production with the simultaneous
significant reduction of their CAPEX leads to a decrease in the levelized cost of the system.
Hydro-pumped storage is among the technologies presenting the lowest LCOE, following
wind and PV. The CO2 prices are significantly higher compared to 2030 resulting in the
increase of the levelized cost of energy of natural gas power plants.
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5. Discussion and Conclusions

High renewable penetration could lead to a significant reduction of the system’s cost,
while hydro-pumped storage systems may contribute to the peak demand supply.

The size of the reverse hydro units should be proportional to the development of
Wind and PV installed capacity. The over-dimensioning of reverse hydroelectric projects
may lead to installed hydroelectric pumps and turbines which will be used only for a few
hours per year without ensuring their economic feasibility, while under-dimensioning
will lead to insufficient exploitation of the potential. Furthermore, the higher integration
of renewable sources (wind and PV) across the country (spatial dispersion) results in
significant energy surplus and curtailment during the year, therefore energy that could be
stored in hydro-pumped storage systems is increased. In this case, hydro-pumped storage
units can contribute significantly to the energy balance, as analyzed in the scenarios.

The economic assessment of the future power system of Greece, based on the scenarios
examined in this connection, demonstrates that the increase of RES contribution may lead
to lower costs for the system. Greater penetration of photovoltaic and wind installations
results in a reduction of the levelized cost of energy of the system, since capital expenditures
required for wind and PV systems are expected to decrease significantly over the years.
The cost of thermal units in reference years 2030 and 2050 is expected to be higher due to
the increase in the cost of carbon dioxide emission allowances. The reduction of the energy
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production share of the latter in combination with the higher integration of RES prevents
the increase of the weighted average LCOE of the power system.
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Featured Application: This work evaluates the influence of groundwater exchanges occurring
in the context of underground pumped storage hydropower using abandoned mines on the ef-
ficiency and on the environment. The findings are useful to define (1) design criteria of future
underground pumped storage hydropower plants and (2) screening methodologies to choose the
best places to construct them.

Abstract: Underground pumped storage hydropower (UPSH) is an attractive opportunity to manage
the production of electricity from renewable energy sources in flat regions, which will contribute to
the expansion of their use and, thus, to mitigating the emissions of greenhouse gasses (GHGs) in the
atmosphere. A logical option to construct future UPSH plants consists of taking advantage of existing
underground cavities excavated with mining purposes. However, mines are not waterproofed, and
there will be an underground water exchange between the surrounding geological medium and the
UPSH plants, which can impact their efficiency and the quality of nearby water bodies. Underground
water exchanges depend on hydrogeological features, such as the hydrogeological properties and
the groundwater characteristics and behavior. In this paper, we numerically investigated how
the hydraulic conductivity (K) of the surrounding underground medium and the elevation of the
piezometric head determined the underground water exchanges and their associated consequences.
The results indicated that the efficiency and environmental impacts on surface water bodies became
worse in transmissive geological media with a high elevation of the piezometric head. However,
the expected environmental impacts on the underground medium increased as the piezometric
head became deeper. This assessment complements previous ones developed in the same field and
contributes to the definition of (1) screening strategies for selecting the best places to construct future
UPSH plants and (2) design criteria to improve their efficiency and minimize their impacts.

Keywords: energy storage; renewable energy; hydropower; mine; groundwater; numerical mod-
elling; environmental impacts; efficiency

1. Introduction

Renewable energies, such as solar or wind, may not be sufficiently efficient since
they are intermittent and random, and consequently, their production of electricity is not
adapted to the demand [1–4]. For this reason, they must be combined with energy storage
systems (ESSs) [5] that allow for balancing the production and the demand [6]. ESSs are
useful to store the surplus of electricity during periods of low demand and to generate
electricity when the demand increases. Pumped storage hydropower (PSH) is the most
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worldwide used EES [7] because it allows for the storage and production of large amounts
of electricity [8]. For example, about 95% of the utility-scale energy storage in the United
States is PSH [9], and up to 99% in the European Union [10].

PSH plants consist of two reservoirs placed at different elevations (upper and lower
reservoirs). The excess of electricity during low demand periods is stored in the form of po-
tential energy by pumping water from the lower to the upper reservoir. Later, during high
demand periods, electricity is produced by discharging the water through turbines from
the upper to the lower reservoir [11]. Despite its extensive use, PSH has limitations [12–14],
the most important being that a specific topography is required as both reservoirs must
be located at different elevations [15]. Consequently, PSH plants can only be installed in
relatively steep areas [16].

Underground pumped storage hydropower (UPSH) [17] is an opportunity to increase
the capacity of managing the electrical production in areas where a conventional PSH is
not possible. In addition, UPSH avoids some of the adverse environmental impacts related
to PSH, and to hydropower in general, such as modifying the flow discharge in a river or
changing the seasonal flow regime [18,19]. UPSH uses an underground cavity as the lower
reservoir (underground reservoir) and constructs the upper reservoir at the surface [20] or,
alternatively, at a shallow depth.

While the underground reservoir can be specifically excavated [21], the most in-
expensive (i.e., efficient) option can be to take advantage of abandoned underground
mines [22,23]. In addition, there are numerous mines that could be potentially used for
UPSH. For example, in France, there are up to 4710 active mines and 101,616 abandoned
mines [24], and, in Belgium, there are 964 active mines and more than 5000 abandoned
mines [25]. Clearly, not all of these mines are suitable for constructing an UPSH plant;
however, the objectives of electricity production and storage could be reached by using
only a small portion of them.

For example, in France, these objectives could be reached by using 0.1% of the total
available mines [26], and, in Belgium, it would be possible to obtain up to e 4896 MWh
considering only mines with suitable characteristics for UPSH [27]. However, since mines
are generally not waterproofed, it is expected that water exchanges will occur between the
underground reservoir of UPSH plants and the surrounding groundwater systems [28].
This fact may entail negative consequences in terms of the environmental impacts [29–31]
and for the efficiency (η) of UPSH [32]. We refer to η as the ratio between the energy used
for pumping water from the underground reservoir and the energy generated when water
is discharged from the upper reservoir under ideal conditions. Thus, energy losses due to
conversion issues are not considered.

Recently, researchers observed that water exchanges may progressively fill the under-
ground reservoir, reducing η. Occasionally, a volume of pumped water could actually not
be fully discharged into the underground reservoir because the latter has been partially
filled by underground water exchanges [33]. In addition, this volume of water must then
be discharged into surface water systems, which could alter their quality because mine
water is often not of an appropriate quality. If the released water is to impact the quality
of the water bodies, it must be treated before its release to fulfill the current regulations
concerning the water quality, such as the Water Framework Directive [34].

This decision should be taken based on the chemical composition of the water pumped
from the mine and the expected reactions when mixing with surface water. If a treatment
is needed, the additional investment required negatively affects the overall efficiency of
the UPSH. Therefore, water exchanges with the surrounding geological medium are of
paramount importance and must be investigated. Theoretically, these water exchanges
depend on the local hydrogeological characteristics. Therefore, these features should play
an essential role in the performance of UPSH influencing η and the potential environ-
mental impacts. However, no studies were found that were focused on analyzing how
hydrogeological properties influence water exchanges and their associated consequences.
This information, however, appears to be crucial to define screening methodologies and to
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determine the best locations, in terms of η and the environmental impacts, where future
UPSH plants could be constructed.

Thus, the objective of this paper was to determine the role of hydrogeological fea-
tures (i.e., hydraulic conductivity and piezometric head) on the groundwater exchanges
occurring in the context of UPSH and how they influence the efficiency of UPSH plants
and their associated environmental impacts. This objective was reached by comparing the
numerical results of different simulated scenarios based on an abandoned mine in Belgium
that potentially could be used for constructing an UPSH plant.

The objective of this investigation was not to ascertain the system behavior at a specific
site. The final goal was to provide a set of criteria to be considered during the design of
future UPSH plants in these types of mining exploitation, to increase their efficiency and
decrease the potential environmental impacts. Therefore, although the investigation was
based on a real abandoned mine, the numerical models were purposely simplified to allow
for determining the role of the different variables in the system behavior and extrapolating
the main findings.

The main novelty of this work is that we investigated how the η of UPSH plants, and
their associated environmental impacts vary depending on the hydraulic conductivity (K)
of the surrounding medium and on the relative elevation of the piezometric head. This
information, which has not yet been considered, will be crucial for designing future UPSH
plants by taking advantage of abandoned mines.

2. Materials and Methods
2.1. Problem Statement

The groundwater model was based on the characteristics of an abandoned mine
located in Martelange in south-east Belgium (Figure 1). This abandoned mine could be
used for the construction of a UPSH plant.
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Figure 1. General view of Europe with Belgium highlighted with a red line (on the left) and a detailed
view of Belgium (on the right) indicating the location of the considered mine (Martelange).

The mine of Martelange was developed to extract metamorphic slates from lower
Devonian formations in the Ardenne anticlinorium. Specifically, from the “Formation de
La Roche”. The formation of these fractured slates started at the Lower Devonian, when
the transgressive seas of the lower Devonian were at their maximum and clays and silts
were deposited. Afterward, the clays and silt deposits were affected by different stages of
deformation and metamorphism to become a dark fractured slate containing a thin bed
of quartzites. The main slate cleavage (schistosity) was induced orthogonally to the main
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stress conditions during metamorphism phases but was not actually parallel to the bedding
plane.

The exploitable layers had a dip between 55◦ and 66◦ [35]. Concerning the hydrogeo-
logical characteristics of the site, reference data was derived from previous works since,
unfortunately, we did not have the opportunity to carry out hydraulic tests. According
to previous works, these slates have a low global K (≈10−7 m/s [36]), and groundwater
flows through preferential flow channels in multiple fractures. Thus, the hydrogeological
behavior of the formation depends strongly on the aperture, density, and connectivity of
the fractures.

The specific storage coefficient was 10−4 m−1, the saturated water content was 0.05,
and the residual water content was 0.01. These parameters are typical of slate mines [22,37].
When the mining activities ceased, the piezometric head recovered, flooding the mine
because its natural position is near the top of the mined cavities. The terms “hydraulic
head” and “piezometric head” are used from this point forward to refer the water head
inside the underground reservoir and the groundwater head, respectively.

The underground cavity roughly consists of nine adjacent and vertical chambers (CH)
that are connected through galleries. The volume of the chambers varies as they have
different heights. Their width and length are, approximately, 15 and 45 m, respectively,
while their heights vary from 70 to 110 m. The top of all chambers is located at the same
depth (40 m below the surface), whilst their base depth decreases progressively from CH1
to CH9, with a decrement of about 5 m (Figure 2). Thus, the bases of chambers CH1, CH2,
CH3, CH4, CH5, CH6, CH7, CH8, and CH9 are 150, 145, 140, 135, 130, 125, 120, 115, and
110 m deep, respectively.
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A vertical 170-m-deep extraction shaft connects the base of CH1 with the surface [38].
Approximately, we calculated that a volume of 400,000 m3 could be potentially used for
UPSH. This value was obtained by considering that (1) the top of the chambers is not
exceeded by the hydraulic head, and (2) 10% of the maximum available volume is not used
(i.e., pumped) to avoid total emptying of the reservoir (the underground reservoir is not
totally emptied to avoid the pumps and turbines being out of the water). Consequently,
this mine has a high water capacity.

If a surface reservoir was constructed strategically 500 m away in the northwest
direction [38], it could be possible to reach a mean effective hydraulic head difference
of 215 m between the underground and the upper reservoirs. Thus, a large amount of
electricity could be stored and produced. Assuming an average pumping–discharge rate of
6 m3/s, the available power may reach up to 104 MW (this value may vary depending on
the considered efficiency for the pumps and turbines). Figure 2 shows a simplified plain
view (2a) and cross section (2b) of the modeled mine.

2.2. Description of the Numerical Model
2.2.1. Code

SUFT3D [39,40] is the finite element numerical code we used to develop the ground-
water numerical model. This code solves the groundwater flow equation (Equation (1))
based on a mixed formulation of Richard’s equation proposed by Celia et al. [41] using the
control volume finite element (CVFE):

∂θ

∂t
= ∇·K(θ)∇h +∇·K(θ)∇z + q, (1)

where t is the time [T], θ is the water content [-], z is the elevation [L], h is the pressure
head [L], q is a source/sink term [T−1], and K is the hydraulic conductivity tensor [LT−1]
defined as

K = KrKS, (2)

where KS is the saturated permeability tensor [LT−1], and Kr is the relative hydraulic
conductivity [-] that varies from a value of 1 for full saturation to a value of 0 when the
water phase is considered immobilized [42]. In the partially saturated zone, the value of Kr
evolves according with the following equations [43]:

θ = θr
(θs − θr)

(hb − ha)
(h− ha), (3)

Kr(θ) =
θ − θr

θs − θr
(4)

where θr is the residual water content [-], θs is the saturated water content [-], ha is the
pressure head at which the water content is just lower than the saturated one [L], and hb
is the pressure head at which the water content is the same as the residual one [L]. The
Kr varies linearly between the unsaturated and saturated zones as can be observed in
Equations (3) and (4). This adopted linearity for defining the transition between saturated
and unsaturated zones does not alter the results of the model, because this work is focused
on processes that occurred only in the saturated portion of the soil, while this contributed
to mitigate the convergence errors that are common when non-linear expressions are used.

The main reason we choose SUFT3D is because it has certain capabilities specifically
designed for modelling underground mines, improving the realism and the results of
the groundwater numerical model. Specifically, underground cavities were simulated
as linear reservoirs using the hybrid finite element mixing cell (HFEMC) method [39,40]
implemented in the SUFT3D code [44–46]. This method combines physically-based and
spatially distributed models as well as black-box models. The domain can be divided into
different subdomains depending on their characteristics with specific behaviors assigned
depending on their nature.

149



Appl. Sci. 2021, 11, 1760

Groundwater processes through unmined areas, which were modeled with finite
elements, were computed according to the flow equation in variably saturated porous
media (Equation (1). Single mixing cells were used to discretize the underground cavities
(i.e., chambers) that are modelled as linear reservoirs, which is similar to the box model
approaches that consider a mean hydraulic head for the whole cell. The groundwater
exchange between the domains modelled as linear reservoirs and those modelled as porous
medium varies linearly [47] and is governed by the following internal dynamic Fourier
boundary condition (BC) [40]:

Qi = α′A
(
haq − hur

)
, (5)

where haq is the piezometric head in the aquifer [L], hur is the hydraulic head in the
underground reservoir [L], Qi is the exchanged flow [L3T−1], A is the exchange area [L2],
and α′ is the exchange coefficient [T−1]. It is important to highlight that the water velocity
inside the mixing cell is not considered; however, the influence of this particularity on
the results was minimized by using different linear reservoirs for modelling the different
chambers.

SUFT3D was also used because it allows adopting virtual connections that are essential
for the purpose of this investigation. Virtual connections, that are also named “by-pass”,
allow the establishment of hydraulic connections between non-adjacent subdomains that
are modeled as linear reservoirs. Virtual connections are defined by a first-order transfer
equation (Equation (5) that can be switched off or on according to the hydraulic head
difference between the two connected subdomains:

Qvr = αvr
(
hSDj − hSDi

)
, (6)

where hSDj and hSDi are the hydraulic heads inside each of the connected linear reser-
voirs, Qvr is the flow between reservoirs, and αvr is the exchange coefficient of the virtual
connection [L2T−1]. Virtual connections allow constraining the maximum and minimum
hydraulic heads into the underground reservoir. They are crucial for the development of
the model, as it is not possible to anticipate the water exchanges and, therefore, when the
underground reservoir will be full or empty.

Consequently, it is not possible to predict if a pumping or discharge can be carried
out. Two types of virtual connections are implemented. The first one extracts immediately
and automatically the discharged water when the underground reservoir is full. The
virtual connection is switched off for most of the time, and it is only switched-on when
the underground reservoir is completely full. At this moment, a value of 106 m2/d is
adopted for αvr to force the surplus of discharged water to be extracted. The second
virtual connection is used to avoid the hydraulic head being lower than the bottom of each
chamber. In this case, the connection is switched on most of the time (αvr = 106 m2/d to
allow the hydraulic connection between chambers). Only when the hydraulic head is at a
lower elevation than the bottom of a chamber is the virtual connection deactivated, thus,
disconnecting individually each chamber from the rest of the underground reservoir if the
hydraulic head is too low.

2.2.2. Characteristics of the Model

The numerical model is a squared domain with a thickness of 180 m and a side of
2200 m (Figures 2 and 3). The simulated mine is placed just in the center of the model.
Thus, the distance between the underground reservoir and the outer boundaries is of
1000 m. This distance allows to minimize the effects of the outer BCs on the results. The
underground reservoir is represented by the nine underground chambers as described
above (CH1 to CH9) that are hydraulically connected by galleries. The operation shaft is
modeled using a rectangular prism adjacent to CH1 that connects the mine to the surface
(Figures 2 and 3).
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Figure 3. A detailed view of the modelled mine is shown on the right while a general view of the numerical model is shown
on the left side of the figure. It is possible to observe how the bottom of the chambers increases progressively from west to
east.

The chambers and the operation shaft are modelled as independent domains that
behave as linear reservoirs. Hydrogeologically, the groundwater flow behavior in the
Martelange site is governed by fractures. However, it is known that a fracture-based
groundwater flow is particularly difficult to implement in classical groundwater numerical
models. In these types of cases, the underground medium is modeled using an equivalent
porous medium (EPM) approach [42]. EPM approaches have been proven to be suitable
to estimate the global groundwater behavior by numerous authors, including [48,49],
particularly in sites with the presence of a high density of fractures as in the study site.

Concerning the hydraulic parameters, the K was modified in four different scenarios
to observe its influence on the system behavior (note that the given EPM approach is
considered, and K refers to the equivalent hydraulic conductivity). The values adopted for
K in the different scenarios are specified in Section 2.2.3. The other hydraulic parameters
were the same in all scenarios: the saturated and residual water contents were 0.05 and 0.01,
respectively, while the specific storage coefficient was 10−4 m−1. The chosen parameters
are typical of slate mines [22,37].

The spatial and temporal discretizations were as follows: The domain was divided
vertically in 29 layers and horizontally discretized using 3D prismatic elements. The
maximum horizontal size of the elements was 150 m at the outer boundaries, and the mesh
was refined around the mine where the horizontal size was about 5 m (Figure 3). The
model was composed of 64,844 nodes and 38,680 elements. The total simulation length
was one year and was divided into constant time steps of 15 minutes. Larger time steps
would induce convergence problems and errors.

Three different types of BCs were implemented. First, Dirichlet BCs were used to
prescribe the piezometric head on the W and E outer boundaries of the model. Two
different hypotheses (scenarios TOP and MIDDLE) were considered to assess the influence
of the elevation of the piezometric head on the system performance. In the TOP scenarios,
the piezometric head was fixed at an elevation (i.e., with respect to the bottom of the model)
of 121 and 120 m on the upgradient (W) and downgradient (E) sides, respectively.

Consequently, the mine was totally full of water in the natural conditions. In the
MIDDLE scenarios, groundwater head was prescribed at 76 and 75 m on the upgradient
(W) and downgradient (E) sides, respectively. In this case, only half of the volume of the
mine was full of water under natural conditions. As a result of the prescribed heads, the
hydraulic gradient was 4.6 × 10−4 for both hypotheses, and the groundwater flowed from
W to E (Figure 2). The BCs implemented at the outer boundaries did not change through
the simulations. Secondly, no-flow BCs were assigned to the top and the bottom of the
modeled domain and to the N and S boundaries.

Finally, pumping and discharge operations were simulated by use of a Neuman BC
prescribing discharged or pumped water from the underground reservoir through the
operation shaft. The value of the pumping and discharge rates were 5.94 m3/s, which is
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the required flow rate to fill or empty 10% of the underground reservoir in 2 hours. The
frequency of pumping and discharge (operation scenario) was generated randomly since
it is difficult to predict how the electrical generation and demand will evolve during a
year. Every two hours, a choice was made between three options (discharge, pumping, or
no-operation), and thus, the minimum duration of pumping or discharge operations was
2 hours. No limitation was adopted concerning the duration of pumping, discharge, or
no-operation phases.

Figure 4 displays the operation scenarios randomly computed for the TOP and MID-
DLE hypotheses during the 10 first days and assuming no-groundwater exchanges. Positive
values indicate that water was discharged while negative values indicate that the water
was pumped. The same pumping–discharge function was used for all scenarios within
the same hypothesis concerning the position of the piezometric head (i.e., TOP or MID-
DLE). Later, during the simulation process, the virtual connections (the internal boundary
conditions explained in Section 2.2.1) constrained the pumping and discharge when the
underground reservoir was filled or emptied faster than expected. This occurred because
water exchanges cannot be anticipated and, thus, cannot be taken into account when
defining the operation scenarios.
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Figure 4 shows that the pumping–discharge frequencies were very similar for the TOP
and MIDDLE scenarios. Differences were observed only during the first and third days. In
the first day, we observed that the discharged water was higher for the MIDDLE scenario
(red dotted line), and this occurred due to the BCs and the initial conditions. Initially, the
underground reservoir was full in the scenario TOP, and, therefore, pumping was needed
before any discharge.

There was a short pumping at the beginning, and then the underground reservoir
was quickly filled by a short subsequent discharge; therefore, no more water could be
introduced in the underground reservoir until the next pumping. However, in the scenario
MIDDLE, the initial head was located at the half depth of the mine; therefore, more water
could be discharged without the need for previous pumping. In contrast, during the third
day, more water could be pumped in the scenario TOP than in the scenario MIDDLE. In
this case, the natural piezometric head in the scenario MIDDLE was lower than in the TOP
one; therefore, the underground reservoir was empty faster in the MIDDLE than in the
TOP scenario, and the pumping was stopped earlier.
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For the initial conditions, we assumed that the piezometric head distribution matched
with that in natural conditions. Therefore, no previous pumping was considered before the
start of the activity of the plant. Certain authors considered that, initially, the underground
reservoir must be empty [50] because previous works needed to adapt the mine to be used
as an underground reservoir, and this adaptation requires dewatering it. However, it was
proven in a previous investigation that the differences between considering a previous
pumping or not are negligible and only occur during the early periods [33].

This justifies the adopted hypothesis for constructing the numerical model used here.
In addition, after any long shutdown of the plant activity, the piezometric head would
reach its natural position. As a result, the initial conditions when the activity of the plant
would be resumed are the same as those considered in the numerical model. It is important
to clarify that the initial saturated thickness varies depending on the simulated scenario
(TOP or MIDDLE), as they have different BCs on the outer boundaries.

2.2.3. Simulated Scenarios

In total, eight scenarios were modeled. They differed in the BCs implemented at
the outer boundaries (scenarios TOP or MIDDLE) and the value of K of the surrounding
medium (10−3, 10−4, 10−5, and 10−6 m/s). The objective of the scenarios was to assess the
influence of the piezometric head elevation and K on the water exchanges and, therefore,
on the η of the system and on the potential environmental impacts on surface water bodies.
The TOP scenarios are denoted as TOP-3, TOP-4, TOP-5, and TOP-6 when the values of
K are 10−3, 10−4, 10−5, and 10−6 m/s, respectively. Similarly, the MIDDLE scenarios are
denoted as MID-3, MID-4, MID-5, and MID-6 when the values of K are 10−3, 10−4, 10−5,
and 10−6 m/s, respectively.

2.2.4. Methodology Limitation

The main limitations of the methodology are that we considered (1) homogeneous and
isotropic porous media and (2) pumping–discharge cycles defined randomly. However,
these limitations do not interfere with the main objectives of this work that consist in
providing general criteria regarding the impact of hydrogeological features on the efficiency
and potential environmental impacts of UPSH. Clearly, during the design stage of future
UPSH plants, we will need to develop more complex numerical models considering the
heterogeneity of the porous medium and defining the pumping–discharge periods based
on actual electricity price evolution.

3. Results and Discussion
3.1. Non-Dischargeable Volume of Water (Difference between Pumped and Discharge Water)

In this section, we analyze for all scenarios (1) the difference between pumped and
discharged water and (2) the water exchanges between the underground reservoir and the
surrounding medium. In principle, a surplus of pumped water that cannot be returned to
the underground reservoir should be discharged into surface water systems, which may
potentially alter the water quality or require additional water treatments.

3.1.1. TOP Scenarios (Influence of k)

Figure 5 displays the evolution of the non-dischargeable volume of water (a) and the
accumulated volume of the water exchanges in both directions (i.e., inflows and outflows)
(b) for the TOP scenarios. In Figure 5b, positive values refer to water inflowing to the
underground reservoir, while negative values refer to water outflowing from it. The results
show that the K of the surrounding medium played a relevant role in the volume of water
that could not be discharged into the underground reservoir. When the piezometric head
was located at the top or near the top of the chambers, the hydraulic head inside the mine
was usually below it during the operation of the plant.
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Therefore, the total volume of water that inflows into the underground reservoir was
larger than that flowing out (Figure 5b). Consequently, the underground reservoir was
filled partially, and a portion of the pumped water could not be discharged. As expected,
the water exchanges and, therefore, the volume of non-dischargeable water increased with
K (Figure 5b). The accumulated volume of non-dischargeable water over a year varied
between 2.1 × 107 and 2.2 × 105 m3 for the scenarios TOP-6 and TOP-3.

Considering that non-dischargeable water should be discharged into surface water
systems, the environmental impacts would be considered as increasing as the surrounding
medium becomes more permeable. Environmental impacts on the underground medium
would be also higher for scenario TOP-3, since water exchanges between the mine and
the surrounding groundwater system are also higher, i.e., changes in the hydraulic head
elevation or in the water chemistry are easily transmitted to the groundwater in the
surrounding medium.

3.1.2. MIDDLE Scenarios (Influence of k)

Figure 6 shows the evolution of the non-dischargeable volume of water (a) and the
accumulated volume of water exchanges in both directions (i.e., the inflows and outflows)
(b) for the MIDDLE scenarios. In this case, the influence of K was lower than in TOP
scenarios and the non-dischargeable volume of water did not evolve proportionally with
k. This behavior was related to the elevation of the hydraulic head with respect to the
piezometric head in the surrounding medium. Given that the piezometric head was located
at a half depth, the hydraulic head in the mine was sometimes higher and sometimes lower,
depending on the operation schedule of the plant.

Therefore, in contrast to the TOP scenarios, similar volumes of water were exchanged
in both directions (toward the underground medium and toward the underground reser-
voir) (Figure 6b). Thus, the inflows and outflows were more equilibrated than in the TOP
scenarios, and less water was accumulated at the surface reservoir. In scenario MID-3,
non-dischargeable water was not accumulated because the surrounding medium was
so permeable that pumping and discharge did not modify the hydraulic head greatly
because pumped water is quickly replaced by water from the surrounding medium or
discharged water is transferred quickly to it. In addition, when the hydraulic head is
modified by consecutive pumping or discharge periods, it returns quickly to the elevation
of the piezometric head after the cessation of these periods.
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As a result, the hydraulic head never reaches the top of the underground reservoir
and water can be always discharged. This behavior is also reflected in Figure 6b where it
is possible to observe the high volume of water exchanged in both directions. In scenario
MID-4, the volume of non-dischargeable water increased slightly since the water exchanges
were constrained by the K of the surrounding groundwater system, and the top of the
chambers was reached occasionally as a consequence of consecutive discharge periods.
This is the same reason for which a volume of non-dischargeable water is accumulated in
scenario MID-5; however, in this case, the final volume was larger than in scenario MID-4
because the K was lower, and thus, the water exchanges were more constrained.

However, the trend changed for scenario MID-6 since the non-discharged volume
of water decreased with respect to the scenario MID-5. Contrary to the observed trend
in scenarios MID-3, MID-4, and MID-5, the non-discharged volume of water decreased
when K was reduced more than 10-5 m/s (i.e., scenario MID-6). In scenario MID-6, the
water exchanges were very low (Figure 6b) due to the value of k, and the system response
was more similar to that of an isolated underground reservoir. Given that the operation
scenarios were designed considering an isolated underground reservoir, the head evolved
as expected and the top of the underground reservoir was not exceeded during most of the
simulated time. If the K was reduced lower than 10-6 m/s, the non-discharged volume of
water would decrease even more.

Concerning the environmental impacts into surface water bodies, the largest impacts
were expected for scenario MID-5; however, they were much smaller than those in the TOP
scenarios. Nevertheless, the largest environmental impacts in the underground medium
were expected for scenario MID-3. Despite the fact that all the pumped water can be
discharged into the underground reservoir, the results showed that water exchanges were
higher than in the other scenarios, which indicates that the interaction between the UPSH
plant and the surrounding materials, and therefore the impact on the groundwater, was
high.

3.1.3. Influence of the Piezometric Head Elevation

The comparison between Figures 5 and 6 shows that the volumes of non-dischargeable
water were higher in the TOP scenarios. This means that expected environmental impacts
on surface water bodies increased with the higher elevation of the piezometric head.
Concerning the impacts on the surrounding groundwater head distribution, they would be
similar with different elevations of the piezometric head. The magnitude of the produced
oscillations should depend only on the value of K (magnitudes are proportional to k) but
not on the initial depth of the piezometric head.

However, in the TOP scenarios, the piezometric head will oscillate systematically
below the elevation of the natural piezometric head, whilst, in the MIDDLE scenarios, the
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piezometric head will oscillate around the natural position of the piezometric head. With
regard to the impacts on the groundwater quality, they were expected to be larger when
the piezometric head was lower since the magnitude of the outflow increased, which can
be deduced by comparing Figures 5b and 6b, and therefore, the spreading of mine water in
the surrounding medium also increased. If the piezometric head is at the top, the hydraulic
head is mostly located below it, and therefore, groundwater from the aquifer tends to flow
toward the mine minimizing the spreading of mine water in the surrounding medium.

3.2. Variations in η

In this section, we analyze the influence of the water exchanges on the global η of
UPSH plants. Considering that the pumped volume of water was the same in all scenarios,
the variation of η over a year was computed by comparing the total discharged water
obtained from the simulations by the total discharged water under ideal conditions (i.e.,
without the existence of groundwater exchanges). Table 1 shows the variation in the η
for all the simulated scenarios with respect to the ideal reference scenario. Overall, the η
was less affected by groundwater exchanges in the MIDDLE compared with in the TOP
scenarios. In the TOP scenarios, the η was clearly related to the value of k, decreasing up to
37.3% in scenario TOP-3 with respect to the ideal reference scenario.

Table 1. Variations in the efficiency (∆η) with respect to an ideal reference scenario.

TOP Scenario ∆η (%) MIDDLE Scenario ∆η (%)

TOP-3 −37.3 MID-3 0
TOP-4 −12.6 MID-4 −0.1
TOP-5 −3.1 MID-5 −0.6
TOP-6 −0.4 MID-6 −0.4

The results show that the variation in the η was acceptable for values of K smaller
than 10−5 m/s; however, if K was increased above this value, the η decreased dramatically.
The differences in η were much smaller in the MIDDLE scenarios, and all of them were
acceptable. The η decreases in some scenarios were a consequence of exceptional large
periods of discharge during which the underground reservoir was totally filled. In terms of
η, a low piezometric head in the surrounding medium would be more favorable. However,
additional problems could arise if the piezometric head was too low, as sometimes there
would not be enough water to pump in the underground reservoir, and a portion of the
excess of electricity could not be stored, decreasing the η of the plant.

3.3. Previous Works and Future Investigations

Previous studies have investigated the role of the hydrogeological parameters on the
potential impacts induced by UPSH in the underground medium [16,30]. The present
investigation goes further and shows how the K controls the potential environmental
impacts on surface water bodies and on the global η of the plant. While the results are
useful to understand the system behavior and to define screening methodologies, further
investigation should be done regarding not only the influence of other hydrogeological
parameters, such as the effective porosity, but also considering heterogeneities in the
underground medium. In addition, the importance of the shape and volume of the available
underground cavity should be assessed.

The results showed that, under certain circumstances, the discharge of large volumes
of the pumped groundwater into surface water bodies would be needed. In addition,
the effects on the piezometric head of pumping and discharge may alter the interactions
between the groundwater and nearby surface water bodies. Consequently, it would be
advisable to investigate how UPSH may influence the e-flows of nearby rivers [51] by
considering UPSH plants during the environmental flow assessment processes.

This paper also investigated, for the first time, the relevance of the elevation of the
piezometric head in terms of η and the environmental impacts. The results showed that the
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relative elevation of the piezometric head was crucial for the operation of a UPSH plant,
and for this reason, it should certainly deserve more investigation in the future.

Finally, we assessed the influence of the water exchanges on the global η of UPSH
plants. To date, only one study had investigated the relation between groundwater ex-
changes and η [32]. However, this previous investigation only considered the influence
of groundwater exchanges on the η of pumps and turbines. While the findings of this
previous study were relevant, the reported variations of η were much lower than those
obtained in this paper.

The current investigation went further and considered the variations in the global η
of UPSH by comparing the energy consumed for pumping water from the underground
reservoir and that obtained by discharging water from the upper reservoir. Considering
that the η of the pumps and turbines depends on the head difference between reservoirs,
it is advisable to investigate the effect on their η of different positions for the piezometric
head as in the present paper.

4. Conclusions

This is the first paper to assess the role of hydrogeological features (i.e., the K and
piezometric head) on the groundwater exchanges that occur in the context of UPSH using
abandoned mines and, therefore, on the η of UPSH plants and their associated environmen-
tal impacts. Despite the relevant η issues, those related to potential environmental impacts
are paramount importance, as UPSH plants must fulfill the current regulations concerning
water bodies. For example, in the European context, the Water Framework Directive [34]
states that countries must preserve the “good state” of water bodies.

Considering that, under some scenarios, the water quality may be deteriorated under
the influence of UPSH (e.g., if abandoned coal mines are used as underground reser-
voirs [29]) additional water treatments may be required before releasing the water surplus
into surface water bodies. Overall, the final goal of this work was to improve the knowledge
about the interactions between an UPSH and the groundwater to complement previous
studies developed in this field and, in this way, to contribute to establish criteria for (1) the
selection of abandoned mines that are most suitable for UPSH and (2) designing future
UPSH plants. The main conclusions of this paper are the following.

• The K of the surrounding medium drove the groundwater exchanges. Consequently, K
played an important role concerning the η of UPSH and its associated environmental
impacts. Thus, K should be considered in the selection process of abandoned mines
when constructing future UPSH plants.

• The influence exerted by K depended on the elevation of the piezometric head with
respect to the mine. If the piezometric head was located at a high elevation, high
values of K were harmful for the η and the environmental impacts. When the natural
piezometric head was located at the half elevation of the mine, the K did not affect the
η of UPSH nor the environmental impacts over surface water bodies; however, the
impact could become important in terms of the groundwater quality, increasing with
high values of K.

• The elevation of the piezometric head was relevant and must be considered when
designing an UPSH plant. The results showed that, for the same values of K, the η was
higher, and the environmental impacts over surface water bodies were lower if the
piezometric head was located at a low elevation. However, the potential impacts on
the groundwater increased, since the outflows from the underground reservoir to the
surrounding geological medium increased with low piezometric heads. Consequently,
an agreement between the η, the environmental impacts into surface water bodies, and
those generated in nearby aquifer systems will be needed in order to choose potential
sites to implement UPSH.

The pumping–discharge frequencies must be adapted according to the K and the
position of the piezometric head in order to increase the efficiency of UPSH plants. If
the hydrogeological parameters are not considered, large volumes of water could be not
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discharged into the underground reservoir under certain circumstances (i.e., large values K
and high piezo metric heads). This would decrease the η and increase the environmental
impacts on surface water bodies.

The model used in this investigation was purposely simplified to obtain general results
applicable to other sites with similar features, which was the primary objective of this
work. However, the consideration of a specific mine for constructing a UPSH plant requires
site specific, detailed, and realistic numerical models. These models must consider all the
characteristics of the site, such as the heterogeneity, the seasonal variations or the presence
of fractures and faults. In addition, these models should be in 3D and should simulate the
system behavior over a large period of years.
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Abstract: Massive underground storage of hydrogen could be a way that excess energy is produced
in the future, provided that the risks of leakage of this highly flammable gas are managed.
The ROSTOCK-H research project plans to simulate a sudden hydrogen leak into an aquifer and to
design suitable monitoring, by injecting dissolved hydrogen in the saturated zone of an experimental
site. Prior to this, an injection test of tracers and helium-saturated water was carried out to validate
the future protocol related to hydrogen. Helium exhibits a comparable physical behavior but is a
non-flammable gas which is preferable for a protocol optimization test. The main questions covered
the gas saturation conditions of the water, the injection protocol of 5 m3 of gas saturated water,
and the monitoring protocol. Due to the low solubility of both helium and hydrogen, it appears that
plume dilution will be more important further than 20 m downstream of the injection well and that
monitoring must be done close to the well. In the piezometer located 5 m downstream the injection
well, the plume peak is intended to arrive about 1 h after injection with a concentration around
1.5 mg·L−1. Taking these results into account should make it possible to complete the next injection
of hydrogen.

Keywords: hydrogen; underground storage; leakage; monitoring; protocol; helium; aquifer

1. Introduction

1.1. General Information Regarding the Underground Storage of Hydrogen

To contribute more effectively to the fight against climate change and the preservation of the
environment, as well as reinforcing their energy independence, France published the Energy transition
law for green growth in 2015 [1]. This law aims to increase the share of renewable energies to
23% of gross final energy consumption in 2020 and 32% in 2030, compared to 16% currently [2].
The development of these renewable energies will come up against the need to manage the fluctuating
or intermittent nature of some of them. This will involve storing the energy produced in excess or
not consumed so that this energy can be re-used later (directly as fuel or mixed with natural gas,
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or indirectly by converting it into heat or electricity). The underground environment has many
advantages with regard to its potential for high capacity storage in the short or medium-term [3].
France already has 100 operational underground reservoirs of which 78 are salt cavities: these are
very large underground cavities, of the order of a million m3, formed by injecting freshwater into
deep salt formations. Currently, the storage capacity of all of these salt cavities together totals around
14 million m3 of liquid or liquefied hydrocarbons and 2 billion m3 of natural gas [3]. Against a
background of the gradual abandonment of fossil fuels, a number of research studies are looking into
the possibility of storing hydrogen (H2) in such deep salt cavities in the future.

It is within this context that the ROSTOCK-H project (Risks and Opportunities of the Geological
Storage of Hydrogen in Salt Caverns in France and Europe) has been financed by GEODENERGIES the
French Scientific Interest Group. This project started in 2017 and will end in 2021. One of its objectives
is to define monitoring methods for the detection of sub-surface hydrogen leakage, with the dual aim
of (i) sizing a measurement scheme capable of detecting diffuse hydrogen leaks, and (ii) studying the
diffusive process and the chemico-physical impacts of hydrogen in a shallow aquifer. The approach is
centered on two experimental simulations separated in time on the same experimental site. Simulation
1 consists of analyzing the migration in groundwater of a plume of water saturated with neutral gas
(helium) and containing various tracers. The objective is to test the operation protocol envisaged for the
future injection of hydrogen and to optimize the associated monitoring systems. Simulation 2 consists
of creating a plume of dissolved hydrogen in groundwater, according to the same protocol used with
helium, to simulate a sudden and brief leak from a deep geological hydrogen storage site towards a
shallow aquifer. The evolution of the plumes thus created in the saturated zone, and any potential
outgassing to non-saturated zone and the surface will then be followed. All of these simulations will
take place at the Catenoy (Northern France) experimental site, which has already been used in the
context of similar experiments that studied the behavior of CO2 for the purpose of Carbon Capture
and Storage, or CCS [4,5].

The first injection simulation, which is the subject of this article, therefore involves helium
and aims to size the entire leak simulation system and to adapt its protocol and monitoring for the
simulation of a hydrogen leak which will subsequently be carried out on the same experimental site.
Helium, the gas is chosen for this test, exhibits a physical behavior similar to that of hydrogen, in
particular a very low solubility and a high diffusion coefficient in water. At the same time, it is a
non-flammable gas, as opposed to the highly flammable hydrogen. This fact makes the organization of
this pre-test less complicated from a safety point of view while respecting the similarities with the
future hydrogen experiment.

The test site is located in the chalk layer within the Paris Basin. The protocol adopted consists
of extracting water from the shallow aquifer, saturating it with gas (helium), and then reinjecting it
into the aquifer with tracers to follow the propagation of the dissolved gas plume. This test aims
to improve the experimental protocol to be used for the subsequent experiment involving injecting
dissolved hydrogen into the aquifer (simulation no. 2).

1.2. Risks Associated with Underground Hydrogen Storage

If there is a leak coming from a deep geological reservoir, the gas will migrate to the surface.
In most cases, it will encounter at least one aquifer before reaching the surface [6]. If the leakage rate
exceeds the dissolution potential of hydrogen in the groundwater, which is of the order of 2 mg·L−1

at surface conditions, which is low compared to other gases (11 mg·L−1 for dioxygen, 24 mg·L−1 for
dinitrogen, 2500 mg·L−1 for carbon dioxide), part of the hydrogen will continue its migration to the
surface. Hydrogen is then likely to accumulate in a confined underground area near the reservoir
(cellar, underground car park, urban underground network, tunnel, etc.) where it will become a risk
factor for explosion, fire, or asphyxiation. Indeed, hydrogen is a highly flammable gas with a very
wide explosive range of between 4% and 75% at ambient pressure and temperature [7].
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In the event of a potential hydrogen leak, the aquifer, therefore, represents the last warning
barrier on the path of migration to the surface [6]. By transporting information from upstream to
downstream, the aquifer constitutes a very favorable environment for the implementation of an
integrated monitoring system immediately downstream of a deep storage site. As dissolved hydrogen
is not normally present in water, detecting it within an aquifer will indicate a potential leak. This could
be manifested as a direct detection (H2 dissolved in water) or indirectly by means of the effects caused
by this strongly reducing gas: decrease of the oxidation-reduction potential, decrease in the content
of other dissolved gases in the water (mainly N2, O2, and CO2), and oxidation-reduction reactions,
for example [8–14]:

• reduction of nitrates (NO3
−) to nitrites (NO2

−), or even to ammonium (NH4
+), and then to gaseous

nitrogen (N2);
• reduction of sulfates (SO4

2−) to sulfides (SO3
−), or even to hydrogen sulfide (H2S);

• reduction of iron III to iron II;
• dissolving of metallic trace elements, if they are present in the aquifer rock, following the lowering

of the oxidation-reduction potential.

The literature shows that, under normal pressure and temperature conditions, the reduction of
nitrates and sulfates cannot take place except in the presence of a catalyst such as iron, copper, nickel,
or platinum [8–14]. However, the frequent use of stainless steel, which contains iron and a significant
amount of nickel (up to 20%), in the metal casings of a large number of water boreholes (for drinking
water, mineral water, etc.) and hydrocarbon wells inevitably brings some of these catalysts into contact
with the groundwater.

2. Materials and Methods

2.1. Presenting the Catenoy Site

The Catenoy (Oise) experimental site is located about 50 km north of Paris in the Paris sedimentary
basin (Figure 1). The coordinates of the center of the site are as follows: latitude 49◦22′05” N, longitude
2◦30′26” E, altitude ~60 m asl. The geology corresponds to a few meters of Quaternary deposits
(colluviums, loess) and Tertiary formations, lying over a hundred meters of Senonian chalk that is only
visible in the thalwegs (see also Figure 2b). Under the site, the underground geology of the first 25 m is
3 m of colluvium, 4 m of Thanetian sands, and 18 m of chalk. At a few hundred meters on the south of
the site, Ypresian and Lutetian layers form a hill. There are no major tectonic accidents nearby and the
bedding of the chalk formation is horizontal. This chalk encloses an aquifer with a static level at a
depth of 13 m which flows in the WSW-ENE direction [4].

Located in a former agricultural field that has been fallow for more than a decade, the site is
equipped with 8 piezometers aligned in the direction of flow of the aquifer over a distance of 80 m,
referenced PZ1 to PZ6 (including supplementary piezometers PZ2BIS and PZ2TER), plus a technical
shed housing the monitoring material (Figure 2). The piezometers are about 25 m depth and are
screened in the aquifer starting from 13 m depth.

The hydrodynamic characteristics of the chalk aquifer at the site were determined during a
pumping test carried out in 2013 [4]. Depending on the piezometer considered, the following values
were reported:

• Storage coefficient (porosity): 1.1 × 10−2 to 6.5 × 10−2

• Hydraulic conductivity (permeability): 6.4 × 10−4 to 1.4 × 10−3 m·s−1

In addition, a previous tracing test made it possible to estimate the flow rate of the aquifer at
3 m·d−1 at PZ3 and PZ5, and 10 m·d−1 at PZ4, the latter being situated in a preferential flow path
(fissured area). This test, therefore, demonstrates the double porosity of the aquifer studied.

There is also a meteorological station on-site to measure the following parameters at hourly time
intervals: atmospheric temperature and pressure, rainfall.
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2.2. Establishing the Baseline

Hydrogen is a very mobile gas that can leak towards the surface and accumulate in the groundwater
and the soil. A complete monitoring protocol could interest the saturated zone, the unsaturated zone,
the soil, and the surface because hydrogen can be detected in all these compartments as it can be
seen in natural hydrogen emission areas [15]. However, the leakage simulation protocol (see under)
is based on the injection of water saturated with dissolved gas (helium or hydrogen) directly into
the aquifer. The water will be previously saturated at atmospheric conditions, i.e., at a pressure of
0.10 MPa, and then injected from 2 m to 11 m under the water table, where the hydrostatic pressure is
between 0.12 and 0.21 MPa. Thus, the water will always remain undersaturated and nor helium nor
hydrogen will degas. In these conditions, the only way for the dissolved gas to propagate is to follow
the groundwater flow. In this study, the monitoring system has thus be designed for the saturated
zone, with a light control of eventual weak degassing in the internal atmosphere of the piezometers
but only for safety purposes.

Prior to setting up a monitoring system for the hydrogen injection test, a baseline of the initial
piezometric, chemico-physical and hydrogeochemical values of the aquifer was established over
388 days starting on 27 October 2018. On all of the 7 main piezometers of the site (PZ1, PZ2, PZ2BIS,
PZ3, PZ4, PZ5, and PZ6), the baseline corresponds to more than 200 measurements of each of
the main chemico-physical parameters of the water: pH, temperature, electrical conductivity (EC),
oxidation-reduction potential (ORP) and dissolved O2 (Table 1). The water has a neutral pH (pH = 7.25),
is moderately mineralized (EC = 562 µS·cm−1), and oxygenated (O2 = 5.44 mg·L−1) due to its proximity
to the soil surface, and is thus globally oxidative (ORP = +103 mV).

Table 1. Baseline of the chemico-physical parameters.

Parameter O2 pH T EC ORP

Unit (mg.L−1) - (◦C) (µS.cm−1) (mV)

Number 208 223 224 223 221
Average 5.4 7.3 12.1 562 103

SD 1.7 0.3 0.6 66 89

Legend: O2 = dissolved oxygen; T = Temperature; EC = Electric Conductivity; ORP = Oxidation-Reduction Potential;
SD = Standard Deviation.

These chemico-physical parameters are quite stable over space and time. Figure 3 represents the
boxplots of the dissolved oxygen and the oxidation-reduction potential at each piezometer during the
baseline. Figure 4 represents the evolution of these main chemico-physical parameters over time and
seems to show a certain sensitivity to the depth of the aquifer, which varies from 13.06 m to 13.94 m
(Figure 3).
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During the acquisition of the baseline data, 94 water samples were taken to analyze the major
ions (Ca2+, Mg2+, Na+, K+, HCO3

−, Cl−, SO4
2−, NO3

−) and the main minor ions liable to be modified
by a hydrogen-water-rock interaction (NO2

−, NH4
+, SO3

2−, S2
−, Fe, Mn). To comply with the storage

conditions for all the elements, the analyses were carried out within 24 h of each sample being taken,
using the methods presented in Table 2.

Table 2. Analytical methods and detection thresholds for the analyzed elements (mg·L−1).

Parameter HCO3− Ca2+ Mg2+ Na+ K+ Cl− SO4
2− NO3− NO2− NH4

+ SO3
2− S2− Fe Mn

Method Titration Ionic Chromatography ICP-MS
DL (mg·L−1) 0.04 0.05 0.01 0.02 0.02 0.01 0.001

Legend: ICP-MS = Inductively Coupled Plasma-Mass Spectrometry; IC = Ionic Chromatography;
DL = Detection Limit.

Regarding the major elements, Table 3, Figures 5 and 6 show that their behavior is also very stable
throughout the baselining. The water generally exhibits bicarbonate-calcium facies, characteristic of

166



Appl. Sci. 2020, 10, 6058

chalk waters. This dominant hydrochemical facies is slightly altered by the presence of nitrate ions
from agricultural inputs.

Table 3. Main characteristics of the major ions analyzed during baselining (mg·L−1).

Parameter Ca2+ Mg2+ Na+ K+ HCO3− Cl− SO42− NO3− Total

Average 97.1 11.5 12.6 4.69 298.8 23.6 27.9 33.4 97.1
SD 7.4 0.8 1.0 0.23 10 2.3 2.8 2.5 7.4

Legend: SD = Standard Deviation.
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Regarding the minor elements analyzed, Table 4 shows the absence of nitrite and sulfide ions
above the detection thresholds, as well the absence of sulfide ions except in five samples taken at
PZ2 in the first half of 2019 where the concentrations ranged from 0.03 to 0.11 mg·L−1. Ammonium
ions are present in 74% of the samples, probably related to the application of nitrogenous fertilizers
nearby, with a fairly fluctuating concentration with an average of 0.10 mg·L−1. The totals of dissolved
iron and manganese were also analyzed, but they were only minutely present in the water due to the
mineralogical composition of the aquifer rock, which is made up of more than 95% calcite [4]: their
ionized forms were therefore not researched. Ultimately, the evolution in the total of these minor ions
varied little during baseline monitoring, the fluctuations observed being mainly due to the ammonium
ions (Table 4).

Table 4. Main characteristics of minor ions analyzed during baselining.

Parameter NO2− NH4
+ SO32− S2− Total Fe Total Mn Total (N + S)

Average <DL 0.10 0.01 <DL 0.99 0.11 0.11
SD - 0.13 0.03 - 1.58 0.22 0.13
CV - 123% (490%) - 160% 193% 114%

Legend: DL = Detection Limit; SD = Standard Deviation; CV = Coefficient of Variation; Total (N+S) = Total of sulfur
and nitrogen ions.

2.3. Preparing the Test

The helium was injected with the aim of testing and optimizing a future hydrogen injection
device using an inert gas, and to configure the monitoring protocol (types of measurement and time
intervals) depending on the piezometer being monitored. The objective of this test is to create a plume
of dissolved helium in the aquifer, comparable to the future plume of dissolved hydrogen, and to
monitor its propagation in the saturated zone.

Before this test, the propagation of the dissolved He plume was modeled in 1D using PHREEQC.
Modeling parameters were determined using the results of previous CO2 injection tests [4,5]. The result
is shown in Figure 7 and shows a maximum dissolved helium concentration between 1.46 mg·L−1 and
8 × 10−21 mg·L−1 from PZ2BIS to PZ6, and a peak arrival time between 100 min and 23 days. Peak
values at PZ5 and PZ6 are expected to be below 1 µg·L−1 and thus it will not be possible to detect
helium in these two piezometers.
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detection in real-time of the arrival of the injected plume thanks to the installation of a GGUN 
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Figure 7. Model of the propagation of the dissolved He plume using PHREEQC.

Then, the water from the aquifer was extracted beforehand by pumping in the PZ2 piezometer
(future injection well) to fill two HDPE tanks (Figure 8a): a first 1 m3 tank which contains the tracers
to help determine the arrival of the plume of dissolved gas and precisely quantify its kinetics, and a
second 5 m3 tank in which the water will be saturated with helium by bubbling it. It was decided not
to incorporate the tracers in the tank of water saturated with helium to avoid the risk of reducing the
solubility of this gas.
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Figure 8. Views of the two tanks and the helium saturation device: (a) View of the 1 m3 tracers tank [A],
the 5 m3 He saturated tank [B] and the compressed He cylinder [C]; (b) View from the manhole of the
bubbling device in the 5 m3 He tank (20 m of PVC pipe pierced with 200 needles of 0.5 mm diameter).

In the first 1 m3 tank, two types of tracers were used:

• fluorescent organic tracers that exhibit no analytical interference between them, to allow in situ
detection in real-time of the arrival of the injected plume thanks to the installation of a GGUN
FL-30 field fluorimeter; these are uranine or fluorescein sodium (green dye), sulforhodamine B
(red dye) and Amino G Acid (a colorless tracer emitting in blue); however, previous experiments
with these types of organic tracers with a long carbonaceous molecule (C20 to C40) have shown
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that not all of them were conservative when transferred to an aquifer composed of chalk with
finely porous matrix permeability, as is the case in Catenoy [5];

• inorganic ionic tracers, which are highly conservative but colorless; they are analyzed a posteriori
in the laboratory, from a water sample to precisely quantify the kinetics of the plume; these are
lithium (as lithium chloride, LiCl) and bromide (as potassium bromide, KBr)

For the final hydrogen injection experiment, only the most efficient fluorescent tracer and ionic
tracer in terms of their recovery will be used. The objective of this first test is, therefore, both to select
these two tracers from the five tested, and to validate the principle of a prior injection of tracers to
predict the arrival of the dissolved gas plume and, as a result, to improve the monitoring system.
A quantity of 1 g of each tracer was diluted in the 1 m3 tank: it will be noted that, for ionic tracers,
this is 1 g of tracer ion (Li+ and Br−), which corresponds to 6.14 g of LiCl and 1.49 g of KBr.

To saturate the water with helium, a bubbling device was installed on the interior floor of the
second tank to create a curtain of bubbles facilitating the dissolution of the gas. It is a PVC pipe of
20 m length, pierced with 200 holes (Figure 8b). This device is connected in a loop to a rotameter to
regulate the flow of gas injected from a compressed gas cylinder (Figure 8a).

The two tanks were then emptied successively by gravity into the PZ2 borehole and the water
then entered the aquifer.

The injection device consists of a reinforced PVC pipe 70 mm in diameter. This pipe is directly
connected, by means of a tee fitting, to the outlet located at the base of the two tanks, each being
isolated by a valve (Figure 9a). The injection pipe is plugged at its lower end and ballasted to ensure
that it descends to the bottom of the well, at a depth of 25 m. To better distribute the injected fluid over
the entire screened height in the injection well, the submerged part of the injection pipe is drilled with
46 holes that are distributed two by two from 12 to 23 m deep, and four by four from 23 to 25 m deep
(Figure 9b). The shallowest holes are located 0.2 m below the water table to ensure that the dissolved
helium is injected under a slight hydrostatic overpressure, and therefore cannot degas.
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2.4. Conducting the Test

The tanks were filled with groundwater on the morning of 1 April 2019 using a submerged electric
pump installed in PZ2 piezometer, the future injection well:
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• the first 1 m3 tank was filled with groundwater to 0.8 m3, then the tracers, some of which are
photosensitive, were added after sunset to avoid degradation by light; the volume of water was
then increased to 1 m3 for better mixing;

• the second 5 m3 tank was filled with groundwater, then helium gas was continuously sent into
the bubbling circuit until the following day at 12:00; the total time allowed for the helium to
dissolve in the water was approximately 20 h; based on similar experiments carried out in the
past, this was more than sufficient to ensure helium saturation of the water in the tank.

The injection of the water and tracers from the first tank (1 m3) was performed by gravity on the 2nd of
April 2019 from 10:35 to 11:10, which represents an injection flowrate of 1.7 m3·h−1. The helium-saturated
water from the second tank (5 m3) was injected again by gravity immediately after, i.e., from 11:12 to
12:47. This injection lasted 1 h 35 min, which corresponds to a flow rate of 3.2 m3·h−1.

2.5. Monitoring the Saturated Zone

The equipment installed to monitor the saturated zone during the helium injection test was
as follows:

• Two physicochemical sensors for measuring temperature, pH, electrical conductivity,
oxidation-reduction potential, and dissolved oxygen; one was permanently installed (for the
duration of the test) in the PZ2BIS piezometer located 5 m downstream of the injection borehole
while the other one was mobile to take measurements in all other piezometers;

• A GGUN-FL30 field fluorimeter which provides live analysis of the fluorescence of the water
extracted from the piezometers; it is a multichannel device that can successively analyze the three
fluorescent tracers used;

• A GRUNDFOS-MP1 submersible pump which was first used to fill the tanks from the PZ2 and
moved to the PZ2BIS shortly before the start of the injection; it made it possible to regularly
sample the groundwater to carry out laboratory analyses of the tracers, dissolved gases (helium)
and major elements (calcium, magnesium, sodium, potassium, bicarbonates, chlorides, sulfates,
nitrates);

• A Raman and Infrared (IR) spectrometer, installed in the PZ2TER piezometer located 7.5 m
downstream of the injection well [16,17]; it makes possible to analyze the concentration of
mononuclear diatomic molecules (H2, O2, N2) as well as polar molecules (CO2 and CH4) in the
water; since the detection of a monoatomic gas such as He is not possible with this type of sensor,
only the indirect effect on the concentration of other dissolved gases can be detected;

• A device for water pumping from the aquifer and degassing by mechanical agitation; it is
combined with an ALCATEL ASM 122D transportable mass spectrometer to measure the helium
concentration in the degassed gas mixture.

3. Results

3.1. Tracers

The tracers were analyzed using spectrofluorimetry in the CETRAHE lab at the University of
Orléans (Table 5). The assay of each of these tracers was performed using a calibration curve established
with the same tracer used for the test. It should be noted that the spectral analysis technique, via the
characteristic excitation and emission spectra, makes it possible to confirm the presence of these
fluorescent tracers even when the concentration is low and close to the detection limit, to avoid any
confusion with the natural fluorescence of water. The maximum net concentrations obtained at each
piezometer are summarised in Table 6.
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Table 5. Analytical methods and detection thresholds for the analyzed tracers.

Tracer Uranine Sulforhodamine B Amino G Acid Li Br

Method ICP-MS ICP-MS ICP-MS IC IC
DL (µg·L−1) 0.001 0.05 0.05 1 1

Legend: ICP-MS = Inductively Coupled Plasma-Mass Spectrometry; IC = Ionic chromatography; DL = Detection Limit).

Table 6. Maximum net tracer concentration per piezometer (in µg·L−1).

Piezometer Distance *
(m)

Uranine
(DL = 0.001)

Sulforhodamine
(DL = 0.050)

AGA
(DL = 0.100)

Lithium
(DL = 0.5)

Bromide
(DL = 0.5)

PZ1 −20 0.0 0.0 0.0 2.0 * 2.8 *
PZ2 0 10.2 4.1 23.9 22.0 3.1

PZ2BIS +5 19.8 21.1 30.0 148.1 45.7
PZ3 +10 1.2 0.3 0.0 3.4 5.0
PZ4 +20 0.5 0.1 0.0 2.7 1.1 *
PZ5 +30 0.3 0.0 0.0 2.0 * 0.5 *
PZ6 +60 0.0 0.0 0.0 1.8* 0.9 *

Legend: Distance = Distance from injection well in the downstream direction (positive values) and upstream
direction (negative value), DL = Detection Limit, AGA = Amino G Acid, * background noise.

It thus appears that the PZ1 piezometer (upstream of the injection well) was not reached by the
tracer plume and that the PZ2BIS piezometer (5 m downstream) is the only piezometer where the
presence of all the tracers was proven. Starting from PZ3, located 10 m downstream of the injection
well, some tracers such as the Amino G Acid and the bromide were not detected. Starting from PZ5,
located 30 m downstream of the injection well, sulforhodamine B was also no longer detected. At PZ6,
the piezometer that is most removed (60 m downstream of the injection well), no tracer was detected
in significant concentrations by the end of the monitoring period. Uranine and lithium are the only
tracers that were detected in all the piezometers located downstream of the injection point, except at
PZ6. These are thus the best-suited tracers for this hydrogeological context, the first one because it is
easily detectable in situ (using a field fluorimeter) including at low concentrations (0.1 µg·L−1) and the
second one because it proved to be more conservative.

For uranine and lithium, the results were also interpreted using TRAC software [18] considering
Fried’s analytical solution [19] for the brief injection of a mass of tracer into an infinite volume in flow
(Equation (1)):

C(x,y,t) =
m

4 b π ω t
√

DL DT
· exp


−

(x− u t)2

4 DL t
− y2

4 DT t


 (1)

where C(x,y,t) is the concentration of tracer (kg·m−3) at the point with coordinates (x, y) (m) and at time
t (s), m is the mass of injected tracer (kg), b the thickness of the aquifer (m), ω the cinematic porosity
(−), DL the longitudinal dispersion (m2·s−1), DT the transversal dispersion (m2·s−1), and u the real flow
speed (m·s−1). In the context of this test, the fixed parameters are m = 10−3 kg, b = 14 m and x which
corresponds to the distance of each piezometer from the injection well. Note that the y coordinate has
been left free, which makes it possible to check whether the piezometers are properly aligned in the
main flow axis of the aquifer with respect to the injection well.

At PZ2BIS, 5 m downstream of the injection well, the concentration peak was achieved on the day
of injection itself at 11:44 for lithium and at 15:28 for uranine, that is, 1.15 and 4.83 h respectively after
the start of injection (Figure 10). Despite this difference in transit time, the hydrodynamic parameters
used for the calibration of the breakthrough curves are the same for the two tracers: only the retardation
factor varies, being fixed at 1.0 for lithium and 1.6 for uranine. The cinematic porosity is thus equal
to 1.40 × 10−2 and the permeability 1.10 × 10−3 m·s−1, values in accordance with those previously
obtained in test pumping.
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From the PZ3 piezometer, 10 m downstream of the injection well, it is no longer possible to fit
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propagation within the matrix aquifer. In Figure 11, two distinct fits were therefore applied to each
first peak (dashed curves) and second peak (solid curves). Table 7 shows that the porosity obtained
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depending on the adjustment made. These values are also significantly higher than those obtained at
PZ2BIS, which is interpreted as resulting from an environment with multiple porosity, of both matrix
and fissure type, once a larger aquifer volume is involved. As before, we observe a faster propagation
of the plume at PZ4 (3.9 m·d−1) than at PZ3 (1.6 m·d−1): however, these speeds are 2 to 3 times lower
than during the tracing test carried out in 2012 (10 m·d−1 and 3 m·d−1, respectively), which seems to be
due to a low groundwater table which started exceptionally early this year. It should also be noted
that this speed artificially reached 104 m·d−1 during the injection, at the PZ2BIS which is a piezometer
directly influenced by the injection conditions.
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3.2. Dissolved Helium Concentration

The dissolved helium was extracted from the water sampling vessels by partial degassing by
mechanical agitation, after which the extracted gaseous mixture was directly analyzed on site using
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an ALCATEL ASM 122D mass spectrometer. The results obtained during baseline measurements at
the two reference piezometers, located upstream (PZ1) and far downstream (PZ6), indicate that the
groundwater does not contain a significant amount of helium. The measured values of dissolved gas
are less than the equilibrium concentration with the surface-atmosphere (helium content about 5 ppm).

During the experiment, the arrival of the helium plume at the PZ2BIS piezometer, 5 m downstream
of the injection well, occurred very quickly after injection (Figure 12): the maximum concentration
of 1.47 mg·L−1 was measured 30 min after injection. After this, the helium concentration in water
decreases. It has almost returned to its initial state at this piezometer 40 days after injection. In PZ3 and
PZ4 piezometers, located respectively 10 m and 20 m downstream, the dissolved helium concentrations
were significantly lower as at PZ2BIS. The arrival of the helium was detected 3 h after the injection
at PZ3 piezometer; and a little more than 5 h after at PZ4. At these two piezometers, the maximum
helium concentrations were about 3 and 8 µg·L−1, respectively, and were recorded 9 days after injection.
No significant trace of dissolved helium was measured at the other piezometers located further
downstream (PZ5 at 30 m and PZ6 at 60 m).
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4. Discussion

Following this test, we can see that the experimental protocol for saturating water with gas and
then injecting it into the groundwater is operational, as is the way of monitoring the saturated zone.
However, the results obtained lead us to propose a certain number of improvements for the hydrogen
injection experiment.

Concerning the gas saturation of the water in the 5 m3 tank, it will not be possible—for safety
reasons—to allow hydrogen to bubble all night to obtain maximal saturation at the time of injection,
as was done with the helium. Hydrogen is an easily flammable gas requiring the establishment of an
ATEX zone and suitable control measures. These measures are difficult to ensure overnight. As a result,
the hydrogen bubbling will have to be interrupted in the evening to resume the next morning. This can
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lead to a delay of several hours in reaching an optimum level of hydrogen saturation in the water in
the tank and, consequently, the same delay in all the subsequent operations (injection, monitoring
measurements, etc.). To increase saturation kinetics, the number of gas outlets at the bottom of the
5 m3 tank will be doubled, from 200 to 400.

The first 1 m3 tank will hold the fluorescent and ionic tracers that have been shown to provide the
best performances: uranine and lithium. Considering the weakness of the signal obtained during this
test, owing to a strong dilution of the tracers in the groundwater, they will be used at a concentration
higher than an order of magnitude: 10 g·L−1 instead of 1 g·L−1. In addition, the water in this tank will
also be saturated with helium, to be used as an inert tracer gas to compare its behavior with that of
hydrogen, a potentially reactive gas in this aquifer context.

The second 5 m3 tank will be saturated with hydrogen by means of bubbling in a gaseous state
during the first day of preparing the materials, as well as during the following morning. The injection
of the hydrogen-saturated water will therefore take place at the start of the afternoon. In the test
conducted with helium, the two tanks were drained successively, but owing to their respective
geometries, the injection rate of the second tank was found to be significantly higher (3.2 m3·h−1) than
that of the first (1.7 m3·h−1). Following this, the two plumes probably coalesced, which hampered the
interpretation of the tracer breakthrough curves, and probably diluted the plume of dissolved gas.
To avoid this, we will apply a latency time of 1

2 h between the two injections, and the emptying rate of
the second tank containing dissolved hydrogen will be retained at less than or equal to that of the first
tank containing the tracers.

The PZ2BIS piezometer placed directly downstream of the point of injection provided the best
recovery curves and will thus be considered to be the principal monitoring piezometer. As such, given
the speed of the response obtained (1.15 h), it must be equipped with a specific monitoring device
to provide continuous data acquisition: dissolved hydrogen measurement probe, physicochemical
measurement probe, and borehole fluorimeter. This equipment must be available in duplicate to be
able to monitor the other piezometers manually. As soon as the tracer signal has disappeared from the
PZ2BIS, the continuously recording borehole fluorimeter will be moved to the piezometers located
further downstream (PZ3, PZ4, and PZ5).

The piezometers must not all be sampled at the same frequency, but at specific time intervals
in function to their distance from the injection well, and the current hydrogeological conditions,
by taking particular account of the propagation speed of the fluorescent tracer. During the current
test, the duration of monitoring (40 days) did not permit a satisfactory sampling of the most distant
piezometers, namely PZ5 (30 m downstream) and PZ6 (60 m downstream). This duration will therefore
be significantly increased, but at a rate of only one sample per week from the 5th week of monitoring:
the total duration of the monitoring may vary from 60 to 80 days depending on the hydrogeological
conditions at the time (high or low water). It is, however, suggested that a period of high water is
favored to reduce the monitoring time. In all cases, only the PZ2TER will operate continuously for the
measurement of dissolved gases using Raman and IR spectrometers (O2, N2, H2, CO2, and CH4).

Finally, the piezometry of the aquifer will be measured twice a day at all piezometers during
the week of injection, and then once a day thereafter, to detect any variation in the speed or flowing
direction of the aquifer. An automatic water depth measurement probe will also be placed at the
bottom of PZ2 to measure the amplitude of the piezometric dome induced by the injection.

5. Conclusions

A test of the combined injection of tracers (organic and ionic) and helium-saturated water was
done in April 2019 to assess and optimize the concept of injecting water saturated with hydrogen,
planned for later, and monitoring its physicochemical properties.

The test has confirmed the technical feasibility, under field conditions, of saturating a significant
quantity of water with a low-solubility gas and injecting it in a controlled manner into a shallow aquifer.
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It was possible to properly monitor the propagation of the dissolved gas plume in the aquifer
with the means of analysis used. Helium could be detected up to 20 m downstream of the injection
well by mass spectrometer analysis of the gas mixture obtained through partial degassing of water
samples by mechanical agitation.

Among the five tracers used, uranine and lithium were shown to be the most effective. The first
is a colored fluorescent organic tracer, easily and continuously detectable in situ but affected in this
specific hydrogeological context (fine matrix and fissure porosity) by a certain retardation factor with
respect to the propagation of the water. The second is a colorless ionic tracer, not affected by such a
retardation factor, but not detectable in situ. To obtain a cleaner signal, the tracer mass used will be ten
times higher when injecting the water saturated with hydrogen.

The temporal modeling of the post-injection evolution of these two tracers reveals, as a function
of the distance from the injection well, two distinct hydrodynamic regimes linked to the existence of a
multiple porosity, of both matrix and fissure type. These elements will be essential in understanding
the transport of the hydrogen plume during the next injection simulation.

The preparation and the conditions of injection of the tracer tank and hydrogen-saturated water
tank have been modified to take the results obtained into account: doubling of the number of bubbling
outlets in the 5 m3 tank bubbling device, establishment of a latency period between the two injections,
reduction of the flow rate of the second tank.

Finally, the protocol of monitoring has also been modified: the establishment of specific monitoring
of the PZ2BIS piezometer with continuous in situ recordings of a maximum of data, adaptation of the
sampling schedule to the specificity of each piezometer and increase in the overall monitoring time.

Thus, the adoption of all of these improvements will permit proper execution of the main
experiment of injecting hydrogen-saturated water and carrying out the associated monitoring, which
will also be preferentially done during periods of high water.
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Abstract: The European Union policy of encouraging renewable energy sources and a sustainable and
safe low-carbon economy requires flexible energy storage systems (FESSs), such as pumped-storage
hydropower (PSH) systems. Energy storage systems are the key to facilitate a high penetration of the
renewable energy sources in the electrical grids. Disused mining structures in closed underground
coal mines in NW Spain have been selected as a case study to analyze the construction of underground
pumped-storage hydropower (UPSH) plants. Mine water, depth and subsurface space in closured
coal mines may be used for the construction of FESSs with reduced environmental impacts. This paper
analyzes the stability of a network of tunnels used as a lower water reservoir at 450 m depth in
sandstone and shale formations. Empirical methods based on rock mass classification systems are
employed to preliminarily design the support systems and to determinate the rock mass properties.
In addition, 3D numerical modelling has been conducted in order to verify the stability of the
underground excavations. The deformations and thickness of the excavation damage zones (EDZs)
around the excavations have been evaluated in the simulations without considering a support system
and considering systematic grouted rock bolts and a layer of reinforced shotcrete as support system.
The results obtained show that the excavation of the network of tunnels is technically feasible with
the support system that has been designed.

Keywords: mining structures; underground reservoir; empirical analysis; numerical modelling;
energy storage; hydropower plants

1. Introduction

In the current evolving energy context, characterized by an increasing of variable renewable
energy (VRE) in the electricity mix, the development of flexible energy storage systems (FESSs), such as
pumped storage hydropower (PSH) or compressed air energy storage (CAES) plants are required.
PSH is the most mature technology to provide ancillary services to the electrical grid [1]. PSH systems
accounted for 150 GW worldwide in 2016 (40 GW in the European Union) [2] and the capacity could
be 325 GW in 2030 [3].

Underground pumped storage hydropower (UPSH) is an alternative to store large amounts
of electrical energy with low environmental impacts [4,5]. Other energy storage systems such as
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Li-ion batteries are more efficient, but more expensive to install [6,7]. Geomechanical studies of
the underground infrastructure are required to assess the technical feasibility of subsurface energy
storage plants. Menendez et al. [8] carried out a stability analysis of the underground infrastructure of
UPSH plants in closed mines. The stability of the powerhouse cavern and the effect of air pressure
on the excavations (tunnels and air shafts) during the operation time were analyzed. Uddin and
Asce [9] studied the behavior of a limestone mine as UPSH plant, at 671 m depth with a volume
of 9.6 million m3. Carneiro et al. [10] presented the opportunities for large-scale energy storage in
geological formations in mainland Portugal. UPSH, CAES and gas storage systems (hydrogen and
methane) were analyzed. Khaledi et al. [11] analyzed compressed air storage caverns in rock salt
considering thermo-mechanical cyclic loading. The study concludes that the stability is affected by
the operating pressure (10 MPa) and the increased creep rate accelerates the volume convergence.
Liu et al. [12] applied empirical analysis and numerical methods to provide a support design for an
underground water-sealed oil storage cavern. Chen et al. [13] developed a numerical model to analyze
the stability of a small-spacing two-well salt cavern used as gas storage. Rutqvist et al. [14] investigated
the thermodynamic and geomechanical performance of CAES systems in concrete-lined rock caverns.
Zhu et al. [15] developed an equation for prediction of displacement at the key point on the high
sidewalls of powerhouse caverns, considering four basic factors (the rock deformation modulus, the
overburden depth, the height of the powerhouse and the lateral pressure coefficient of the initial stress).
Harza [16] suggested the idea to use a closed underground mine as a lower reservoir and develop
an UPSH plant in 1960. At the end of the 1960s, Swedish engineers proposed the exploitation of a
surface upper reservoir and the construction of a new lower water reservoir in an underground rock
cavern [17]. Sorensen suggested an optimistic future for the development of UPSH plants [18]. The
Mount Hope project, located in northern New Jersey (USA) was proposed in 1975 [19]. It intended to
use the facilities of a closed iron mine as a lower water reservoir, but it was never developed. In 1978,
an UPSH project was presented with a lower reservoir formed by a network of 15 × 25 m elliptical
tunnels, at a depth of 1000 m [20]. During the 1980s, a project to install an UPSH plant was proposed in
the Netherlands [21], but the project was finally not developed due to the poor quality of the rock mass.
Wong assessed the possibility of constructing UPSH plants in the Bukit Timah granite of Singapore [4].
Coal mining structures in closed underground coal mines in the Asturian Central Coal Basin (ACCB),
NW Spain, have been proposed as a lower water reservoir of UPSH plants [22,23]. Recently, several
studies have been also carried out in Germany to assess the possibilities to develop UPSH plants
on closed underground coal mines in the Harz and Ruhr regions [24–26]. Pujades et al. [27] and
Kitsikoudis et al. [28] proposed a closed slate mine in Belgium as a lower reservoir of an UPSH plant.
The slate mine consists of nine large caverns with an available volume of 550,000 m3.

This paper analyzes the stability of a network of tunnels as a lower water reservoir at 450 m depth in
sandstone and shale rock formations in closed mines. The rock mass was characterized according to the
rock mass quality (Q-System) and the rock mass properties were estimated. In addition, 3D numerical
analysis using FLAC 3D have been performed to verify the stability of the excavations. The maximum
thickness of the excavation damage zone (EDZ) and the vertical and horizontal displacements when
the support system is applied have been compared to the unsupported case in central and transversal
tunnels. The axial force, bending moment and shear force in the shotcrete layer have also analyzed.
The results obtained show that the excavation of the network of tunnels is technically feasible with the
support system that has been designed.

2. Methodology

2.1. Preliminary Energy Balance

The storable amount of electricity in UPSH systems depends on the reservoirs’ capacity and the
hydraulic net head [26]. Figure 1 shows the stored energy per cycle in a closed coal mine considering
water masses between 0.1–0.5 Hm3 and net heads between 100–600 mH2O. A Francis turbine efficiency
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of 90% in turbine and pump modes has been considered [29]. Finally, the power output and the power
input of the turbines depends on the time at full load. The energy storage reaches 480 MWh cycle−1

considering a gross head of 450 mH2O and a useful water capacity of 450,000 m3.
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2.2. Geology

The Asturian Central Coal Basin (ACCB) is a coal mining area located in NW Spain. It is precisely
in the ACCB where the terrigenous carboniferous sediments are best represented, reaching a thickness
close to 6000 m between the Namurian B and Westfalian D. The succession is divided at large scale
into two sectors: one lower denominated Lena Group, characterized by limestones and thin seams of
coal, and another superior called Sama Group, in which limestones are less abundant and there are
levels of sandstones, shales and seams of exploitable bituminous and hard coal [8].

2.3. Underground Hydroelectric Power Plant

UPSH systems consist of two water reservoirs; the upper reservoir is located above ground,
while the lower reservoir is underground. The scheme of an underground hydroelectric power plant
and lower water reservoir is shown in Figure 2a. In the present work, a subsurface water reservoir
conformed by a new network of tunnels with an arched roof and straight walls cross-section of 30 m2

(Figure 2b) is considered. The water reservoir consists of a central tunnel connected to the ventilation
shaft, and 200 m length of transversal tunnels with a distance between them of 20 m. To avoid water
leakage, the tunnels’ surface is covered with an impermeable high-strength membrane.
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2.4. Empirical Analysis

The Q-system method was developed by Barton et al. [30] in the Norwegian Geotechnical Institute
(NGI) to classify rock masses. The method is based on about 200 case histories of caverns and tunnels.
The Q-system has been updated and it is now based on 1260 case records [31]. Barton carried out
some changes and adapted it to give support recommendations due to the increasing use of steel fibre
reinforced shotcrete (SFR) in underground excavation support [32]. The quality of rock masses (Q) is
obtained by applying Equation (1).

Q =
RQD

Jn

Jr

Ja

Jw

SRF
(1)

where RQD is the rock quality designation, Jn is the joint set number, Jr is the joint roughness, Ja is the
joint alteration, Jw is the water reduction factor and SRF is the stress reduction factor. The Q value
varies from 0.001 for exceptionally poor quality to 1000 for an exceptionally good quality rock mass.
A stress-free form QN was defined by Goel et al. [33], which is given by Equation (2).

QN =
RQD

Jn

Jr

Ja
JW (2)

Barton defined a new parameter QC (Equation (3)) to improve the correlation among the
engineering parameters, where σci is the strength of intact rock in MPa [32].

QCN = Q
σci
100

(3)

The bolt length (Lb) may be calculated in terms of the excavation width B, by the Equation (4),
proposed by Barton et al. [30].

Lb = 2 + (0.15 B) (4)

2.5. Material Properties

The physical and mechanical properties of the shale and sandstone were obtained from laboratory
testing at the University of Oviedo Rock Mechanics Laboratory on intact rock samples following
International Society Rock Mechanics (ISRM) methods [34]. Table 1 shows the properties of the intact
rocks and the geological strength index (GSI). The rock mass properties were determined by means of
empirical methods considering a blast damage factor D = 0.8. Table 2 shows the rock mass properties
of the shale and sandstone formations that have been employed as input data in the numerical analysis.

Table 1. Properties of intact rocks.

Lithology Unit Weight,
γ (KN m−3)

Intact Modulus, Ei
(MPa)

Compressive
Strength, σci (MPa)

Intact Rock
Constant (mi)

GSI

Shale 23.83 28,988 59.7 9.2 35
Sandstone 25.87 43,650 150.8 15.4 50

Table 2. Rock mass properties considered in the models.

Lithology Young’s Modulus
(MPa) Poisson’s Ratio Tensile Strength

(MPa)
Cohesion

(MPa)
Friction Angle

(◦)
Shale 3287 0.27 0.048 0.82 37.7
Sandstone 13,409 0.25 0.226 2.02 52.7

2.6. Numerical Modelling

To verify the results of the empirical analysis, a 3D numerical analysis was developed. FLAC 3D
commercial software was applied to obtain the deformations and the failure states considering the
excavation of the network of tunnels and the support system [9,15,35]. Figure 3 shows the geometry of
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the models of the lower reservoir in the form of a network of tunnels that have been selected to conduct
the numerical analysis. The size of the transversal tunnels model (Figure 3a) is 82.5 m long, 12.5 m wide
and 69 m high, and the central tunnel–junction zone model (Figure 3b) is 174 m long, 12.5 m wide and
80 m high. It is assumed that there are roller boundaries at the bottom and along the sides and there is
an unconstrained boundary at the top of model for application of uniform vertical stress, in order to
simulate the primary stress field. The mesh was refined close to the contour of the excavations and
gradually was coarser at positions outwards, for increasing the accuracy of the calculations.
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2.7. Simulation Procedure

For the models of the network of tunnels, the solution steps included: (1) establishment of the
initial stress field by applying vertical and horizontal stresses and once equilibrium was reached
deformations are reset, (2) excavation of the central and transversal tunnels, and (3) installation of
the support system immediately after excavation. Failure states and total displacements caused by
excavations and installation of the support system were analyzed. The rock mass is considered as
homogenous and linearly elastic-perfectly plastic, according to the Mohr-Coulomb (M-C) field criterion.
Plastic failure occurs when the shear stress on a certain plane reaches a limit called the shear yield
stress. The M-C failure criterion is expressed in Equation (5).

1
2
(σ1 − σ3) = c cosφ− 1

2
(σ1 + σ3) sinφ (5)

where σ1 and σ3 are the maximum and minimum principal stresses, respectively, in MPa, c is the
cohesion, in MPa, and φ is the friction angle, in degrees. The initial primary stress field at the tunnels’
depth of 450 m is 10.35 × 106 Pa in the vertical direction and 5.17 × 106 Pa in the horizontal direction,
considering a density of 23 KN m−3. The in-situ horizontal stresses were obtained from the empirical
equations from global data and a compilation of such data within the ACCB.

2.8. Numerical Modelling. Support System Design

Table 3 shows the design of the support system in the transversal tunnels and the central tunnel for
the existing rock masses in the study area. The bolt lengths were calculated by Equation (4), as 2.75 m;
therefore, the rock bolt length design was 3 m. In the shale formation grouted rock bolts were selected
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with the following specifications: 25 mm diameter, 245 KN (25 t) of load capacity, 3 m long, and spacing
between bolts of 1.2 m. Furthermore, there was a layer of 150 mm thick reinforced shotcrete in the
central tunnel and a layer that was 120 mm thick in transversal tunnels. In the sandstone formation,
grouted rock bolts were selected with the following specifications: 25 mm in diameter, 245 kN of load
capacity, 3 m long, and spacing between bolts of 1.5 m. A layer of 80 mm thick reinforced shotcrete in
the central tunnel and 60 mm thick in transversal tunnels is also simulated.

Table 3. Support system design.

Shale Rock Mass

Central tunnel Systematic bolting 245 kN, φ = 25 mm, L = 3 m, Reinforced shotcrete 150 mm
Transversal tunnels Systematic bolting 245 kN, φ = 25 mm, L = 3 m, Reinforced shotcrete 120 mm

Sandstone Rock Mass

Central tunnel Systematic bolting 245 kN, φ = 25 mm, L = 3 m, Reinforced shotcrete 80 mm
Transversal tunnels Systematic bolting 245 kN φ = 25 mm, L = 3 m, Reinforced shotcrete 60 mm

3. Results and Discussion

3.1. Q-System Method

To estimate the support system it is necessary to establish an equivalent diameter for the tunnel,
De, which is the width/height of excavation divided by the ESR (excavation support ratio), which for
transversal tunnels can be established at 1.3, so De = 5.0. For the central tunnel, a value of ESR of 1.0
has been estimated, obtaining an equivalent diameter for the tunnel, De = 6.5. The evaluations of rock
masses in sandstone and shale rock masses by using the Q-system and the GSI are summarized in
Table 4. By applying Equation (1), in sandstone formation a value of Q of 1.27 is obtained, while in the
shale rock mass the value of Q is 0.23.

Table 4. Evaluating results using the Q-system.

Lithology RQD Jn Jr Ja Jw SRF Q QN GSI

Shale 31 15 1 2 0.4 1.8 0.23 0.41 35
Sandstone 48 12 1.4 2.2 0.5 1 1.27 1.27 50

The suggested support systems based on the Q-system for the central tunnel and the transversal
tunnels are given in Table 5 following the recommendations proposed by Grimstad and Barton [31]
using an equivalent diameter of 5.0 and 6.5 for transversal tunnel and central tunnel, respectively.

Table 5. Empirical analysis. Support categories for shale and sandstone formations.

Shale Rock Mass

Central tunnel Systematic grouted bolts spaced 1.4 m, L = 2.7 m, Fibre reinforced shotcrete 120 mm
Transversal tunnels Systematic grouted bolts spaced 1.4 m, L = 2.7 m, Fibre reinforced shotcrete 100 mm

Sandstone Rock Mass

Central tunnel Systematic grouted bolts spaced 1.7 m, L = 2.4 m, Fibre reinforced shotcrete 80 mm
Transversal tunnels Systematic grouted bolts spaced 1.7 m, L = 2.4 m, Fibre reinforced shotcrete 50 mm

3.2. Numerical Simulations

The results of the calculations that have been conducted in sandstone and shale rock masses,
in transversal tunnels, the central tunnel and the junction zone between them are shown in this section.
Table 3 shows the properties of the support system used in the numerical analysis (bolt diameter,
length, spacing, load capacity, and thickness of the spayed concrete layer). Figure 4 shows the vertical
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and horizontal displacements in the transversal tunnels for shale rock mass according to the model
indicated in Figure 3a. The maximum displacement is located at the tunnel walls (17.4 mm).
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Table 6 shows the summary of the numerical simulations results in transversal tunnels for shale
and sandstone rock masses: vertical and horizontal displacements, thickness of the EDZ, axial load in
rock bolts and axial force, bending moment and shear force in the shotcrete layer at the walls, roof
and floor of tunnels for unsupported and supported cases. By installation of the support, the EDZ
and total displacements (vertical and horizontal) notably decreased. Because of the lower quality of
the rock mass, in shale formation the displacement values are higher than in sandstone rock mass.
The maximum value of displacement reached 17.5 mm at the walls of the tunnels in shale rock mass.
The maximum thickness of EDZ is located at the tunnel walls in shale formation, reaching 2.1 m. In shale
formation, the vertical and horizontal displacements are reduced to 12.5 mm (27%) and 14.8 mm
(15%), respectively. In sandstone formation, the vertical (roof) and horizontal (walls) displacements are
reduced to 1.92 mm (34%) and 2.27 mm (22%), respectively. In addition, the thickness of the EDZ is
also reduced by 38% in shale formation when the support system is applied.

Table 6. Numerical simulations results in transversal tunnels.

Variable
Unsupported Case Supported Case

Shale Sandstone Shale Sandstone

Vertical displacements (mm) 17.1 2.93 12.5 1.92
Horizontal displacements (mm) 17.4 2.91 14.8 2.27
Thickness of EDZ (m) 2.1 0.72 1.3 0.37

Axial load rock bolts (kN) 130.0 30.5

Shotcrete
Axial force (kN) 699.46 62.41
Bending moment
(KNm) 1.5 0.03

Shear force (kN) 5.02 0.08

Figure 5a also shows the rock bolts force for sandstone rock mass. The maximum load in the
grouted rock bolts reached 30.5 kN at the tunnel walls. Figure 5b shows the failure states for transversal
tunnels in sandstone formation as the model reaches equilibrium. A combination of shear and tensile
failure initiation mechanisms are observed at the floor and walls. The failure mode changes to

185



Appl. Sci. 2020, 10, 5853

only shear at the roof of the tunnels. The thickness of the EDZ is 0.72 m in sandstone formation.
The simulation results indicate that the designed support systems can guarantee the tunnels stability.
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Figure 6a indicates the rock bolt axial force for transversal tunnels in shale formation.
The maximum bolt force is located at the walls of the tunnels (130 kN). Figure 6b shows the
plasticity zones for shale formation after reaching balance. Shear failure is observed at the roof,
walls and floor of the transversal tunnels. The thickness of the EDZ is larger in shale rock mass,
reaching a value of 2.1 m. After support installation the thickness of the EDZ is reduced to 1.3 m in
shale formation and 0.37 m in sandstone formation.
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Figure 6. Transversal tunnels in shale formation: (a) rock bolts axial force [N]; (b) state of plasticity.

In addition to the stability analysis in the transversal tunnels, the state of plasticity and the total
displacements have also been analyzed in the central tunnel. Figure 7 shows the axial force in the rock
bolts and the state of plasticity in the central tunnel for shale formation. A combination of shear and
tensile failure initiation mode is seen at the roof, walls and floor of the central tunnel. Table 7 shows the
summary of the numerical simulations results in the central tunnel in shale and sandstone formations
for unsupported and supported cases, with the support system indicated previously in Table 3.
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Table 7. Numerical simulation results in the central tunnel.

Variable
Unsupported Case Supported Case

Shale Sandstone Shale Sandstone

Vertical displacements (mm) 20.92 3.29 12.97 2.51
Horizontal displacements (mm) 18.32 2.72 11.62 1.54
Thickness of EDZ (m) 2.9 1.1 1.75 0.65

Axial load rock bolts (kN) 188.9 18.5

Shotcrete
Axial force (kN) 883.64 56.29
Bending moment
(KNm) 8.08 0.16

Shear force (kN) 22.35 0.42

The maximum value of displacement reached is 20.92 mm at the roof of the tunnel in shale
rock mass. The thickness of the EDZ reached is 2.9 m is shale formation for the unsupported case.
The vertical and horizontal displacements in sandstone formation reach 3.29 and 2.72 mm, respectively.
The area of the EDZ and the maximum displacements notably decreased when the support system
is applied. In shale formation, the vertical (roof) and horizontal displacements decreased down to
12.97 mm (38%) and 11.62 mm (36.5%), respectively. The rock bolt load reaches a value of 188.9 kN
at the walls, while the elastic capacity of the rock bolts is 245 kN (safety factor of 1.29). The axial
force, bending moment and shear force in reinforced shotcrete layer have also been analyzed, reaching
883.64 kN, 8.08 kNm, and 22.35 kN, respectively, in shale rock mass.

Finally, the stability analysis was carried out in the junction zone between the central and
transversal tunnels. Figure 8a shows the horizontal displacement and Figure 8b shows the shear force
in the fibre reinforced shotcrete layer.
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Table 8 shows the results for the junction zone between the central and transversal tunnels.
The maximum value of displacement reached 18.20 mm at the roof of the tunnels in shale rock mass.
By installation of support, the thickness of the EDZ and deformations are reduced. In shale formation,
the vertical and horizontal displacements decreased down to 13.84 mm at the roof and 11.51 mm in
the walls, when the support system is applied. The axial force, bending moment and shear force in
reinforced shotcrete layer have also been analyzed in the junction zone, reaching 1570 kN, 9.31 kNm,
and 27.13 kN, respectively, in shale rock mass. The shear force indicated in Figure 8b shows peaks due
to the head of the rock bolts.

Table 8. Numerical simulation results in the junction zone.

Variable
Unsupported Case Supported Case

Shale Sandstone Shale Sandstone

Vertical displacements (mm) 18.20 2.96 13.84 1.76
Horizontal displacements (mm) 16.03 2.17 11.51 1.82
Thickness of EDZ (m) 2.9 1.2 1.8 0.7

Axial load rock bolts (kN) 160.4 29.6

Shotcrete
Axial force (kN) 1,570.0 168.72
Bending moment
(KNm) 9.31 0.21

Shear force (kN) 27.13 0.59

Figure 9 shows the rock bolts force in the central tunnel and the transversal tunnels depending on
the distance from the rock bolt head. Rock bolts located at the walls in shale and sandstone formations
have been selected. The maximum axial load is reached in shale rock mass, at the central tunnel. It has
been observed that in all scenarios the axial load reached is less than 245 kN (load capacity designed).
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4. Conclusions

Flexible energy storage systems allow increasing the generation of electricity by means of
intermittent renewable energy sources. A closed coal mine in the Asturian Central Coal Basin
(NW Spain) is proposed as a subsurface water reservoir of underground pumped storage hydropower
plants. Underground pumped storage hydropower plants provide a large amount of electrical energy
with rapid response and low environmental impacts. An underground reservoir conformed by a
network of tunnels with an arched roof cross section of 30 m2 has been designed. For the construction
of the underground water reservoir it is necessary to analyze the stability of the excavation of the
network of tunnels. Transversal tunnels, the central tunnel and junction zones have been analyzed.

Empirical analysis and three-dimensional numerical simulations have been carried out in this
work. According to the empirical analysis, grouted rock bolts and a layer of fibre reinforced shotcrete
were recommended as the support system. The rock mass properties used as input parameters for
numerical modeling were obtained from laboratory tests and estimated from rock mass classification
systems. In the numerical model, the state of plasticity, the axial load in rock bolts and the deformations
around the tunnels were analyzed. In addition, the axial force, the bending moment and the shear force
were also checked in the reinforced shotcrete layer. The maximum displacements and thickness of the
excavation damage zone were reached in shale formation. As shown by the numerical simulations,
the proposed support from empirical analysis was feasible. By applying the designed support system,
the area of the excavation damage zone and the maximum displacements significantly decreased.
The results of the numerical analysis show that no significant failure is expected. All this shows that a
combination of empirical and numerical methods is appropriate to design a proper support system in
underground infrastructures.

Based on further rock lab testing, a softening factor for the rock mass after failure should be
applied in order to get more precise predictions for displacements and the extension of the excavation
damage zone as well as the support loads.
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Nomenclature

3D Three-dimensional
ACCB Asturian Central Coal Basin
CAES Compressed air energy storage
EDZ Excavation damage zone
ESR Excavation support ratio
FESS Flexible energy storage system
GSI Geological strength index
MC Mohr-Coulomb
PSH Pumped-storage hydropower
RQD Rock quality designation,
SFR Steel fibre reinforced shotcrete
SRF Stress reduction factor
UPSH Underground pumped-storage hydropower
VRE Variable renewable energies
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