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Preface to ”Partial Least Squares Structural Equation

Modeling (PLS-SEM) Applications in Economics

and Finance”

Partial least squares structural equation modeling (PLS-SEM) represents a new-generation

statistical data analysis technique that, despite its recent creation, is exponentially gaining popularity

in academia. It has attracted the interest of scholars for its use in various methodologies, becoming a

dynamic and constantly evolving technique.

In today’s world, managers of companies and public administrations, academics, and

researchers have at their disposal a large amount of data to analyze for decision making and

the discovery of new findings. This requires the establishment of a theoretical framework, the

use of sciences such as mathematics and statistics, as well as experience and intuition. In this

regard, PLS-SEM involves a multivariate data analysis technique that combines the methodologies

of regression and linear analysis, offering advantages for its application, such as the non-requirement

of normality or the possibility of obtaining reliable results with small sample sizes.

It is widely employed in the field of social sciences, where it is necessary to handle unobservable

or latent variables. It allows jointly analyzing the relationships between observable and latent

variables (evaluation of the measurement model) and the relationships between latent variables

(evaluation of the structural model). Likewise, it is a widespread approach in management since

it allows the study of complex models with innumerable indicators for each latent variable and

numerous relationships among latent variables.

The present book contains the 14 articles accepted for publication among the 32 manuscripts in

total that were submitted to the Special Issue “Partial Least Squares Structural Equation Modeling

(PLS-SEM): Applications in Economics and Finance” of the MDPI journal Mathematics.

The 14 articles, which appear in the present book in the order in which they were published

in Volume 9 (2021) of the journal, cover a wide range of topics connected to the theory and

application of PLS-SEM methodology. These topics include, among others, prediction of stock market

investment intention, institutional quality and international competitiveness, governance paradigms

and public innovation, information and communication technologies in the supply chain, influence

of the ability to absorb information from the environment and proactivity on the company’s results,

quality management, effects of the corporate social responsibility on financial performance, resource

management for the improvement of the healthcare system, self-consciousness in online shopping

behavior, status quo as a predictor of brand loyalty and propensity to innovate, the application of

maximum entropy bootstrapping to time series.

It is expected that the book will be worthwhile and helpful for those working in the area of

PLS-SEM, whatever your field of application (economics, finance, marketing, education or other).

Applications of higher order constructs, mediating variables, multigroup analysis and the latest

advances in applied methodology are found in this book.

vii
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Abstract: Self-consciousness can be considered as the internal disposition to direct attention to
oneself. This dispositional tendency can be focused on private aspects of the self, but also on public
characteristics of the individual. We examine self-consciousness in online consumer behavior. This
concept has been poorly investigated in consumer research. The main objective of this paper is
to analyze the influence of the dimensions of self-consciousness in consumer adoption of online
shopping. This study is based on a sample of 725 Spanish undergraduates. Findings indicated that
public self-consciousness is a significant predictor of the adoption of online shopping, and inversely
affects perceived ease of use and usefulness. These results may have important implications in the
segmentation of users of self-service technologies.

Keywords: self-consciousness; e-commerce; consumer behavior; Technology Acceptance Model

1. Introduction

The internet has been a relevant distribution channel and promotion tool for orga-
nizations for several years. However, as Arce-Urriza and Cebollada-Calvo [1] indicate,
although online shopping sales are still low compared to offline sales, their growth rates
are much higher, which suggests that the proportion of online sales will be even higher in
the future. This paper focuses on the study of self-consciousness and its influence on the
adoption of online shopping.

The self-consciousness of the person discusses the predisposition or willingness to
direct one’s attention inside or outside of oneself. Fierro [2] points out that this concept is
one of the integral phenomena of the “self” system. As Jiménez [3] explains, the philosoph-
ical, anthropological and psychological fields show the importance of this self-ownership,
that is, reflexivity: the ability to use oneself as an object of attention. There is a dichotomy
regarding objects of conscious attention, so that the attention of the person considered, at
any time, is absolutely directed to give importance to an internal point of view of oneself,
or to external events of the subject, without the possibility of attention being focused on
both aspects at the same time.

Duval and Wicklund [4] proposed the objective self-awareness theory, and this origi-
nated the scientific research on self-consciousness which investigates the differential effects
of focusing attention on oneself, but only reacting to a temporary state of self-awareness,
without considering the individual differences. This omission provoked the necessary
impulse for the development of a widely used measurement instrument, the Fenigstein,
Scheier, and Buss [5] Self-consciousness Scales. Using this scale of measurement and the
formulation of the model of Carver and Scheier [6], self-consciousness is considered a
transient state induced by concrete stimuli, but also a feature that denotes the tendency
of people to be self-focused. This scale allows individual differences to be established in
accordance with the degree of self-consciousness.

The Fenigstein et al. [5] Self-Consciousness Scale identifies three aspects to assess indi-
vidual differences in self-consciousness: Private Self-Consciousness, Public Self-Consciousness,
and Social Anxiety. The first two factors measure psychological tendencies centered on
oneself. Private self-consciousness is related to the tendency to be introspective about one’s

Mathematics 2021, 9, 729. https://doi.org/10.3390/math9070729 https://www.mdpi.com/journal/mathematics
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thoughts and feelings. Meanwhile, public self-consciousness refers to attending to oneself
as a social object, being concerned with how others view the self, and the impression that
one makes on others. Social anxiety refers to discomfort in situations that involve being in
the same place with other people.

The construct of self-consciousness has been poorly studied in consumer behavior
literature. The present work aims to expand this knowledge by analyzing the effects caused
by the dimensions of self-consciousness on the process of consumer adoption of online
shopping. Understanding the antecedents of online shopping behavior is essential in order
to develop and improve the use of Information and communications technologies (ICT).

The electronic ticket has been chosen as a product to be adopted through online
purchasing. The use of electronic tickets has been widely spread among passenger transport
companies in the last decade, but we must bear in mind that it is a type of sale that the
consumer can adopt in its entirety or only partially; that is, it is an alternative system to the
traditional method of buying tickets. Therefore, as López-Bonilla and López-Bonilla [7]
indicate, consumers can buy an electronic ticket autonomously through digital means,
offered by transport service providers or intermediary agents, without having to interact
with the employees of any of these organizations. However, the purchase of the electronic
ticket can be made through the staff of the transport company or the intermediary company.

The structure of the study continues with a review of the literature on self-consciousness
within the framework of consumer behavior. The objectives and hypotheses of the study
are presented below, proposing a research model based on the acceptance of ICT. Next, the
study methodology is described, as well as the results obtained from the empirical analysis
and the final considerations follow.

2. Literature Review

Many studies deal with the relationship of self-consciousness and personality of the
individual, particularly the extensive review conducted by Scandell and Scandell [8]. But
Jimenez [3] warns that all these investigations have given little attention to the healthy
personality variables, and consequently he dedicates a study to it, proving that the profile
of individuals who tend to concentrate their attention on the private aspects of themselves,
with less experience of personal wellbeing and social adaptation, have a poor assessment of
themselves. Moreover, people who focus their attention on the public aspects of themselves
are less up-to-date and tend to behave more in accordance with situational behavioral clues
than with personal ones.

Abe, Bagozzi and Sadarangani [9] warn that self-consciousness has been little studied
in the field of consumer behavior. This is verified in the present review of the literature,
although there is a certain favorable trend toward greater applicability of self-consciousness
in the consumer field in the last decade. In this sense, most of the previous works have
focused on public self-consciousness [10–13]. In contrast, there are two studies that have
analyzed the private self-consciousness dimension exclusively [13–15]. Finally, few studies
have examined the three dimensions or even two of them [9,16–18].

Table 1 contains a summary of the published works that have dealt with self-conscious-
ness in the field of consumer behavior. This table details in chronological order the authors
of the studies carried out, specifying the sample used and the content analyzed in relation to
self-consciousness: PUSC is public self-consciousness, PRSC is private self-consciousness,
and SA is social anxiety.

2
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Table 1. Self-consciousness research on consumer behavior.

Authors Content Sample

Burnkrant and Page (1982) PUSC Unspecified
Solomon and Schopler (1982) PUSC 104 US individuals
Gould and Barak (1989) PUSC 679 US individuals
Gould (1993) PRSC 337 US individuals
Bushman (1993) PUSC 160 university students and 160 non-university students
Abe et al. (1996) PUSC, PRSC, SA 402 Japanese university students and 233 US university students
Marquis (1998) PUSC, PRSC 250 Canadian individuals
Marquis and Filiatrault (2000) PUSC 159 Canadian university students
Marquis and Filiatrault (2002) PUSC, PRSC 159 Canadian university students
Dabholkar and Bagozzi (2002) PUSC, SA 392 US university students
Marquis and Filiatrault (2003) PUSC 159 Canadian university students
Xu, Summers and Belleau (2004) PUSC 690 US female respondents
Xu (2008) PUSC 96 US university students
Sun, Horn and Merrit (2009) PUSC 21,974 individuals from 25 countries
Workman and Lee (2011) PUSC 400 US university students
Workman and Lee (2013) PRSC 400 US university students
Tolbert, Kohli and Suri (2014) PUSC, PRSC 198 US consumers
López-Bonilla and López-Bonilla (2015) PUSC, PRSC, SA 819 Spanish university students
Lennon, Kim, Lee and Johnson (2017) PUSC 411 US students
Shah and Amjad (2017) PUSC, PRSC, SA 388 Pakistan consumers

Source: own elaboration.

Table 1 suggests that most papers have only focused on public self-consciousness.
Therefore, in a study on image management, Burnkrant and Page [10] noted that high
public self-consciousness subjects are more sensitive to social situations and are more
inclined to act on those situations. They recommend using public self-consciousness as a
segmentation variable for socially consumed products, and also as a means of identifying
subjects who choose products for their ability to cause an external impression. In this
sense, Solomon and Schopler [19] found that women high in public self-consciousness are
more fashion-aware. Likewise, Gould and Barak [14] related public self-consciousness with
various psychological and demographic variables of consumer behavior, observing their
influence on different aspects of the consumer’s daily behavior, such as the purchase of
products that are socially consumed and interest in fashion. Bushman [11] revealed that
high public self-consciousness subjects prefer branded to unbranded products in order to
improve their public image. Workman and Lee [20] compared consumer vanity and public
self-consciousness among fashion change agents and fashion followers.

In a study on the use of information technological self-services, Dabholkar and
Bagozzi [12] conclude that high public self-consciousness strengthens the relationships
between reliability and fun with attitudes, as well as between attitudes and intentions in
the proposed model.

Likewise, some authors have related public self-consciousness with responsible con-
sumption, such as Sun et al. [13], who noted that public self-consciousness moderates the
relationship between social factors and the intention to follow a healthy diet. Other authors
have related public self-consciousness with some negative aspects of consumers, such
as Xu [21], who proved the influence of public self-consciousness on compulsive buying
through materialism, finding that young consumers high in public self-consciousness are
more likely to be materialistic. In contrast, Xu, Summers and Belleau [22] analyzed the
relationship between public self-consciousness and the desire to buy controversial products,
such as those made with alligator skin, thinking that these products can help them improve
their look, but they found that this factor does not have a significant influence. Recently,
Lennon, Kim, Lee and Johnson [23] examined the effects of public self-consciousness on
buying behavior on Black Friday, noting that it moderates the relationship between anxiety
and bad behavior on Black Friday in the case of women.

3
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On the contrary, there are just two papers that analyzed private self-consciousness
as the only dimension exclusively. Gould [24] studied the combined effect of private self-
consciousness and self-monitoring on the consumer’s self-concept, finding that high private
self-consciousness subjects and low self-monitors show greater discrepancies between their
real self-concept and their ideal self-concept. Workman and Lee [15] related private self-
consciousness to these dimensions of consumer vanity: appearance view, appearance
concern, achievement view, and achievement concern.

On the other hand, few studies examine the three dimensions or even two of them.
Abe et al. [9] analyzed self-consciousness in the transcultural context, comparing Amer-
icans living in a relatively independent culture with Japanese people living in an inter-
dependent culture. They concluded that Americans experience greater levels of private
self-consciousness than Japanese people but lower levels of social anxiety, and both show
similar levels of public self-consciousness.

In addition, two authors especially study public self-consciousness, but also private
self-consciousness. Marquis [25], and Marquis and Filiatrault [16–18] analyze consumer
reactions in situations where there is an additional delay in entering a movie theater.
Marquis [25] found that people high in private self-consciousness consider the antecedents
and the consequences of the waiting situation in a more cautious and reflective way.
Marquis and Filiatrault [16,17] noted that high public self-consciousness subjects show a
more negative evaluation of the experience of delay and have a more negative perception
of service, and this significantly results in a negative word-of-mouth communication to
express their dissatisfaction. Likewise, Marquis and Filiatrault [18] observe that people
high in public self-consciousness tend to focus their attention on the time of delay; that
is, they are quickly oriented toward the environment that surrounds them, blaming the
company, and evaluating the service negatively.

Finally, some more recent studies can be cited. Tolbert and Kohli and Suli [26] ex-
amined public and private self-consciousness in the context of customer loyalty. These
authors predict that the relative price of an offer in an exclusive trade moderates the ef-
fects of public and private self-consciousness on the perceptions of value. López-Bonilla
and López-Bonilla [27] studied the adoption of the electronic ticket from a self-service
perspective through self-consciousness profiles obtained from three dimensions. They
found that a consumer who is high in private self-consciousness but low or neutral in
public self-consciousness and social anxiety is the consumer profile that best explains the
adoption of the electronic ticket. Shah and Amjad [28] analyzed self-consciousness with its
three dimensions and found that self-consciousness moderates the relationship between
moral intensity and neutralization techniques in the context of ethical consumer decisions.

3. Approach and Objectives

The purpose of this paper is to examine the influence of the dimensions of self-
consciousness in consumer adoption of online shopping. As Farias, Kovacs and Silva [29]
pointed out, the internet has modified the behavior of individuals, especially on the topic of
online shopping behavior. There are many studies conducted on the behavior of individuals
and the use of the internet. However, this broad field of study on the use of the internet
has caused some controversy. On the one hand, the internet is considered as a means that
causes isolation, and on the other hand, the network is a medium that offers opportunities
to experience disinhibition and social competence [30]. In particular, the internet has been
described as one of the most impersonal and socially distant forms of communication
media [31] because people spend a lot of time online, limiting the possibilities of acquiring
and maintaining the necessary skills to interact socially [32].

In contrast to the above arguments, the internet is a social communication medium
that complements and spreads traditional face-to-face behaviors [33]. This is what has been
called the social network theory, which has been supported by many studies that suggest
that communication over the internet has enough potential to foster satisfying, long-lasting
and healthy relationships [34–36].
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As Suler [37] suggests, internet users say and do things that they would not normally
say or do in a face-to-face interaction. They feel looser and less self-conscious, and they
express themselves more openly. This phenomenon has been called the online disinhibition
effect, and it has been related to personality variables. In some cases, it results in a slight
deviation of the individual’s behavior, while in others it can cause relevant changes.

Morahan-Martin and Schumacher [38] published a paper related to the present study.
In it, they propose that anonymity and the lack of face-to-face communication on the
internet can reduce public and private self-consciousness, as well as social anxiety, while
facilitating prosocial behavior at the same time. These authors find differences between
solitary and non-solitary people regarding the use of the internet. Thus, they confirm that
the social behavior of solitary people on the internet is related to the effect of disinhibition.
These authors suggest that the internet provides an ideal social environment for lonely
people, since it allows them to interact with others more easily. The internet not only offers
a wide social network, but also provides diverse models of social interaction that can be
particularly attractive for solitary people. Anonymity and lack of physical presence allow
internet users greater control over social interaction. Therefore, the internet facilitates
disinhibition and provides a space to practice and develop social skills.

According to these approaches, the internet influences the personal characteristics
of the individual’s self-consciousness, and these characteristics of the subject affect the
adoption of online purchasing. Consequently, this work suggests that individuals who are
more inclined to adopt online shopping may be conditioned by their self-consciousness.
Therefore, we can assume that those individuals high in social disinhibition through the
internet have a greater predisposition to adopt online shopping.

There are several models to measure the adoption of technology, among which the
Technology Acceptance Model (TAM) stands out as it is highly effective in predicting the
use of any technology [39]. This model has been widely applied in practice [40,41] and
it explains the reasons for the users’ technology adoption [42]. Although the TAM was
initially designed to be applied to organizations, it has been used by many researchers
to explain the adoption of various technological advances, such as the internet and elec-
tronic commerce [43]. The TAM is simple [44], but it has become a robust, powerful and
parsimonious model for predicting user adoption of technology [45]. Davis, Bagozzi, and
Warshaw [46] note that the TAM model is a specific adaptation of the Theory of Reasoned
Action by Fishbein and Ajzen [47] to model user adoption of information systems. These
authors state that the objective of the TAM is to provide an explanation of the determinants
of information systems acceptance, which can explain the behavior of users over a wide
range of computer technologies and user groups.

In the TAM, the attitude toward the use of an information system is founded on two
main determinants: perceived usefulness and perceived ease of use. Furthermore, the
TAM postulates that these two variables relative to a particular technology shapes the
attitude toward its use and behavioral intention to make use of that technology. Perceived
usefulness refers to the degree to which people believe that using a particular system
would enhance their performance [46]. The second determinant, perceived ease of use,
is defined as the extent to which a person believes that using a particular system would
be free of effort [48]. Hence, as Izquierdo, Martínez and Jiménez [49] point out, the TAM
assumes that online purchases that the consumer considers easy to use are very likely to
lead to an increase in perceived usefulness and, in addition, the consumer seeks value from
this online shopping process that other alternative channels cannot provide. Customers
seek products’ features, price and functionality online [50].

Davis, Bagozzi and Warshaw [46] and Venkatesh and Davis [45] exclude the construct
attitudes in their later model. However, some controversies have been generated about
including or excluding attitudes in the TAM [51–55]. In this sense, López-Bonilla and
López-Bonilla [53,54] assure that attitude is a necessary construct in the TAM, especially in
voluntary scenarios, in which users have greater autonomy.
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As shown in Figure 1, external variables directly affect these two constructs: perceived
usefulness and perceived ease of use. These variables can be linked to the characteristics
of the technological system to be used and/or to the individual differences to use it.
Therefore, this research considers the three dimensions of self-consciousness as external
variables. From this theoretical perspective, our work aims to achieve three objectives.
First, as a general and theoretical objective, we try to contribute to the broadening of
knowledge of self-consciousness in the field of consumer behavior. Secondly, we intend to
know how the dimensions of self-consciousness influence the adoption of online shopping.
And thirdly, we analyze the effect of online disinhibition through self-consciousness in
this environment of consumer adoption of online shopping. In this sense, it would be
expected that individuals characterized by greater private self-consciousness and/or lower
public self-consciousness and/or greater social anxiety will be more likely to adopt online
shopping, given that these personal characteristics are more related to the disinhibition
effect online.

A ttitude 
tow ard  using

P erceived
usefu lness

P erceived
ease of  use

B ehavioral 
in ten tion  to  use A ctual system  useE xternal        

variab les

Figure 1. Technology Acceptance Model (TAM). Source: [48].

From the above theoretical approaches, the following hypotheses are tested:

Hypothesis 1 (H1). Public self-consciousness influences the perceived ease of use.

Hypothesis 2 (H2). Public self-consciousness influences the perceived usefulness.

Hypothesis 3 (H3). Private self-consciousness influences the perceived ease of use.

Hypothesis 4 (H4). Private self-consciousness influences the perceived usefulness.

Hypothesis 5 (H5). Social anxiety influences the perceived ease of use.

Hypothesis 6 (H6). Social anxiety influences the perceived usefulness.

Hypothesis 7 (H7). Perceived usefulness influences the perceived ease of use.

Hypothesis 8 (H8). Perceived ease of use influences the attitude toward using technology.

Hypothesis 9 (H9). Perceived usefulness influences the attitude toward using technology.
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Hypothesis 10 (H10). Perceived usefulness influences the intention to use technology.

Hypothesis 11 (H11). Attitude toward using technology influences the intention to use technology.

4. Materials and Methods

The present study is based on a sample for convenience. The data were collected using
a personal survey completed by 724 Spanish university students. Online shopping is very
common among young students. This sample consists of 459 women and 265 men, all of
whom buy products online.

A structured questionnaire was administered in the Faculty of Economics and Business
Administration and in the Faculty of Tourism and Finance of the University of Seville. A
self-administered survey was conducted. The survey was carried out at the beginning of
the classes after having requested the collaboration of the professors. When distributing the
questionnaire, explicit instructions were given to complete it. We use the PLS (Partial Least
Squares) method to examine the relationships of the theoretical model to be tested. PLS is
a Variance-Based Structural Equation Model technique that has become very popular in
management and social sciences [56,57]. As indicated by Joreskog and Wold [58], PLS is
primarily intended for causal–predictive analysis in situations of high complexity but low
theoretical information.

The variables of the proposed model are based on the TAM and on the measurement
scales shown below (see Appendix A). The perceived usefulness and perceived ease of use
are based on the measures employed by Davis [48], Davis et al. [46] and Dabholkar [59–61],
using two scales with four items each in our work. The variable attitude toward online
shopping is based especially on Fishbein and Ajzen [47], and Ajzen and Fishbein’s [62]
studies, using a scale with four items. On the other hand, the measure of online purchase
intention is gathered from Ajzen and Fishbein [62], and Dabholkar [59] studies, using a
three-item scale. All these measures are semantic differential scales with seven response
options. The semantic differential has been frequently used in research concerning attitudes
in social psychology and related fields, such as marketing [63].

Regarding the external variables of the model, the three dimensions of self-consciousness
(private and public self-consciousness and social anxiety) are integrated independently.
For this purpose, we use a self-consciousness scale, an updated version by Scheier and
Carver [64] based on 22 items regarding the three dimensions: nine items concerning
private self-consciousness, seven regarding public self-consciousness, and six concerning
social anxiety.

5. Results

We study the measurement scales of the constructs included in the model to carry
out the statistical analysis of the data. Therefore, in order to check the convergent validity
and the discriminant validity, we analyze the relationships between the variables and their
items. As Hair, Anderson, Tatham, and Black [65] claim, it is necessary to fulfill these
criteria in order to accept the model. Three metric tests are applied to check the convergent
validity: reliability of the indicators, composite reliability and average variance extracted
(AVE) from the latent variables.

Regarding the reliability of the indicators, all their values with respect to the vari-
ables that represent the original model of the TAM are higher than the recommended
values. However, the same does not occur with the three dimensions of self-consciousness.
Therefore, the results obtained recommended to remove several items of each dimension,
finally leaving three indicators of private self-consciousness, two indicators of public
self-consciousness, and three indicators of social anxiety.

The composite reliability and the average variance extracted (AVE) are the other two
measures of convergent validity. They are detailed in Table 2 with the refined indicators
of self-consciousness. Following the recommendations of Fornell and Larcker [66], with
regards to the first measure, it is observed that the values exceed the recommended
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minimum of 0.7 for all variables of the model. Likewise, the values of the average variance
extracted (AVE) exceed 0.5, which is the recommended value. These results prove the
convergent validity of the measurement model.

Table 2. Compound reliability and variance extracted from latent variables.

Variable AVE Compound Reliability

ATT 0.5138 0.7602
PEU 0.7181 0.8355
PU 0.5411 0.7792
ITU 0.773 0.9316

PRSC 0.7354 0.9174
PUSC 0.8285 0.9354

SA 0.8008 0.9414
Note. ATT = Attitude; PEU = Perceived ease of use; PU = Perceived usefulness; ITU = Intention to use;
PRSC = Private self-consciousness; PUSC = Public self-consciousness; SA = Social anxiety.

The discriminant validity completes the analysis of the measurement model. As
Chin [67] indicates, discriminant validity consists of verifying that variables relate more
strongly to their own factor than to another factor. Table 3 shows these data, thereby testing
the discriminant validity of the measurement scales used.

Table 3. Discriminant validity of latent variables.

Variable ATT PEU PU ITU PRSC PUSC SA

ATT 0.96519
PEU 0.4165 0.95781
PU 0.5175 0.5013 0.97025
ITU 0.5206 0.4183 0.5684 0.96716

PRSC −0.0578 −0.0958 −0.0833 −0.0538 0.87189
PUSC −0.1228 −0.1423 −0.1613 −0.1137 0.3436 0.91401

SA −0.0721 −0.1085 −0.1034 −0.0379 0.2277 0.2919 0.88272
Note. ATT = Attitude; PEU = Perceived ease of use; PU = Perceived usefulness; ITU = Intention to use;
PRSC = Private self-consciousness; PUSC = Public self-consciousness; SA = Social anxiety.

Once the measurement scales used have been analyzed, the structural analysis of the
model concludes with the empirical study. Figure 2 details these results. It is observed
that all relationships of the TAM original model have been checked. However, private
self-consciousness and social anxiety do not affect any of the two assumptions of the
model. Only public self-consciousness significantly influences perceived ease of use and
perceived usefulness. It should be pointed out that the effect of public self-consciousness is
negative in both cases. This means that a decrease in this characteristic of the individual
significantly increases perceived ease of use and perceived usefulness in terms of their
attitude and intention toward online shopping. These results can be understood in the
sense that higher public self-consciousness makes individuals give more importance to the
opinion or judgment of other people and less importance to their own beliefs about the
service, such as usefulness and perceived ease of use.
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Attitude
toward using

Perceived
usefulness

Perceived
ease of use

Intention
to use

Public
self consciousness

0.084*
R2 = 0.260

0.118**

0.458***

0.309***

0.408***

0.486***

0.108**

Nota: *P< 0,05; **P<0,01; ***P<0,001

R2 = 0.393R2 = 0.278

R2 = 0.027

Figure 2. Significant results of the proposed model.

6. Discussion and Conclusions

This paper analyzes the construct of self-consciousness, which contains three dimen-
sions: public self-consciousness, private self-consciousness and social anxiety. These three
factors are related to psychological tendencies based on oneself and one’s disposition
towards the social environment that surrounds them.

Self-consciousness is a relevant psychological characteristic in the behavior of peo-
ple, but it has been little studied in the field of consumer behavior. Our general ob-
jective is to cover this lack in electronic commerce. As the first specific objective, an
empirical study was carried out to contrast the influence of the three dimensions of self-
consciousness in consumer adoption of online shopping. The results obtained indicate
that self-consciousness affects consumer adoption of online shopping. According to Shah
and Amjad [28], private self-consciousness obtained the highest scores, closely followed by
public self-consciousness and, at a greater distance, by social anxiety. Our results indicate
a stronger relationship between public self-consciousness and self-insecurity than in the
Gould and Barak [14] study. In addition, usefulness and ease of use can avoid uncertainty
in the use of technology. However, as in the study by Sun, Horn and Merrit [13], the fact of
trying to avoid uncertainty leads to less public self-consciousness.

In particular, public self-consciousness directly influences perceived usefulness and
perceived ease of use. Xu [21] warns that the public self-consciousness of young consumers
can influence their compulsive buying decisions. In this sense, buyers with high public self-
consciousness do not look so much for the usefulness of the purchased product. Therefore,
we can conclude that public self-consciousness has a negative effect on cognitive factors
such as usefulness and ease of use. Furthermore, private self-consciousness and social
anxiety do not have a direct impact on these two constructs. This means that private
self-consciousness and social anxiety do not imply an intention to accept online shopping.
Therefore, hypotheses H1 and H2 have been accepted, in addition to the basic hypotheses
posed by the Technology Acceptance Model (TAM): hypotheses H7, H8, H9 and H10.

The second specific objective of this study was that the adoption of online shopping
would have a greater interest for those individuals to whom the use of this technology
would give a higher degree of social disinhibition. The results seem to support this idea to
a limited extent. There is evidence that anonymity and lack of face-to-face communication
on the internet can influence the adoption of online shopping. These results are in line
with the studies of Morahan-Martin and Schumacher [38], but in the consumer field
since the decrease in public self-consciousness has an effect on the adoption of online
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shopping. In this way, low public self-consciousness subjects are more likely to use the
internet for purchasing. The internet can be considered as a form of social communication
complementary to face-to-face interaction, which can reduce individuals’ social limitations,
increasing their disinhibition in online shopping.

One of the advantages of this study compared to others on self-consciousness in the
consumer field is that it empirically analyzes the three dimensions of self-consciousness at
the same time. Most of the previous work on the subject has focused on just one dimension,
with few on two of the dimensions, and even fewer on the three dimensions. The analysis of
the three dimensions together, comparing the relative influence of each of them, is closer to
reality. Previous studies that have focused on one or two components of self-consciousness
entail a restriction of information and a bias in that self-consciousness must be considered
conceptually as a combination of the three dimensions.

Regarding the implications of this work, it is necessary to understand consumer buy-
ing behavior in order to design an adequate marketing strategy to attract the consumer to
purchase products offered by organizations. The electronic ticket is a basic or standardized
product, hence consumers do not buy it for the social impact they can cause, as Burnkrant
and Page [10] state, but quite the opposite. In line with Bushman [11], individuals high in
public self-consciousness may reject products that they consider more basic and cheaper
than those offered in other sales channels. Therefore, passenger transport companies can
adopt marketing strategies to market their tickets online focusing on the internal motiva-
tions of individuals rather than the public image that can be conveyed with the purchase
of these products.

The main limitation of this paper is the use of a homogeneous sample with individuals of
similar ages and educational levels. Although it is not possible to generalize these results to the
whole population, a homogeneous sample is useful and advisable to verify theoretical models
based on the study of behavior [68]. Another limitation of this study is the fact that it is based
on a single product, even if it is one of the best-selling products on the internet. On the other
hand, a widely recognized model has been used to explain the adoption of technology, the
Technology Acceptance Model (TAM), although it is based on a more utilitarian perspective.
However, future research can analyze online shopping from a more hedonistic approach
and compare it with the utilitarian perspective. It is also possible to study self-consciousness
profiles that identify the three dimensions in the population in relation to the use of social
networks, given its relation to the psychosocial characteristics of people.

Furthermore, it is possible to study how different types of self-consciousness can
react by inhibiting or preventing the co-creation of value from the dominant logic of
service [69,70]. Other relationships within the Technology Acceptance Model (TAM) can be
analyzed in future studies, such as observing the influence of ease of use on the intention
to buy online. Likewise, the direct relationships of self-consciousness with attitudes can be
analyzed and, as suggested by Marquis and Filiatrault [18], with the intention of use. In
addition, the moderating effect of self-consciousness in the relationships between the vari-
ables considered can be contrasted, as proposed by previous studies [12,13]. It is possible
to contemplate other relationships in the model such as the influence of perceived ease of
use on the intention to use technology. This model can be studied in different e-channels
and e-channel touchpoints in the lens of Wagner, Schramm-Klein and Steinmann [71].
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Appendix A

Scales Items

ease of use Using the self-service system through internet to book air tickets . . .

- be/not be complicated
- be/not be confusing
- take a lot of/little effort
- require a lot of/little work

usefulness Using the self-service through internet to book air tickets . . .

- means I will get/not get what I ordered
- is something I expect/do not expect to work well
- will/will not result in errors
- will be/not be reliable

attitudes How do you describe your feelings towards using the self-service
through Internet to buy air tickets?

- extremely good/extremely bad
- extremely pleasant/extremely unpleasant
- extremely harmful/extremely beneficial
- extremely favorable/extremely unfavorable

intention to use Would you intend to use the self-service through Internet to buy
air tickets?

- extremely likely/extremely unlikely
- extremely possible/extremely impossible
- definitively I will use/definitively I will not use

Self-consciousness Private Self-consciousness

- always trying to figure himself out
- concerned about his style of doing things
- thinks a lot about himself
- never takes a hard look at himself
- generally pays attention to inner feelings
- constantly thinks about reasons for doing things
- steps back to examine himself from a distance
- quickly notices changes in own mood
- knows his cognitive process while solving a problem
- percentage of variances explained

Public Self-consciousness

- cares about presenting himself to others
- self-conscious about the way he looks
- worries about making a good impression
- before leaving the house, checks how he looks
- concerned about what others think of him
- usually aware of his appearance
- percentage of variances explained

Social Anxiety

- takes time to get over shyness in new situations
- hard for him to work when someone is watching
- is embarrassed very easily
- finds it easy to talk to strangers
- feels nervous when speaking in front of a group
- large groups make him nervous
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Abstract: The purpose of this study was to investigate the effects of risk tolerance, financial well-
being, financial literacy, overconfidence bias, herding behavior, and social interaction on stock market
investment intention and stock market participation among working adults in Malaysia. Adopting
the cross-sectional design, this study collected quantitative data from a total of 349 respondents in an
online survey via Google form link across various social media platforms. This study used the partial
least squares structural equation modeling (PLS-SEM) approach to test the hypotheses. This study
revealed the significant positive effects of risk tolerance, herding behavior, and social interaction on
stock market investment intention. Stock market investment intention also had a significant effect
on stock market participation. Stock market investment intention was also found to successfully
mediate the relationships of risk tolerance and overconfidence bias with stock market participation.
When it comes to stock market investment, the government and related authorities should focus
on developing programs and policies that provide a financial safety net for investors and promote
investment-related social platforms. This study linked risk tolerance, financial well-being, financial
literacy, overconfidence bias, herding behavior, social interaction, stock market investment intention,
and stock market participation. This is one of the few early attempts to address issues in light of the
stock market investment participation among the working adults in a developing country.

Keywords: risk tolerance; financial well-being; financial literacy; overconfidence bias; herding
behavior; social interaction; investment intention; stock market participation

1. Introduction

The stock market becomes a crucial key for the development of the financial sys-
tem in developing countries. The stock market provides opportunities for both new or
experienced investors to increase their wealth [1]. However, the stock market is risky
given the unpredictable price of the market, and this makes stock trading attractive to
aggressive or high-risk appetite investors, as they pursue the old advice of buying low
and selling high. In Malaysia, the Chinese have the highest average wealth of RM 128,325,
76% and 47% higher than Malays and Indians, respectively [2]. This evidence indicates the
high correlation between ethnicity and investment behavior in relation to future financial
decision-making [3]. During the Covid-19 outbreak, many countries suffered an economic
recession. Back on the 27 March 2020, the Malaysian government announced a national

Mathematics 2021, 9, 873. https://doi.org/10.3390/math9080873 https://www.mdpi.com/journal/mathematics

15



Mathematics 2021, 9, 873

economic stimulus package, specifically known as the Prihatin Rakyat Economic Stimulus
Package 2020 (PRIHATIN Package), allocating RM 250 billion to ease the financial burden
of Malaysian citizens and another RM 10 billion to ease the financial burden of small
and medium-sized enterprises (SMEs). Due to the uncertainties caused by the Covid-19
outbreak, major shareholders of some listed companies even disposed their shares during
the first few trading days when the movement control order (MCO) was enforced [4].

Over the years, the Malaysian government has tried to promote stock market invest-
ment among Malaysians who otherwise would generally deposit their money into various
savings schemes that provide very little returns. Therefore, it is crucial to understand
human behavior and decision-making from a financial perspective and examine factors
that influence stock market investment intention among Malaysian working adults. In
addition, investors need to develop a positive vision, foresight, patience, and drive [5].
Many factors influence investment stock market participation, such as cognitive and emo-
tional weaknesses, risk tolerance, financial well-being, financial literacy, overconfidence
bias, demographic characteristics, herding behavior, social interaction, income level, and
investment intention [6]. There is a need to determine how these factors can influence stock
market participation among the working adults in Malaysia.

According to the theory of planned behavior (TPB), behavioral achievement can be
obtained through behavioral intention. Hence, when a behavior or situation affords a
person complete control over behavioral performance, behavioral intention alone should
be sufficient to predict the behavior [7]. Therefore, this study attempted to examine the
relationships of risk tolerance, financial well-being, financial literacy, overconfidence bias,
herding behavior, social interaction, stock market investment intention, and stock market
participation within the Malaysian context.

2. Literature Review

2.1. Theoretical Foundation

TPB concerns one’s intention to perform a given behavior. It is assumed that be-
havioral intention captures motivational factors that influence a particular behavior [7].
Ahmad and Shah [6] investigated the effect of behavioral biases on individual investors’
decision-making and their performance in different cultures or environments. Behavioral
finance, however, assumes that investment decisions are often irrational due to imperfect
information. Investment decisions can be actively driven by the current and expected
macroeconomic environments. Information related to macroeconomic variables may pre-
dict the variation in trading decisions. The significance of macroeconomic expectations in
decision-making has been echoed in financial literature [8]. According to the consumption-
based capital asset pricing model and other models, it was admitted that stock market
participation could be much lower than predicted [9]. When individuals have a better
attitude towards a particular action, they are more likely to perform the action. Therefore,
it is reasonable that, in an investment context, an investor is more favorable towards invest-
ment [10]. Moreover, attempts of conducting analysis related to investment performance
and start investing their resources, including evaluating their financial position, also show
one’s level of stock market investment intention. With the application of TPB, this study
investigated the mediating effect of stock market investment intention on stock market
participation (SMP) in Malaysia. Investor’s attitudes can be classified as traditional mode
investor, causal investor, long-term investor, and well-informed investor [11]. Traditional
investors are relatively young investors who invest a very small percentage in the stock
market. Causal investors invest 10 to 20 percent of their disposable income, and a third of
investor’s attitudes are long-term investors, who consider capital gain and give high impor-
tance to the past movement of stock. This kind of investor being highly focused on capital
gain, their less active role in the recovery phase is understandable and self-explanatory. The
last is the biggest in number and constitutes almost 65 per cent of the total respondents with
very alert and informed investors who study the market very carefully, read expert opinion,
risk factors of stock, tracks past movement very often, and invests for the medium term.
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Moreover, Garg and Singh [12] pointed out that understanding the factors that contribute
to the acquisition of financial literacy among working adults can help in making policy
interventions targeted at working adults to enhance their financial wellbeing. In addition,
working adult’s intention to invest in peer to peer lending is strongly influenced by their
knowledge regarding mechanism, risk, and return [13]. Therefore, there are various factors
that can affect a working adult’s intention to invest on stock market in developing countries
such as Indonesia, Malaysia, and India.

2.2. Hypothesis Development
2.2.1. Risk Tolerance

Financial risk tolerance happens when one is committed to accept the uncertainties of
the investment decision. Risk tolerance is said to have a substantial effect on one’s invest-
ment behavior [14]. Low-risk tolerance investors have the tendency to take up investment
without understanding the financial risk involved [15]. The level of risk tolerance affects
investor’s investment behavior. High-risk tolerance investors trade in stocks of higher
value. Lim, Soutar, and Lee [16] examined the differences in investment decisions and
behaviors between investors of high uncertainty avoidance and low uncertainty avoidance.
Investors with low uncertainty avoidance in the study displayed the following character-
istics: (1) They were more flexible; (2) they accepted uncertainties without a great deal
of discomfort; (3) they took risks easily; (4) they showed a greater tolerance for others’
opinions and behaviors. Therefore, they showed high risk tolerance and uncertainty or
vagueness attitudes towards their investment on whether it will give them a profit or loss.
An investor invests in volatile investments in order to get higher profits than average.
Based on the above discussion, the following hypothesis was proposed for testing:

Hypothesis 1 (H1). Risk tolerance has a significant positive effect on stock market investment
intention among Malaysian working adults.

2.2.2. Financial Well-Being

Financially-informed individuals make wiser decisions for their family members,
and they are in a better position to in terms of financial sustainability [17]. Khalil and
Akhtar [18] stated that investors with positive investment behaviors can experience positive
impact on their financial well-being. Financial well-being associated individuals move from
distinctive perspective with psychological adjustment, physical health and life satisfaction
of the investor life cycle [19]. Kamakia, Mwangi, and Mwangi [20] identified financial
well-being may impact the individual’s evaluation and intention related to retirement
investment. Based on the above discussion, the following hypothesis was suggested
for testing:

Hypothesis 2 (H2). Financial well-being has a significant positive effect on stock market invest-
ment intention among Malaysian working adults.

2.2.3. Financial Literacy

Financial literacy has become a phenomenon of interest for financial decisions [21].
Financial literacy is considered as means to expedite financial well-being. Financial literacy
enables informed judgments and effective decision-making on the usage of investment.
Financial literacy not only helps investors to build a settled way of thinking for their
investment decisions but also makes them confident to perform rational and well-calculated
judgements [22]. Moreover, financial literacy can help individuals with day-to-day financial
tasks and to deal with financial emergency [12]. Considering the various financial behaviors,
Kamakia, Mwangi, and Mwangi [20] acknowledged the need for motivation and confidence
to apply financial knowledge in one’s decision-making. Financial literacy affects one’s
financial decisions in many aspects, such as wealth management, stock holding, and
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insurance demand [23]. Based on the findings of previous studies, this study proposed the
following hypothesis:

Hypothesis 3 (H3). Financial literacy has a significant positive effect on stock market investment
intention among Malaysian working adults.

2.2.4. Overconfidence Bias

Overconfidence is basically heuristic bias, in which investors rely on ostensibly, to
reduce the risk of losses in unpredictable situations. Overconfidence leads stock market
investors towards understating investment-related risks and overstating their stock market
knowledge and trading excessively, which ultimately affect their behaviors [24]. When
investors are overconfident, they are more likely to take higher risk [25]. When individual
investors use heuristics, their technical knowledge and reasoning faculties are impaired,
leading to errors in judgement [6]. Bakar, Ng, and Yi [26] noted the significant positive effect
of overconfidence bias on investors’ decision-making. Investors with overconfidence bias
tend to focus more on profitability, usage of debt financing, and preference for short-term
external investment in the cost of a long-term project [27]. Based on the above discussion,
this study proposed the following hypothesis:

Hypothesis 4 (H4). Overconfidence bias has a significant positive effect on stock market investment
intention among Malaysian working adults.

2.2.5. Herding Behavior

Individuals with herding behavior base their investment decisions on the crowd
actions of buying and selling, which create speculative bubbles and subsequently, make
the stock market inefficient [26]. Herding behavior affects investors for two reasons: (1)
To protect themselves from losses; (2) to reward themselves with maximum profit [25].
Herding behavior happens when investors pick stocks for investment and do not avoid
stocks. With that, herding behavior may drive the industry market values away from the
fundamentals [28]. Based on the above discussion, the following hypothesis was suggested:

Hypothesis 5 (H5). Herding behavior has a significant positive effect on stock market investment
intention among Malaysian working adults.

2.2.6. Social Interaction

Social influence refers to one’s perception towards other individuals on the target
behavior and whether they expect others to perform that behavior. Social influence con-
siders users’ perceptions of how other users perceive about a certain product or services.
A feedback mechanism is used—for instance, by receiving recognition in the forms of
“likes” and comments and conforming to the perceived expectations of other users [29].
The spreading of investment success stories within the social networks may partly explain
the fluctuations of stock market. Internet and social interaction increase stock market
participation, and the usage of modern communication devices may crowd out the infor-
mational effect of social interaction [9]. Studies have revealed the positive effect of social
interaction and media on trading decisions. Furthermore, among the social factors, social
interaction yields major impact on trading decisions [30]. Moreover, Wu, Huang, Chen,
Davison, and Hua [31] demonstrated the positive impact of social interaction on customers’
investment intention. Therefore, based on the above discussion, the following hypothesis
was proposed for testing:

Hypothesis 6 (H6). Social interaction has a significant positive effect on stock market investment
intention among Malaysian working adults.
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2.2.7. Stock Market Investment Intention

When it comes to decision-making, investors have to choose a certain course of action
among various alternatives in the world of uncertainties [32]. Identifying the relative
importance of the determinants of behavioral intention is one essential step in studying the
behavioral intention of individual investors [33]. Moreover, intention is assumed to capture
motivational factors that influence a particular behavior and indicate one’s willingness to
try or how much effort one exerts to perform the behavior [7]. Investment intention was
found to significantly predict behavior in relation to stock market [34]. Therefore, based on
the above discussion, the following hypothesis was suggested:

Hypothesis 7 (H7). Stock market investment intention has a significant positive effect on stock
market participation among Malaysian working adults.

2.2.8. Mediating Effect of Stock Market Investment Intention

Investment intention can be predicted by several predictors, such as risk tolerance,
herding behavior, and financial literacy, towards obtaining stock market participation [33].
One’s financial behavior is termed as investment intention—short- and long-term invest-
ment intentions are intended to reflect behavioral intentions [35]. Hence, the behavior of an
investor, investment experience, and social interaction significantly influence stock market
investment intention and subsequently, stock market participation [36]. According to [7],
one’s intention can predict future behavior because intention is a preliminary step to the
subsequent pattern of behavior. Intention is an attitudinal construct based on intrinsic
values and plays an important role in predicting one’s future behavior. Consequently,
intention indicates the direction of one’s possible behavior in the future [37]. Based on the
above discussion, the following hypothesis was proposed for testing:

Hypothesis 8 (H8). Stock market investment intention mediates the relationships of risk tolerance,
financial well-being, financial literacy, overconfidence bias, herding behavior, and social interaction
with stock market participation among Malaysian working adults.

All association hypothesized and tested, presented in Figure 1 below.

Figure 1. Research Framework.

3. Research Methodology

3.1. Population and Sample

Adopting the cross-sectional design, this study collected quantitative data in an
online survey via a Google form link across various social media platforms, including
Facebook, WhatsApp, and Instagram. An online survey was one of the convenient sam-
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pling methods, which has been widely adopted by researchers to collect data during the
lockdown due to the Covid-19 outbreak. In order to obtain the minimum sample size,
this study used G*Power 3.1 (Heinrich Heine University, Düsseldorf, Germany) (source:
https://webpower.psychstat.org/models/kurtosis/ accessed on 23 November 2020). With
the power of 0.95, effect size of 0.15, and 4 predictors, the calculated minimum sample size
for this study was 74. In order to avoid any complications due to the small sample size,
this study aimed to collect data from more than 300 respondents. The online survey was
conducted from September 2020 to October 2020, resulting in a total of 349 respondents.
The collected data were analyzed to test the effects of selected constructs on stock market
investment intention and stock market participation. This study used partial least squares
used structural equation modelling (PLS-SEM) to analyze the data.

3.2. Measures of Constructs

Risk tolerance in this study was generally defined as the willingness to accept the
maximum amount of uncertainties when one makes a financial decision [38]. Five items
were used to measure risk tolerance, which were adopted from Pak and Mahmood [39] and
Sarwar and Afaf [15]. Meanwhile, this study viewed financial well-being as a composite
concept contributing to one’s assessment of financial status [17]. Five items were also used
to measure financial well-being, which were adopted from Lee, Lee, and Kim [17]. Financial
literacy in this study was viewed as the required knowledge that enables individuals to
make financial decisions in their best interest. Five items were used to measure financial
literacy, which were adopted from Sarwar and Afaf [15] and Raut [22]. Overconfidence
bias happens when one overstates knowledge, skills, and capabilities, understates the risk,
and even ignore the actual facts [40]. Five items were also used to measure overconfidence
bias in this study, which were adopted from Sarwar and Afaf [15]. Herding behavior in
this study was defined as the tendency of investors to imitate activities of other investors,
disregarding their own personal information and expectations. In order to measure herding
behavior, this study adopted five items from Sarwar and Afaf [15]. Social interaction played
an important role in transmitting relevant information to potential investors, which may
be affected by other information channels [9]. In order to measure social interaction, this
study adopted 5 items from Wu et al. [31]. Stock market investment intention in this
study referred to the indication of one’s willingness to perform a specific behavior. This
study adopted 5 items from Akhtar and Das [29]. For the measurement of stock market
participation, this study adopted 5 items from Khan, Tan, and Chong [8] and Akhtar and
Das [29]. All items adapted in this study presented in Appendix A. Finally, in this study, a
5-point Likert scale with the endpoints of “strongly disagree” (1) and “strongly agree” (5)
was used, and its purpose was to determine how significant the relationships of the selected
constructs were with stock market investment intention and stock market participation.

3.3. Multivariate Normality

The study obtained the multivariate normality using Web Power [41]. The calculated
Mardia’s multivariate skewness and kurtosis coefficient and p-values revealed that the data
had non-normality issue as the p-values were less than 0.05 [42].

3.4. Data Analysis Method

The partial least square structural equation modeling (PLS-SEM) was employed to
estimate complex cause–effect relationship models with latent variables [43]. Contrasting
covariance-based approaches to structural equation modeling were suitable to assess
higher-order constructs and complex conceptual model with mediation effects [41]. Since
the study sample had exceeded 100 (n = 349), the PLS-SEM technique via SmartPLS was
suitable for this study to test the causal–effect relationships proposed in this study model.
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4. Data Analysis

4.1. Demographic Characteristics of Respondents

Table 1 shows the demographic characteristics of the respondents in this study. As
for the gender aspect, the survey was dominated by female respondents (51.0%), and the
remaining 49.0% were male respondents. In addition, most of respondents in this study
were 18 to 30 years old (84.8%), followed by those between 31 to 40 years old (10.0%). The
remaining respondents were between 41 to 50 years old (2.6%) and above 50 years old
(2.6%). Furthermore, Chinese (92.8%) represented the majority of respondents in this study,
followed by Indians (4.0%) and Malays (3.2%). As for their education level, the survey
was dominated by bachelor degree holders (51.9%), followed by diploma holders (21.2%),
secondary school certificates (19.8%), and lastly, Master’s degree or doctoral degree holders
(7.2%). About 47.0% of the respondents in this study were students, while 41.8% of the
respondents were employed. About 8.9% of the respondents were self-employed, and the
remaining respondents (2.3%) were unemployed. Based on the data on annual income,
58.2% of the respondents reported an annual income of below RM 24,000; 28.9% of the
respondents reported an annual income ranging from RM 24,000 to RM 48,000; 8.6% of the
respondents reported an annual income ranging from RM 48,001 to RM 72,000; 2.3% of
the respondents reported an annual income ranging from RM 72,001 to RM 96,000. The
remaining respondents reported an annual income of above RM 96,000 (2.0%).

Table 1. Demographic Characteristics.

n % n %

Gender Education
Female 178 51.0 Secondary school certificate 69 19.8
Male 171 49.0 Diploma/technical school certificate 74 21.2
Total 349 100.0 Bachelor degree or equivalent 181 51.9

Master and/or Doctoral degree 25 7.2
Age Group Total 349 100.0

18 to 30 296 84.8
31 to 40 35 10.0 Occupation
41 to 50 9 2.6 Employed 146 41.8

Above 50 9 2.6 Self-employed 31 8.9
Total 349 100.0 Student 164 47.0

Un-employed 8 2.3
Ethnicity Total 349 100.0
Chinese 324 92.8
Indian 14 4.0 Annual Income (RM)
Malay 11 3.2 Below RM24,000 203 58.2
Total 349 100.0 RM24,000 to RM48,000 101 28.9

RM48,001 to RM72,000 30 8.6
RM72,001 to RM96,000 8 2.3

Above RM96,000 7 2.0
Total 349 100.0

4.2. Reliability and Validity

The measurement model was the first assessment in SEM that included the evaluation
of construct reliability, indicator reliability, convergent validity, and discriminant validity
of the outlined constructs. Construct reliability can be assessed in terms of composite
reliability (CR) and Cronbach’s alpha (CA). A CR of greater than 0.07 indicates adequate
construct reliability [44]. Table 2 presents the results of the measurement model, which
showed CR values of greater than 0.07; thus, confirming adequate construct reliability.
Indicator reliability in this study was assessed in terms of CA, in which CA must be higher
than 0.06. The results indicated CA of constructs were all acceptable. Convergent validity
was assessed using average variance extracted (AVE). The criterion was that the values
of AVE must be higher than 0.50 [45]. The results revealed that all constructs recorded
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substantial AVE values and achieved convergent validity. The values of CR, CA, and AVE
are tabulated in Table 2.

Table 2. Reliability and Validity.

Variables No. Items Mean SD CA DG rho CR AVE VIF

RT 5 3.328 1.121 0.894 0.905 0.922 0.703 3.717
FW 5 3.523 1.014 0.890 0.891 0.919 0.694 4.750
FL 4 3.270 1.068 0.861 0.863 0.906 0.706 4.778
OB 5 3.150 1.100 0.920 0.921 0.940 0.758 3.817
HB 5 3.427 1.080 0.918 0.919 0.938 0.753 3.572
SI 5 3.406 1.096 0.928 0.928 0.946 0.777 4.038

INT 4 4.474 1.588 0.930 0.930 0.950 0.825 1.000
SMP 5 3.344 1.134 0.916 0.918 0.937 0.748 -

Note: RT: Risk Tolerance, FW: Financial Wellbeing; FL: Financial Literacy; OB: Overconfidence Bias; HB: Herding
Behavior; SI: Social Interaction; INT: Investment Intention; SMP: Stock Market Participation; SD: Standard
Deviation; CA: Cronbach’s Alpha; DG rho: Dillon-Goldstein’s rho; CR: Composite Reliability; AVE: Average
Variance Extracted; VIF: Variance Inflation Factors. Source: Author’s data analysis.

The assessment of discriminant validity involves 2 types of methods, which were used
in this study: Fornell–Larcker criterion and cross-loadings. Initial discriminant validity
of the construct was tested with another method for measuring discriminant validity to
assess the cross-loadings of indicators [44]. Fornell–Larcker criterion was used to assess
the discriminant validity of constructs, which involved comparing the square root values
of AVE of each construct with the correlation between constructs. On the other hand, the
method of cross-loadings suggests that the outer loadings of constructs should be greater
than the loadings of corresponding constructs. With that, adequate discriminant validity of
all constructs can be validated. The results of the Fornell–Larcker criterion are presented in
Table 3, while the results of cross-loadings were tabulated in Table 4. This study confirmed
adequate discriminant validity for all constructs, as all constructs loading were higher than
other constructs. Finally, the variance inflation factor (VIF) values were less than 5, which
indicates the absence of multicollinearity. Following the recommendation by Kock [46],
this study tested full collinearity diagnostics of all independent variables. All the study
constructs regressed on the common variable and the VIF value less than 5 indicates the
absence of bias from the single-source data. Full collinearity analysis shows no issue of
single-source bias.

Table 3. Discriminant Validity.

RT FW FL OB HB SI INT SMP

RT 0.838
FW 0.806 0.833
FL 0.777 0.784 0.841
OB 0.748 0.716 0.840 0.871
HB 0.748 0.808 0.763 0.707 0.868
SI 0.772 0.824 0.769 0.740 0.782 0.881

INT 0.792 0.775 0.723 0.725 0.739 0.811 0.909
SMP 0.825 0.801 0.800 0.810 0.755 0.844 0.879 0.865

Note: RT: Risk Tolerance, FW: Financial Wellbeing; FL: Financial Literacy; OB: Overconfidence Bias; HB: Herding
Behavior; SI: Social Interaction; INT: Investment Intention; SMP: Stock Market Participation. Source: Author’s
data analysis.
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Table 4. Loadings and Cross-Loading.

Code RT FW FL OB HB SI INT SMP

RT—Item 1 0.831 0.658 0.605 0.610 0.604 0.663 0.669 0.683
RT—Item 2 0.881 0.736 0.679 0.670 0.681 0.728 0.749 0.767
RT—Item 3 0.869 0.677 0.621 0.596 0.590 0.629 0.699 0.689
RT—Item 4 0.855 0.697 0.699 0.621 0.665 0.650 0.667 0.696
RT—Item 5 0.750 0.606 0.675 0.661 0.601 0.549 0.499 0.611
FW—Item 1 0.661 0.807 0.666 0.606 0.670 0.695 0.643 0.645
FW—Item 2 0.664 0.810 0.711 0.654 0.676 0.648 0.618 0.687
FW—Item 3 0.650 0.845 0.599 0.544 0.663 0.713 0.657 0.664
FW—Item 4 0.717 0.868 0.665 0.638 0.700 0.721 0.696 0.702
FW—Item 5 0.664 0.833 0.629 0.538 0.654 0.652 0.608 0.638
FL—Item 1 0.642 0.569 0.798 0.758 0.600 0.612 0.585 0.655
FL—Item 2 0.633 0.709 0.837 0.659 0.622 0.683 0.630 0.679
FL—Item 3 0.674 0.695 0.878 0.701 0.655 0.657 0.633 0.703
FL—Item 4 0.665 0.658 0.848 0.710 0.689 0.631 0.582 0.648
OB—Item 1 0.718 0.767 0.715 0.622 0.875 0.721 0.679 0.701
OB—Item 2 0.676 0.745 0.676 0.584 0.848 0.691 0.650 0.677
OB—Item 3 0.625 0.661 0.635 0.627 0.870 0.645 0.612 0.629
OB—Item 4 0.614 0.661 0.645 0.635 0.877 0.675 0.625 0.644
OB—Item 5 0.604 0.660 0.633 0.597 0.867 0.657 0.636 0.621
HB—Item 1 0.667 0.636 0.757 0.883 0.662 0.661 0.648 0.709
HB—Item 2 0.703 0.628 0.742 0.882 0.640 0.653 0.640 0.714
HB—Item 3 0.629 0.644 0.720 0.856 0.591 0.663 0.641 0.724
HB—Item 4 0.627 0.605 0.756 0.883 0.608 0.624 0.629 0.685
HB—Item 5 0.629 0.603 0.680 0.850 0.572 0.621 0.598 0.693
SI—Item 1 0.722 0.751 0.736 0.686 0.721 0.886 0.706 0.761
SI—Item 2 0.694 0.746 0.698 0.663 0.731 0.893 0.706 0.744
SI—Item 3 0.668 0.720 0.668 0.624 0.678 0.887 0.711 0.749
SI—Item 4 0.635 0.668 0.629 0.657 0.630 0.860 0.715 0.722
SI—Item 5 0.682 0.748 0.659 0.633 0.689 0.881 0.734 0.741

INT—Item 1 0.728 0.696 0.657 0.698 0.647 0.754 0.910 0.821
INT—Item 2 0.714 0.688 0.689 0.692 0.686 0.732 0.906 0.813
INT—Item 3 0.718 0.720 0.629 0.582 0.669 0.737 0.920 0.796
INT—Item 4 0.718 0.712 0.653 0.661 0.686 0.724 0.898 0.763
SMP—Item 1 0.709 0.685 0.744 0.759 0.656 0.732 0.752 0.883
SMP—Item 2 0.794 0.775 0.709 0.661 0.723 0.784 0.826 0.898
SMP—Item 3 0.703 0.749 0.652 0.613 0.662 0.744 0.775 0.865
SMP—Item 4 0.646 0.609 0.653 0.749 0.582 0.683 0.727 0.829
SMP—Item 5 0.707 0.637 0.703 0.734 0.638 0.701 0.716 0.849

Note: RT: Risk Tolerance, FW: Financial Wellbeing; FL: Financial Literacy; OB: Overconfidence Bias; HB: Herding
Behavior; SI: Social Interaction; INT: Investment Intention; SMP: Stock Market Participation. The Italic values in
the matrix above are the item loadings and others are cross-loadings. Source: Author’s data analysis.

4.3. Path Analysis

The results on the structural model in Table 5 revealed factors that affect stock market
investment intention. This study demonstrated the significant effects of risk tolerance,
herding behavior, and social interaction on stock market investment intention. This study
also revealed the significant effect of stock market investment intention on stock market
participation. On the contrary, financial well-being, financial literacy, and overconfidence
bias were found to contribute significant effects on stock market investment intention.

Based on the effect size (f2), all constructs in this study exhibited a small effect size
on stock market investment intention, which ranged from 0.000 to 0.124. According to
Hair et al. [44], the blindfolding procedure showed how the values of constructs were
well-observed by reconstructing the estimates of the parameters. In addition, the blind-
folding procedure can be applied only on endogenous constructs with reflective indicators.
The predictive relevance of the model in this study was calculated collectively with Q2

for all factors at the individual level (single factor). The results of predictive relevance
Q2 were also presented in Table 5. The results of the blindfolding procedure revealed
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substantial predictive relevance of the model at 0.603%, which confirmed the integration of
the predictors in relation to stock market investment intention.

Table 5. Path Coefficients.

Hypo Beta CI-Min CI-Max t p r2 f2 Q2 Decision

Factors Effecting Intention to Invest in Stock Market
H1 RT → INT 0.296 0.154 0.466 3.167 0.001 0.091 Accept
H2 FW → INT 0.110 −0.034 0.257 1.278 0.101 0.010 Reject
H3 FL → INT −0.062 −0.196 0.074 0.751 0.227 0.735 0.003 0.603 Reject
H4 OB → INT 0.092 −0.028 0.220 1.173 0.121 0.022 Reject
H5 HB → INT 0.147 0.016 0.270 1.882 0.030 0.009 Accept
H6 SI → INT 0.360 0.185 0.511 3.731 0.000 0.124 Accept

Factor Effecting the Stock Market Participation
H7 INT → SMP 0.879 0.848 0.906 48.390 0.000 0.722 3.403 0.573 Accept

Note: RT: Risk Tolerance, FW: Financial Wellbeing; FL: Financial Literacy; OB: Overconfidence Bias; HB: Herding Behavior; SI: Social
Interaction; INT: Investment Intention; SMP: Stock Market Participation. Source: Author’s data analysis.

4.4. Mediating Effects

In this study, stock market investment intention exhibited a partial mediating effect
on the relationship between the predictors and stock market participation. The coefficient
of risk tolerance in relation to stock market participation recorded 0.260 (p-value = 0.001).
This indicates the mediating effect of stock market investment intention on the relation-
ship between risk tolerance and stock market participation. Besides that, stock market
investment intention was also found to significantly mediate the relationship between over-
confidence bias and stock market participation (coefficient of 0.129, p-value = 0.031). On
the contrary, stock market investment intention did not exhibit any mediating effect on the
individual relationships of financial well-being (p-value = 0.098), financial literacy (p-value
= 0.226), herding behavior (p-value = 0.122), and social interaction (p-value = 0.122) with
stock market participation (p-value > 0.05). Table 6 presents the results on the mediating
effect of stock market investment intention on the proposed relationships.

Table 6. Mediating Effects.

Associations Beta CI-Min CI-Max t p Decision

RT → INT → SMP 0.260 0.136 0.407 3.165 0.001 Accept
FW → INT → SMP 0.096 −0.031 0.218 1.296 0.098 Reject
FL → INT → SMP −0.055 −0.171 0.066 0.751 0.226 Reject
OB → INT → SMP 0.129 0.014 0.238 1.873 0.031 Accept
HB → INT → SMP 0.081 −0.025 0.192 1.168 0.122 Reject
SI → INT → SMP 0.081 −0.025 0.192 1.168 0.122 Reject

Note: RT: Risk Tolerance, FW: Financial Wellbeing; FL: Financial Literacy; OB: Overconfidence Bias; HB: Herding
Behaviors; SI: Social Interaction; INT: Investment Intention; SMP: Stock Market Participation. Source: Author’s
data analysis.

4.5. Multiple Group Analysis

Multiple group analyses were applied to determine the differences between the model
based on gender and education. Table 7 demonstrates the path values for the 2 groups and
the differences within the groups in terms of p-values.

The results of the 2 groups based on the gender of the sample demonstrated a sig-
nificant difference in the relationship between herding behaviors and social interaction
on investment intention and the effect of investment intention on stock market participa-
tion. The effect of herding behaviors on investment intention was high among the female
working adults, whereas the effect of social interaction and investment intention on stock
market participation was significantly higher among the male working adults than that
of others.
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Table 7. Multi-group Analysis.

Female Male Difference

Beta p-Value Beta p-Value Beta p-Value Decision

RT → INT 0.198 0.094 0.382 0.000 0.184 0.167 No Difference
FW → INT 0.116 0.229 0.050 0.277 −0.066 0.364 No Difference
FL → INT −0.089 0.265 −0.082 0.209 0.006 0.491 No Difference
OB → INT 0.230 0.011 0.074 0.248 −0.156 0.144 No Difference
HB → INT 0.252 0.022 −0.005 0.474 −0.257 0.041 Sig. Difference
SI → INT 0.223 0.051 0.533 0.000 0.310 0.032 Sig. Difference

INT → SMP 0.845 0.000 0.912 0.000 0.066 0.023 Sig. Difference

High School/Diploma Bachelor Degree and Above Difference

Beta p-Value Beta p-value Beta p-Value Decision

RT → INT 0.394 0.001 0.239 0.026 0.154 0.194 No Difference
FW → INT −0.029 0.394 0.149 0.109 −0.178 0.134 No Difference
FL → INT −0.119 0.173 −0.031 0.388 −0.088 0.296 No Difference
OB → INT 0.040 0.340 0.237 0.010 −0.198 0.082 No Difference
HB → INT 0.097 0.157 0.100 0.173 −0.003 0.477 No Difference
SI → INT 0.560 0.000 0.245 0.032 0.315 0.041 Sig. Difference

INT → SMP 0.901 0.000 0.856 0.000 0.045 0.094 No Difference

Note: RT: Risk Tolerance, FW: Financial Wellbeing; FL: Financial Literacy; OB: Overconfidence Bias; HB: Herding Behaviors; SI: Social
Interaction; INT: Investment Intention; SMP: Stock Market Participation. Source: Author’s data analysis.

The results of the 2 groups based on education show that the effect of social interaction
on investment intention among the working adults with high school and/or diploma was
significantly higher than the working adults with a bachelor’s degree and above. The
findings highlight that social interaction plays a much bigger role in investment decisions
among the less educated working adults in Malaysia.

5. Discussion

This study aimed to investigate the mediating effect of stock market investment
intention on the relationships of selected constructs with stock market participation within
the Malaysian context. This study verified the significant positive effect of risk tolerance
on stock market investment intention, which is compatible with the findings of a study
by Fauzi, Husniyah, and Amim [14]. The study specifically stated that risk-takers tend
to be involved in stock market investment. The perception towards one’s capability to
control stock investment decisions is also important due to the influence of the individual’s
confidence in the stock investment market. Besides that, the relationship between herding
behavior and stock market investment intention was also found statistically significant.
This particular finding is consistent with the finding of a prior study [47]. Kumari et al. [47]
identified herding behavior as a specific investment-related behavior that an investor
assumes in combating the volatility of the stock market. With the lack of knowledge
and restricted information, many investors concurrently replicate the actions of other
investors. Meanwhile, social interaction in this study was found to exhibit a significant
effect on stock market investment intention. This particular finding supports the finding
of a study by Wu et al. [31], which stated that there is a major impact of social interaction
on stock market investment intention. Inexperienced investors can acquire both higher
utilitarian and hedonic values from social values, and stock market investment intention
relies more on hedonic values. Meanwhile, experienced investors place greater emphasis
on utilitarian values. In addition, Shanmugham and Ramya [30] revealed that social
interaction (e.g., social media and information from close friends) promotes stock market
investment intention and subsequently increases stock market participation.

Furthermore, this study demonstrated the significant effect of stock market investment
intention on stock market participation. Sarwar and Afaf [15] stated that stock market
investment intention plays a crucial role in the relationship between risk tolerance and
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herding behavior. However, this study demonstrated insignificant effects of financial
well-being, financial literacy, and overconfidence bias on stock market investment intention.
The findings of this study are not in line with the findings of previous studies [12,26].
These studies highlighted that understanding the factors that contribute to or detract
from the acquisition of financial literacy among working adults can help in making policy
interventions targeted at working adults for a higher level of financial well-being.

In addition, this study evidenced that the contradictory findings may be caused by
the differences in demographic characteristics. The current study argued that female
working adults generally possess higher financial literacy than male working adults. In
most cases, a higher educational level was also found to be a significant indicator of higher
financial knowledge, financial attitude, financial behavior, and financial literacy. Moreover,
employment status, annual income, and financial socialization were also found to influence
financial knowledge, financial well-being, overconfidence bias, and financial literacy at
the individual level. In addition, this study argued the propensity of the Chinese to have
a better understanding of investment for asset prospects in the future compared to other
ethnic groups in Malaysia.

Adding to that, this study investigated the mediating effect of stock market investment
intention. This study proved that stock market investment intention mediates the effects of
risk tolerance and overconfidence bias on stock market participation within the context
of developing countries. On the other hand, this study proved that the intention to invest
among the majority of Malaysian working adults does not mediate the effects of certain
factors on stock market participation, such as financial well-being, financial literacy, herding
behavior, and social interaction.

Nonetheless, this study argued the different rates of stock market participation across
countries, specifically between developing and developed countries, which generally
increases with wealth. Moreover, at a higher wealth level, working adults in developing
countries, such as Malaysia, do not hold stock, as they make a rational choice of not
holding part of their assets in the stock market given their lack of financial literacy and
inability to imitate the activities of other investors (of disregarding their own personal
information and expectations). Meanwhile, working adults in developed countries have a
better understanding of investing part of their assets in the stock market for higher income.

Majority of respondents in this study are employees with an annual income below
RM 24,000, and the respondents in this study are dominated by young women with
higher education graduates. These findings indicated that respondents in this study
need a better understanding of stock market investment to gain their income and self-
confidence. In addition, lack of investment knowledge and intentions become barriers for
them to participate in the stock market. Perkins and Jones [48] stress the importance of
demographics and hypothesized that different demographics generally have a different
outlook on finance and spending. These factors translate into market dynamics that
can be leveraged while selecting a portfolio. They emphasize creating a consistent and
habitual savings and investing plan. Therefore, based on the statistical correlation in this
study, financial wellbeing, financial literacy, and overconfidence bias had no significant
relationship on stock market investment among Malaysian working adults.

The majority of Malaysian working adults in this study is dominated by female worker
around 18 to 30 years old, with 84.8%. These findings showed that the participation of
women is more sensitive towards stock market investment in Malaysia. The participants
of Chinese (92.8%) who hold a bachelor’s degree tend to have a better understanding of
the stock market. Consequently, these results pointed out that Chinese employees had
a greater intention to gain their knowledge, investment, and income. Moreover, based
on received data from respondents, 58.2% of respondents in this study have an annual
income below Rm.24.000. This indicated that Malaysia’s stock market investment has big
potential to motivate Malaysian working adults with annual income under RM. 24.000 to
invest their money or disposable income in the stock market to gain their income in SMI.
Working adults in developing countries tend to score low on financial knowledge, financial
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attitude, financial behavior, and financial literacy. Therefore, an individual’s perception
and financial opportunity recognition are important to obtain Malaysian working adults’
intentions in stock market investment. This finding is also supported in the study by
Garg and Singh [12], which stated that educational status, employment status, and family
background play important factors to determine if high financial knowledge, financial
attitude, financial behavior, and financial literacy of Participants.

6. Theory and Practical Implications

One of the major contributions of this study came from the development of stock
market investment intention among working adults in relation to their investment decision-
making processes from different behavioral perspectives. This study argued the importance
of risk tolerance and overconfidence bias as predictors of working adult’s participation
in the stock market through stock market investment intention. Practitioners need to
develop a better understanding of the significant factors that affect stock market investment
intention among working adults. Based on the findings of this study, it is suggested
that increasing such investing capabilities can increase the willingness to invest in the
stock market. Besides that, financial advisors may consider conducting financial training
to equip working adults with knowledge before making any investment, and this may
also encourage them to be more involved in their investment decisions. The nature of
such training is important, as it provides information and a sense of connection to build
involvement. Moreover, the findings of this study on stock market participation and the
mediating effect of stock market investment intention within the context of working adults
in developing countries have also extended the current literature on behavioral finance
and behavioral theories, such as TPB. The practical contribution of this study is that the
capital market and security authority have to put more events and workshops in place for
Malaysian working adults. Moreover, the capital market and security authority (CMSA)
need to motivate and provide adequate training, seminars, and awareness among working
adults on the potential benefits of investing in the stock market in Malaysia. Thus that
the individual has a better understanding of the stock market in the future. Other factors
that might influence financial wellbeing, financial wellbeing, and overconfidence bias
on stock market participation, such as income, mindset, culture, and gender, should be
investigated. As a consequence, this will give more comprehensive results and influence
more individuals to participate in the stock market.

7. Conclusions and Future Research

Stock market investment intention among working adults is crucial for their future
assets. Creating a campaign or investment program to socialize stock investment is likely
to provide a better understanding of the perspectives of Malaysian working adults towards
stock market investment and subsequently contribute to the growing number of investors.
The findings of this study can help firms that intend to maximize their funding sources from
the stock market. Although the current study has successfully provided significant insights
on the factors that influence stock market investment intention among working adults and
the applicability of TPB within the context of developing countries, this study encountered
several limitations. Firstly, this study exclusively focused on Malaysian working adults.
Therefore, the generalization of the findings needs to be carefully considered. Secondly,
for a better understanding, longitudinal data should be considered in future research. It is
recommended for future research to incorporate individual characteristics, such as annual
income, ethnicity, education level, as potential moderating variables in relation to stock
market investment intention. This study adopted a convenient sampling method because it
was easy to obtain a big sample and be time-efficient. However, this sampling method has
weaknesses, such as the contribution of the findings can only be applicable to the group of
the target respondents.
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Appendix A

Table A1. Survey Instrument.

Code Question

RT—Item 1 I consider myself as a high-risk taker
RT—Item 2 If I unexpectedly received some easy money, I would surely invest a certain amount of money in stocks
RT—Item 3 I would prefer to invest in stocks rather than to keep money in a bank account
RT—Item 4 I consider risk in investments as an opportunity
RT—Item 5 In the investment process, if it happens, I would not mind losing some money
FW—Item 1 I am securing my financial future
FW—Item 2 I am behind with my finances
FW—Item 3 My finances control my life
FW—Item 4 I am just getting by financially
FW—Item 5 I am concerned that the money I have or will save won’t last
FL—Item 1 I have complete knowledge of stock exchange
FL—Item 2 I check financial statements of company of past 5 years before investing
FL—Item 3 I consider the financial position of a company before investing
FL—Item 4 Considering a long-term period (e.g., 10–20 years) stocks normally give the highest return
OB—Item 1 I feel confident to evaluate securities prices in my investment portfolio myself
OB—Item 2 My past profitable investments were mainly due to my specific investment skills
OB—Item 3 My ability to predict future prices is better
OB—Item 4 My investments decisions can mostly earn higher than average return in the market
OB—Item 5 I believe that my skills and knowledge of the market help me to outperform the market
HB—Item 1 My volume of investment also depends on others opinion (broker, financial consultant)
HB—Item 2 I am confident about accuracy of my investment decisions
HB—Item 3 I believe that information from friends has high reliability
HB—Item 4 I believe that information from colleagues has high reliability
HB—Item 5 I believe that information from relatives has high reliability.
SI—Item 1 I maintain close social relationships with my friends (investors).
SI—Item 2 I spend a lot of time interacting with my friends (investors).
SI—Item 3 I have frequent communication with my friends (investors).
SI—Item 4 I am a very active person in investment related conversation.
SI—Item 5 I really enjoy talking to people (investors).
INT—Item 1 I will invest in stock market frequently
INT—Item 2 I will encourage my friend and family to invest in stock market
INT—Item 3 I will invest in stock market in near future
INT—Item 4 I believe that the Stock Exchange is an attractive investment channel
SMP—Item 1 I have a portfolio that focuses on multiple asset classes (i.e., stocks, bonds, cash, real estate, etc.).
SMP—Item 2 I invest in stocks about which I think will definitely grow in future.
SMP—Item 3 I invest in stocks in which I can get the profit as soon as possible.
SMP—Item 4 I often buy and sell stock/shares.
SMP—Item 5 I manage my portfolio for maximum gross return rather than tax and cost efficiency.
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Abstract: The home country’s institutional framework determines the capacity to compete in the
global arena. This paper discusses the linkage between institutional quality (IQ) and international
competitiveness (IC). We measured institutions’ quality in emerging economies through the use of
selected indicators between 2007–2017. To evaluate the proposed IQ constructs and their relationship
with IC, we applied partial least squares – structural equation modeling (PLS-SEM) analysis. The
model outcomes suggest that political and lack of systemic conditions have a significant and negative
effect on international competitiveness, while science, technology, engineering and mathematics
(STEM) resource conditions have a significant and positive effect.

Keywords: institutional quality; international competitiveness; emerging economies; PLS-SEM

1. Introduction

This study is aimed to empirically explore the role of home country institutional qual-
ity on international competitiveness [1–6]. Past studies have used traditional econometric
models and variables to measure institutions’ effect on international competitiveness [2].
To fill in gaps and expand previous studies, this paper analyzes the influence of differ-
ent institutional conditions on emerging economies’ competitiveness. This paper selects
several quantitative proxies to determine the institutional quality and its relationships in
the process of international competition. We follow the partial least squares-structural
equation modeling (PLS-SEM) method to conduct this analysis.

There are various measures of the concept of International Competitiveness. One is
proposed by Sachs, focused on macro indicators defined as “the set of institutions and
economic policies supportive of high rates of economic growth in the medium term.”
Another, proposed by Porter, focused on microeconomic indicators to measure the “set of
institutions, market structures, and economic policies supportive of high current levels of
prosperity” [7]. A third approach looks at “the capability of firms engaged in value-added
activities in a specific industry in a particular country to sustain this value-added over long
periods in spite of international competition” [8] (p. 139). The last approach, proposed
by the OECD (Organization for Economic Cooperation and Development), argues that
“competitiveness is the degree to which a nation can, under free trade and fair market
conditions, produce goods and services, which meet the test of international markets,
while simultaneously maintaining and expanding the real income of its people over the
long-term” [9].

Over the last decade, authors, reviewers, and editors have universally accepted PLS-
SEM as a multivariate analysis method. A search in specialized data bases for the term
“partial least squares path modeling” reveals that it has assisted researchers in empirically
validating their theoretical project developments in various disciplines, such as accounting,
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family business, management information systems, operations management, supply chain,
and many others [10–14].

According to the literature review, our paper is the first approach to study the interplay
between institutional quality and international competitiveness in emerging economies
using PLS-SEM. It also extends the use of PLS-SEM to the field of international business
and international political economy by the use and combination of alternative data sources
to explain the proposed constructs [2,15,16].

This paper is structured as follows. Section 2 briefly describes the literature review
and hypothesis development. Section 3 details the methodological structure. Section 4
presents the results and discussion. Sections 5 and 6 present the conclusions, contributions,
limitations, and future research directions.

2. Literature Review and Hypothesis Development on Institutional Quality and
International Competitiveness

The modern economy institutions must be taken into account when thinking about
economic growth and prosperity. North [15] argues that consistent, dependable institutions
are necessary for the modern economic system’s overall functioning. Institutions provide
a defined legal system, a structured judicial system to enforce property rights and settle
disputes, and a contracting and trading system that reduces firms’ transaction costs [15,16].

While some institutions are more mature than others, the majority of them are un-
derdeveloped in emerging economies. Lack of institutional development in the country
has been examined in the literature to be a cause of macroeconomic volatility and can be
accounted for by the adverse effects on economic growth and prosperity [17–21].

North’s work [22] has been the basis for further studies that has influenced literature
in growth, internationalization, and competitiveness. Another noteworthy contribution
was the origin of the “institutional framework” construct that emerged in literature fea-
tured in the works of Acemoglu [17–19,23–25], which is understood to be the basis of
economic transformation.

The institutional framework is determined by the quality of the institutions, both
inclusive and extractive. Inclusive economic institutions create inclusive markets, while
“extractive economic institutions are designed to extract incomes and wealth from one
subset of society to benefit a different subset” [19].

On the other hand, the academic debate on international competitiveness focuses on
the lack of a generally accepted theory on the roots of international competitiveness [26].
Summarizing the academic approaches to competitiveness:

- Technology and production capacity are more important for economic growth than
cost competitiveness [27].

- International competitiveness boils down to the discussion on international trade [28].
- International competitiveness is a matter of export performance with technological

capacities [8,29–35].
- International competitiveness is based on regulations and policy frameworks [36–43].

Graham and Naim [44] identified three types of institutional functions. The first is the
development of rules and laws. Institutions that fall into this category are legislative, min-
istries, municipal councils, and related agencies. The second category of the institutional
role is the application and award of rules and laws. The institutions involved here are
tribunals, boards, control, and regulatory bodies. The third institutional role is the supply
of public services. These are the institutions that guarantee the provision of different types
of public goods and services.

There are many explanations for institutional quality that could be classified into three
categories for analysis [44]:

• Resource conditions: related to the quantity, quality, and allocation of available re-
sources.

• Political conditions: related to co-optation, corruption, and politicization in the alloca-
tion of resources.
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• Systemic conditions: related to the clarity in setting long-term goals, the concentration
of power in economic agents, and external state intervention.

Thus, we wanted to understand what the various institutional quality dimensions
encourage international competitiveness and deter it. Due to the firm’s interaction with a
wide range of stakeholders, including political and social actors, they are dependent on the
institutional environment in which they operate. Regulatory and normative pressures exist
in a business environment, which causes firms’ particular behavior [45,46]. Factors like
government stability, political parties, predictability of the legal system, and contractual
enforcement determine economic outcomes and internationalization [47–51]. The above
arguments lead to our first hypothesis.

Hypothesis 1 (H1). A lower degree of political conditions has a negative effect on international
competitiveness.

Porter [41] identifies the nation’s competitive advantage due to the quality of endoge-
nous variables like demand conditions, complementary industries, strategy, structure, and
rivalry. The country’s competitiveness is determined by resource allocation, including
human capital, that helps create economic development.

The pace of economic growth is highly dependent on innovation [52]. Economic
progress is made possible through technological innovation and development. New or
improved technology can be developed through invention and innovation and foreign
technology absorption. Allowing for such technological advances requires adequate insti-
tutions and policies to support them. It means that an economy’s competitiveness relies
on how well government policy can support it [53]. The nature and pace of economic
growth depend on the degree of institutions and systemic factors that support technological
advancements [54,55].

Technology and human capital are interdependent, inseparable, and essential. A large
part of technological progress is a result of investing in human capital. In the absence of
skilled workers, machines, tools, scientific instruments, the legal system, financial system,
and most modern society would not function. To develop more technology, it is necessary
to create and maintain skilled employees. To better utilize technology and human capital,
society needs technical and business skills [56,57]. Hence, we propose the next hypothesis.

Hypothesis 1 (H2). Science, technology, engineering, and mathematics (STEM) resources enhance
international competitiveness.

Individual property rights and property-based capitalism are vital elements to en-
trepreneurship. As private property becomes less prevalent or concentrated in a small
elite’s hands, it becomes more extractive and undermines broader economic growth [17,58].
Political restraint leads to a pattern of captured democracy in which the game’s rules favor
the elite [59].

A country’s legal infrastructure’s capacity to resolve disputes and enforce contracts
motivates firms to rely on it [60]. For Kramer [61], rules are based on the ability to predict
institutional action. “At the country-level, trust in country’s laws is reflected in confidence
in their country’s legal system” [62,63]. Based on the specific application, rule-based trust
is expected to reduce transaction costs and guide organizational strategic choices [64,65].
We, thus, hypothesize that:

Hypothesis 1 (H3). Lack of structural systemic conditions have a negative effect on international
competitiveness.

3. Methodology

The problem intended to analyze is the institutional framework and how it affects
international competitiveness. International competitiveness is affected when a country’s
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“rules of the game” generate present and future uncertainty and question the economy’s
perceived potential productive capacity.

The aim is to analyze the period of 2007–2017 in 48 emerging economies given the
changes in these regions’ institutional conditions during that period (see Table 1). The
selected countries are classified as emerging economies because they are moving from
an informal institutional system to a more formal structure with rules of the game that
are transparent and apply equally to all participants in the market. Besides, they often
experience faster economic growth as measured by gross domestic product (GDP) and
improvement in infrastructure and market conditions. However, there is still a higher
risk due to political instability, domestic infrastructure problems, currency volatility, and
limited equity opportunities.

Table 1. Countries included in the study.

Region Countries

Latin America and the Caribbean Argentina, Brazil, Chile, Colombia, Jamaica, Mexico, Peru,
and Venezuela

Europe
Bulgaria, Croatia, Czech Republic, Estonia, Greece,
Hungary, Latvia, Lithuania, Poland, Romania, Slovenia,
Serbia, and Ukraine

Asia
Bangladesh, China, India, Indonesia, Kazakhstan, Malaysia,
Pakistan, the Philippines, Russia, Sri Lanka, Thailand, and
Vietnam

Africa Kenya, Nigeria, Namibia, South Africa, Uganda, and
Zambia

MENA Egypt, Jordan, Kuwait, Morocco, Qatar, Tunisia, Turkey, and
the United Arab Emirates

Source: Author’s elaboration.

We propose three latent variables: political (POL), resources (RES), and systemic
conditions (SYS), to measure institutional quality and its impact in a fourth latent variable
named international competitiveness (IC). Figure 1 shows the basic model.

 

Figure 1. Institutional Quality and International Competitiveness-Basic Model. Source: Author’s elab-
oration.
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3.1. Sources and Measures

To test the proposed hypotheses, alternative reliable secondary data sources were
utilized [2]. We collected indicators from the Fragile States Index (FSI) [66], from the Global
Competitiveness Index (GCI) [67], from the International Country Risk Guide (ICRG) [68],
and from the Index of Economic Freedom (IEF) [69]. Table 2 summarizes the structure and
scales of each source.

Table 2. Data sources and scales.

Index Categories/Pillars Indicators
Scale

High Low

GCI

Basic requirements Institutions, infrastructure, macroeconomic environment, and
health and primary education. 7 1

Efficiency enhancers Goods, labor, and financial markets, higher education and
training, and technological readiness. 7 1

Innovation and
sophistication Business sophistication and innovation. 7 1

FSI

Cohesion Security apparatus, factionalized elites, and group grievance. 1 10

Economic Economic decline, uneven economic development, and human
flight and brain drain. 1 10

Political State legitimacy, public services, and human rights and rule of law 1 10

Social and cross-cutting
indicators

Demographic pressures, refugees and IDPs (Internal Displaced
People), and external intervention 1 10

EFI

Rule of law Property rights, government integrity, judicial effectiveness 100 0

Government Size Government spending, tax burden, fiscal health 100 0

Regulatory efficiency Business freedom, labor freedom, monetary freedom 100 0

Open markets Trade freedom, investment freedom, financial freedom 100 0

ICRG

Government stability Government unity, legislative strength, popular support 12 0

Socioeconomic
conditions Unemployment, consumer confidence, poverty 12 0

Investment profile Contract viability/expropriation, profits repatriation, payment
delays 12 0

Internal conflict Civil war/coup threat, terrorism/political violence, civil disorder 12 0

External conflict War, cross-border conflict, foreign pressures 12 0

Corruption Special payments and bribes 6 0

Military in politics Domination of society and/or governance by military forces 6 0

Religious tensions Domination of society and/or governance by a single
religious group 6 0

Law and order Strength and impartiality of the legal system, observance of
the law 6 0

Ethnic tensions Tension within a country attributable to racial, nationality, or
language divisions 6 0

Democratic
accountability Government’s responsiveness to its people 6 0

Bureaucracy quality Institutional strength to govern without drastic changes in policy
or interruptions in government services 6 0

Source: Author’s elaboration based on the respective source.
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A country’s productive structure results from its level of social capital and the quality
of its institutions. Research has shown that the complexity and the diversity of products a
nation exports are a reliable indicator of the resources available in the economy. Complex
products require a great deal of tacit knowledge and entail more distributed knowledge
than those produced with a product based on resource richness or low labor costs [31,70–72].
In a world where economic power is indicative of political power, economies characterized
by narrow resource endowment are more susceptible to capture due to economic and
political corruption. Hence, we selected the economic complexity index (ECI) (http://atlas.
cid.harvard.edu, accessed on 12 January 2021), developed by Hausmann and Hidalgo [73]
as the proxy to measure international competitiveness (IC).

3.2. Constructs and Indicators

From the mentioned sources, we selected specific indicators related to the meaning of
the proposed constructs. In Table 3, we describe each construct’s composition. Table A1
shows the descriptions of the indicators.

Table 3. Indicators and constructs.

Indicator Description Construct Source

efi_pr X1 Property rights

POL Y1

Index of Economic Freedom

gci_dpf X2 Diversion of public funds Global Competitiveness Index

gci_ipp X3 Intellectual property protection Global Competitiveness Index

icrg_corr X4 Corruption International Country Risk Guide

icrg_lwo X5 Law and order International Country Risk Guide

gci_art X6
Availability of research and

training services

RES Y2

Global Competitiveness Index

gci_ftf X7
FDI (Foreign Direct Investment)

and technology transfer Global Competitiveness Index

gci_qes X8 Quality of the education system Global Competitiveness Index

gci_qms X9
Quality of math and science

education Global Competitiveness Index

gci_qri X10
Quality of scientific research

institutions Global Competitiveness Index

gci_uic X11
University-industry collaboration

in R&D Global Competitiveness Index

fsi_bd X12 Human flight and brain drain

SYS Y3

Fragile States Index

fsi_fe X13 Factionalized elites Fragile States Index

fsi_gg X14 Group grievance Fragile States Index

fsi_sl X15 State legitimacy Fragile States Index

eci X16 Economic complexity IC Y4 Economic Complexity Index

Source: Author’s elaboration.

3.3. Method

The study opted for structural equation modeling (SEM) because of its ability to model
all paths at once. We choose Partial Least Square (PLS-SEM) instead of covariance-based
(CB-SEM) for the following reasons: (1) PLS has minimal restrictions on measurement
scales, sample size, and residual distributions, (2) PLS analysis does not assume that the
variables are truly independent, leading to more reliable results, and (3) PLS is robust
against data skewness and omitting an independent variable [11,74–81].

The literature regarding international business research shows the increasing com-
plexity in the research problems and models observed due to the contemporary interaction
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between established theories and data availability [82–84]. PLS-SEM is regarded as one
of the most innovative approaches in international fields that are very difficult to under-
stand. The method proves particularly valuable for exploratory purposes and is considered
proper to explain intricate relationships, like those arising from institutions and global
competition [85,86].

Data were assessed using SmartPLS [87] to help determine the relationship between
the latent variables POL, RES, and SYS as indicators of institutional quality and their impact
on international competitiveness (IC).

Variables have been modeled as reflective constructs since the indicators are expected
to covary with each other. The indicators share the same theme in the reflective model.
Therefore, indicators must have the same antecedents and consequences [88,89].

Model Specification

Our model consists of 16 indicators (X1, X2, X3, . . . , X16) and four latent variables
(Y1, Y2, Y3, Y4). Latent variables Y1, Y2, Y3 influence Y4, and the measurement model is
specified as follows:

X1 = Y1C1 + ε1

X2 = Y1C2 + ε2

X3 = Y1C3 + ε3

X4 = Y1C4 + ε4

X5 = Y1C5 + ε5

X6 = Y2C6 + ε6

X7 = Y2C7 + ε7

X8 = Y2C8 + ε8

X9 = Y2C9 + ε9

X10 = Y2C10 + ε10

X11 = Y2C11 + ε11

X12 = Y3C12 + ε12

X13 = Y3C13 + ε13

X14 = Y3C13 + ε13

X15 = Y3C15 + ε15

X16 = Y4C16 + ε16

In our model, X’s are the indicators, Y’s are the latent variables, C’s are the loadings
that relate latent variables to indicators, and ε’s are the residuals of indicators that are
unexplained. All indicators are considered reflective in our measurement model because
each is assumed to affect the corresponding latent variable. As a result, all endogenous
variables are observed.

The measurement model can be generally written as follows:

X = C′Y + ε (1)

In the measurement (outer) model, X is a J by 1 vector of all indicators, Y is a P by 1
vector of all latent variables, C is a P by the J matrix of loadings relating P latent variables
to J indicators, and ε is a J by 1 vector of the residuals of all indicators. In our model, J and
P are equal to 16 (indicators) and 4 (latent variables), respectively.
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The proposed structural (inner) model expresses the relationships among latent vari-
ables and can be expressed as follows:

Y4 = Y1β1 + Y2β2 + Y3B3 + ζ4

where β’s are path coefficients relating a latent variable to other latent variables and ζ’s are
the residuals of the latent variable left unexplained by the corresponding exogenous latent
variables. In the model, Y1, Y2, and Y3 are exogenous, whereas Y4 is endogenous.

The above model can be expressed as:

Y = B′Y + ζ (2)

In the structural model, B is a P-by-P matrix of path coefficients relating P latent
variables among themselves, and ζ is a P by 1 vector of the residuals of all latent variables.

The weighted relation for the proposed model is as follows:

Y1 = X1w1 + X2w2 + X3w3 + X4w4 + X5w5

Y2 = X6w6 + X7w7 + X8w8 + X9w9 + X10w10 + X11w11

Y3 = X12w12 + X13w13 + X14w14 + X15w15

Y4 = X16w16

In the weighted relation model, W is a J by the P matrix of weights assigned to J
indicators, which, in turn, lead to P latent variables. This can be rewritten compactly as:

Y = W′X (3)

In sum, generalized, structured component analysis involves three sub-models taking
the general forms as follows:

Measurement model X = C′Y + ε

Structural model Y = B′Y + ζ

Weighted model Y = W′X

where:

X is a J by 1 vector of indicators
Y is a P by 1 vector of latent variables
C is a P by J matrix of loadings
B is a P by P matrix of path coefficients
W is a J by P matrix of component weights
ε is a J by 1 vector of the residuals of indicators
ζ is a P by 1 vector of the residuals of latent variables

3.4. Assessment of the Measurement Model

PLS bootstrapping with 10,000 samples [11,12,85] was used to assess the statistical
significance of the model. The results of the PLS-SEM analysis are shown in Figure 2.
The model tested their reliability and validity and measured the level of consistency of
their scores. The indicators are all highly correlated with their intended constructs. The
construct indicators were nearly all above the cutoff score of 0.708, proving that all of them
represented the construct [77,79–81,89].
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Figure 2. Indicator loadings. Source: Results from SmartPLS software 3.3.3.

To assess internal consistency, Cronbach’s alpha and Heterotrait-Monotrait Ratio
(HTMT) composite reliability were used [90]. Cronbach’s Alpha coefficients ranged from
0.838 to 1.000. All scores were greater than the minimum score of 0.7. The Rho A also
exceeded that value. The composite reliability was over 0.7 and passed a minimum
level of adequacy. This has shown that there is consistency within the data. Results of
average variance extracted (AVEs) were greater than the suggested minimum of 0.5 (see
Table 4) [11,74–77,79–81].

Table 4. Construct validity and reliability.

Cronbach’s Alpha rho_A Composite Reliability
Average Variance
Extracted (AVE)

POL 0.838 0.885 0.881 0.597

RES 0.881 0.928 0.904 0.581

SYS 0.887 0.888 0.923 0.751
Source: Results from SmartPLS software 3.3.3.

We also examined the discriminatory validity of the constructs using the Heterotrait-
Monotrait Ratio (HTMT). The values were below 0.85, which shows adequate discrimina-
tory validity [90,91] (see Table 5).
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Table 5. Discriminant validity-HTMT.

IC POL RES

POL 0.386

RES 0.467 0.739

SYS 0.601 0.691 0.398
Source: Results from SmartPLS software 3.3.3.

Complementary information about the measurement model is shown in Table A1:
Indicators descriptive statistics, Table A2: Mean, STDEV (Standard Deviation), T-Values,
p-Values, confidence intervals, Table A3: Outer Loadings-Mean, STDEV, T-Values, p-Values,
Confidence Intervals, and Table A4: Outer VIF Values.

3.5. Assessment of the Structural Model

For the structural model, inner VIF (Variance Inflation Factor) values are examined.
The results are below the recommended threshold of 3.3 [92,93]. Additionally, path coeffi-
cients are statistically significant at 95%.

Regarding the predictive accuracy, coefficient of determination (R2), the exogenous
constructs (POL, RES, SYS) explain 41% of the endogenous construct (IC), which is con-
sidered a moderated effect [94,95]. Q2 statistics are used to measure the PLS path model’s
quality. This criterion recommends that the conceptual model predicts the endogenous
latent constructs. In our model, the value for IC is 0.404. The values greater than zero for a
particular endogenous latent construct are considered relevant [75]. Assessing the effect
sizes (f2) shows that the effect size of POL (0.019) is small, RES (0.144) is moderate, and
SYS (0.284), as shown in Table 5, is substantial [75,96].

4. Discussion of Findings

To evaluate the paths’ importance, the validity of the measures was assessed based on
the path coefficients and the significance of the path coefficients, and the significance level.
The resulting p-values were obtained using SmartPLS by using a bootstrapping process
and calculating the p-value of different paths. Path coefficients and significance levels have
been determined by randomly sampling 10.000 instances into the model. The results are
shown in Table 6 and are supported by Figure 3.

Table 6. Hypothesis results.

Hypothesis Coefficient
Standard
Deviation

T Statistics p Values VIF f Square
CI 2.5% CI 97.5%

Lower Upper

H1 POL- > IC −0.158 0.052 3.061 0.002 2.260 0.019 −0.257 −0.054

H2 RES- > IC 0.369 0.044 8.316 0.000 1.611 0.144 0.275 0.459

H3 SYS- > IC −0.526 0.040 13.052 0.000 1.655 0.284 −0.600 −0.448

Source: Results from SmartPLS software 3.3.3.

Figure 3 shows the results of the outer model in factor loadings and p-values, and the
inner model in path coefficients and p-values. The size of the arrows represents the absolute
value of each path. As mentioned before, indicators are significant for each construct. In
Table 5, we summarize the results for each proposed hypothesis.
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Figure 3. Model results. Source: Results from SmartPLS software 3.3.3.

Our findings are in line with the evidence from the literature that suggests that
political conditions (POL) may harm the way countries compete in the international
arena [19,97–103]. In the case of the analyzed emerging economies, property rights, di-
version of public funds, intellectual property protection, corruption, and law and order
negatively affect international competitiveness. All the indicators measured are relevant,
but the higher loads are in those related to property rights and corruption. Our analysis
also shows that an adequate scientific and technological framework (RES) enhances the
emerging economies’ international competitiveness [104–107]. The endowment of research
and training services, FDI, and technology transfer, quality of the education system, quality
of STEM education, quality of research and scientific institutions, and university-industry
collaboration are essential factors to compete internationally. In this case, the more relevant
indicators are the quality of research and scientific institutions, availability of research and
training services, and university-industry collaboration.

Systemic conditions deter international competitiveness. Structural extractive frame-
works impede the development of conditions required for an adequate global competi-
tion insertion [108–111]. Emerging economies are constrained by brain drain, groups of
grievance, factionalized elites, and state legitimacy, as shown in this study’s results. The
loadings in this construct show the relevance of factionalized elites and state legitimacy in
the structural systemic conditions to compete.

5. Conclusions

Research in this field is challenging because the frequent changes in the research
context and the significant shifts in formal and informal institutional environments in
emerging economies require alternative analysis methods. PLS-SEM exploratory mod-
eling can handle complex models and relaxes the demands on data and relationships’
specification, making it very useful for this study.

The proposed model using SEM-PLS to estimate and evaluate the correlation between
selected indicators and the proposed constructs to measure institutional quality shows
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that the independent latent variables explain a significant proportion of the dependent
construct’s variability.

The analysis shows that political conditions could harm emerging economies’ ability
to compete with complex products in the international market. As shown in Table A1,
the median value of the proposed indicators is slightly inclined to low performance,
which allows us to infer that a lower quality of political conditions harms the ability to
compete internationally with complex products. The indicator that has the most negative
effect is property rights, which is coherent. If the firms’ knowledge is not protected,
innovation and productive transformation are not encouraged. In the same path, the
indicator with a less adverse effect is the diversion of public funds because it affects the
competitive environment.

It is also evident that the STEM resources have slightly good performance, which
confirms that an adequate infrastructure for science, technology, engineering, and mathe-
matics fosters the countries’ ability to develop more complex products. In this construct,
the quality of the education system somewhat contributes to the economic complexity. The
quality of research institutions is the most critical indicator of the economic complexity to
compete internationally.

Finally, extractive systemic conditions, which means the state’s capture by elites and
delegitimization of the state, are critical impediments to compete for global markets. In
this construct, state legitimacy has the worst impact. If the market cannot believe in the
state, it will not be possible to transform the productive structure. Although the group of
grievance indicator has a lesser negative effect, it is also a condition that harms the effective
transformation required for more economic complexity.

The model results, analyzed employing the PLS-SEM method, confirm the literature
findings regarding the institutional framework’s role, measured by political, resources, and
systemic conditions. This paper demonstrates the importance of institutions in fostering
the competitive economic strength of emerging economies.

A way of action could be the strengthening of regulations to increase the property
rights protection and control of the investment of public funds. This could lead to a better
perception of the state’s legitimacy, which would promote the research and development
through the participation of different stakeholders, including academia, civil society, and
research institutions.

6. Contributions and Limitations of This Study

This study contributes in various ways to the existing literature. First, it sheds light on
the importance of analyzing the political conditions in emerging economies to compete in
the global markets. Second, it highlights the negative effect of extractive systemic conditions
on international competitiveness. Third, it confirms the importance of STEM resources to
generate complex products to compete internationally. Finally, it shows the deployment of
an alternative method to evaluate the intricate relationships between institutional quality
and international competitiveness. PLS-SEM allowed us to explore emerging economies’
conditions even under the limitations described below.

A limitation of the current study is the small number of observations (528) divided
into five distinct regions. Another limitation of the research is that it only focused on a few
selected indicators according to the literature reviewed. This research’s limitations could be
overlooked in the future by adding more constructs, variables, and observations. The paper
can be enriched by adding intra-regional and inter-regional approaches to control by the
occurrence of particular circumstances (i.e., informal institutions or economic development).
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Appendix A

Table A1. Indicators descriptive statistics.

Mean Median Min Max
Standard
Deviation

Excess
Kurtosis

Skewness
Number of

Observations

eci 0.113 0.124 −2.764 1.695 0.750 0.312 −0.298 528

efi_pr 44.068 40.000 5.000 90.000 17.468 0.135 0.388 528

fsi_bd 5.378 5.200 2.100 8.500 1.541 −0.942 0.126 528

fsi_fe 6.108 6.500 1.100 10.000 2.169 −0.846 −0.286 528

fsi_gg 6.361 6.300 3.000 10.000 1.785 −0.959 0.111 528

fsi_sl 6.302 6.500 1.600 9.500 1.742 −0.737 −0.399 528

gci_art 4.151 4.149 2.340 6.084 0.583 0.705 −0.150 528

gci_dpf 3.299 3.157 1.219 6.603 0.938 1.239 1.000 528

gci_ftf 4.698 4.754 2.477 6.092 0.587 0.203 −0.393 528

gci_ipp 3.631 3.600 1.629 6.160 0.833 0.256 0.503 528

gci_qes 3.609 3.554 2.092 5.881 0.725 0.267 0.509 528

gci_qms 3.986 4.125 1.876 6.082 0.891 −0.798 −0.252 528

gci_qri 3.901 3.877 2.178 5.934 0.647 −0.007 0.310 528

gci_uic 3.560 3.479 2.072 5.472 0.614 0.261 0.462 528

icrg_corr 2.437 2.500 0.500 4.500 0.668 1.052 0.469 528

icrg_lwo 3.535 4.000 1.000 5.000 1.039 −0.857 −0.382 528

Source: Results from SmartPLS software 3.3.3.

Table A2. Mean, STDEV, T-Values, p-Values, confidence intervals.

Original
Sample (O)

Sample
Mean (M)

Standard Deviation
(STDEV)

T Statistics
(|O/STDEV|)

p Values
CI 2.5% CI 97.5%

Lower Upper

POL- > IC −0.158 −0.154 0.052 3.035 0.002 −0.257 −0.054

RES- > IC 0.369 0.368 0.047 7.858 0.000 0.275 0.459

SYS- > IC −0.526 −0.524 0.039 13.622 0.000 −0.600 −0.448

Source: Results from SmartPLS software 3.3.3.

Table A3. Outer Loadings: Mean, STDEV, T-Values, p-Values, confidence intervals.

Original
Sample (O)

Sample
Mean (M)

Standard
Deviation

T Statistics p Values
CI 2.5% CI 97.5%

Lower Upper

eci < -IC 1 1 0 1 1

efi_pr < -POL 0.85 0.85 0.014 60.122 0 0.821 0.877

fsi_bd < -SYS 0.749 0.749 0.019 38.825 0 0.71 0.784

fsi_fe < -SYS 0.929 0.929 0.008 121.245 0 0.912 0.942

fsi_gg < -SYS 0.882 0.882 0.011 76.927 0 0.857 0.902
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Table A3. Cont.

Original
Sample (O)

Sample
Mean (M)

Standard
Deviation

T Statistics p Values
CI 2.5% CI 97.5%

Lower Upper

fsi_sl < -SYS 0.894 0.894 0.008 105.738 0 0.876 0.909

gci_art < -RES 0.852 0.851 0.013 63.767 0 0.823 0.875

gci_dpf < -POL 0.759 0.755 0.036 21.29 0 0.677 0.816

gci_ftf < -RES 0.525 0.524 0.042 12.523 0 0.435 0.6

gci_ipp < -POL 0.808 0.806 0.026 30.721 0 0.747 0.849

gci_qes < -RES 0.79 0.787 0.025 32.217 0 0.735 0.831

gci_qms < -RES 0.709 0.708 0.028 24.924 0 0.649 0.761

gci_qri < -RES 0.905 0.905 0.008 119.89 0 0.889 0.918

gci_uic < -RES 0.843 0.843 0.015 56.113 0 0.811 0.87

icrg_corr < -POL 0.74 0.738 0.032 23.271 0 0.67 0.794

icrg_lwo < -POL 0.698 0.697 0.029 23.855 0 0.636 0.75

Source: Results from SmartPLS software 3.3.3.

Table A4. Outer VIF values.

VIF

eci 1.000

efi_pr 1.995

fsi_bd 1.464

fsi_fe 7.036

fsi_gg 4.096

fsi_sl 3.700

gci_art 2.674

gci_dpf 2.690

gci_ftf 1.317

gci_ipp 2.857

gci_qes 3.226

gci_qms 2.751

gci_qri 3.460

gci_uic 3.419

icrg_corr 1.715

icrg_lwo 1.475
Source: Results from SmartPLS software 3.3.3.
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Abstract: Companies implement lean manufacturing (LM) tools in their production processes to
reduce waste; however, it is difficult to quantify the effect on benefits gained after their implementa-
tion. This article proposes a structural equations model (SEM) that relates three LM tools associated
with quality as total quality management (TQM), waste, and right first time (RFT) as independent
variables associated with commercial benefits gained as a dependent variable. Those four variables
were related by six hypotheses that were validated with information from 169 responses to a survey
applied to the Mexican maquiladora industry. Partial least squared was used to validate the hypothe-
ses as direct effects. The sum of indirect and total effects was also estimated, and a sensitivity analysis
was developed for relationships between variables. Findings indicate that TQM directly affects waste
reduction, drives doing RFT, and directly and indirectly affects the commercial benefits gained.

Keywords: lean manufacturing; quality management; commercial performance; wastes; DIRFT

1. Introduction

The industry in a nation plays an essential role in its development, and therefore its
administrative and operational practices are often studied. Specifically, programs have
focused on improving national industries in Mexico such as the maquiladora industry. For-
eign companies establish subsidiaries in Mexican territory, where manufacturing activities
require a high level of workforce. These maquiladoras are closer to the world’s largest
market, the United States of America [1], and take advantage of various tariff benefits when
exporting their products due to the free trade agreements that Mexico has with the United
States of America and Canada, which are low or preferential. These tariff rates are different
if these companies export their products from the headquarters in their country of origin.

Currently, there are 5153 maquiladora companies established in Mexican territory,
495 of which are in the State of Chihuahua, representing 9.6% of the national total and
specifically in Ciudad Juárez, there are 332, representing 6.44% of the national total and
67.1% of the state total. Maquiladora companies directly provide 2,689,209 direct jobs
nationwide, 477,480 corresponding to the State of Chihuahua and 361,619 to Ciudad Juárez;
hence the importance of studying this sector [2].

Along with maquiladoras being established in Mexico, some philosophies, techniques,
and tools applied to production systems are arriving. One of the most important is lean
manufacturing (LM), which consists of tools that help to identify and eliminate operations
that do not add value to the product, service, or process. However, as Alfieri, et al. [3]
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mentioned, the concept is still unclear after decades of application. Nevertheless, there
is consensus that LM is focused on Wastes elimination, inventories, and space reduction,
generating robust production systems, and providing agility and flexibility.

LM tools are classified according to their focus on the production process; some are
focused on the production system’s operational stability, others have focused on the flow
of materials and on quality [3]. Together, all are focused on obtaining a more significant
reduction of waste and guaranteeing product quality at a lower cost, having a customer
focus with small production batches, and providing high safety and morale in workers [4].

Companies that apply LM tools hope to obtain some operational, economic, commer-
cial, social, or environmental benefit. Many studies have been carried out in this regard
over the last two decades. For example, Melton [5] in 2005 had already considered what
lean thinking offered to industries, while Rajenthirakumar and Shankar [6] analyzed the
benefits that LM tools provide to a company that manufactures durable products. Recently,
Islam [4] examined whether the manufacturer or suppliers obtained more benefits by
applying LM to each other, while Palange and Dhatrak [3] concluded that LM was vital to
achieving the productivity rates of the companies. However, Hao, et al. [7] stated that it is
often challenging to award to LM or some of its tools the benefits obtained since several
are implemented simultaneously in the production lines.

Other studies have focused on identifying the benefits that companies gain from a spe-
cific LM tool. For example, García-Alcaraz et al. [8] reported the benefits obtained by just-
in-time (JIT) in operational performance; Singh et al. [9] analyze the impact of Total Quality
Management (TQM) on organizational performance, and Sahoo and Yadav [10] report the
benefits of Total Productive Maintenance (TPM) and TQM on operational performance.

Specifically, the commercial and economic effects that LM has on companies has
also been reported. For example, as early as the past decade, Meade, et al. [11] simu-
lated the financial effects obtained from LM implementation to determine its viability;
Fullerton, et al. [12] related LM tools to operational performance and how to generate
financial performance, and recently, Shashi et al. [13] identified the economic benefits
obtained from LM in small and medium enterprises in India.

However, there are also barriers in LM implementation that avoid receiving the fi-
nancial and Commercial benefits. For example, Elkhairi et al. [14] mentioned that the most
common barriers were a lack of planning, experience, managerial commitment, misunder-
standing of LM, lack of resources, and resistance to change; while Abu et al. [15] indicated
that companies without the technical knowledge to implement LM sometimes subcontract
external consultants who do not know the real needs of the company. Then, there are barri-
ers such as lack of training and education, strong unions that do not accept improvement
changes, and long and complicated hierarchical structures in which communication is slow
with information lost.

In the maquiladora industry, one of the most used LM tools is TQM, which focuses
on generating awareness at the organizational level about the importance of developing
products and services that meet customer expectations [16]. Although some authors declare
that TQM is a LM tool such as Lynn [17] and Sisternas [18], others such as Salleh et al. [19]
consider that TQM and LM are different techniques. In this research, the authors decided to
integrate TQM as a LM tool because that is the industrial practice in the maquiladora sector.

Although the relationship between LM tools and company performance makes com-
mon sense, very few authors have studied it. For example, York and Miree [20] reported
the relationship between TQM and financial performance; Singh, Kumar, and Singh [9]
analyzed TQM and its impact on the general performance of companies; Moitra [21] ex-
amined the role of human resources in the success of TQM; Green et al. [22] reported that
TQM impacted environmental sustainability; and García-Alcaraz et al. [23] analyzed the
TQM structure and its effect on customer satisfaction.

Although TQM is a complete LM tool, it is sometimes studied separately and requires
support from other tools that focus on eliminating Wastes, and RFT, which guarantees
obtaining Commercial benefits that mean the best economic performance. The relationship
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of these variables makes common sense, since, if there are no Wastes in resources and the
products are produced Right first time, it means that there are no rework or losses in the
raw material, and, therefore, greater benefits and reputation are obtained for the company.
However, the relationships between these variables have not been quantified, so this article
presents a structural equation model (SEM) with three independent variables associated
with quality such as TQM, Wastes, and RFT related to each other and to the Commercial
benefits that companies obtain.

Quantifying the relationships between TQM, Wastes, RFT, and Commercial benefits, our
findings will support the managers’ decision-making process in maquiladoras to identify
those essential activities for achieving the commercial objectives. This will allow them to
focus on human, material, and economic resource management.

2. Hypothesis and Literature Review

2.1. TQM

TQM’s programs are a set of techniques, procedures, and methods that serve as the
basis for ensuring quality in products and services, and proof of this is that many standards
govern them such as ISO-9001 for management systems, ISO 19011 for audits of these sys-
tems, and ISO16946 for quality in the automotive sector, among others. However, standards
alone do not guarantee quality as they are just guidelines, and their success depends on
the people who implement them [21], indicating that several critical success factors (CSFs)
of TQM are required. Sreedharan et al. [24] noted that the main ones were management
engagement, communication, training, customer focus, and organizational culture.

Therefore, TQM requires dissemination throughout the organizational structure, and
from receiving the raw material up until it becomes a finished product, always focused on
the customer. TQM practices gain knowledge that companies must manage to grow and
solve future problems [25] as this tool acts as a facilitator [26].

2.2. Waste

A production process that generates Wastes has poor quality and is not standard-
ized [27], concluding that some LM-based tools have not been applied correctly. Waste is
any element within the production process that does not add value to the final product, but
adds cost [28]. There are seven types of Waste reported in the literature: overproduction,
waiting, transportation, inadequate processes, unnecessary inventory, excessive movement
of elements, and excess defects [29], which represent economic losses for the company, and
value stream mapping is a tool that can help to discover them [30].

Given that eliminating all Wastes and increasing quality cost money, these two vari-
ables are related because a product generated with Wastes in the production process and
defects is usually cheaper than those that do not have them. Therefore, there must be a
balance among them (quality and Wastes) [31], and that is not a new problem. Womack
and Jones [32] indicated that they considered Waste reduction to be the basis for generating
Economic benefits for the company. Then, the following hypothesis is proposed.

Hypothesis 1 (H1). TQM implementation in the maquiladora industry has a direct impact on
waste reduction.

2.3. Doing It RFT

As the name implies, RFT emphasizes that production processes are correct. Its
implementation requires analysis of the available quality indices, focusing on identifying
problems associated with human error to propose improvement strategies systematically.
This technique has its origin with Philip B. Crosby, who presented the motto of “zero
defects” and RFT. However, today, many applications of RTF are seen in the medical and
health areas, where errors can be fatal causes.

Industrial applications of RFT have been observed in reports by Moshiri et al. [33] in
additive manufacturing processes in Industry 4.0, and Eldessouky et al. [34] proposed a
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contextual framework for RFT when the process generates waste and the raw material is
expensive. Therefore, there is no doubt that RFT is part of TQM’s programs. The number of
defects in a product is a critical metric [35] as well as the number of accidents that occur [36],
indicating that the company has an efficient system for solving problems in its production
process through its leaders [37] and TQM, so the following hypothesis was proposed.

Hypothesis 2 (H2). TQM implementation in the maquiladora industry has a direct and positive
impact on RFT.

Another critical aspect of RFT is that Wastes are not allowed from materials when they
are expensive. If companies focus on eliminating Wastse in their production process, then
the products may have the quality according to customer specifications [29,38]. In other
words, if the number of products requiring rework is minimized due to programs focused
on improving the process, then there is a greater likelihood of getting it right the first time.
Additionally, if production methods have reduced transport times and operators have
been trained, then the likelihood of getting it right the first time increases [39]. Besides,
other quality-focused tools that support TQM such as six sigma help eliminate Wastes [40].
Therefore, this research proposes the following hypothesis:

Hypothesis 3 (H3). Wastse implementation in the maquiladora industry has a direct and positive
impact on RFT reduction in the maquiladora industry.

2.4. Commercial Benefits

Commercial benefits are the means of generating economic income in maquiladora
companies. This is why managers strive to achieve them, which is reflected in reducing the
costs of acquiring materials, using electricity, the rate paid for treatment and dumping of
Wastes, and penalties for environmental fails. These problems affect the return on sales and
investment and economic benefits, among others.

García-Alcaraz, Montalvo, Sánchez-Ramírez, Avelar-Sosa, Saucedo, and Alor-Hernández [23]
declared that the organizational structure for TQM was the basis for achieving customer
satisfaction and achieving a better market coverage. That indicates that the quality of
a company’s products is the first thing that customers evaluate. Magdy and Tamer [41]
stated that TQM is directly linked to the performance of companies, as it is how value is
added to services. However, as indicated by Sila [35], the performance of companies in
implementing TQM may be affected by the sector and the country; that is, by religious and
cultural aspects. Then, the following hypothesis was proposed.

Hypothesis 4 (H4). TQM implementation in maquiladora industries has a direct and positive
impact on Commercial benefits obtained.

The benefits obtained from quality programs are not based on luck; they are the
product of a broad cultural and philosophical deployment in this concept. For example,
Kappelman and Prybutok [42] and Kassicieh and Yourstone [43] indicated that staff training
is vital in avoiding mistakes, which was recently confirmed by García-Alcaraz et al. [44].
Trained operators will make fewer mistakes in their work, and therefore there will be low
rework rates with savings in energy and labor, among others. In conclusion, there are
protocols to follow to reduce Wastes that comply with the standards in the production
process, thus allowing for obtaining social and commercial acceptance to take place before
the customers. Then, the following hypothesis was proposed.

Hypothesis 5 (H5). RFT implementation in the maquiladora industry has a direct and positive
impact on the Commercial benefits they obtain.

Quality could not exist if there is Wastes in the production process. For example, if
there is a significant transport in the materials, then the cost is increased, or if people make
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a lot of movement, they will be unproductive [45] and unsustainable [44]. Similarly, proper
inventory management favors a circulation of the company’s material and economic goods,
lowering the storage costs and final price. Sreedharan, Sunder, and Raju [24] saw the
elimination of Wastes as a key to LM’s success, while Sahoo and Yadav [10] mentioned
that the elimination of leisure time from machines in the production system facilitated
deliveries on time and in the quantity and quality required. As such, the following
hypothesis was proposed.

Hypothesis 6 (H6). Wastes implementation in the maquiladora industry has a direct and positive
impact on the Commercial benefits they obtain.

Figure 1 graphically represents all of the proposed hypotheses.

Figure 1. Proposed model.

3. Methodology

3.1. Questionnaire Design

To validate the hypotheses statistically in Figure 1, a questionnaire was designed to
obtain information from the maquiladora companies. It started with a literature review in
scientific databases to learn about the activities required to implement the LM tools and
their benefits. This literature review corresponded to rational validation.

These activities allowed for the validation of the level of implementation of the LM
tools analyzed. The first draft of the questionnaire was generated and presented to seven
managers of regional maquiladora companies and four academics to obtain validation by
experts. After two rounds with the experts, a final questionnaire containing TQM, RFT,
Wastes, and Commercial benefits with five, seven, six, and seven items, respectively. Such a
questionnaire had to be answered on a six-point Likert scale, where one means that the
activity is not performed or the profit is never obtained, while six indicates that the activity
is always performed or that the benefit is always obtained. The final questionnaire with all
LM tools is available in Martínez Hernández and García Alcaraz [46].

The questionnaire consists of three sections: Section 1 seeks to identify the demo-
graphic data of the respondent such as gender, years in the position, and number of
employees in the company, among others. Section 2 contains the three tools and their
activities, and finally, Section 3 evaluates the Commercial benefits obtained and thanks the
respondent for their participation.
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3.2. Application of the Questionnaire

With support from IMMEX (Manufacturing Industry, Maquiladora and Export Ser-
vices), only one manager or engineer from each regional maquiladora was invited to
answer the questionnaire. The questionnaire was designed on an online platform, and the
electronic link was shared with potential respondents during the June–August 2020 period.

As inclusion criteria, respondents had to have at least one year of experience in their
job position, were active, had participated in at least two quality projects completed to
ensure that they understood the benefits gained, and only one person per company could
respond to the survey. Thus, sampling was initially stratified, focusing only on a particular
sector of managers or engineers within the company. Then, the snowball technique was
used as the respondent was asked about other colleagues in different companies who could
answer the questionnaire [47].

An email was sent with the electronic link to prospective respondents inviting them to
participate in the investigation, and 15 days were given to receive a response. If an answer
was not received, a second email was sent reminding them of the invitation, and if the
answer was not received in another 15 days, that case was discarded.

3.3. Obtaining Information and Debugging It

In early September 2020, a database of the platform on which the questionnaire is
broadcast is downloaded, read in SPSS software v.25®. Database debugging consists of the
following activities [48]:

• Identification of uncommitted respondents. The standard deviation was obtained
from each case and those where it was less than 0.5 were omitted from the analysis.

• Identification of missing values. If the percentage was lower than 10%, they were
replaced by the median, but if the rate was higher, then that case was removed from
the analysis.

Extreme values identification. The median replaced the standardized values greater
than four in absolute value.

3.4. Descriptive Analysis of the Sample and Items

Crosstables were built to describe the sample with information from the demographic
section. The median was reported as a central trend measure for describing the items since
the information was on a Likert scale and the interquartile range as a deflection measure.
High values in the median indicate that the activity is always performed or that a profit
is always obtained. In contrast, low values in the median suggest that the activity is not
executed or that the benefit is not obtained.

3.5. Validation of Latent Variables

With a debugged database, each latent variable in the model was validated, and the
following indexes were used [49]:

• Cronbach alpha index and composite reliability index to measure the reliability and
internal consistency of variables, Values greater than 0.7 were accepted, being itera-
tively obtained.

• R-squared and adjusted R-squared to measure the parametric predictive validity.
Values greater than 0.02 were accepted and significantly associated with p-value.

• Q-square to measure non-parametric predictive validity. This should be similar to the
R-square value.

• Average extracted variance (AVE) to measure the discriminant validity of each latent
variable, which must be greater than 0.5.

• Variance inflation indexes (VIFs) to measure collinearity in each construct, which
should be lower than 3.3.

This paper contains Supplementary Materials reporting the T ratios for the path
coefficients and their confidence intervals; factor loadings, their T ratios and confidence
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intervals; and PLSc reliabilities (Dijkstra’s rho), PLSc loadings, p-values for loadings (one-
tailed), p-values for loadings (two-tailed), among others.

3.6. Structural Equation Modeling

The structural equation modeling methodology was chosen to validate the hypotheses
in Figure 1 and the partial least squares technique integrated into WarpPLS v7.0® software
was used. Latent variables already validated were integrated into the model, and the
following indexes with a 95% confidence level were reviewed before being analyzed [48]:

• Average path coefficient (APC) to measure the dependency between latent variables.
p-values must be less than 0.05.

• Average R-squared (ARS) and average adjusted R-squared (AARS) to measure predic-
tive validity, and associated p-values lower than 0.05.

• Average block VIF (AVIF) and average full collinearity VIF (AFVIF) to measure
collinearity between variables. Values lower than 3.3 were accepted.

• Tenenhaus GoF (GoF) to measure the fit of the data to the model, which must be
greater than 0.36.

To validate the scenarios raised, the direct effects between the variables analyzed at
a confidence level of 95% were calculated, so a standardized value was obtained, β, as a
dependency measure. The null hypothesis H0 was tested, β = 0, against the alternative
hypothesis H1 that β �= 0. If it was statistically proven that β = 0, then it was concluded
that there is no relationship between the analyzed variables. Otherwise, if β �= 0, then it
was supposed that there is a relationship between variables.

However, indirect effects were also calculated, which occur through a mediating
variable and can have two or more segments, which help to understand the effects that do
not directly occur. Finally, the total effects was estimated, which was the sum of direct and
indirect effects. Indirect and total effects were estimated under the same assumptions of
direct effects. Finally, each of the estimated effects was associated with the effect size (ES)
as a measure of the variance explained in the dependent variable, which helps determine
the level of importance they have.

3.7. Sensitivity Analysis

WarpPLS analysis uses standardized values of latent variables, so it is possible to
obtain the probabilities of scenarios and calculate the conditional probabilities. Specifi-
cally, the sensitivity analysis evaluates the probability of simultaneously finding the two
related variables in their low scenario, high scenario, or their combinations (i.e., P(Zi > 1)
and P(Zd > 1), P(Zi > 1) and P(Zd < −1), P(Zi < −1) and P(Zd > 1) y P(Zi < −1) and
P(Zd < −1). Similarly, conditional probabilities for P(Zd > 1)/P(Zi > 1), P(Zd > 1)/P(Zi < −1),
P(Zd < −1)/P(Zi > 1), and P(Zd < −1)/P(Zi < −1)) were calculated, where Zi represents an
independent variable, Zd represents a dependent variable, −1 represents a low scenario,
and 1 represents a high scenario.

4. Results

4.1. Descriptive Analysis of the Sample

A total of 169 complete surveys were collected at the end of August 2020, of which
57 respondents were women and 112 men; 74 held the position of managers and 95 engi-
neers. The dataset collected are available in Martínez Hernández and García Alcaraz [50].
Table 1 illustrates the industrial sector and the years of experience for respondents in
that job position. Observe that everyone had at least two years of experience, so it was
concluded that the respondents were a reliable source of information.
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Table 1. Number of respondents by industry sector and years of experience.

Industrial Sector
Job Experience in Years

Total
2 and <5 5 and <10 >10

Automotive 26 38 10 74
Medical 19 16 5 40

Machining 14 12 7 33
Electronic 2 8 0 10
Logistic 5 1 1 7
Electric 3 1 1 5

Total 69 76 24 169

It was also noted that the automotive and medical sectors had the most participa-
tion. In this research, the electric industrial sector focuses on producing wires, harnesses,
and electric motor assemblies. In contrast, the electronics industrial sector focuses on
programmable products, which integrate microcircuits or control motherboards.

4.2. Descriptive Analysis of Items

Table 2 illustrates the descriptive analysis of the items. The median and inter quarterly
range (IR) are shown, as the information came from assessments. The values are sorted in
descending order in each variable according to the median value, and it was observed that
all activities were implemented, or the expected benefits were obtained since all medians
were always greater than 4. Furthermore, it was noted that the activities associated with
TQM had the highest medians and that Wastes had the lowest values.

Table 2. Descriptive analysis of the items.

Total Quality Management Median IR

TQM5. The organization focuses on meeting the needs of customers, involving employees 5.23 1.42
TQM3. The concept of total quality from raw material collection to after-sales customer service is promoted 5.18 1.58
TQM4. Decision-making for improvement is justified by facts and data 4.98 1.57
TQM2. Participatory management is promoted aimed at continuous improvement in all operations 4.87 1.61

Right first time

RFT5. Training and awareness is carried out in relation to the quality and need to do well the activities 4.92 1.67
RFT3. Compliance with quality standards is verified with a zero-defect approach 4.83 1.55
RFT4. There is a standardized protocol for sampling when you want to do an analysis 4.81 1.74
RFT2. Ensures proper process operation to prevent defects 4.77 1.53

Wastes

W8. Waste is identified in the production process and supply chain 4.81 1.55
W5. Improvements are encouraged to reduce Waste 4.70 1.54
W4. Product rework is reduced to the acceptable minimum 4.52 1.89
W6. Seeks to minimize the transport of material 4.50 1.80

Commercial benefits

BCR1. There is a reduction in the cost of acquiring materials 4.73 1.74
BCR6. Average profit growth has been had in the last two years 4.68 1.77
BCR5. There has been an average return on sales and investment in the last two years 4.65 1.77
BCR2. There is a reduction in the cost of using energy 4.62 1.91

4.3. Variables Validation

Table 3 illustrates the validation of latent variables, which was obtained iteratively.
The row corresponding to the number of items was divided into two columns for each
variable, where the first value indicates the initial number of items in the questionnaire. In
contrast, the second value indicates the number of items left after the validation process.
According to the information in Table 2, it can be concluded that all variables had sufficient
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predictive, content, and convergent validity and that they had no problems of collinearity.
Based on the above, the variables were integrated into the model.

Table 3. Validation of latent variables.

Index
Best

Value If
TQM RFT Wastes Commercial Benefits

Number of items 6 3 7 4 8 4 7 3
R-squared >0.02 0.612 0.259 0.459

Adjusted R-squared >0.02 0.607 0.255 0.449
Composite reliability >0.7 0.888 0.917 0.911 0.907

Cronbach’s alpha >0.7 0.832 0.879 0.869 0.845
Average variance extracted >0.5 0.666 0.734 0.719 0.765

Full collinearity VIF <3.3 1.804 2.704 2.152 1.806
Q-squared >0.02 0.613 0.260 0.463

4.4. SEM

The model was generated with the final variables and items after the validation
process. The efficiency indices on the evaluated model are illustrated below. It was
observed that they met the high- and low-established cutoff values, concluding that it had
sufficient predictive validity, a good data fit to the model, and no collinearity problems.
The evaluated model is illustrated in Figure 2.

Figure 2. Evaluated model.

• Average path coefficient (APC) = 0.363, p < 0.001
• Average R-squared (ARS) = 0.443, p < 0.001
• Average adjusted R-squared (AARS) = 0.437, p < 0.001
• Average block VIF (AVIF) = 1.754, ideally <=3.3
• Average full collinearity VIF (AFVIF) = 2.116, ideally ≤ 3.3
• Tenenhaus GoF (GoF) = 0.565, large ≥ 0.36

4.4.1. Direct Effects

According to Figure 2, all relationships were statistically significant, so based on the
direct effects, it can be concluded that the relationships established as hypotheses were
valid with 95% confidence. Table 4 summarizes the information, the size effect size (ES) as
a measure of variance explained, and conclusions of the hypotheses.
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Table 4. Direct effect and hypotheses conclusions.

Independent Variable Dependent Variable β (p-Value) Effect Size Conclusion

TQM Wastes 0.509 (p < 0.001) 0.259 Accept
TQM RFT 0.415 (p < 0.001) 0.275 Accept

Wastes RFT 0.484 (p < 0.001) 0.337 Accept
TQM Commercial benefits 0.120 (p = 0.046) 0.046 Accept
RFT Commercial benefits 0.316 (p < 0.001) 0.196 Accept

Wastes Commercial benefits 0.334 (p < 0.001) 0.204 Accept

4.4.2. The Sum of Indirect Effects and Total Effects

Table 5 illustrates the sum of indirect effects, the total effects, their p-value, and
associated ES. It should be noted that all the effects were statistically significant to a 95%
confidence level. Here, it is important to emphasize that the relationship between TQM
and Commercial benefits had a p-value of 0.046 (almost not significant) in the direct effect,
but in the indirect and total effect, this effect was large and statistically significant.

Table 5. Sum of indirect and total effects.

Sum of Indirect Effects

TQM RFT Wastes

RFT 0.246 (p < 0.001)
ES = 0.163

Commercial benefits 0.379 (p <0.001)
ES = 0.187

0.153 (p = 0.002)
ES = 0.093

Total Effects

RFT 0.662 (p < 0.001)
ES = 0.438

0.484 (p < 0.001)
ES = 0.337

Wastes 0.509 (p < 0.001)
ES = 0.259

Commercial benefits 0.499 (p < 0.001)
ES = 0.246

0.316 (p < 0.001)
ES = 0.196

0.487 (p < 0.001)
ES = 0.297

4.4.3. Sensitivity Analysis

Table 6 illustrates the sensitivity analysis of the probability that independent and
dependent variables will occur in high (p > 1) and low (p < −1) scenarios. By column,
are the independent variables and, per row, the dependent variables. In this analysis, the
probability that independent and dependent variables appear simultaneously in a scenario
is denoted by the symbol “&”, while the conditional probability of the dependent variable
occurring since the independent variable has occurred is represented by “if”.

Table 6. Sensitivity analysis.

Sign/Value TQM Wastes RFT

+ − + − + −
0.166 0.136 0.148 0.160 0.178 0.154

Wastes
+ 0.142 & = 0.083

If = 0.500
& = 0.000
If = 0.000

− 0.160 & = 0.018
If = 0.107

& = 0.065
If = 0.478

RFT
+ 0.148 & = 0.059

If = 0.357
& = 0.000
If = 0.000

& = 0.089
If = 0.625

& = 0.006
If = 0.037

− 0.142 & = 0.000
If = 0.000

& = 0.077
If = 0.565

& = 0.000
If = 0.000

& = 0.095
If = 0.593

Commercial benefits + 0.178 & = 0.077
If = 0.464

& = 0.000
If = 0.000

& = 0.077
If = 0.542

& = 0.006
If = 0.037

& = 0.065
If = 0.440

& = 0.000
If = 0.000

− 0.154 & = 0.006
If = 0.036

& = 0.065
If = 0.478

& = 0.000
If = 0.0000

& = 0.071
If = 0.444

& = 0.006
If = 0.040

& = 0.077
If = 0.542
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For example, the probability of simultaneously finding TQM and Wastes at high levels
was 0.083 [P(TQM+∩Wastes+)]. Still, the probability of Wastes occurring at a high level,
since TQM occurred at its high level, was also 0.500 [P(Wastes+/TQM+)], and hence the
importance of TQM programs, as they guarantee the success of other LM tools such as waste
reduction. However, suppose that TQM occurs at a low level due to quality deployment
problems. In that case, it is possible to obtain Wastes in a low level with a probability of
0.178, which is a risk for managers. The additional probabilities were similarly interpreted.

5. Discussion of Results and Conclusions

The implementation of LM tools such as TQM must be based on the actual data of the
company’s quality situation and support many other tools. This study linked three LM
tools associated with quality to Commercial benefits.

5.1. Conclusions from Descriptive Analysis

The descriptive analysis shows that TQM is the tool with the highest average values,
indicating that respondents considered that activities were always carried out to achieve
them. TQM had the lowest inter-quarterly range in item TQM5, meaning that there was
consensus that the companies were focused on meeting the needs of customers. With
regard to the activity that had the lowest median, this referred to item W6 (Wastes) with
a value of only 4.50, focused on minimizing the transport of material; moreover, BCR2
(Commercial benefits) was the item with an enormous IR value, indicating that there was a
lower consensus regarding its actual average value.

Concluding from an univariate point of view, to achieve success in TQM implementa-
tion, maquiladora companies need to focus on meeting customer needs to promote quality
throughout the company. To achieve RFT, companies need to focus on education and train-
ing, verifying compliance with standards. To reduce Wastes, companies need to focus on
identifying the waste origin and implementing improvements. Finally, the most important
Commercial benefits gained from applying LM tools are reducing material costs, increasing
sales, and return on investment.

5.2. Conclusions from SEM and Sensitivity Analysis

The relationship between TQM and Wastes in H1 was statistically significant, meaning
that focus on quality customers and promoting its concept within the company allowed
a reduction in Wastes in the production process, delays in delivery time, rework due to
human errors, and transport of material. Additionally, the sensitivity analysis showed that
TQM+ encourages activities aimed at eliminating Wastes+ with a probability of 0.500, but
generates very little probability of Wastes−; also, TQM− never helps eliminate Wastes+
since the probability is null, and there exists the risk of having Waste− with a probability
of 0.478. In this sense, this work coincides with Johri and Kumar [51], who established
that compliance with international quality standards allowed for improvements in the
operational performance of companies such as certified recognition for their products
and management.

The relationship between TQM and RFT in H2 proves that focusing on customers,
spreading the concept of quality throughout the company, and a decision-making process
focused on continuous improvement with training support leads companies to generate
protocols for quality assurance and comply with the product standards. The sensitivity
analysis showed that when TQM+ occurs, managers have a 0.357 chance of having RFT+;
however, TQM− is never associated with RFT+, since the probability is null. Additionally,
TQM− can generate RFT− with a probability of 0.565. The results match the Moitra [18]
report, indicating that errors and defects can be prevented from the root, training operators
to ensure product quality.

Wastes have also been shown in this study to positively affect RFT, as activities aimed
at identifying and eliminating Wastes lead to RFT products and services being generated.
From the sensitivity analysis, we observed that Wastes+ favored RFT+ with a probability
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of 0.625 and that it never generated RFT−, since the probability was null. Additionally, it
can be noted that Wastes− only had a probability of generating RFT+ of 0.037, but 0.593
of RFT− happens. In this sense, the results coincide with Singh and Hussain [29] and
Purushothaman et al. [52], who mentioned that focusing on dismissing Wastes leads to the
generation of quality products the first time and with minimum human error.

One of the most exciting relationships was TQM → Commercial benefits, since the direct
effect was only 0.120 and had a p-value of 0.046, very close to 0.05, set as a maximum cutoff,
indicating no direct relationship. However, the indirect effects showed that the relationship
between those variables was high and is given through the RFT and Wastes tools. This
means that focusing on the customer and promoting quality throughout the company
favors reducing costs associated with materials and energy consumption in the production
process and logically increases sales. However, it is first necessary to develop employee
training, standardize processes, and eliminate Wastes that does not add value. From the
sensitivity analysis, it can be concluded that TQM+ favors Commercial benefits+, since the
conditional probability was 0.464, and, in addition, the probability of generating Commercial
benefits− was 0.036; also, TQM− values did not generate Commercial benefits+ because the
probability was null, but it could generate Commercial benefits−, since their conditional
probability was 0.478. Our results coincide in this regard with Singh, Kumar and Singh [9]
and Kaouthar and Lassaad [53], who investigated TQM’s effect on the performance of
manufacturing companies in India and Tunisia, respectively.

RFT has also been proven to affect Commercial benefits directly; that is, employee
training, adherence to standards, and decreasing defects allow a reduction in the cost of
used material and energy consumption, which means an increase in sales. The sensitivity
analysis concluded that RFT+ generated Commercial benefits+, as the probability was 0.440,
and was unlikely to generate Commercial benefits−, since the probability was 0.040. However,
RFT− never caused Commercial benefits+, since the probability was null, and there exists
the risk of having Commercial benefits−, since the probability was 0.542.

Finally, it is statistically and empirically demonstrated that Wastes had a direct and
positive effect on Commercial benefits. The elimination of Wastes generated in the production
process and improvements focused on minimizing the transport of material and human
resources generated a reduction in the cost of materials by avoiding accidents and energy
loss in conveyor equipment. The sensitivity analysis concluded that Wastes+ generated
Commercial benefits+ with a conditional probability of 0.542, but never created Commercial
benefits−, since the probability was null. Additionally, Wastes− could not cause Commercial
benefits+, and there was a risk of 0.444 to obtain Commercial benefits−. This work coincides
with Eldessouky, Flynn, and Newman [34], who stated that getting things right required
great coordination of many machines and high levels of precision, as everyday standards
are higher, production batches are smaller, and products require more components.

Finally, it is important to mention that this work has the limitation of analyzing only
three LM tools associated with quality in maquiladora companies and many others are
being implemented. Proof of this is that the value of R-square in the dependent latent
variables was not the unit, indicating that they were not fully explained, so in future
research, other tools will be integrated, seeking to have greater explanatory power.

5.3. Practical Implications

Quality has been a concern of production managers since it is the basis on which the
product is accepted or rejected by customers, and is directly related to the economic income
of the company. In this research, it has been empirically and statistically demonstrated
that TQM is a fundamental basis for the financial sustainability of maquiladora companies,
both directly and indirectly.

Since TQM implementation requires economic and human resources, this study has
shown that in the opinion of managers and engineers, the investments made to achieve
quality in production processes will always reduce costs when acquiring materials, energy
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used, and penalization for environmental accidents. Still, above all, there will be an increase
in sales in a competitive market since the products meet the customer expectations.

However, TQM does not act alone in a production process to generate quality products,
but tools such as RFT and Wastes reduction are vital to support.

Proof of the above is that the direct effect between TQM and Commercial benefits was
only 0.120 and the indirect effects through RFT and Wastes were 0.379; that is, the indirect
effect was greater than the direct one by more than 300%, which indicates that support tools
such as RFT and Wastes strengthen the impact of TQM on the economic benefits obtained
from its implementation.

Therefore, when applying TQM as part of a program focused on improving the quality
of their products and production processes, it should be supported with other tools such as
RFT and Wastes, as they allow for the identification of activities that do not add value, but
a lot of costs that may represent a loss in customer preferences.
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Abstract: The article explores the mechanisms that affect consumers’ interest in luxury clothing
innovations. The actual research aims to investigate the effect of status quo and clothing involve-
ment on consumer brand loyalty. More, it was intended to quantify the influence of the level of
engagement concerning clothing acquisition and the status quo tendency on the consumers’ level
of interest toward innovative luxury fashion products. The models were analyzed through the
partial-least square-path modeling method. The results revealed that status quo bias and consumers’
involvement in fashion influence their loyalty to brands and level of innovativeness. The novelty of
the present research comes from the analysis of the impact of the status quo manifest variables on
consumers’ innovative tendencies. Moreover, it was found that status consumption fully mediates
the relationships among the investigated predictors and considered outcome variables. The mediator
manifests the highest effect size of all investigated predictors. The actual paper advances research in
a direction that was not sufficiently addressed in the past, introducing the status quo construct as the
main predictor of peoples’ inclination to be loyal to a brand or to manifest a tendency toward innova-
tiveness. Moreover, the article emphasizes the essential role manifested by social status in foreseeing a
behavioral response.

Keywords: luxury fashion goods; status consumption; status quo; clothing innovativeness; clothing
involvement; PLS-PM

1. Introduction

Consumption appoints a process of spending for getting utility or for satisfying
specific needs. Consumers buy products for a variety of reasons. Their behavior manifests
an essential element in the survival of an industry in the market.

More than to satisfy existential needs and carry out practical functions, several goods
are bought because of their potential to respond to social or psychological necessities [1].
One of the several social motives that urge consumers to buy items is represented by their
desire to confirm their social status [2–4]. This necessity of social status confirmation is more
visible when it comes to luxury goods. Luxury is characterized by conspicuousness, social
value, prestige, and wealth, playing an essential role in social stratification [5]. Consumers
consider luxury a vital element in defining themselves as members of a high social class [6].

Luxury commodities are components of a novel social protocol, where individuals’
identity is appreciated considering the visible brands worn in their daily lives [3]. Fashion
goods signal a consumer’s social standing, transmitting at the same time symbolic value [2].
Individuals consume luxury goods to achieve higher social status and to confirm their
wealth [5]. In this respect, clothing brands try to offer consumers status-seeking reasons to
create a loyalty relationship concerning their brand [7].
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Of interest in studying social status consumption are the motives that drive consumers
to show loyalty to a brand or to search for novel and innovative substitutes available on the
market. The attention was directed to the status quo dimension and the consumer interest
in fashion. Status quo manifest constructs refer to people’s satisfaction with the available
fashion products and their satisfaction concerning the extent of innovations when referring
to luxury fashion items [8]. On the other hand, interest in fashion appoints the degree to
which a specific buying decision is indispensable for an individual [9].

Multiple existing studies revealed that status consumption is a strong motivator of
consumer behavior [5,10]. In this study, it was proposed to investigate the role of status
consumption in the change of the consumers’ clothing brand loyalty and their level of
innovativeness when dealing with luxury clothes.

A high level of status consumption serves as a justification for brand loyalty. Regard-
ing the influence of the status quo on status consumption, it was supposed a negative
relationship because a desire for change is inconsistent with holding the existing habits
without assuming a behavioral change.

The focus of our study is on the luxury fashion brands, which is a product category
where status consumption manifests an essential role. Luxury articles of clothing are
connected to an individual social and personal identity [6,7]. Moreover, the research was
conducted on students, youths being an essential market because of two reasons: for their
current spending behavior and their future spending behavior as adults. Even if European
youths spend less on clothes, they are still a relevant market [8]. This aspect explains
why several companies design luxury fashion products especially for teens. Existing
studies revealed that social motives enhance the acquisition of luxury brands of late
adolescents and young adults [11]. Social constraints do not determine the purchase of
luxury brands of middle-aged adults [12]. As a result of the emergence of the teenager’s
market, it is considered essential to understand their position in relation to luxury fashion
innovations [13]. Moreover, the study was conducted on Romania, a country that is part
of the European Union, an extensive and highly internationalized market. Studying the
behavior response of consumers about the adoption of innovative luxury fashion products
manifests a wide interest for international fashion clusters.

The obtained results of the present research are in line with existing studies. We
found a positive relationship among status consumption and consumers’ level of involve-
ment, their innovativeness tendency, and loyalty to brands. In addition, the research was
advanced in a direction that earlier studies do not considered sufficiently, analyzing the
mediation role of status consumption when discussing mechanisms that affect consumers’
interest in luxury clothing innovations. Moreover, we introduced the status quo constructs
as main predictors of peoples’ inclination to be loyal to a brand or exhibit a tendency
toward innovativeness. Practical implications derive from the fact that innovative individ-
uals manifest high brand loyalty, being in the interest of the luxury fashion providers to
support a high level of novelty of their products and to align their marketing strategies to
the segment of customers who are interested in status confirmation.

Section 2, Literature Review, discusses the theoretical background and the hypotheses
development. Section 3, Materials and Methods, discusses the characteristics of the gath-
ered sample and the method used to construct the latent variables.
Section 4, Results, presents the outcomes of the partial-least-squares-path model (PLS-PM).
Section 5, Discussions, shows the interpretation of the findings and extensive discussions
of our results. Section 6, Conclusions, briefly summarizes the paper and discusses limits
and future perspectives of research.

2. Literature Review

Luxury could be a term difficult to define because it has subjective meanings to
different consumers. In addition, almost all luxury brands have products that start at low
price points, whether it is about keyrings, pairs of socks, or sports cars, so that consumers
position themselves differently to the category of luxury goods. Luxury designates limited
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supply goods at higher prices that contribute to consumer satisfaction by adding pleasure
to their life, without being available for everyone [14].

Luxury appoints a concept of refinement, elegance, opulence, and wealth that is
desirable but not necessary in peoples’ existence [15]. It is claimed that luxury derives
from the scarcity of resources used in the production process or from their high price [16].
However, luxury appoints more than materials, skills in producing those goods, or other
attributes. Luxury holds social meanings [16].

Luxury and affluence goods were mostly related to a higher rank in the social hierarchy,
giving rise to the concept of consumption for social status confirmation [17]. This concept
describes any consumption activity realized to show off wealth to other people when
using the good in public, even if it is about wearing a brand dress or driving an expensive
car [18]. The status consumption concept is widely available in the existing literature. Some
authors [19] described status consumption as being a mechanism through which someone
owns the power of imposing respect, consideration, and envy from others.

Several authors that studied the human condition figured out that the intrinsic desire
for social position or higher status in the social hierarchy is an effective motivator of
behavior [20]. A study found the desire for status as a principal motivator for brand
choice [21], while another one showed that the desire for status determines a purchasing
behavior [22]. In direct connection to this study, clothing serves as a social symbol of status
or social position [23]. Earlier studies reported that status consumption is positively related
to the consumer level of involvement and their innovativeness tendency [24,25].

Related to our study, innovative luxury clothing refers to those items carried out
using innovative materials and techniques combined in the production process to deliver
superior products that enable a novel fashion experience when consumers wear or interact
with them.

Consumers involved in fashion will experience earlier innovative luxury articles of
clothing compared to consumers that manifest a low involvement in fashion, who will
procrastinate regarding this decision. In this respect, consumers’ involvement in fashion
or their interest concerning this area will affect their acquisition of luxury fashion goods.
Consumers’ luxury preferences are related to their level of involvement [26].

Moreover, the connection set up with a brand describes a psychological preference
toward famous brand goods [18]. Brand loyalty influences in a significant manner the
purchase decision. Loyal consumers to a brand expect that brand to satisfy their necessities
concerning the social standing and prestige confirmation [1].

The individuals’ willingness to accept novel ideas or products is strongly related to
their innovativeness [27]. Fashion innovators try to differentiate themselves from the rest
of the consumers by looking for novel and innovative styles to conserve their status as
innovators [28]. In our study, we paid attention to the concept of fashion innovativeness in
the context of luxury fashion items. Fashion innovators are more mindful of brand names
when realizing a purchase decision, manifesting a higher need for uniqueness, value, and
status confirmation [29]. In other words, innovators are interested in their look, behavior,
style, and the extent to which these are following their social status [3]. This tendency
toward innovativeness is contradictory to consumers’ bias toward the status quo, which
appoints their preference for products or services already tested.

All these previously discussed aspects conduct to a brand or product choice that will
assure an improvement of the consumers’ social standing through social prestige.

Hypothesis Development

Considering the theoretical aspects already presented in the literature review section,
the paper will continue with the hypothesis development.

Involvement is a broadly investigated construct linked to consumer behavior. Involve-
ment defines a mental predisposition of being interested in or enthusiastic about a given
product category [30]. Consumers that look for status are aware of clothing [24]; therefore,
they are conscious about which clothing brands offer status and develop a preference
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in this respect. In addition, the involvement concept may be a relevant variable in the
interpretation of dress codes specific to a certain social class [31].

Considering those aspects, we formulated the first hypothesis:

Hypothesis 1 (H1). Clothing involvement manifests a positive influence on status consumption.

On the other side, innovativeness tendency appoints the interest in new products,
figuring out consumers to be among the first buyers of the new commodity. Those early
buyers are characterized by involvement, knowledge, and seeking out information. They
are opinion formers for the product category [32,33]. Being one of the first buyers of a
newly appeared product was associated with social status [34–37]. Thus, it is argued that
status consumption may mediate the relationship between the consumers’ innovativeness
and their level of involvement in the acquisition of luxury clothing.

Hypothesis 2 (H2). Status consumption mediates the relationship between the level of innovative-
ness and clothing involvement.

Hypothesis 2a (H2a). Clothing involvement manifests a positive influence on the level
of innovativeness.

Hypothesis 2b (H2b). Status consumption manifests a positive influence on the level
of innovativeness.

Over time, consumers may develop connections with the brands that they grow
accustomed to buying [38,39]. A few researchers investigated the brand loyalty dimension;
nevertheless, the investigation of the relationship with variables included in the present
model was not previously studied—in particular, the relationship between brand loyalty
and the status quo features. Consumers that are interested in status confirmation will
search for those brands that confirm their social position. They will set up a sort of loyalty
with that brand as time as the status confirmation endures [25]. This aspect fits in the case
of clothing acquisition, garments being a visible symbol of social status. We hypothesized
the following aspects:

Hypothesis 3 (H3). Status consumption mediates the relationship between clothing involvement
and clothing brand loyalty.

Hypothesis 3a (H3a). Status consumption positively influences clothing brand loyalty.

Hypothesis 3b (H3b). There is a positive relationship between clothing involvement and clothing
brand loyalty.

Moreover, high social status is associated with a conservative attitude, consumers
being prone to status quo bias and resistant to innovations. In this respect, our proper
contribution comes from investigating the status quo influence on status consumption and
its indirect effect on luxury fashion innovativeness and clothing brand loyalty.

Status quo appoints an essential reference point in the decision process realized by
consumers. People are inclined to favor already tried and familiar products, rather than
new or innovative alternatives, even if the last would provide them with more utility or
satisfaction. This situation occurs because of two reasons: firstly, because people experience
emotional attachment to the product that they hold [40], and secondly, because a novel
experience comes with a level of prospect and uncertainty. Risk is difficult to set up before
testing the product. Human beings are inclined to minimize the risk and uncertainty, as
buyers will strive for coherence and prefer the default option [41].

From another perspective, the existence of multiple available alternatives leads to a
complex process of selecting information and realization of fast and correct comparisons
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among available possibilities. Since consumers may feel oversaturated by the existing
available options, their receptiveness to innovations diminishes. In this case, the preference
for status quo is increasing.

The earlier study finds two features that compose the status quo satisfaction di-
mension, namely satisfaction with existing products and satisfaction with the extent of
innovations [8,42]. It is proposed to investigate if this aspect is also applicable for lux-
ury fashion products. It is expected to find a negative relationship between satisfaction
with existing luxury fashion products and status consumption. As previously discussed,
consumers tend to show low interest in innovation when they are in their comfort zone.

Hypothesis 4 (H4). Status consumption mediates the relationship between status quo manifest
constructs and consumer level of innovativeness.

Hypothesis 4a (H4a). Status quo constructs negatively influence consumers’ level
of innovativeness.

Hypothesis 5 (H5). Status consumption mediates the relationship between status quo manifest
constructs and consumers’ brand loyalty.

Hypothesis 5a (H5a). Status quo manifest constructs positively influence consumers’ loyalty
to brands.

To specify and clarify the social motives that underlie loyalty to a brand or tendency
toward innovativeness, the focus of our study is represented by clothing, which is an area
suitable to teenagers. Since this period of adolescence and young adulthood is a period
of forming attitudes concerning the identity development mechanisms, clothing plays an
important role in their connection to their ideal social groups [43].

3. Materials and Methods

The data were collected through a questionnaire that was distributed in the period
November–December 2020. It used a combination of purposive and snowball sampling
methods, respondents’ participation in this study being voluntary. The size of the sample is
large enough to sustain the structural analysis because of the following reasons. Firstly, the
WarpPLS software supplies a function that allows determining the sample size such that
to be representative. In our case, considering a significance level of 0.050, a power level
of 0.950, and an inverse square root method [44], the software recommends a minimum
required sample size of 279 respondents. Secondly, the partial-least square-path modeling
analysis that was conducted is based on variances. This method allows the usage of smaller
sample sizes compared with covariance-based structural equation modeling that requires
larger sample sizes [45,46].

The data that were used in this study include 383 students enrolled in universities
with economic and business profiles from Romania. Regarding the demographic features of
the sample, the participants were 73.62% women and 26.37% men (Table 1). Most of them
were aged between 18 and 27 years old (57.18%) and were from an urban area (79.11%).

The demographical characteristics of the sample were somehow expected. Earlier
studies [47] revealed that women are more involved than men in buying luxury fashion
brands. People from urban areas are more likely [48] to invest in luxury items than people
from rural areas. Regarding the revenues, 13.83% of the respondents earn a net monthly
income lower than 1000 USD, while 12.80% of the respondents reported a net monthly
income higher than 2000 USD (Table 1). Respondents that reported monthly incomes higher
than 2000 USD were preponderantly women aged between 28–37 years from urban areas.
The respondents that reported between 1000 USD and 2000 USD were mostly women aged
between 18 and 37 years from urban areas. The majority of our respondents (73.36%) earned
a net monthly income in the interval 1000–2000 USD, their revenues being in accordance
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with the mean income, reported at the national level in the 3rd trimester, by the Romanian
National Institute of Statistics [49].

Table 1. Summarizing the demographics of the sample.

Item Class
N 1 = 383

No. Percentage (%)

Gender
Women 281 73.62

Men 101 26.37

Age
18–27 years 219 57.18

28–37 years 102 26.63

38–47 years 62 16.18

Residence
Urban 303 79.11

Rural 80 20.89

Income

Lower than 1000 USD 53 13.83

1000–2000 USD 281 73.36

More than 2000 USD 49 12.80
1 N = sample size.

We employed three models of the same variance-based, structural equation model.
The difference between the models was represented by the outcome variable. The first
model used clothing brand loyalty as the outcome, while the second and the third ones
used two different dimensions of luxury clothing innovativeness. All three models have
three predictors and one mediator variable.

The items that were used to measure consumers’ brand loyalty were adapted from
research that aimed to conceptualize the brand commitment and habit influence toward an
attitude–behavior adoption [50]. The exploratory analysis allowed us to keep all items of the
original scale. Regarding the measurement of luxury clothing innovativeness dimension,
we adapted the Goldsmith and Hofacker scale [32], the difference being that our exploratory
analysis split the original dimension into two distinct concepts and investigated each of
them as an independent outcome variable. The items that correspond to the direct variables
are presented in Table 2.

Table 2. Outcome variables: clothing brand loyalty and luxury clothing innovativeness.

Dimension Item

Clothing Brand Loyalty (CBL)
[50]

I consider myself to be loyal to a specific luxury
clothing brand. CB1

If my preferred brand of an item of clothing was not available at the
store, I would shop at other stores until I found my brand. CB2

Innovativeness Interest—Luxury Clothing
Innovativeness (CINa)

[51]

In general, I am among the last in my group of friends to buy a new
outfit or fashion. CN1

Compared to my friends, I do little shopping for
new fashions. CN2

In general, I am the last in my group of friends to know the names of
the latest designers and fashion trends. CN3

Innovativeness Awareness—Luxury Clothing
Innovativeness (CINb)

[51]

I know more about new fashions before other people do. CN4

If I heard that an innovative luxury outfit was available through a
local clothing or department store, I would be interested enough to

buy it.
CN5

I will consider buying an innovative luxury fashion item, even if I
have not heard of it yet. CN6
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The clothing involvement scale developed by Mittal and Lee [51] offers us the first
predictor. Following an exploratory analysis, were kept only two items of three. The
second and the third predictors were adapted from an existing status quo scale [8,42].
We emphasized two distinct latent variables that measure consumers’ tendency toward
status quo: namely, satisfaction with existing luxury fashion products and their satisfaction
with the extent of fashion innovations. To measure those dimensions, we used the 7-point
Likert scale, where 1 means “total disagreement” and 7 corresponds to “total agreement”
(Table 3). Regarding the level of involvement influence on the luxury clothing innovative-
ness, we expected a moderate positive effect [25]. Concerning the impact of innovativeness
on clothing brand loyalty, we anticipated a positive but modest relationship [25]. There is no
former forecasting about the inherent existing relationship between status quo components
and the considered outcome variables.

Table 3. The components of latent variable predictors: clothing involvement and status quo.

Latent Variable Manifest Variable Item

Clothing Involvement
[51]

I have a strong interest in clothing. CINV1

Clothing is important to me. CINV2

Satisfaction with existing
luxury fashion products

[8,42]

In the past, I was very satisfied with available luxury fashion products. SQSP4

In my opinion, past luxury fashion products were completely satisfactory so far. SQSP5

Past luxury fashion products fully met my requirements. SQSP6

Satisfaction with the extent
of fashion

luxury innovations
[8,42]

My personal need for innovations in the field of luxury fashion products has been
by far not covered in the past. SQSI1

I consider the number of innovations in the field of luxury fashion products as
being too low. SQSI2

I consider the pace of innovations in luxury fashion products as being too low. SQSI3

Status quo is the principal predictor: a dimension consisting of two manifest variables,
each one formed of three items. The difference between the satisfaction with the extent of
fashion luxury innovations and satisfaction with existing luxury fashion products relates
to the fact that the second manifest variable relates to situation-specific factors [8].

Status consumption is a latent predictor that was used as a mediator. Existing studies
revealed that a desire for social position appoints a strong motivator to adopt a behavioral
change [52]. Suitable for this study is the fact that clothing is a universal emblem of
status [23], while social rank connects to brand loyalty and people’s devotion to fashion
pieces [53].

Social consumption is delimited as a motivational agent that encourages consumers
to improve their social positions through the acquisition and consumption of products that
symbolize status [54,55]. The status consumption dimension was measured through the
scale developed by Eastman, Goldsmith, and Flynn [54]. The original scale contained five
items, but the exploratory factor analysis dropped two items to keep the factor loadings
above 0.7 (Table 4).

Table 4. The mediator variable “status consumption”.

Latent Variable Manifest Variable Items

I would pay more for a product if it had status. SC1

Status
Consumption

[54]

I am interested in new products with status. SC2

A product is more valuable to me if it has some
snob appeal. SC3

Previous studies revealed a positive influence of status consumption on clothing brand
loyalty and the level of clothing innovativeness [25]. Regarding the impact of status quo la-

71



Mathematics 2021, 9, 1051

tent variables, we expected a negative influence on status consumption because people who
are inclined to status quo manifest a tendency to strive for consistency, while high scores
on the status consumption scale are associated with complex personalities [24]. Regarding
the clothing involvement, we expected a positive influence on status consumption [25].

Gender and residence were used as control variables. Earlier studies revealed that
women are more willing to buy luxury fashion clothes than men [47]. Regarding residence,
existing studies revealed that people from urban areas are more prone to invest in luxury
items than people from rural areas [48].

Table 5 creates a summary of the latent variable predictors, which were formed as a
weighted average of their related manifest variables [56].

Table 5. An outline of latent predictors, with abbreviations and descriptions.

Latent Structure Observed Variables

SC Status consumption. Refers to people interested in confirming their social position; SC1, SC2, SC3.

SQSP Satisfaction with existing luxury fashion products. Part of the status quo dimension; SQSP4, SQSP5, SQSP6.

SQSI Satisfaction with the extent of fashion luxury innovations. Part of the status quo dimension; SQSI1, SQSI2,
SQSI3

CINV Clothing involvement. Describes a subjective disposition of being interested and excited about a particular
product category; CINV1, CINV2.

CBL Clothing brand loyalty. Refers to consumers’ relationship with the brand that they buy; CBL1, CBL2.

CINa
Innovativeness interest. Part of the luxury clothing innovativeness scale. Captures consumers interest toward
exiting innovation in luxury fashion clothing; CIN1, CIN2, CIN3.

CINb
Innovativeness Awareness. Part of the luxury clothing innovativeness scale.
Captures consumers awareness toward exiting innovation in luxury fashion clothing; CIN4, CIN5, CIN6.

The research model is presented in Figure 1.

Figure 1. The research model.

4. Results

The PLS-PM analysis proposes maximizing the explained variance of the dependent
latent variables [57]. Our outcome variables are innovativeness interest (CINa), innovative-
ness awareness (CINb), and clothing brand loyalty (CBL). We used status consumption
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(SC) as a mediator in the relationship between the predictors and outcome variables. Status
quo with its two manifest variables is the main predictor.

Briefly speaking, the estimation technique describes an iterative algorithm that is based
on the ordinary least squares’ approach. A PLS-PM analysis considers a measurement
model and a structural model. The measurement model estimates the relationship between
the latent variables and their corresponding manifest variables evaluated considering the
composite criteria. The structural model investigates the existing relationships between
latent variables.

In the incipient stage of our analysis, the model was estimated using the R software,
version 3.6.3 [58] with the “lavaan” package [59]. After that, the obtained results were
checked using WarpPLS software, version 7.0 [60].

The reliability results of the measurement model were exposed in Table 6. In terms
of the composite reliability, the scores ranged from 0.791 to 0.965, those registered values
being above the score of 0.7 recommended by the theoretical background [61]. Con-
cerning the Cronbach alpha indicator, all manifest variables registered scores above the
0.70 threshold [62]. In the case of the average variance extracted (AVE), we considered
relevant a score higher than 0.50 [63], which was a criterion met for all latent variables.

Table 6. Evaluation of the measurement model.

Variable Abbreviation
Composite
Reliability

Cronbach’s
Alpha

Average
Variance
Extracted

(AVE)

Status consumption SC 0.897 0.791 0.711
Clothing involvement CINV 0.965 0.927 0.932
Innovativeness interest CINa 0.913 0.856 0.777

Innovativeness awareness CINb 0.866 0.767 0.683
Clothing brand loyalty CBL 0.894 0.763 0.808

Satisfaction with the extent of
fashion luxury innovations SQSI 0.845 0.725 0.646

Satisfaction with existing luxury
fashion product SQSP 0.932 0.890 0.821

Table 7 presents diagonal components of the inter-correlation matrix. It is desirable
to register higher values of the square roots of all the averages variance extracted values
than their off-diagonal components in their corresponding lines and columns. Moreover,
all off-diagonal coefficients of correlation were below the 0.8 recommended cut-off [64].

Table 7. Inter-correlation of variables constructs.

Variable SC CINV CINa CINb CBL SQSI SQSP

SC 0.843 0.344 −0.228 0.572 0.515 0.369 0.357
CINV 0.965 −0.410 0.467 0.321 0.221 0.312
CINa 0.882 −0.389 −0.170 −0.008 −0.224
CINb 0.826 0.620 0.387 0.441
CBL 0.899 0.355 0.402
SQSI 0.804 0.186
SQSP 0.906

Table 8 shows the loadings and cross-loadings of the manifested variables considered
in the present research. All loadings registered values higher than 0.7, with values ranging
from 0.740 to 0.981. The fact that items that correspond to the same dimension register val-
ues higher than cross-constructs loadings show the convergent validity of those indicators
and infer that they cluster in distinct latent dimensions.
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Table 8. Inter-item correlations of variable constructs.

Variable SQSP SQSI CINV CINa CINb SC CBL

SQSP6 0.932 0.152 0.264 −0.198 0.417 0.350 0.370
SQSP5 0.929 0.147 0.252 −0.183 0.355 0.295 0.352
SQSP4 0.856 0.210 0.338 −0.232 0.430 0.325 0.372
SQSI1 0.107 0.770 0.141 0.102 0.276 0.281 0.283
SQSI2 0.118 0.830 0.135 −0.010 0.273 0.252 0.268
SQSI3 0.223 0.809 0.258 −0.106 0.384 0.357 0.306
CINV1 0.329 0.245 0.965 −0.402 0.463 0.324 0.310
CINV2 0.273 0.182 0.965 −0.389 0.439 0.339 0.310
CIN2 −0.202 0.020 −0.363 0.911 −0.344 −0.215 −0.181
CIN3 −0.216 −0.053 −0.407 0.873 −0.464 −0.253 −0.182
CIN1 −0.175 0.011 −0.312 0.860 −0.219 −0.135 −0.085
CIN4 0.326 0.267 0.444 −0.415 0.797 0.395 0.462
CIN5 0.456 0.387 0.403 −0.362 0.872 0.538 0.575
CIN6 0.304 0.299 0.312 −0.187 0.807 0.479 0.497
SC1 0.335 0.298 0.248 −0.204 0.510 0.893 0.507
SC3 0.342 0.406 0.275 −0.191 0.530 0.904 0.483
SC4 0.212 0.212 0.365 −0.184 0.396 0.719 0.291

CBL1 0.391 0.332 0.291 −0.147 0.573 0.500 0.899
CBL2 0.331 0.307 0.286 −0.159 0.543 0.427 0.899

Table 9 presents the results of the first structural model. This model uses clothing
brand loyalty as the outcome variable. Table 10 presents the results of the second structural
model, where innovativeness interest is the outcome variable. The third structural model,
which uses innovativeness awareness as a direct variable, is presented in Table 11. The
models’ figures are placed in the Appendix A. Figure A1 corresponds to the first structural
equation model, Figure A2 corresponds to the second structural model, and Figure A3
refers to the third model.

Table 9. The first structural equation model.

Direct Effects Indirect Effects Direct Effect Sizes
Total Effects (Direct Effect + Indirect

Effect via Status
Consumption)

SC CBL CBL SC CBL CBL

SC -
0.339 ***
[0.049]

(<0.001)
- 0.176

[0.049]

0.339 ***
[0.049]

(<0.001)

SQSI
0.289 ***
[0.049]

(<0.001)

0.164 ***
[0.049]

(<0.001)

0.098 **
[0.036]
(0.003)

0.110
[0.049]

0.093
[0.049]

0.262 ***
[0.049]

(<0.001)

SQSP
0.239 ***
[0.049]

(<0.001)

0.243 ***
[0.049]

(<0.001)

0.081 *
[0.036]
(0.012)

0.087
[0.049]

0.135
[0.049]

0.324 ***
[0.049]

(<0.001)

CINV
0.218 ***
[0.050]

(<0.001)

0.117 *
[0.050]
(0.010)

0.074 *
[0.036]
(0.020)

0.076
[0.050]

0.063
[0.050]

0.191 ***
[0.050]

(<0.001)

Gender -
−0.044
[0.051]
(0.196)

- - 0.002
[0.051]

−0.044
[0.051]
(0.196)

Residence -
0.05

[0.051]
(0.457)

- - 0.000
[0.051]

0.05
[0.051]
(0.457)

R2/Adj R2 0.273/0.267 0.373/0.363 - - - -

Note: *** p value < 0.001; ** p value < 0.01; * p value < 0.05; . p value < 0.10; [ ]—standard error.
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Table 10. The second structural equation model.

Direct Effects Indirect Effects Direct Effect Sizes
Total Effects (Direct Effect + Indirect

Effect via Status
Consumption

SC CINa CINa SC CINa CINa

SC -
0.389 **
[0.050]
(0.002)

- 0.233
[0.050]

0.389 ***
[0.050]

(<0.001)

SQSI
0.239 ***
[0.049]

(<0.001)

0.165 *
[0.050]
(0.006)

0.113 ***
[0.036]

(<0.001)

0.110
[0.049]

0.110
[0.050]

0.278 ***
[0.050]

(<0.001)

SQSP
0.239 ***
[0.049]

(<0.001)

0.187 **
[0.050]
(0.004)

0.093 **
[0.036]
(0.005)

0.087
[0.049]

0.123
[0.050]

0.280 ***
[0.050]

(<0.001)

CINV
0.218 ***
[0.050]

(<0.001)

0.242 ***
[0.049]

(<0.001)

0.085 *
[0.036]
(0.009)

0.076
[0.050]

0.153
[0.049]

0.327 ***
[0.049]

(<0.001)

Gender -
0.022

[0.051]
(0.336)

- - 0.002
[0.051]

0.022
[0.051]
(0.336)

Residence -
−0.052
[0.051]
(0.154)

- - 0.001
[0.051]

−0.052
[0.051]
(0.154)

R2/Adj R2 0.273/0.267 0.192/0.179 - - - -

Note: *** p value < 0.001; ** p value < 0.01; * p value < 0.05; . p value < 0.10; [ ]—standard error.

Table 11. The third structural equation model.

Direct Effects Indirect Effects Direct Effect Sizes
Total Effects (Direct Effect + Indirect

Effect via Status
Consumption)

SC CINb CINb SC CINb CINb

SC -
0.339 ***
[0.048]

(<0.001)
- 0.176

[0.048]

0.339 ***
[0.048]

(<0.001)

SQSI
0.289 ***
[0.049]

(<0.001)

0.164 ***
[0.050]

(<0.001)

0.098 **
[0.036]
(0.003)

0.110
[0.049]

0.093
[0.049]

0.262 ***
[0.049]

(<0.001)

SQSP
0.239 ***
[0.049]

(<0.001)

0.243 ***
[0.050]

(<0.001)

0.081 *
[0.036]
(0.012)

0.087
[0.049]

0.135
[0.049]

0.324 ***
[0.049]

(<0.001)

CINV
0.218 ***
[0.050]
(0.001)

0.117 *
[0.050]
(0.010)

0.074 *
[0.036]
(0.020)

0.076
[0.050]

0.063
[0.049]

0.191 ***
[0.049]

(<0.001)

Gender -
−0.044
[0.051]
(0.196)

- - 0.002
[0.051]

−0.044
[0.051]
(0.196)

Residence -
0.05

[0.051]
(0.457)

- - 0.000
[0.051]

0.05
[0.051]
(0.457)

R2/Adj R2 0.273/0.267 0.495/0.487 - - - -

Note: *** p value < 0.001; ** p value < 0.01; * p value < 0.05; . p value < 0.10; [ ]—standard error.
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All three models previously presented estimated the direct, indirect, and total effects
and their level of statistical significance. It was also reported the effect size of each direct
path. Tables 9–11 indicated very food explanatory power, with R-squared values of 37.3
(clothing brand loyalty); 27.3 (status consumption); 19.2 (innovativeness interest); and 49.5
(innovativeness awareness).

Table 12 realizes a summary of the already exposed results in Tables 9–11 by revealing
the effect and the level of significance of each relationship in a simpler format, having the
three versions of the model in the same table.

Table 12. Simplified structural equation model (with the mediator).

Predictor
Status

Consumption

Direct Effects Indirect Effects Total Effects

CBL CINa CINb CBL CINa CINb CBL CINa CINb

SQSI +
***

+
***

+
*

+
*** +

**
+

***
+
**

+
***

+
***

+
***

SQSP +
***

+
***

+
**

+
*** +

*
+
**

+
*

+
***

+
***

+
***

CINV +
***

+
*

+
***

+
* +

*
+
*

+
*

+
***

+
***

+
***

Residence None + - + None None None + - +
Gender None - + - None None None - + -

Note: *** p value < 0.001; ** p value < 0.01; * p value < 0.05; . p value < 0.10; + positive coefficient; - negative coefficient.

SQSI is a positive and significant predictor of the status consumption and the me-
diator variable, and it manifests a statistically significant and positive total effect on all
outcome variables. It manifests statistically significant total effects on clothing brand loy-
alty, innovativeness interest, and innovativeness awareness. In addition, the SQSI predictor
manifests a direct and indirect effect on all outcome variables. It was considered that status
consumption fully mediates the relationship between satisfaction with the extent of fashion
luxury innovations and all outcome variables. Satisfaction with the extent of fashion luxury
innovations increases consumers’ level of clothing brand loyalty, as well as their level of
innovativeness. As expected, the relationship is mediated by status consumption. Even
if there was no former expectation regarding the inherent potential relationship between
the status quo manifest variables and the considered outcome variables, the positive rela-
tionship between status quo and status consumption was unexpected. Status consumption
designates people’s motivator to adopt a behavioral change to improve their social position.
This positive relationship between status quo and status consumption reveals that people
are satisfied with their acquisitions. The prestige and social status that they acquire while
purchasing the existing luxury fashion innovations is satisfactory.

Satisfaction with existing luxury fashion products manifests a positive influence on
status consumption (the mediator) and has a statistical total effect on all outcome vari-
ables. There is a direct and positive effect on all outcome variables. The indirect effect
on the clothing brand loyalty and innovativeness awareness (via the mediator, status
consumption) has a slight statistical significance. In this case, status consumption fully me-
diates the relationship between satisfaction with existing luxury fashion products and the
considered outcomes.

Regarding the clothing involvement, we expected a positive influence on status con-
sumption [25]. That hypothesis was confirmed by our results. It was observed that clothing
involvement exhibits positive total effects on all outcome variables. When decomposed, the
indirect effect is marginally significant in the case of all outcome variables. The direct effect
is highly significant in the case of innovativeness interest outcome variables and marginally
significant for the rest of the outcome variables. As expected, the relationship between all
three outcome variables and clothing involvement is mediated by status consumption.
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Gender manifests negative total effects on clothing brand loyalty and innovativeness
awareness, but the influence is not statistically significant. The relationship with the
innovativeness interest is positive, but again, it is not statistically significant. There are no
indirect effects, only direct effects.

A similar situation emerged regarding the residence—total effects are not significant,
and there are only direct effects on the outcome variables. The influence on clothing brand
loyalty and innovativeness awareness is negative, while the impact on innovativeness
involvement is positive. In those models, residence and gender are not good predictors of
the outcome variables.

5. Discussion

The considered models showed that status quo manifest constructs present a strong
statistical significance in their relationship with consumers’ loyalty to brands. The satisfac-
tion experienced by consumers determines them to create a sort of emotional connection
with the brand. This relation is available over time, as the excitement that is offered by that
brand remains constant.

On the other hand, status quo influence on consumers’ innovativeness awareness and
their innovativeness interest was positive, contrary to our expectations. This was inter-
preted in the light that the existing innovations in the luxury fashion markets are not such
disruptive to disorder the consumers’ equilibrium such that to determine their resistance
to the available novelties. It was interesting to note the positive relationship between status
quo and status consumption, suggesting that consumers manifest satisfaction with the
acquisition that they gather, their desire for social confirmation and prestige being satisfied
by the already exiting fashion innovations.

The positive influence of the clothing involvement on the investigated predictors was
expected [25] and confirmed by our research. Clothing involvement exhibited a positive
effect on the mediator: status consumption.

Previous studies hypothesized the positive influence of the innovativeness in fashion
on consumers’ brand loyalty [17,55]. Moreover, we hypothesized the positive impact of the
innovativeness on status consumption when discussing luxury fashion products [17,56],
and the influence that was also confirmed by our research. An innovative consumer results
in high brand loyalty, being in the interest of the luxury fashion providers to maintain a
high level of fashion design. Of course, this aspect may not prove applicable if referring to
other types of products than luxuries.

Existing studies find a positive relationship between consumers’ status consumption
and their loyalty to brands [57]. Consumers that manifest interest in status-seeking discover
which brands provide and confirm this status and develop a connection with them as time
as this status confirmation persists. This aspect is more visible when referring to clothes
because those act as a dominant symbol of social status [27]. Our research also confirmed
this positive influence among status confirmation and brand loyalty.

The hypothesis testing results suggest that there is a need to pay attention to the
status consumption. Its direct effects on clothing brand loyalty and consumer level of
innovativeness are both significant. Moreover, it fully mediates all the tested relationships
among predictors and the outcome variables, indicating that the consumers’ connection
with a brand or its interest concerning innovations in the area of luxury fashion innovations
is dictated by social status confirmation.

As the luxury market advances, consumers exhibit interest in luxury products because
of their symbolic value, status consumption manifesting an essential role in attracting
consumers that are eager to show their place in society. This aspect could be in the interest
of the marketers, to align their marketing strategies to the segment of customers who are
interested in status confirmation.

All three models have good explanatory power. The predictors explained 50% of the
variation of the innovativeness awareness. Furthermore, 27.3% of the mediator variation is
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explained by the predictors included in the analysis. The control variables do not manifest
a statistically significant influence.

The contribution of each predictor to the overall explanatory power of the model
represents an essential feature. To be considered as being an effective contribution, the
effect size of that predictor should be above 0.02 [65]. In all models, it seems that the status
consumption manifests the greatest effect size of all predictors. In addition, in the first and
the third models, satisfaction with existing luxury fashion products manifests the second
most powerful effect size.

6. Conclusions

The existing literature revealed that status consumption represents an effective motiva-
tor to adopt a behavioral change. Status consumption was identified as a good predictor of
consumers’ brand loyalty and their innovativeness capacities. This paper proposed to take
the available literature one step further. It investigated the relationship between consumers’
default tendencies, their level of involvement in clothing, and their loyalty to brands or
innovativeness tendencies, using the status consumption as a mediator. The focus of the
present research was designated by luxury fashion items, which is a product category
where status consumption manifests an essential role. The analysis was conducted on
teenagers because there are only a few studies that investigate their position regarding
luxury clothing innovations and because of the development of the teenagers market, it
is essential to identify and understand their attitude concerning this topic. Moreover, the
actual study was conducted on Romania, which is an emerging country that is part of
the European Union, a highly internationalized market. In this context, the behavioral
response of the youth consumers may be in the interest of the fashion providers and inter-
national clothing clusters. The gathered data of the present study consisted of a sample of
383 students enrolled in different universities in Romania, most of them aged between
18 and 27 years old. It was used as a method in the PLS-PM analysis. There were three
outcome variables: clothing brand loyalty, innovativeness interest, and innovativeness
awareness. The principal predictor was the status quo with its two manifest variables:
satisfaction with the extent of innovations and satisfaction with the existing luxury fashion
products. The control variables were gender and residence. Status consumption was used
as a mediator between the considered predictors and our outcome variables.

The obtained results highlighted a positive relationship among status consumption
and consumers’ loyalty to brands, their level of involvement, and innovativeness ten-
dencies. Moreover, it was revealed that status consumption is a good mediator of the
relationship among proposed predictors and considered outcome variables. In addition,
status consumption manifested the highest effect size of all investigated predictors.

The results suggest that there is a need to direct our attention to the status consumption
variable. The fact that it fully mediates all the tested relationships among predictors and
the outcome variables indicates that the consumers’ connection with a brand or its interest
concerning luxury fashion innovations is related to social status confirmation.

The present study is an exploratory one, and there are several limitations of this
research. For the future, it is proposed to test these hypotheses on distinct groups of
consumers to check the reliability of the results. Even if the results sustained the hypotheses,
the study is not without limitations. The obtained results have a limited degree of generality
considering the convenience sample and its relative homogeneity. It is quite probably to
not gather the same results on different groups of consumers. In addition, our findings
are limited to one product category. It could not be assumed that the same results would
be obtained for other product categories. In the end, the limitation is figured out by the
fact that the model does not hold all predictable essential predictors. It is necessary to
conduct further theoretical investigations to fully understand the phenomena before testing
new models.
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Appendix A

Analysis results presented in figures.

Figure A1. The first structural equation model—clothing brand loyalty (CBL) is the outcome variable.

Figure A2. The second structural equation model—innovativeness interest (CINa) is the
outcome variable.
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Figure A3. The third structural equation model—innovativeness awareness (CINb) is the
outcome variable.

References

1. Ostrovskiy, A.; Garkavenko, V.; Rybina, L. Influence of Socio-Psychological Factors on Consumers Purchasing Behavior in
Kazakhstan. Serv. Ind. J. 2019, 1–26. [CrossRef]

2. Solomon, M.R. The Role of Products as Social Stimuli: A Symbolic Interactionism Perspective. J. Consum. Res. 1983, 10,
319. [CrossRef]

3. Husic, M.; Cicic, M. Luxury Consumption Factors. J. Fash. Mark. Manag. 2009, 13, 231–245. [CrossRef]
4. Nelissen, R.M.A.; Meijers, M.H.C. Social Benefits of Luxury Brands as Costly Signals of Wealth and Status. Evol. Hum. Behav.

2011, 32, 343–355. [CrossRef]
5. Veblen, T.; Mills, C.W. The Theory of the Leisure Class; Transaction Publishers: New Brunswick, NJ, USA, 1992; ISBN 978-1-56000-562-9.
6. Butcher, L.; Phau, I.; Teah, M. Brand Prominence in Luxury Consumption: Will Emotional Value Adjudicate Our Longing for

Status? J. Brand Manag. 2016, 23, 701–715. [CrossRef]
7. Klabi, F. To What Extent Do Conspicuous Consumption and Status Consumption Reinforce the Effect of Self-Image Congruence

on Emotional Brand Attachment? Evidence from the Kingdom of Saudi Arabia. J. Mark. Anal. 2020, 8, 99–117. [CrossRef]
8. Heidenreich, S.; Handrich, M. What about Passive Innovation Resistance? Investigating Adoption-Related Behavior from a

Resistance Perspective. J. Prod. Innov. Manag. 2015, 32, 878–903. [CrossRef]
9. Schiffman, L.G.; Kanuk, L.L. Consumer Behavior, 9th ed.; Pearson Prentice Hall: Upper Saddle River, NJ, USA, 2007;

ISBN 978-0-13-186960-8.
10. Shackle, G.L.S.; Duesenberry, J.S. Income, Saving, and the Theory of Consumer Behaviour. Econ. J. 1951, 61, 131. [CrossRef]
11. Puiu, A.-I. Romanian Young Adults’ Attitudes Regarding Luxury Fashion Brands: A Behavioral Identity Perspective. Int. J. Appl.

Behav. Econ. 2021, 10, 1–21. [CrossRef]
12. Schade, M.; Hegner, S.; Horstmann, F.; Brinkmann, N. The Impact of Attitude Functions on Luxury Brand Consumption: An

Age-Based Group Comparison. J. Bus. Res. 2016, 69, 314–322. [CrossRef]
13. Nistor, L. Young Consumers’ Fashion Brand Preferences. An Investigation among Students in Romania. Acta Univ. Sapientiae

Commun. 2019, 6, 41–59. [CrossRef]
14. Okonkwo, U. Luxury Fashion Branding: Trends, Tactics, Techniques; Palgrave Macmillan: Basingstoke, UK; Hampshire, UK; New

York, NY, USA, 2007; ISBN 978-0-230-52167-4.
15. Goody, J. From Misery to Luxury. Soc. Sci. Inf. 2006, 45, 341–348. [CrossRef]
16. Berthon, P.; Pitt, L.; Parent, M.; Berthon, J.-P. Aesthetics and Ephemerality: Observing and Preserving the Luxury Brand. Calif.

Manag. Rev. 2009, 52, 45–66. [CrossRef]
17. Pino, G.; Amatulli, C.; Peluso, A.M.; Nataraajan, R.; Guido, G. Brand Prominence and Social Status in Luxury Consumption: A

Comparison of Emerging and Mature Markets. J. Retail. Consum. Serv. 2019, 46, 163–172. [CrossRef]
18. Scheetz, T.K.; Dubin, R.; Garbarino, E.C. A Modern Investigation of Status Consumption. 2007. Available online: https:

//artscimedia.case.edu/wp-content/uploads/sites/57/2014/01/14235806/scheetzreport.pdf. (accessed on 12 January 2021).

80



Mathematics 2021, 9, 1051

19. Csikszentmihalyi, M.; Halton, E. The Meaning of Things: Domestic Symbols and the Self ; 1. publ. 1981, reprinted; Cambridge Univ.
Press: Cambridge, UK; New York, NY, USA; Melbourne, Australia, 1995; ISBN 978-0-521-28774-6.

20. Chen, Y.; Lu, F.; Zhang, J. Social Comparisons, Status and Driving Behavior. J. Public Econ. 2017, 155, 11–20. [CrossRef]
21. Martineau, P. Motivation in Advertising: Motives That Make People Buy; McGraw-Hill: New York, NY, USA, 1971; ISBN 978-0-07-040661-2.
22. Chao, A.; Schor, J.B. Empirical Tests of Status Consumption: Evidence from Women’s Cosmetics. J. Econ. Psychol. 1998, 19,

107–131. [CrossRef]
23. Solomon, M.R.; Rabolt, N.J. Consumer Behavior in Fashion, 2nd ed.; Prentice Hall: Upper Saddle River, NJ, USA, 2009; ISBN

978-0-13-171474-8.
24. Goldsmith, R.E.; Flynn, L.R.; Eastman, J.K. Status Consumption and Fashion Behaviur: An Exploratory Study. Proc. Assoc. Mark.

Theory Pract. 1996, 5, 309–316.
25. Goldsmith, R.E.; Flynn, L.R.; Kim, D. Status Consumption and Price Sensitivity. J. Mark. Theory Pract. 2010, 18, 323–338. [CrossRef]
26. Deeter-Schmelz, D.R.; Moore, J.N.; Goebel, D.J. Prestige Clothing Shopping by Consumers: A Confirmatory Assessment and

Refinement of the Precon Scale with Managerial Implications. J. Mark. Theory Pract. 2000, 8, 43–58. [CrossRef]
27. Rogers, E.M. Diffusion of Innovations, 5th ed.; Free Press: New York, NY, USA, 2003; ISBN 978-0-7432-2209-9.
28. Beaudoin, P. Determinants of Adolescents’ Brand Sensitivity to Clothing. Fam. Consum. Sci. Res. J. 2006, 34, 312–331. [CrossRef]
29. Workman, J.E.; Kidd, L.K. Use of the Need for Uniqueness Scale to Characterize Fashion Consumer Groups. Cloth. Text. Res. J.

2000, 18, 227–236. [CrossRef]
30. Bloch, P.H. The Product Enthusiast: Implications for Marketing Strategy. J. Consum. Mark. 1986, 3, 51–62. [CrossRef]
31. McCracken, G.D.; Roth, V.J. Does Clothing Have a Code? Empirical Findings and Theoretical Implications in the Study of

Clothing as a Means of Communication. Int. J. Res. Mark. 1989, 6, 13–33. [CrossRef]
32. Goldsmith, R.E.; Hofacker, C.F. Measuring Consumer Innovativeness. J. Acad. Mark. Sci. 1991, 19, 209–221. [CrossRef]
33. Flynn, L.R.; Goldsmith, R.E. A Validation of the Goldsmith and Hofacker Innovativeness Scale. Educ. Psychol. Meas. 1993, 53,

1105–1116. [CrossRef]
34. O’Cass, A. An Assessment of Consumers Product, Purchase Decision, Advertising and Consumption Involvement in Fashion

Clothing. J. Econ. Psychol. 2000, 21, 545–576. [CrossRef]
35. Gabriel, Y.; Lang, T. The Unmanageable Consumer, 2nd ed.; Sage Publications: Thousand Oaks, CA, USA, 2006; ISBN 978-1-4129-1892-3.
36. Hu, Y.; Van den Bulte, C. The Social Status of Innovators, Imitators, and Influentials in New Product Adoption: It’s Not Just

About High Versus Low—Marketing Science Institute. Available online: https://www.msi.org/working-papers/the-social-
status-of-innovators-imitators-and-influentials-in-new-product-adoption-its-not-just-about-high-versus-low/ (accessed on 20
January 2021).

37. Jayarathne, P.G.S.A. Mediating Role of Fashion Consciousness on Cosmopolitanism and Status Consumption of Young Fashion
Consumers in Sri Lanka. Adv. Sci. Lett. 2018, 24, 3456–3458. [CrossRef]

38. Fournier, S. Consumers and Their Brands: Developing Relationship Theory in Consumer Research. J. Consum. Res. 1998, 24,
343–353. [CrossRef]

39. Romaniuk, J.; Nenycz-Thiel, M. Behavioral Brand Loyalty and Consumer Brand Associations. J. Bus. Res. 2013, 66,
67–72. [CrossRef]

40. Kahneman, D.; Tversky, A. Prospect Theory: An Analysis of Decision under Risk. Econometrica 1979, 47, 263. [CrossRef]
41. Wang, Y. Observational Learning in the Product Configuration Process: An Empirical Study. In Proceedings of the 2018 IEEE

International Conference on Industrial Engineering and Engineering Management (IEEM), Bangkok, Thailand, 16–19 December
2018; pp. 1211–1215.

42. Puiu, I.-A. Consumer Resistance to Innovation in the Fashion Industry. Stud. Bus. Econ. 2019, 14, 127–140. [CrossRef]
43. Muzinich, N.; Pecotich, A.; Putrevu, S. A Model of the Antecedents and Consequents of Female Fashion Innovativeness. J. Retail.

Consum. Serv. 2003, 10, 297–310. [CrossRef]
44. Kock, N.; Hadaya, P. Minimum Sample Size Estimation in PLS-SEM: The Inverse Square Root and Gamma-Exponential Methods:

Sample Size in PLS-Based SEM. Info. Syst. J. 2018, 28, 227–261. [CrossRef]
45. Goodhue, D.L.; Lewis, W.; Thompson, R. Does PLS Have Advantages for Small Sample Size or Non-Normal Data? MIS Q. 2012,

36, 981. [CrossRef]
46. Hair, J.F., Jr.; Matthews, L.M.; Matthews, R.L.; Sarstedt, M. PLS-SEM or CB-SEM: Updated Guidelines on Which Method to Use.

Int. J. Multivar. Data Anal. 2017, 1, 107. [CrossRef]
47. Stokburger-Sauer, N.E.; Teichmann, K. Is Luxury Just a Female Thing? The Role of Gender in Luxury Brand Consumption. J. Bus.

Res. 2013, 66, 889–896. [CrossRef]
48. Dobbs, R.; Remes, J.; Manyika, J.; Roxburgh, C.; Smith, S.; Schaer, F. Urban World: Cities and the Rise of the Consuming Class;

McKinsey Global Institute, 2012. Available online: https://www.mckinsey.com/featured-insights/urbanization/urban-world-
cities-and-the-rise-of-the-consuming-class# (accessed on 12 January 2021).

49. NIS-Romania Comunicat de Presă. Domeniul: Nivel de Trai 2021. Available online: https://insse.ro/cms/sites/default/files/
com_presa/com_pdf/cs11r20.pdf (accessed on 12 January 2021).

50. Beatty, S.E.; Kahle, L.R. Alternative Hierarchies of the Attitude-Behavior Relationship: The Impact of Brand Commitment and
Habit. J. Acad. Mark. Sci. 1988, 16, 1–10. [CrossRef]

51. Mittal, B.; Lee, M.-S. A Causal Model of Consumer Involvement. J. Econ. Psychol. 1989, 10, 363–389. [CrossRef]

81



Mathematics 2021, 9, 1051

52. Phau, I.; Siew Leng, Y. Attitudes toward Domestic and Foreign Luxury Brand Apparel: A Comparison between Status and Non
Status Seeking Teenagers. J. Fash. Mark. Manag. 2008, 12, 68–89. [CrossRef]

53. O’Cass, A.; Frost, H. Status Brands: Examining the Effects of Non-Product-Related Brand Associations on Status and Conspicuous
Consumption. J. Prod. Brand Manag. 2002, 11, 67–88. [CrossRef]

54. Eastman, J.K.; Goldsmith, R.E.; Flynn, L.R. Status Consumption in Consumer Behavior: Scale Development and Validation. J.
Mark. Theory Pract. 1999, 7, 41–52. [CrossRef]

55. Nabi, N.; O’Cass, A.; Siahtiri, V. Status Consumption in Newly Emerging Countries: The Influence of Personality Traits and the
Mediating Role of Motivation to Consume Conspicuously. J. Retail. Consum. Serv. 2019, 46, 173–178. [CrossRef]

56. Fornell, C.; Bookstein, F.L. Two Structural Equation Models: LISREL and PLS Applied to Consumer Exit-Voice Theory. J. Mark.
Res. 1982, 19, 440. [CrossRef]

57. Homburg, C.; Klarmann, M.; Vomberg, A. Handbook of Market. Research; SAGE Publications Inc.: New York, NY, USA, 2017;
ISBN 978-3-319-05542-8.

58. R Core Team. R: A Language and Environment for Statistical Computing; R Foundation for Statistical Computing: Vienna, Austria, 2020.
59. Rosseel, Y. Lavaan: An R Package for Structural Equation Modeling. J. Stat. Soft. 2012, 48. [CrossRef]
60. Kock, N. WarpPLS User Manual (Latest Version: 7.0, 2020); ScriptWarp Systems: Laredo, TX, USA, 2020.
61. Nunnally, J.C. Psychometric Theory—25 Years Ago and Now. Educ. Res. 1975, 4, 7–21. [CrossRef]
62. Cronbach, L.J. Coefficient Alpha and the Internal Structure of Tests. Psychometrika 1951, 16, 297–334. [CrossRef]
63. Fornell, C.; Larcker, D.F. Evaluating Structural Equation Models with Unobservable Variables and Measurement Error. J. Mark.

Res. 1981, 18, 39. [CrossRef]
64. Kennedy, P. A Guide to Econometrics, 6th ed.; Blackwell Pub.: Malden, MA, USA, 2008; ISBN 978-1-4051-8258-4.
65. Cohen, J. Statistical Power Analysis for the Behavioral Sciences, Rev. ed.; Academic Press: New York, NY, USA, 1977;

ISBN 978-0-12-179060-8.

82



mathematics

Article

How Governance Paradigms and Other Drivers Affect Public
Managers’ Use of Innovation Practices. A PLS-SEM Analysis
and Model

Alberto Peralta and Luis Rubalcaba *

Citation: Peralta, A.; Rubalcaba, L.

How Governance Paradigms and

Other Drivers Affect Public Managers’

Use of Innovation Practices.

A PLS-SEM Analysis and Model.

Mathematics 2021, 9, 1055. https://

doi.org/10.3390/math9091055

Academic Editors: David Carfi and

María del Carmen Valls Martínez

Received: 18 March 2021

Accepted: 5 May 2021

Published: 7 May 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Business and Economics, Faculty of Business, Economics, and Tourism,
University of Alcala (UAH), 28802 Alcalá de Henares, Spain; alberto.peralta@edu.uah.es
* Correspondence: luis.rubalcaba@uah.es

Abstract: Using the Unified Theory of Acceptance and Use of Technology for Innovations in the
Public Sector (UTAUT-IPS) model, this study examined the influences on using a specific innovation
practice on public managers. We based our analysis on an end-of-2019 sample of 227 Spanish public
managers, aiming to answer the question “Are public innovation and project managers driven only
by a governance paradigm, influencing their intention and usage of an innovation practice?” Using
the Partial Least Squares Structural Equation Modelling (PLS-SEM) algorithm, we singled out the
effects of the governance paradigm, performance expectancy, and motivation, among seven other
behavioral composite variables. The PLS-Prediction-Oriented Segmentation routine was used to
segment our sample into three distinct groups of innovation managers: (i) those driven by nearly
all influences; (ii) those driven by results and the governance paradigm; and (iii) those driven by
governance and habits. The three groups highlight the different practical approaches to public
innovation and co-creation initiatives, which clearly reflect the complex process of deciding which
tool (or tools) should be used to implement these. Our UTAUT-IPS model helps visualize this
complex decision-making process.

Keywords: public service logic; new public management; innovation; co-creation; co-production;
PLS-SEM; Spain

1. Introduction

Public decision makers increasingly see innovation as a source of organizational
change, adaptation to uncertainty, and trust from the citizenry. In scenarios that fa-
vor the adoption of innovations in the public sector, Damanpour and Schneider [1] and
others [2–7] presented the conditions for their usage, namely, “macro constructs” that
facilitate (or inhibit) the use of innovations by organizations, e.g., their cost, complexity, or
impact. These studies also encompassed the moderating effects of a public manager’s age,
tenure, education, gender, pro-innovation attitude, and political orientation.

However, academics and practitioners continue to struggle with the translation of
these conditions into the acceptance and adoption of innovation practices for the effective
design and deployment of public innovation; that is, although the relevance of innovations
for public decision makers may be understood, there is a lack of understanding about the
factors that drive the selection of a particular practice—e.g., agile methods, participation or
experimentation, tenders—used to implement these innovations in their organizations and
environments.

Among the few, but prominent, voices attempting a theoretical answer to this question,
the proponents of “service innovation studies” [8–15] propose that the selection of inno-
vation practices is based on the governance paradigms dominating a certain public entity.
Here, we adhere to Osborne’s neat definition of these governance paradigms, or regimes,
as the “different modes of design and implementation of public policy and delivery of
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public services” [16]. Therefore, Traditional Public Administration (TPA), New Public
Management (NPM), and New Public Governance (NPG) or Public Service Logic (PSL) are
then presented as “policy and implementation regimes” [16].

Associated with these paradigms, some authors ([17–19] and the CoVAL project) have
theoretically connected linear innovation practices and models with the TPA and NPM
paradigms, and connected interactive, circular, or networked practices with NPG or PSL.
They even recognize that networked practices create distinctive public policy and services,
integrating “multilevel, cross-border settings, in which former demarcations of policy fields
become blurred.” [17]. In short, they perceive the significant impact of the governance
paradigms on the selection of an innovation practice and the type of policy or services
developed by a public entity.

However, with the exception of these governance paradigms, we were unable to
find any other references to predictors of the use of innovation practices in the public
sector, although we did find such studies applied to the IS sector and others [20–22].
These predictors of the use of technologies and practices are important because the design,
deployment, and success of any public innovation are intimately related to the practice(s)
used to deploy them. Furthermore, our earlier research and experience indicated that
multiple drivers of the acceptance and use of a practice exist: predictors, decision-maker
characteristics, and other “macro” contextual drivers, such as the “macro-constructs” of
Damanpour and Schneider.

In this context, we ask if governance paradigms—i.e., TPA, NPM, and NPG or PSL—
are the only determinants of the use of innovation practices in public administration.
Equally importantly, which are the observable and meaningful characteristics of the gover-
nance paradigms and other criteria—i.e., Habit, Performance Expectancy, Effort Expectancy,
Cost, Social Influence, Hedonic Motivation, and Facilitating Conditions—that influence the
use of public innovation practices? Finally, are gender, age, tenure, or experience relevant
moderators of the acceptance and use of innovation tools by public innovators?

Our first expected contribution is an exploration of the measurements of the criteria
using Partial Least Squares Structural Equation Modelling (PLS-SEM). In line with research
on public governance structures [17,23,24], the value of our present work lies in the identifi-
cation of the scales—from 114 indicators—and measurement modes of each of our model’s
10 composite drivers.

In addition, we investigated the inner connections of the criteria using a structural PLS-
SEM model. This model visualizes how public managers decide to adopt an NPM-, NPG-
or other paradigm-related practice to achieve public innovation goals. We constructed the
Unified Theory of Acceptance and Use of Technology for Innovations in the Public Sector
(UTAUT-IPS) model to visualize how its criteria work and which dynamics (i.e., indirect
effects) exist. Finally, this model helps understand how different groups of managers (e.g.,
women, men, older, younger) behave toward innovation tools.

We describe each of the composite drivers in the next section, drawing on the refer-
ences that helped us develop a sound set of observable elements of the behavior of public
innovators and decision makers. This previous analysis allowed us to build the scales and
composites of the UTAUT-IPS model, and set out our research hypotheses. The third sec-
tion describes our method, and we present our results in the fourth section. Our discussion
and conclusions come in the fifth and sixth sections, respectively.

2. Theoretical Framework and Hypotheses

Due to the innovation gap, which refers to the researchers’ marginalization of non-
technological innovations—including social and public-sector innovations—Gallouj and
Weinstein [25], Windrum and Koch [26], Djellal et al. [10], Osborne and Brown [27],
Desmarchelier et al. [28], and others, have integrated public services innovation into wider
“innovation studies” and, specifically, into “service innovation studies.” They note the
trend towards the advancement, adaptation, and re-definition of public services. This
approach complements other innovation initiatives that reach most levels of public entities:
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improvements (visible and invisible) in organizations and systems, changes in modes of
formation of these improvements (e.g., spontaneous vs. planned), and disruptions in form
and content (e.g., bottom-up vs. top-down) [17,26,29].

Beyond the description of these innovations and the drivers of their adoption [1],
we know little about what inspires or influences public decision makers and managers
to accept and use a specific practice to design and implement innovations. The current
practices in developing public innovations include agile development, design thinking,
world-cafe meetings, social hackathons, living lab workshops, and conventional tenders
and bids. Here, we gather governance and other social and environmental research to
identify the drivers or criteria of the acceptance and use of a practice.

2.1. Understanding the Drivers of the Use of Public Innovation Practices

Based on the above premises, the selection and analysis of the observable elements
that affect the acceptance of public innovation practices are particularly relevant, and
have multilevel effects and multiple origins. To the best of our knowledge, this is a novel
line of research, contributing to “services innovation studies” the observable elements,
grouped into (latent) drivers or criteria, of the innovators’ decision to use a technology,
tool, or practice to innovate in a public service.

A useful option in which to frame these elements (items) and drivers is the Unified
Theory of Acceptance and Use of Technology (UTAUT [21]). This is a summary model
that outperforms each of its underpinning eight psychological and sociological theories
that describe the adoption of a technology. With the UTAUT model, Venkatesh et al.
successfully separated the intention to use a tool from actual behavior (the usage of the
tool), and corroborated the role of the intention as a predictor of usage, in the context of
information systems [30–32].

Using the UTAUT model, we believe we can select and analyze the individual traits,
and social and environmental elements, that comprise the drivers of the acceptance and
use of a certain technology or practice in the context of public innovation. As in the case of
Venkatesh et al., we also believe that intention acts as the predictor of usage of a technology
in our context—we define a technology in the public innovation context as a summary
of visible and invisible transformations, protocols, designs, and implementation tools,
adhering to the original UTAUT definition.

The UTAUT model identifies the elements or items of “four key constructs (Perfor-
mance Expectancy, Effort Expectancy, Social Influence, and Facilitating Conditions) that
influence behavioral intention to use a technology and/or technology use” [33] (p. 159).
UTAUT2, a later development [33], adapted the original indicators to technology con-
sumers, and added three new constructs—Hedonic Motivation, Costs/price, and Habit [33]
(p. 160).

To extend the UTAUT model, Venkatesh et al. demanded “careful theoretical consider-
ation to the context being studied,” to advance and complement existing practice with new
constructs (drivers) or elements, the “scope and generalizability of UTAUT” [33] (p. 160).
Following this instruction, and following other previous studies [34–36], we extended the
original scope of the UTAUT model, which was restricted to IS and IT technologies, to a
broader spectrum of technologies, including tools and practices commonly used in public
innovation projects. (Although “technology” is, in lay terms, often regarded as software
applications or hardware, it also includes practices, methods, skills, or knowledge used to
accomplish any objective.)

Consequently, we concentrated on applying the UTAUT drivers to our public inno-
vation context and developed our UTAUT for Innovation in the Public Sector (UTAUT-
IPS) model. Prior to describing this model, however, we examine why “the governance
paradigm” must complement the original UTAUT drivers to allow analysis of the behavior
of public innovators.
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2.2. Why Should the “Governance Paradigm” Variable Be Added as a New Driver of the UTAUT
for Public Innovation Model?

Whether hierarchical (Traditional Public Administration—TPA), market (New Public
Management—NPM) or network (New Public Governance—NPG, or Public Service Logic—
PSL), governance paradigms (GPs) reflect different approaches to the nature and mode of
production of public services [37–40]. They are also theoretically connected to different
practices (Table 1). Conceptually, the GPs, or policy and implementation regimes, represent
the “different modes of design and implementation of public policy and delivery of public
services” [16]. Although they are associated with different historical moments of the public
sector, we currently find hybrid forms of governance [17,41] that complement each other,
including one GP within another, at the larger scale of a public organization.

Table 1. The theoretical governance paradigms (based on [16,37,42]).

Governance
Paradigm

Coordination
Mode

Services as a . . . ? Role of Citizen
Performance
Evaluation

Type of Innovation

Traditional
Public

Administration
(TPA)

Bureaucracy
Hierarchy
Top-down

governance
Monopoly
Monitoring

based on control
of processes

Standard
“Good” or

quasi-product

Passive
user/consumer.

Client, who
expresses his
preferences

through office
elections or as

instructed

Objective, tangible
output metrics

(e.g., productivity,
efficiency)

Cost-benefit
analysis

Goods-Dominant
Logic

Technological
Linear (new product

development)
Internal to the public

organization
Top-down driven

Politicians are the decision
makers and process

owners

New Public
Management

(NPM)

The market
decides

Competition
Privatization

Public-private
partnerships and

outsourcing
Hierarchy
Top-down

governance
Departments,
areas (silos)

“Marketable good”
or a market quasi-

product

User and
customer, who

can freely choose
the service and

make public
services compete

Tester

Market and mostly
economic and

political metrics
(e.g., outputs, costs,

returns, loyalty,
reputation)

Goods-Dominant
Logic and

Market-Dominant
Logic

Technological
Linear (new product

development)
Internal to the public

organization
Top-down driven

Managers are process
owners

Politicians are the decision
makers

New Public
Governance

(NPG)
Public Service

Logic (PSL)

Networks
(formal and

informal)
Multi-agent
partnerships
Horizontal
governance

Service
(immaterial,
co-produced,
un-stockable)

Product/service
bundle

Co-designer
Co-producer

Multicriteria
evaluation:

objective and
subjective

Evolution/time
Complex leading

and lagging
indicators

Service-Dominant
Logic

Technological and
non-technological,

including social
innovation

Linear and non-linear
(new product

development and new
service development)

Multi-agent, internal and
external

The network owns the
process

Bottom-up and top-down
ways

Most decisions have
political implications, but

their scope is usually
narrower
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Our research cases confirmed this coexistence at a broader scale (e.g., a municipality
or region might be top-down governed across its areas, and they may have occasional
social hackathons and volunteer groups in living labs, enacting bottom-up government
initiatives, such as in the cases of Madrid or Valencia (Spain), or the EU Commission).
Due to the potential risk associated with innovations abiding by any of the GPs of a public
organization, the behavioral influence of the GPs is stochastic or, potentially, chaotic.

To simplify this apparent randomness, we decided to investigate how public ad-
ministrations innovate services, organizations, or processes. Desmarchelier et al. [28]
conceptually discussed the three stated paradigms of public administration and their influ-
ence on the use of innovation tools and practices in innovation projects: a concession or
the conventional tender process, for example, might be associated with TPA; an adapted
bidding process, following goods-dominant and market-dominant logic [43], is associ-
ated with NPM; and more interactive alternatives, such as a citizens jury for a city or the
collaborative development of a library, which involve an integrative perspective and a
service-dominant logic, are clearly closer to NPG or PSL [44].

We found that only one type of GP is dominant at the project level. If a top-down
practice—e.g., tender, concession—is used as the innovation tool in an innovation project,
then a top-down, traditional TPA paradigm is in effect. If a bottom-up practice—e.g.,
citizens’ jury or a co-designed square in the middle of a town—is selected, it results
from the bottom-up (NPG or PSL) governance approach of the project manager. At this
project level, the other paradigms are apparently excluded, at least when managers choose
the innovation practice used to start their project. We can conclude that the paradigm
governing each specific innovation project is a clear driver of the public decision maker’s
behavior. Consequently, in this research, we situated our analysis at the project level,
investigating the meaningful influence of the GP in the use of practices, and theorize
as follows:

Hypothesis 1a (H1a). At a given moment, the GP in effect in a public innovation project will
influence the use (US) of its innovation practice (we explain US in the following section).

To describe the indicators of GP, we followed Desmarchelier et al. [28], who identified
a collection of intrinsic indicators, or predictors, of the type of GP in effect in a given service
or project: the coordination mode, the nature of the product, the mode of production orga-
nization, and the mode of performance evaluation. Each predictor refines and translates
the influence of the citizenry and other stakeholders on the decision makers. Then, the GP
driver indicators must capture the intrinsic predictors (refer to the Appendix A for the
complete list of our GP indicators).

In innovation scenarios that involve absence or scarcity of references, isolation of teams,
or multiple paths or requirements derived from networking with citizens, public managers
often combine the different modes of governance—e.g., TPA, NPM,
or PSL [1,19,45]. As experience increases with any of these, the managers become used
to the written and unwritten norms and rules of each governance paradigm, and tend
to limit their choices to earlier successes. Age works similarly because older individuals
might experience difficultly in applying tools or practices associated with a different form
of governance. Gender might also play a role because inclusion, equity, or collaboration
with minorities are linked to NPG or PSL. Thus, we hypothesize:

Hypothesis 1b (H1b). Gender, age, and experience will moderate the relationship of the GP and
the intention to use a tool or practice (BI) (we explain BI in the following section), and the effect will
be stronger for older men with high levels of experience with a tool or practice.

2.3. Other Behavioral Drivers Complementing the Governance Paradigms in the UTAUT-IPS Model

Here, we review the original drivers and indicators of UTAUT, reworking them and
their original relationships in the public innovation context.
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2.3.1. Usage (US) and Behavioral Intention (BI)

Usage (US) is the key dependent variable of our research; Behavioral Intention (BI)
is its main predictor. Following the original tenets of the UTAUT model, we explain
the relationship between an individual’s intention (acceptance) to use a practice, tool,
or technology and their final behavior (usage [21] p. 427); that is, how a public innovator’s
intention to use a particular practice to develop a new service drives their actual use of
that practice.

The relevance of the BI–US pair stems from the different approaches (e.g., [20,21,43,46])
to proactively designing interventions, which mainly consist of training programs, but also
to disseminating the different modes of governance within a public organization. According
to UTAUT, solely acting on the acceptance of an individual leads to their use of a certain
practice. In the absence of this acceptance, as a composite predictor of the behavior
(i.e., the use of new practices), the intervention over the individual must control for the
compounding (or contradicting) effects of several other predictors on the behavior. Thus,
we theorize:

Hypothesis 2 (H2). The acceptance (BI) of a public innovation practice has a positive relationship
with the use (US) of this practice.

To select the practices (refer to the Appendix A for our list of innovation practices
and tools) in use by public innovation project managers and decision makers, we used
three dimensions. The linearity dimension [28,47,48] distinguishes linear and non-linear
innovation practices and their related dynamics (see Table 2). The monitoring dimension
differentiates the handling of missed expectations due to fallbacks, failures, or tests [49–52].
Finally, the collaborative dimension discriminates between stage-gate practices [53] and
bottom-up practices [17,18,20] (Table 2).

Table 2. Public service innovation practice types.

Type of Innovation Practice Description

Linear and closed [18]

Although the science-push model [54] prevailed in the public
sector connected to the TPA paradigm, the market demand for
innovation was considered relevant following economists such as
Schmookler [55]. Today, most administrations and governments
act following market demands, which then call for applied
research and technical development, hence innovation; this is the
antecedent of the NPM paradigm. The demand-pull model and
the “government” push model have very different policy
implications, but they are enacted similarly: idea, concept design,
development, launch, post-service. This linear deployment is
popularly referred to as a traditional, stage-gate, or incremental
means of executing a service (also called new product
development—NPD [28,56]).

Interactive and open or
networked [19]

Neither the science-push nor the demand-pull models are
sufficient to explain how design and implementation of services
work if a manager applies a service logic. In 1986, Kline and
Rosenberg [19] proposed the interactive chain-link model; this is
a highly effective representation of the complex public service
production reality, with its constant feedback loops, and potential
step-backs. Subsequently, Blank’s [57] customer development
process, agile software experimentation [49,50], and business
model design [58–60] further clarified this non-linear process.
All of these references assume that the relevant stakeholders must
be present and contribute to the design and deployment of an
innovation from the inception of the idea, rather than merely
validating, agreeing, or giving feedback, in the final development
steps of any service [19,52].
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2.3.2. Costs (CO)

Following the concerns expressed by Venkatesh et al. [33] (p. 161), innovators bear
the responsibility of the costs (budget) and economic burden of their innovation projects.
They usually begin projects by seeking funding [61,62], knowing that they are primarily
accountable for costs (CO). This accountability for costs then impacts on the search for
funds throughout the development stages of the new service. This is a constant that affects
the intention and behavior of public managers and innovators.

In UTAUT, men’s sensitivity to costs and prices differs from those of women,
and sensitivity also differs between younger and older individuals. This may also be
applicable when deciding to use a new practice to innovate a public service because
sensitivity to value differs by gender and age among managers. Thus, we theorize:

Hypothesis 3 (H3). Gender and age will moderate the relationship of CO and BI, and the effect
will be stronger among women, particularly older women.

2.3.3. Effort Expectancy (EE)

“Effort expectancy is defined as the degree of ease associated with the use of the
system” [21] (p. 450). In our context, service innovation practices help clarify a complex and
often ambiguous design-implementation gap [63] and a linear or multilinear innovation
process. The EE construct captures the feeling and experience of seasoned innovators
regarding practices for service design and implementation.

Of note, however, EE in the original UTAUT was significant only during training
and post-training, and became insignificant with use. In the early phases, gender, age,
and experience (i.e., the lack of it) played a role in the relationship between effort demanded
by, and the use of, a practice. Thus, in our public context, we hypothesize:

Hypothesis 4 (H4). Gender, age, and experience will moderate the relationship of EE and BI,
and the effect will be stronger for women, particularly younger women, and in their early stages of
experience with a tool or technology.

2.3.4. Facilitating Conditions (FC)

“Facilitating conditions are defined as the degree to which an individual believes that
an organizational and technical infrastructure exists to support use of the system” [21]
(p. 453). FCs thus help deal with the factors that, externally and internally, foster or hinder
the development and implementation of public innovations and, consequently, the use of
innovation practices.

We found the morphological analysis of Desmarchelier et al. [28] appropriate in
establishing a comprehensive framework to analyze the support available to an innovator
or innovation project. First, from their topographical variables, the actors involved and
their interactions produce part of the support, or lack thereof. Regardless of it being
recognized, any public innovation practice involves multiple stakeholders. These are
different in nature—public, private, individuals, collectives—and intervene in different
ways—directly, indirectly, or neither—but are emotionally, ideologically, or otherwise
connected to it. In addition, they occupy different places, depending on the quantity and
quality of the interactions with others, and their influence may be temporary or permanent.
Thus, the different stakeholders produce an evolution and dynamism, and interactions
ranging from ignoring others to cooperation, collaboration, and even close partnerships.

Second, functional variables identify the sector or field in which the innovation occurs.
In addition, the type of innovation—policy, service, managerial system, organizational
mode—translates into different degrees of support for innovation projects. Based on this,
managers might find a supportive culture and systems, a collaborative reputation, or help
when facing difficulties.
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Our UTAUT-IPS includes these topographical and functional variables, and measures
their effects in the design and execution phases, for technological and nontechnological
innovations. Age and experience moderate the effects of FC: older and seasoned project
managers are able to navigate bureaucratic and departmental cultures, and find support
for their projects, more easily than younger and newer managers. Thus, we hypothesize:

Hypothesis 5 (H5). Age and experience will moderate the relationship of FC and US, and the
effect will be stronger for older managers, particularly with increasing experience in the use of a tool
or practice.

2.3.5. Habit (HT)

“Habit is viewed as prior behavior; and second, habit is measured as the extent to
which an individual believes the behavior to be automatic” [33] (p. 161). Prior experiences
are a predictor of HT because they form beliefs and influence behavior. In our context,
HT is also a perceptual construct that is intrinsic to the individual [64].

Regarding HT, our context differs significantly from that of the original UTAUT
user or consumer contexts. In our case, and given the complexity of any of the tools,
practices, and processes of public innovation, we agree with Venkatesh et al. [33] that,
whether automatic behavior or instant intention [65], the selection of a practice requires
a “stable environment.” In the public innovation context, this stability may come from
two sources: first, innovation in public organizations is the result of a sometimes long,
reflective, and compliant process that demands stability. Second, the cue processing and
association—i.e., the habit—that affects the public innovator is highly dependent on the
innovator’s perception of change. In environments that are perceived as being stable,
HT will have a large amount of behavioral control; in situations perceived as changing,
sensitivity to the changes will affect HT [66].

Additionally, experience affects the sensitivity of HT in its relationship with BI and
US, because more experienced users will weaken their sensitivity, increasing the control of
HT over BI and US. Similarly, age increases the control of HT. Furthermore, women are
more conscious and detailed about new cues or changes, lowering the strength of HT on BI
and US. Thus, we hypothesize:

Hypothesis 6a (H6a). Gender, age, and experience will moderate the relationship of HT and BI,
and the effect will be stronger for older men with high levels of experience with a tool or practice.

Hypothesis 6b (H6b). Gender, age, and experience will moderate the relationship of HT and US,
and the effect will be stronger for older men with high levels of experience with a tool or practice.

2.3.6. Hedonic Motivation (HM)

“Hedonic motivation is defined as the fun or pleasure derived from using a technol-
ogy” [32] (p. 161). This construct relates to the “perceived enjoyment” and inspiration
of the innovator, using a practice or technology to develop a new service [67]. Like HT,
HM is an intrinsic construct, adding items from motivation theory: it is fun to use a tool,
or its use brings recognition, or the public servant fulfills their vocation. Furthermore,
HM is also influenced by experience, age, and gender, and we theorize that they control
the relationship HM→BI:

Hypothesis 7 (H7). Gender, age, and experience will moderate the relationship of HM and BI,
and the effect will be stronger among younger men in the early stages of experience with a tool
or practice.
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2.3.7. Performance Expectancy (PE)

“Performance expectancy is defined as the degree to which an individual believes that
using the system will help him or her to attain gains in job performance.” [33] (p. 447)

Examination of the step that follows the achievement of success, or the failure to
achieve the expected results, is an underexplored field in innovation studies. These drive
intention and behavior, but we have not seen examples of the manner in which any of
the types of practices steer the governance process, or set controls, to reassert the process
once it succeeds (or fails) [68]. Apparently, conventional models of governance (TPA and
NPM) are not prone to recognizing failures. The response of these models to a failure is to
return, if possible, to the previous state (status quo ante), or the end of the project. The NPG
approach appears to more adaptive to failures, most probably due to its open, networked,
iterative approach. It seeks public value through collaborative processes [69], and is prone
to failure or unexpected results. Nonetheless, as White [70] noted, with unclear, even
absent, measures of success or failure, public innovation practices will be “commended” to
the voters to decide on their adequacy.

Moreover, gender and age moderate the relationship of PE and BI (e.g., [71,72]). Thus,
we hypothesize:

Hypothesis 8 (H8). Gender and age will moderate the relationship of PE and BI, such that the
effect will be stronger for men and particularly for younger men.

2.3.8. Social Influence (SI)

“Social influence is defined as the degree to which an individual perceives that
important others believe he or she should use the new system.” [33] (p. 451) Then,
the one-self [73] is relevant when speaking of decision making to innovate public ser-
vices. Individual intrapreneurs, public innovators [74–76], or citizens identify and then act
upon the need for an innovation.

The instigators or paladins of innovation in public entities are isolated individuals,
who seek agreement and strength through critical masses and collectivities [77]. They
clearly share some characteristics with corporate innovators [78,79]: knowledge of their
organizations, and strong motivation based on beliefs, challenges, or explicit mandates.
They also have power and set the expectations for the new service, in addition to influencing
the value proposals, groups to develop the service, networks, and the mind-sets and
cognitive mechanisms behind the new service [74]. (Innovation in the public sector is a
radically different strategy than its cousin in the private sector (see [22]). In the private
sector, innovation usually follows an illusion, sometimes called vision, which is generally
vaguely defined and unquantifiable. In the public sector, the new services appear to address
an identifiable need or demand, whether current or future.)

Then, the innovators’ individual traits must correlate with the dynamics and changes
that are so typical of innovation processes. Therefore, they support the argument in favor
of researching the use of public innovation tools as an individual’s triggered effort [74,80]
(p. 1329).

In addition to public innovators, many examples exist (library of San Fermin,
Artropoloops, or the experiments in Experimenta Distrito) of individual citizens trig-
gering collective demands for new or updated public services. Private citizens regroup into
virtual networks, temporary gatherings, or conventional families or associations, and have
significant mobilization power and a strong voice [75,76,80]. They not only create demands
that translate into mandates for conventional TPA or NPM designs; NPG, PSL, or open gov-
ernment practices empower them [16,29,73], and provide means to co-design and co-create
policy (e.g., the Observatory of Madrid, or Madrid en Verde). Our UTAUT-IPS framework
also integrates the influences of individual citizens, reflecting their social impact.

This SI construct reflects, more intensely than the remaining variables, the dynamism
and time limitations of public innovation. It captures the top-down or bottom-up styles of
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the managers’ influencers, who would be different in voluntary and mandatory situations.
In addition, gender, age, and experience may also play a role [32]. Thus, we hypothesize:

Hypothesis 9 (H9). Gender, age, experience, and voluntariness will moderate the relationship
of SI and BI, and the effect will be stronger for women, particularly older women, in mandatory
settings, in their early stages of experience with a practice.

Figure 1 presents our research model, and highlights our hypotheses.

 

Figure 1. Research model.

3. Methodology

3.1. Survey

To select our participants, we screened social network sites where public managers
presented their professional profiles and activities. We examined the public profiles of
a random population of more than 4500 managers in an attempt to identify for each
their responsibility for leading innovation projects in their public units. Based on this
extensive analysis, we selected Spanish directors, deputy directors, managers, heads,
or chiefs of innovation or projects, with 4+ years’ experience in leading public projects.
They had improved (rationalized), changed, complemented, or created public services,
whether internal or external to their governments, public agencies, and government-owned
corporations. We finally sent an anonymous survey to 1034 public officials who matched
our requirements between August and December 2019.

The selection of Spain as the region for our study was motivated by the continuation
of the research that we led for the CoVAL project. Based on this experience, the practices of
public administrations and managers in Spain are relatively homogeneous with those of
other European Union administrations [81–84]. Thus, we decided to choose these common
practices and study them and their antecedents here.
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3.2. Measurement

Because this is one of the first studies in the decisions field to examine the practice of
innovating in public services, we decided to use partial least squares structural equations
modelling (PLS-SEM [85]) due to its “ability to [create] independent latent variables directly
on the basis of cross-products involving the response variable(s)” [79]. Hinseler et al. [85]
recommended PLS path modeling “in an early stage of theoretical development in order to
test and validate exploratory models.”

As shown in Figure 2, after setting up our hypotheses and concept model, and val-
idating it with our case studies, we designed our questionnaire. The first version was
distributed in July 2019 to test the on-line tool, introductory text, and categorical scales.
The prototype also helped us rework the layout and final wording of the questionnaire,
limit the time spent in each section, and adjust the expected response rate. From August to
December 2019, we administered the final on-line survey (Limesurvey, V. 2.73.1), aiming
for a minimum sample size of 84 cases, as estimated using G*Power [86]. (F2: 0.015; alpha:
0.5; Power: 0.8; # of predictors (maximum of any latent variable): 16. G*Power, version
3.1.9.4, t-tests: linear multiple regression.)

 

Figure 2. Steps for the validation of the UTAUT-IPS model (based on [87–89]).

To measure our constructs, following the systematic application of the nonparametric
criteria of PLS-SEM [85] (p. 96), we first needed to assess our measurement indicators. Then,
using the factor weighting scheme in the PLS algorithm and bootstrapping [90] included in
Smart-PLS 3 software [91], we calculated the structural components and relationships of
our theoretical UTAUT-IPS framework.

Our behavioral manifest items helped respondents self-report on personality traits,
perceptions, and behaviors. This might lead to common method bias (CMV), which could
affect the validity of our conclusions. To control for CMV, we followed the recommen-
dations of Tehseen et al. for mixed controls [92] (p. 146). We used a Measured Latent
Marker Variable (social desirability) and different formats of response (e.g., randomly
presenting the items for each construct). Our questions were laid out in a general positive
style, interchanged with a negative style for some items and constructs (e.g., FC7 or CO).
We protected the anonymity of participants. We then used the Construct Level Correction
(CLC) approach, [92] (p. 158) and Levene’s test of variances [89] to assess CMV and ensure
its absence in our model.
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4. Results

We sufficiently met the required minimum sample size (84 at 0.8 power) with our sam-
ple of 227 cases. The sample had a similar number of cases at employee level—employee
responsible for innovating processes or services, 31%; manager in support of teams cre-
ating innovative services in their agency, 31%; and senior manager, general manager of
their agency, 38% (Table 3). Most interviewees were males (68%), aged between 30 and
65 (99%), with an education level of master’s or higher degree (65%). Our interviewees
were distributed among federal agencies (23%), regional entities (37%), and municipalities
(40%) (refer to the Appendix A for an extended presentation of the sample participants).

Table 3. Distribution of observations by employee rank.

Employee Mid-mngr Senior mngr Total

Female 24 26 22 72 (32%)
ECON 10 14 8 32

Collaborative 4 6 3 13
Conventional 5 7 5 17
No practice 1 1 - 2

TBL 14 12 14 40 (56%)
Collaborative 5 4 4 13
Conventional 9 7 10 26
No practice - 1 - 1

Male 47 44 64 155 (68%)
ECON 19 17 27 63

Collaborative 5 4 11 20
Conventional 13 13 12 38
No practice 1 - 4 5

TBL 28 27 37 92 (59%)
Collaborative 14 13 14 41
Conventional 14 13 22 49
No practice - 1 1 2

Total 71 (31%) 70 (31%) 86 (38%) 227
Notes: Collaborative—using practices such as networks of public-private agents for social innovation, participa-
tory practices (world cafe, open space, wise action), experimentation and iteration. Conventional—using practices
such as surveys and polls, traditional prototyping, traditional public-private partnerships. No practice—using no
concrete practice, but a mixed toolbox. ECON—agency concentrates only on economic goals (according to respon-
dents). TBL—agency concentrates on economic, social, and environmental goals (according to respondents).

Next, following the guidelines of Sarsted et al. [88] (Figure 2), we present our mea-
surement model assessment.

4.1. Measurement Model Assessment

The relevant latent construct loadings and weights of our study were 68 measurement
indicators (refer to the Appendix A for the complete list) grouped into six reflective
(Mode A) constructs (42) and four formative (Mode B) constructs (26).

4.1.1. Reflective (Mode A) Constructs

After assessing Jöreskog’s composite reliability levels, several of our items were
dropped due to low loadings, until each composite reached “satisfactory to good” marks
(0.70–0.95 [93] p. 112). Cronbach’s alpha values and rho-A scores of each composite were
also within the same thresholds. The composites’ convergent validity, measured using
the Average Variance Extracted (AVE) values, showed that all constructs explained more
than 50% (0.50) of the variance of their respective items. As recommended for PLS-SEM
models [93], we assessed the discriminant validity of our reflective constructs, and all of
them exhibited discriminant validity with HTMT scores lower than 0.8 (Table 4).
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Table 4. Items forming the reflective constructs.

Loading Mean SD VIF
Cronbach’s

Alpha
rho_A

Composite
Reliability

Average Variance
Extracted (AVE)

(BI1)← BI 0.797 0.797 0.035 2.146 0.771 0.773 0.854 0.594
(BI2) ← BI 0.774 0.773 0.040 2.079 - - - -
(BI3) ← BI 0.796 0.794 0.034 2.078 - - - -
(BI4) ← BI 0.712 0.711 0.046 2.128 - - - -

(EE10) ← EE 0.750 0.747 0.061 1.485 0.638 0.637 0.805 0.579
(EE1)← EE 0.769 0.764 0.050 1.541 - - - -
(EE2) ← EE 0.763 0.758 0.057 1.338 - - - -
(FC1)← FC 0.798 0.745 0.150 1.327 0.710 0.742 0.814 0.525
(FC4) ← FC 0.746 0.703 0.141 1.501 - - - -
(FC5) ← FC 0.622 0.588 0.226 1.328 - - - -
(FC6) ← FC 0.721 0.677 0.201 1.257 - - - -
(HT2) ← HT 0.804 0.802 0.041 1.626 0.757 0.781 0.859 0.671
(HT4) ← HT 0.783 0.778 0.044 1.457 - - - -
(HT6)← HT 0.868 0.868 0.023 1.555 - - - -
(HM4) ← HM 0.648 0.643 0.075 1.203 0.780 0.785 0.860 0.607
(HM1) ← HM 0.813 0.809 0.047 1.757 - - - -
(HM2) ← HM 0.815 0.811 0.049 1.777 - - - -
(HM5)← HM 0.827 0.825 0.036 1.397 - - - -

(SI22) ← SI 1.000 1.000 0.000 1.000 1.000 1.000 1.000 1.000

HTMT Matrix (Discriminant Validity)
BI EE FC HM HT

EE 0.470 - - - - - - -
FC 0.326 0.432 - - - - - -

HM 0.313 0.693 0.317 - - - - -
HT 0.558 0.204 0.369 0.132 - - - -
SI 0.352 0.531 0.264 0.635 0.136 - - -

Note: Items in bold are showing the strongest path loadings/weights per composite variable.

4.1.2. Formative (Mode B) Constructs

To assess the formative mode constructs of the UTAUT-IPS model, we followed the
suggested assessment procedure of Hair et al. [93] (Exhibit 5.1). We checked the formative
items for collinearity by examining their VIF values, and confirmed that all of them were
below the threshold value of 5. Next, we analyzed the outer indicators’ weights for signifi-
cance and relevance using the rules of thumb of Hair et al. [93] (Exhibit 5.7). We retained all
significant weights, and only retained nonsignificant weights with significant or relatively
high (≥0.5) loadings (Table 5) (refer to the complete lists of indicators in the Appendix A).

Table 5. Indicators forming the formative constructs.

Weight (Loading) Mean SD VIF

(CO4) → CO 0.992 (0.819) 0.669 0.635 1.098
(GP1) → GP 0.377 ** 0.361 0.145 1.163
(GP7) → GP 0.259 (0.553) 0.254 0.168 1.229
(GP4) → GP 0.711 *** 0.702 0.114 1.186
(PE3) → PE 0.432 ** 0.424 0.157 1.069
(PE10) → PE 0.46 ** 0.457 0.160 1.006
(PE5) → PE 0.54 ** 0.521 0.158 1.070

(US10) → US 0.416 ** 0.384 0.151 1.730
(US1) → US 0.429 ** 0.406 0.147 1.152
(US2) → US 0.217 (0.585) 0.214 0.147 1.385
(US5) → US 0.479 ** 0.443 0.152 1.290

Notes: ** p < 0.05; *** p < 0.001.
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4.2. Structural Model Assessment

Following Garson [87] and Hair et al. [89] (Exhibit 6.1), the second step to appropri-
ately build the UTAUT-IPS model was the analysis of the inner relationships between its
constructs, and to identify the model’s capability to predict the endogenous US. We con-
firmed that, with the data in our sample, there were no collinearity issues in our constructs
(Table 6).

Table 6. Path coefficients, effect size, and collinearity values of the inner model constructs.

Complete Path Coefficients f-Squared VIF

BI → US 0.070 0.004 1.573
CO → BI −0.168 0.043 + 1.078
CO → US −0.001 0.000 1.122
EE → BI 0.108 0.014 1.539
EE → US −0.022 0.001 1.557
FC → BI −0.006 0.000 1.234
FC → US −0.030 0.001 1.234
GP → BI 0.184 ** 0.038 + 1.172
GP → US 0.390 *** 0.163 ++ 1.225
HM → BI 0.025 0.002 1.844
HM → US 0.202 * 0.029 + 1.845
HT → BI 0.390 ** 0.224 ++ 1.095
HT → US 0.013 0.000 1.335
PE → BI 0.065 0.003 1.438
PE → US 0.181 ** 0.030 + 1.444
SI → BI 0.160 ** 0.016 1.534
SI → US −0.020 0.000 1.574

R2 = 0.307; q2 = 0.077
Notes: * p < 0.10; ** p < 0.05; *** p < 0.001. (+) f-squared > 0.02 (small effect); (++) f-squared > 0.15 (medium effect)
[45,94].

Thus, our analysis concludes that only six path coefficients were significant and rele-
vant, three connected with BI (see Figure 3) and three with US. The exogenous constructs
GP, HT, and SI were significantly connected with BI; and GP, HM, and PE significantly
connected with US. The inner or structural model showed weak coefficients of determina-
tion: 0.36 (weak [88]) for BI and 0.31 for usage (weak [88]). In addition, the model showed
predicted relevance, although its effect size was small.

 

Figure 3. Structural (inner) model for the pooled sample. Note: ** p < 0.05; *** p < 0.001.
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The paths of the UTAUT-IPS pooled model presented small (e.g., CO → BI, GP → BI,
HM → US, PE → US) and moderate (e.g., GP → US, HT → BI) f-square effect mea-
sures [45], [94]. Although some indirect effects added strength to the GP → US and
PE → US paths and some of the other relationships, none of these were significant at this
stage of our analysis.

From our set of hypotheses, our sample confirmed H1a, with significant and positive
effects of GP over BI and US. We were unable to confirm the relationship (H2) between BI
and US, which prevents the mediation effect of BI over US.

Other unpredicted relationships were found to be significant using our model.
(GP → US) was the strongest connection of UTAUT-IPS. PE → US shows the signifi-
cant effect of the performance expectations on the use of innovation tools in our con-
text, and HM → US meaningfully connects the motivation of public servants with the use
of innovation tools.

4.3. Analysis by Observed Groups

The next step in our analysis was the assessment of the groups we selected using our
descriptive variables (age, gender, experience, and voluntariness). We first established
the measurement invariance, supported by configurational and compositional invariances.
We applied the MICOM procedure [95,96] to all of the variables we controlled for—i.e.,
age, gender, experience, voluntariness, organizational level, geographical reach, success
of last project, type of collaboration, education, and type of project objectives. Then,
we applied a Multigroup Analysis (MGA [88,97]), and found that only geographical reach
produced any significant differences, as confirmed by a permutation analysis [96,98]:
regional representatives showed a stronger, and more positive and relevant, GP → US path
than municipal interviewees.

We were unable to confirm our hypotheses—H1b (GP → BI), H3 (CO → BI),
H4 (EE → BI), H5 (FC → US), H6a (HT → BI), H6b (HT → US), H7 (HM → BI), H8 (PE → BI),
and H9 (SI → BI)—due to very low and, in most cases, unmeaningful path coefficients.
For all of the relationships, the effect of age, gender, experience, or voluntariness—or any
other moderating variable—resulted in unmeaningful differences between observable groups.

4.4. Analysis by Unobserved Groups

Complementing our observed heterogeneity analyses, we performed extensive analy-
ses using the PLS Prediction-Oriented Segmentation (POS) routine to discover unexpected
and unobserved heterogeneity in our data [37,86,93]. Our election of POS for the unob-
served heterogeneity analysis was derived from our mixed formative–reflective measure-
ment model. This is also a routine with improved explanatory power as a nonparametric
method to assess nonnormal distributions. Using POS, we found three unobserved groups,
which bettered our analysis, reaching substantial coefficients of determination (between
0.68 and 0.85) and predictive relevance (between 0.045 and 0.19).

4.4.1. Group #1

PLS-POS Group #1 shows stronger positive Effort Expectancy, Facilitating Conditions,
Government Paradigm, Hedonic Motivation, and Social Influence paths, and strong nega-
tive Cost, Habit, Performance Expectancy paths—EE is the strongest construct (Table 7).
The negative paths might be the main difference with the other groups: CO, HT, and PE
inversely relate to Behavioral Intention or Usage. BI shows an insignificant relationship
with US, but strengthens the paths of CO, EE, and FC, and weakens the connection of PE
with US (Table 8).
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Table 7. Path coefficients, effect size, and collinearity values of the inner model constructs for the
PLS-POS group #1.

Path Coefficients f-Squared VIF

BI → US −0.221 0.066 + 4.068
CO → BI −0.435 ** 0.679 +++ 1.131
CO → US −0.370 ** 0.394 +++ 1.899
EE → BI 0.721 *** 1.367 +++ 1.546
EE → US 0.361 ** 0.195 ++ 3.660
FC → BI 0.324 ** 0.281 ++ 1.525
FC → US 0.316 ** 0.279 ++ 1.953
GP → BI 0.123 0.055 + 1.117
GP → US 0.224 ** 0.233 ++ 1.178
HM → BI 0.130 0.042 + 1.624
HM → US 0.209 ** 0.141 + 1.693
HT → BI −0.021 0.001 1.296
HT → US −0.313 ** 0.414 +++ 1.298
PE → BI −0.761 *** 1.138 +++ 2.073
PE → US 0.217 0.058 + 4.431
SI → BI 0.272 ** 0.212 ++ 1.423
SI → US −0.046 0.007 1.724

R2 = 0.817; q2 = 0.190
Notes: ** p < 0.05; *** p < 0.001. (+) f-squared > 0.02 (small effect); (++) f-squared > 0.15 (medium effect); (+++)
f-squared > 0.35 (large effect) [45,94].

Table 8. Mediation size of Behavioral Intention for the PLS-POS group #1.

Mediation Effect Size

CO → US 26%
EE → US 44%
FC → US 23%
GP→US 12%
PE → US 78%

In Group #1, the specific predictors of BI and US (Table 7) show an extended version
of the pooled sample case, which was limited to six significative paths, highlighting the
complexity of the decision process and the diverse influences on the selection process of a
practice to develop innovation in the public context.

4.4.2. Group #2

This group shows Government Paradigm, Hedonic Motivation, and Social Influence
as the stronger constructs, of which GP is the strongest (Table 9). Due to the relevance
of the GP construct, this group stands out. Performance Expectancy shows a negative,
significative path that also qualifies the group. Behavioral Intention is unmeaningfully
connected with Usage, and its mediating effects are weak on HM and PE (Table 10).
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Table 9. Path coefficients, effect size, and collinearity values of the inner model constructs for the
PLS-POS group #2.

Path Coefficients f-Squared VIF

BI → US −0.058 0.009 2.529
CO → BI 0.002 0.000 1.073
CO → US 0.088 0.049 + 1.073
EE → BI 0.067 0.009 1.225
EE → US −0.040 0.007 1.237
FC → BI 0.086 0.016 1.166
FC → US −0.048 0.011 1.184
GP → BI −0.089 0.017 1.189
GP → US 0.710 *** 2.763 +++ 1.209
HM → BI −0.232 * 0.075 1.803
HM → US 0.595 *** 1.174 +++ 1.938
HT → BI 0.554 *** 0.512 +++ 1.517
HT → US 0.194 0.150 ++ 2.295
PE → BI 0.391 ** 0.237 ++ 1.633
PE → US −0.432 ** 0.559 +++ 2.020
SI → BI 0.089 0.012 1.698
SI → US 0.287 0.334 ++ 1.718

R2 = 0.851; q2 = 0.140
Notes: * p < 0.10; ** p < 0.05; *** p < 0.001. (+) f-squared > 0.02 (small effect); (++) f-squared > 0.15 (medium effect);
(+++) f-squared > 0.35 (large effect) [45,94].

Table 10. Mediation size of Behavioral Intention for the PLS-POS group #2.

Mediation Effect Size

GP → US 1%
HM → US 2%
PE → US 6%

In Group #2, as in the case of Group #1, the predictors of BI and US (Table 9) extend
the pooled sample case list. In this group, the number of constructs is significantly lower
than in Group #1, but their power to explain the behavior of its managers, measured by the
coefficient of determination, is stronger.

4.4.3. Group #3

Government Paradigm and Habit are the stronger, significant constructs (Table 11) in
Group #3, of which HT is the strongest construct. In this group, the negative significant
loadings characterize the relationship of Cost and Effort Expectancy with Behavioral
Intention. BI, as in the case of the other groups, shows an unmeaningful relationship with
Usage, and only slightly mediates the relationships of GP and HT (Table 12).
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Table 11. Path coefficients, effect size, and collinearity values of the inner model constructs for the
PLS-POS group #3.

Path Coefficients f-Squared VIF

BI → US 0.263 0.069 + 2.529
CO → BI −0.334 * 0.328 ++ 1.073
CO → US 0.065 0.052 + 1.073
EE → BI −0.338 ** 0.166 ++ 1.225
EE → US −0.150 0.005 1.237
FC → BI −0.077 0.014 1.166
FC → US −0.517 0.594 +++ 1.184
GP → BI 0.389 *** 0.381 +++ 1.189
GP → US 0.426 ** 0.192 ++ 1.209
HM → BI 0.469 *** 0.382 +++ 1.803
HM → US 0.011 0.016 1.938
HT → BI 0.310 *** 0.251 ++ 1.517
HT → US 0.501 ** 0.370 +++ 2.295
PE → BI −0.116 0.039 + 1.633
PE → US 0.387 0.486 +++ 2.020
SI → BI 0.214 ** 0.079 + 1.698
SI → US 0.180 0.024 + 1.718

R2 = 0.679; q2 = 0.045
Notes: * p < 0.10; ** p < 0.05; *** p < 0.001. (+) f-squared > 0.02 (small effect); (++) f-squared > 0.15 (medium effect);
(+++) f-squared > 0.35 (large effect) [45,94].

Table 12. Mediation size of Behavioral Intention for the PLS-POS group #3.

Mediation Effect Size

GP → US 32%
HT → US 19%

Group #3 predictors are different from the those of the other two groups. BI is
meaningfully predicted by six predictors, some of which are negatively loaded (CO, EE),
but only two constructs predict US (Table 11). Our model is evidently less powerful with
this group; nonetheless, its coefficient of determination has moderate strength.

5. Discussion

In this research we used Partial Least Squares Structural Equation Modelling (PLS-
SEM) [88,93,97] to identify that governance paradigms (GP) are only one, albeit highly
relevant, of the determinants of the use of innovation practices in a public administration.
Using this method, we constructed the Unified Theory of Acceptance and Use of Technology
for Innovations in the Public Sector (UTAUT-IPS) model. This complements the GP with
performance expectancy (PE) and hedonic motivation (HM).

We investigated GP as a descriptor of the policy and implementation regimes [16] or
modes of production of public services [37]. Furthermore, we confirmed its importance
in the use of an innovation practice (H1a) due to their strong relationship. Additionally,
we featured the indicators of GP (GP1, GP4, GP7) from the theorized group of nine indica-
tors [27,37] (refer to the complete list in the Appendix A). These reflect the involvement
of users/citizens and other agents (consultants, technical staff, etc.) in the (co-)creation of
public innovation.

Thus, we corroborated the few theoretical references of the influence of GP on the
usage of innovation practices (e.g., [17,37,99]) in public organizations in Spain, where the
traditional public administration (TPA) and new public management (NPM) paradigms
dominate [100]. However, our sample innovation managers confirmed that, at the project
level, their preferred implementation regime or mode of production of innovations deeply
involves the citizenry—i.e., the new public governance/public service logic (NPG/PSL)
regimes). From a practical perspective, innovation managers are then willing to involve
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citizens in the innovation of services, and the intention to involve citizenry drives the
innovation practice selection.

The implementation regime that inspires managers, as identified by our empirical
definition of GP, partially drives the practices and tools they use. Top-down (agile, design
thinking) and bottom-up (collaboration) practices form their mixed preferences. This is a
mixed toolbox, and although bottom-up practices are the most prominent, these combine
with top-down practices.

Our results then expanded the theoretical prediction of Desmarchelier et al. [28].
They linked collaborative tools with the NPG/PSL paradigm. Our results blurred this
connection. We demonstrated that the mixed-practices toolbox is available and used,
and also dependent on other significant drivers. Practically speaking, managers appear to
avoid the use of conventional tools (e.g., public–private partnerships, surveys and polls,
or conventional metrics) when designing their innovation projects. They opt for a toolset
combining collaborative (world cafe, open space, wise action, etc.) and novel top-down
innovation tools (e.g., design-thinking, agile methodologies, or safaris).

The broader theoretical implications of the lack of a meaningful connection between
Behavioral Intention (BI) and Usage (US) require further investigation. A larger sample
of managers might help in an investigation into the lack of an effect of managers’ age,
experience, gender, and other moderators.

Nonetheless, from a methodological perspective, we can highlight three relevant
implications of the effect of BI in our model. The original UTAUT model [21,33] predicts
BI as a mediating variable. The dynamism between the exogenous variables and the
endogenous US is reflected in the direct effects complemented with significant indirect
effects. In our UTAUT-IPS model, this dynamism is clearly less evident, because no
mediation effects are observable for the pooled sample. For the POS groups, in Group #1,
we find BI partially mediating CO → US, EE → US, and FC → US, and fully mediating
PE → US. In Group #3, BI partially mediates GP → US.

Furthermore, from a modelling perspective, these BI indirect effects might evidence
the actual link between BI and US predicted by Venkatesh et al. [20,21]. BI already shows
strong reliability and validity.

From the practice perspective, BI highlights four significant behavioral predictors
of intention: the will of managers to continue to use a practice in subsequent projects;
their scheduling of activities following the requirements of the practice; their securing
of resources to use the practice in the future; and their preference for one practice over
others. These predictors clearly highlight the strategies of managers when planning
innovation projects.

Strengthening our UTAUT-IPS model, exogenous constructs other than BI and GP
show meaningful effects on the endogenous US. These raise the model’s predictive power
of the behavior of three different types of innovation managers: more experienced or senior
managers (Group #1), those pursuing their careers (Group #2), and novel or low-ranked
managers (Group #3). In the following, we describe the influences of Costs (CO), Effort
Expectancy (EE), Facilitating Conditions (FC), and Habit (HT) on managers:

• Group #1 managers are motivated by CO, EE, HT, FC, GP, and HM. Consequently,
a manager in Group #1 opts for practices that are easier to use and have more resources
and help. The practices should allow more collaboration with the citizenry and other
stakeholders, and, to a lesser extent, allow motivational rewards to be earned from
using them. In addition, the manager favors practices that lower costs and are novel
or contrary to habit. The group of experienced managers remains neutral regard-
ing stakeholders’ influences; social influences are insignificant from the manager’s
perspective at the early project stage of innovation tool selection.

• Group #2 managers are motivated by GP, HM, and PE. For these managers, the use
of a practice correlates with better chances to co-create and collaborate with citizens.
In addition, this usage is linked to the motivational rewards earned by the manager
from using the practice. These managers do not believe the practice they choose will
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benefit their organization, increase their team’s productivity, or help identify new
services. Group #2 managers lack sufficient experience or do not have enough influ-
ence on outcomes because they lack sufficient rank. In addition, they are also neutral
regarding social influences at the early project stage of innovation tool selection.

• Group #3 managers are motivated by HT and GP. These managers choose tools
and practices that foster co-creation with citizens and other stakeholders. These
tools are popular in their agency or department. Group #3 appears to be the least
experienced, or lowest ranked, of the three types of managers. As with the other
groups, social influences are insignificant for these managers at the early stage of
innovation tool selection.

The predictive power of the UTAUT-IPS model was relatively weak for the pooled
sample and is clearly weaker than the psychology and sociology models which underpin
UTAUT-IPS. The observable groups (e.g., gender, age, experience, or education) were
unable to improve this power with any of the underlying models, because they do not
differ from each other or from the pooled sample.

However, the results found from the POS groups, and their drivers, presented a
different picture. The strength of the model for these groups demonstrated the capacity of
the model to capture the different drivers of the use of a practice, and explain a large portion
of its variance. Our results complement the findings of Damanpour and Schneider [1] and
others [2–7], and help to understand the results of this earlier research; that is, a public
manager willing to produce an innovation will first need to choose a tool to design and
implement it. Our contribution is the identification of the types of managers and their
different behavioral drivers in using a practice to innovate in a public service.

Our research is clearly limited by its exploratory nature [101] because it deals with
an under-scrutinized behavior with a novel systematic PLS-SEM approach. This study
is mainly limited by its geographical reach and the characteristics of our sample partic-
ipants, who were self-selected experienced public innovators and innovation managers.
In addition, our model is affected by the practices we studied, the timing of measurement,
and the nature of measurement. The public practices and participants we included in our
research differed from those of the original UTAUT model, which only analyzed the private
sector. Consequently, the two studies might complement each other, because we also used
the previous recommendations for expanding the original model [33]. In an attempt to
limit unexpected effects or wishful thinking, we asked our participants to relate to a recent
past project, after they had chosen their tools. This may have produced common method
bias, despite attempts to control for it, as explained in the Methods section. In addition,
our measurement is cross-sectional, lacking dynamic or longitudinal analysis of the cyclical
interactions between intention, behavior, and performance.

6. Conclusions and Future Research

This paper presents a new model, the PLS-SEM-based UTAUT-IPS model, to theo-
rize the drivers of the use of public innovation practice. The model includes the acting
government paradigms, and other personal characteristics of public managers and their
context, such as performance, motivation, habit, effort, or social influence. We tested this
model with a sample of 227 Spanish public managers gathered at the end of 2019. Our PLS-
SEM analyses adequately assessed 124 behavioral indicators (114 items and 10 composite
variables) of the managers’ attitude towards collaboration, measurement of innovation,
and the (non-)linearity of the innovation practices.

Our first contribution with the UTAUT-IPS model applied to our study sample demon-
strates the powerful connection between the governance paradigms, or regimes, in effect
in one public entity with the practices used by the innovators of that entity: agile methods,
participatory practices, and collaborative prototyping. The behavioral drivers of the use of
an innovation practice are linked to the type of manager: governance, cost, effort, available
help, motivation, and novelty correlate with experienced managers (Group #1); gover-
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nance, motivation, and expectations of performance influence less experienced managers
(Group #2); and governance and habit correlate with novel managers (Group #3).

Second, with our exploratory research, we contribute by identifying the mixed toolbox
of practices of innovation managers, and expose the coexistence of collaborative and
conventional (top-down) practices, independent of the governance paradigm or regime,
at the entity level.

The future of this research line lies in investigating the changes in the selection of inno-
vation practices over the course of a project. We also suggest extending our scope to other
geographies. Using the indicators and constructs identified here, and with an enlarged
base of respondents, future investigations can confirm the connection of the governance
paradigms and the other behavioral drivers. More importantly, future research should
strive to validate the mediating role of the acceptance (intention) of an innovation practice,
and more closely examine the characteristics of the types of public innovation manager.
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Appendix A

Table A1. Interviewee distribution by geographical scope of their government agency.

Total

Federal 52 (23%)
Collaborative 23
Conventional 26
No practice 3

Regional 83 (37%)
Collaborative 33
Conventional 49
No practice 1

Municipality 92 (40%)
Collaborative 31
Conventional 55
No practice 6

Total 227
Note: Collaborative—using practices such as networks of public–private agents for social innovation, participatory
practices (world cafe, open space, wise action), experimentation and iteration. Conventional—using practices
such as surveys and polls, traditional prototyping, traditional public-private partnerships. No practice—using no
concrete practice, but a mixed toolbox.
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Table A2. Lists of all items per latent construct of UTAUT-IPS.

Usage (US)

USE1. Agile methods: scrum, lean, kanvan and similar
USE2. Design thinking, safaris, interviews, observation and similar
USE3. Tenders, over-arching agreements and similar
USE4. Network of public–private agents for social innovation and similar
USE5. Participatory practices: world cafe, open space, wise action and similar
USE6. Classical public–private partnerships
USE7. Classical metrics and indicators
USE8. Budget
USE9. Surveys and polls
USE10. Collaborative prototyping with citizens
USE11. Classical prototyping
USE12. Experimentation and iteration
USE13. Not really following a particular practice—just discovering

Behavioral Intention (BI)

BI1. you will continue using this practice in the next project
BI2. this practice drives your calendar of next actions for the coming 3 months
BI3. you have already secured resources for this practice in the next 3 months
BI4. you will use this practice again before any other

Performance Expectancy (PE)

PE1. meet the time requirement of your project
PE2. adapt a process/service to a new regulation
PE3. it helped our organization to reap the benefits/returns of the project
PE4. improve the adoption or use of a process/service
PE5. increase your (or team’s) productivity
PE6. in my organization the use of this practice satisfies the confirmed political guidelines
PE8. better address a crisis/urgent demand
PE10. identify new un-serviced areas/users
PE11. identify duplicated or useless services/processes

Effort Expectancy (EE)

EE1. the practice sequence of steps was clear and understandable
EE2. given my progress, I expected to become a master very easily
EE7. made collaboration with users/citizens easier
EE8. made collaboration with other agents (different from users) easier
EE10. within our team, made collaboration and contribution to the dialogue easier
EE6. actionable (you can apply it rather quickly)

Social Influence (SI)

SI20. others around you were using it
SI21. people who you inquired suggested you should use this practice
SI22. you influenced the behavior of others suggesting they should use this practice
SI1 Potential users
SI2 Current users
SI03 User influencers (associations, communities)
SI4 District council
SI5 Municipality council/board
SI6 Politician
SI7 National or regional government/public institutions
SI8 Corporate influencers (businesses or business associations)
SI9 Other members of your team
SI10 Mentors/consultants
SI11 Teachers/instructors
SI12 Other fellow managers in other departments or institutions
SI13 Boss/direct managers
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Table A2. Cont.

Facilitating Conditions (FC)

FC1. had enough budget
FC4. easily got help when you had difficulties using this practice
FC5. found your unit’s culture and people supportive to use this practice
FC6. found it easy to recruit your expected number of users/citizens to use this practice
FC7. you had to work out the extra, non-budgeted costs because the practice did not help with
them
FC8. found the structure and systems of your organization supportive of this practice

Hedonic Motivation (HM)

HM1. was inspiring
HM2. fun made you had a good time
HM4. brought me recognition in my organization and helped my career development
HM5. allowed me to emotionally connect with the people involved
HM6. fulfill your public service vocation
HM8. feel good because you made it against all

Costs (CO)

CO1. We had extra, non-budgeted costs due to the use of this practice
CO2. we spent more time due to the use of this practice
CO3. costs are less controlled due to this practice
CO4. we needed to revise the service after implementation because results were not satisfactory
CO5. risks of failure were higher due to this practice

Habit (HT)

HT1. engaging (I could spend a lot of time on it without much effort)
HT2. an everyday or regular activity
HT4. I am so used to this practice that it is natural for me to use it, before any other
HT6. in my unit we use this innovation practice all the time

Government Paradigm (GP)

GP1. evaluate the actual engagement of users/citizens
GP2. assess user/citizen satisfaction with the service or process, pre- and after its innovation
GP3. assess the needs of users/citizens
GP4. include users/citizens in co-creation/prototyping sessions
GP5. include users/citizens in services or processes co-production/co-implementation
GP6. include users in analysis of data on their experiences
GP7. include any other agents (consultants, technical staff or any other) in idea generation or
prototyping sessions
GP8. include any non-user (consultants, technical staff or any other) in services or processes
co-production/co-implementation
GP9. work with users’ representatives (e.g., NGOs, associations) more than with individual end
users

Lists of loadings and weights per indicator.
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Table A3. Outer loadings.

Behavioral Intention (BI) Loading Mean SD
[BI1] ← BI 0.797 0.797 0.035
[BI2] ← BI 0.774 0.773 0.040
[BI3] ← BI 0.796 0.794 0.034
[BI4] ← BI 0.712 0.711 0.046

Effort Expectancy (EE) Loading Mean SD
[EE10] ← EE 0.750 0.747 0.061
[EE1] ← EE 0.769 0.764 0.050
[EE2] ← EE 0.763 0.758 0.057
[EE7] ← EE 0.377 0.360 0.136
[EE8] ← EE 0.608 0.597 0.098
[EE6] ← EE 0.373 0.372 0.131

Facilitating Conditions (FC) Loading Mean SD
[FC1] ← FC 0.798 0.745 0.150
[FC4] ← FC 0.746 0.703 0.141
[FC5] ← FC 0.622 0.588 0.226
[FC6] ← FC 0.721 0.677 0.201
[FC7] ← FC 0.018 0.075 0.232
[FC8] ← FC 0.602 0.566 0.234

Habit (HT) Loading Mean SD
[HT1] ← HT 0.364 0.360 0.136
[HT2] ← HT 0.804 0.802 0.041
[HT4] ← HT 0.783 0.778 0.044
[HT6] ← HT 0.868 0.868 0.023

Hedonic Motivation (HM) Loading Mean SD
[HM1] ← HM 0.813 0.809 0.047
[HM2] ← HM 0.815 0.811 0.049
[HM6] ← HM 0.604 0.611 0.081
[HM8] ← HM 0.731 0.732 0.061
[HM4] ← HM 0.648 0.643 0.075
[HM5] ← HM 0.827 0.825 0.036

Social Influence (SI) Loading Mean SD
[SI01] ← SI 0.531 0.494 0.103
[SI02] ← SI 0.528 0.500 0.087
[SI03] ← SI 0.527 0.468 0.151
[SI04] ← SI 0.367 0.291 0.200
[SI05] ← SI 0.306 0.232 0.199
[SI06] ← SI 0.399 0.342 0.146
[SI07] ← SI 0.327 0.283 0.128
[SI08] ← SI 0.396 0.358 0.120
[SI09] ← SI 0.499 0.500 0.103
[SI10] ← SI 0.440 0.430 0.094
[SI11] ← SI 0.264 0.225 0.140
[SI12] ← SI 0.551 0.521 0.091
[SI13] ← SI 0.446 0.434 0.095
[SI20] ← SI 0.241 0.257 0.131
[SI21] ← SI 0.387 0.404 0.108
[SI22] ← SI 1.000 1.000 0.000
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Table A4. Outer weights.

Cost (CO) Weight Mean SD
[CO1] → CO −0.025 0.142 0.289
[CO2] → CO 0.117 0.161 0.297
[CO3] → CO −0.599 −0.202 0.621
[CO4] → CO 0.992 0.669 0.635
[CO5] → CO 0.236 0.205 0.312

Government Paradigm (GP) Weight Mean SD
[GP1] → GP 0.377 0.361 0.145
[GP7] → GP 0.259 0.254 0.168
[GP8] → GP 0.477 0.411 0.141
[GP9] → GP 0.240 0.207 0.202
[GP2] → GP 0.724 0.674 0.117
[GP3] → GP 0.514 0.466 0.137
[GP4] → GP 0.712 0.702 0.114
[GP5] → GP 0.624 0.582 0.128
[GP6] → GP 0.827 0.759 0.098

Performance Expectancy (PE) Weight Mean SD
[PE10] → PE 0.464 0.457 0.160
[PE11] → PE 0.389 0.325 0.170
[PE1] → PE 0.263 0.279 0.187
[PE2] → PE 0.086 0.081 0.163
[PE4] → PE 0.469 0.442 0.142
[PE5] → PE 0.786 0.673 0.121
[PE6] → PE 0.298 0.302 0.218
[PE8] → PE 0.482 0.449 0.165
[PE3] → PE 0.433 0.424 0.157

Usage (US) Weight Mean SD
[US10] → US 0.416 0.384 0.151
[US11] → US 0.529 0.460 0.133
[US12] → US 0.044 0.050 0.160
[US13] → US 0.377 0.332 0.137
[US1] → US 0.430 0.406 0.147
[US2] → US 0.217 0.214 0.147
[US3] → US 0.042 0.041 0.173
[US4] → US −0.095 −0.101 0.176
[US5] → US 0.479 0.443 0.152
[US6] → US 0.031 0.031 0.233
[US7] → US 0.353 0.330 0.147
[US8] → US 0.317 0.280 0.163
[US9] → US 0.202 0.168 0.174

Note: Dropped items are stricken.
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Abstract: This study is one of the few of its kind that explores the individual impact of each of
the cognitive attributes of a tourist destination’s image on cruisers’ destination loyalty and overall
satisfaction. It also analyzes the mediating role of satisfaction between each of the attributes and
loyalty. Variance-based structural equation modeling (PLS-SEM) was used for this analysis, based on
a survey of 457 cruisers visiting the city of Malaga. The results confirm that three of the five attributes,
the destination’s environment image, the perceived value image of services and the accessibility
image have a direct influence on cruisers’ overall satisfaction, where environment image has the
most significant impact. Moreover, the results support the mediating role of satisfaction in certain
cases. There is total mediation between perceived value and loyalty, as well as between accessibility
image and loyalty while there is only partial complementary mediation between environment
image and loyalty. The confirmation that overall satisfaction influences loyalty enables management
organizations to develop more efficient loyalty strategies for their respective destinations.

Keywords: cognitive destination image; cruise; satisfaction; loyalty; behavioral intention; structural
equation modeling; PLS-SEM

1. Introduction

The relationship between satisfaction and the success of organizations has historically
been considered to be a business reality, a fact that has been validated by various studies [1,2].
However, since the end of the 20th century, various authors have criticized this model in
studies that demonstrate a high customer attrition rate despite having high rates of satisfac-
tion [3–5], calling for a shift in the paradigm where loyalty becomes the new strategic objective
for business success through customer retention.

The tourism sector is also susceptible to this paradigm shift. Both public and private
institutions, in addition to academics, are growing increasingly interested in learning
about the factors that influence loyalty to a tourist destination [6,7] and, consequently, the
intention to revisit the destination and recommend it to other travelers.

Loyalty has been considered by different perspectives: attitudinal loyalty, behavioral
loyalty and composite loyalty, as well as, the integration of attitudinal and behavioral [8].
Composite loyalty is often operationalized as behavioral intention which includes revisit
intention and intention to recommend [9,10]. From now onwards, we use the term loyalty
to refer to composite loyalty and we will use, alternatively, both terms—loyalty and
behavioral intention—as synonyms.

Recent studies have established that destination loyalty, or behavioral intention, is the
cornerstone of a tourist destination’s brand equity and a determining factor in its competi-
tiveness [11]. Within this context, numerous studies have confirmed that satisfaction with
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the travel experience [12–15] and destination image [16–18] are antecedents of loyalty and,
therefore, the desire to return to a destination and recommend it to others. There is also
discussion about the magnitude and direction of the relationships between the different
components of destination image (both cognitive and affective) and tourist loyalty [8,19,20].

However, there is very little information about the antecedents of tourists’ destination
loyalty in the scientific literature, especially considering that the cruise tourism sector is so
important, although there are more studies that analyze the influence of image and/or cruisers’
satisfaction on loyalty to the cruise line or their experience on board the ship [21–24] than the
tourist destination itself [25–27]. There is also a lack of research regarding the relationship
between the elements and attributes associated with destination image and the satisfaction
and behavioral intention of travelers in general and cruisers in particular.

Considering the lack of empirical research that can explain these relationships, this
article analyzes the antecedents of cruisers’ loyalty to the tourist destination they are
visiting and, specifically, the predictive power of the cognitive attributes of the tourist
destination image on overall satisfaction and the influence of both on the behavioral
intention of the cruisers visiting the city of Malaga (Spain).

Therefore, one key contribution of this article is to study, in the specific field of cruise
tourism, the relationship between cognitive image and cruise passenger satisfaction and
loyalty to the destination. Likewise, to the best of our knowledge, this is a novelty in which
the attributes of the cognitive image of the destination are divided into five dimensions
and their direct and indirect influence on satisfaction and loyalty are analyzed in the cruise
tourism sector.

According to data from the Port Authority of Malaga [28] a total of 477,001 cruisers
arrived at the Port of Malaga in 2019 on 288 ships, making it the second largest port in
continental Spain in terms of visitors, after Barcelona. It is estimated that 11% of the tourists
that visit Spain do so via cruise ships, generating a total revenue of 1.255 billion euros [29].
Following the United Nations World Tourism Organization [30], cruise travel has grown
nearly 7%, for a total of 28.5 million travelers. Cruises in the Mediterranean have increased
by 8%, for a total of over 4 million cruisers. These data justify the interest in studying a
sector as important as cruise tourism and a destination as established as the city of Malaga
(capital of the Costa del Sol).

In this study, destination loyalty is considered to be a dependent variable of variance-
based structural equation modeling using partial least squares (PLS-SEM), while the
different attributes of tourist destination cognitive image and overall satisfaction with the
destination are predictor variables.

This article is organized in five sections, including the introduction. The second section
offers a literature review regarding the perception of cruise passengers towards tourism, as
well as the theoretical bases of the study and the relationship between image, satisfaction
and loyalty. The third section includes the methodology and the data collected from the
survey give to cruise passengers. The fourth section presents the results and the fifth
section includes a discussion about these results, in addition to conclusions, limitations
and proposed future lines of research.

2. Literature Review and Hypotheses

2.1. Attributes of the Cognitive Image of a Tourist Destination

Although the first generic studies about the importance of perceived image on human
behavior were conducted in the 1950s [31,32], it was towards the end of the 20th century
when researchers began to consider image as a determining factor in the individual per-
ception of travelers and, consequently, in understanding their behavior and the tourist
destination selection process [33–35].

Accordingly, measuring the image of a tourist destination [35–38], analyzing the
changes in perception before, during and after the visit [39,40], determining the factors that
influence image [41,42] and understanding the elements that compose said image [43–46],
have been addressed by academics in numerous scientific articles. In the area of market-
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ing, Hallmann et al. [47] demonstrated that the purchase decision process is simplified
when the perception of a product or service is favorable and, therefore, their analysis is
an effective marketing strategy, which plays a decisive role in the communication and
commercialization of a destination as a tourism product.

There is a general consensus in the academic community that destination image is a
multidimensional concept with at least two components: affective and cognitive [19,48],
although some authors add a conative component as well [49,50].

The affective image of a destination refers to the emotions that individuals associate
with the place they are visiting [41,43,51–54], while the cognitive image of a destination is
related to the beliefs and knowledge a tourist has about the destination and arises from
their assessment of the perceived attributes [43,55–57].

Conative image, on the other hand, is associated with an individual’s behavior or
true intention towards the destination, such as revisiting it, recommending it [56,58,59]
or speaking positively about it [60]. Within this context, there are numerous researchers
that associate it with destination loyalty or behavioral intention more than a component of
destination image [12,19,55,61].

These dimensions can be studied separately in order to better understand their com-
plexity as a whole [49,62–64], as the authors have done in this paper, focusing on the
attributes of cognitive destination image for cruisers.

So, present research focuses on cognitive destination image. This election is justified,
as indicated by Walmsley and Young [65], because the cognitive component is more
descriptive, measurable and observable than the affective component and provides more
specific information about the destination that is easier to interpret [42]. There are numerous
empirical studies that analyze and support the cognitive component of destination image
for its ability to characterize a destination, e.g., [43,66], and, also, using a multi-attribute
approach [67–70].

The attributes that are most highly referenced by academics include environment
image (the main indicators of which include the natural environment and climate) [71],
green management [72,73], the atmosphere [74] and the singularity of cultural image and
cultural heritage [56]. Other noteworthy attributes include infrastructure image, which
mainly refers to available restaurant, shopping and accommodation services [43]. Similarly,
various authors consider other attributes to be integral to cognitive destination image, such
as attractions and entertainment image [12], accessibility image [75] and the perceived
value image of services [76].

For the purposes of this study, we consider cognitive destination image from a multi
attribute perspective, consisting of the aforementioned attributes we have adapted from
Chi and Qu [12]: environment image, available infrastructure image, attractions and
entertainment image, accessibility image and the perceived value image of services.

2.2. Impact of the Attributes of Cognitive Destination Image on Cruisers’ Satisfaction and Loyalty

Numerous researchers have studied the influence of cognitive destination image
on travelers’ satisfaction [19,77–81], loyalty and behavioral intention [55,82] or on both
concepts [12,16,17,83–87].

The correlation of destination image with satisfaction and loyalty has been studied
to a lesser degree in the cruise tourism sector [22,27,88,89]. However, there are very few
scientific studies that specifically analyze the relationship between cognitive image and
these constructs, which can be considered in certain cases to be either a relevant, positive
relationship [27,90] or of little significance [85].

Therefore, although there is research on the influence of a destination’s overall image
and some research on cognitive image, there are very few studies on the relationship of
each of the integral attributes of the destination’s cognitive image with travelers’ loyalty
and satisfaction and more so in the area of cruise tourism.
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2.2.1. Impact of Environment Image

Various authors have analyzed the influence of environment image on travelers’
satisfaction and loyalty. Jin et al. [91] define environment image as the relevant cognitive
experience that influences the perception of a place when an individual is traveling to
a specific destination. This perception affects their satisfaction and loyalty, especially in
relation to their intention to revisit or recommend the destination.

Several studies [79,92,93] have demonstrated a positive influence of the destination’s
environment image on tourists’ satisfaction. Research has also been conducted on its
influence on the behavioral intention model associated with loyalty [94]. Ortegón-Cortázar
and Royo-Vela [95] also demonstrated the indirect and positive influence of natural envi-
ronment on behavioral intention through satisfaction.

Among the specific literature about cruise tourism, authors such as Sanz-Blas and
Carvajal-Trujillo [96] or Toudert and Bringas-Rábago [27] have confirmed the direct relation-
ship of the environment image construct with satisfaction on the one hand and destination
loyalty on the other. Others, however, DiPietro and Peterson [25] or Silvestre et al. [26]
have focused their research on the relationship of the latent variable (environment image)
with the cruiser’s intention to return to the destination and recommend it.

Keeping in mind all of these considerations, we postulate the following hypotheses:

H1. Environment image has a direct, positive, influence on satisfaction.

H2. Environment image has a direct, positive, influence on loyalty.

H3. Satisfaction mediates between environment image and loyalty.

2.2.2. Impact of Attractions and Entertainment Image

As indicated by Albaity and Melhem [16], the attractions and entertainment image is
a determining factor in the selection of a tourist destination. This perception also affects
the general image of the destination, influencing other attributes and the decision-making
process [97]. Other authors such as Zhang [98] include this attribute in leisure experience.

The influence of a destination’s attractions and entertainment on travelers’ satisfaction
has been adequately studied in the scientific literature [93,99]. Similarly, the influence of
this cognitive attribute on loyalty and behavioral intention has also been considered in
multiple studies [92,100,101].

In the cruise tourism sector, from the best of our knowledge, no one has studied the
direct influence of attractions and entertainment image on cruisers’ satisfaction or their
future behavioral intention (as loyalty) in regard to the destination. However, there are
studies that measure indirectly how attractions and entertainment can influence satis-
faction such as Sanz-Blas and Carvajal-Trujillo [96] and Sanz-Blas et al. [89] include this
attribute in a second order construct (destination image) and demonstrate its influence on
cruisers’ satisfaction.

Furthermore, the items related to attractions and entertainment image (which the
authors have included in the dimension entitled tourism resources) have a low degree of
relevance in relation to the destination image construct as compared to other attributes
such as infrastructure image and environment image. However, Toudert and Bringas-
Rábago [27] consider that this construct has the greatest influence on cruisers’ satisfaction
for the destination Baja California.

We have also found few studies that indirectly analyze the influence of attractions
and entertainment on destination loyalty (revisiting and recommending it). Thus, Silvestre
et al. [26] have included what we call attractions and entertainment in a construct entitled
satisfaction with the city and the visit, concluding that there is no significant direct rela-
tionship between this construct (which includes attractions and entertainment image) and
cruisers’ destination loyalty. Additionally, Lee [102] tested a significant positive relation
between leisure experience and behavioral intention through destination perceived value.

Therefore, we have developed the following hypotheses based on the literature review:
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H4. Attractions and entertainment image has a direct, positive, influence on satisfaction.

H5. Attractions and entertainment image has a direct, positive, influence on loyalty.

H6. Satisfaction mediates the relationship between attractions and entertainment image and loyalty.

2.2.3. Impact of Infrastructure Image

Accommodations and restaurant services consist of a series of products and services,
making it a much more complex task to present an image that meets travelers’ expecta-
tions [103]. It is important to study the role of this infrastructure on destination image
since general satisfaction in the tourism sector is strongly related to infrastructure image,
specifically restaurant and accommodation services, among other variables [104]. A study
by Simarmata et al. [105] highlights that tourism infrastructure image (travel agencies,
accommodations and restaurants) has a significant influence on visitors’ satisfaction. In the
area of cruise tourism, various authors have confirmed that infrastructure is a decisive com-
ponent of destination image [41,96]. However, Puh [80] does not consider infrastructure to
play a decisive role in the formation of said image and, consequently, on satisfaction.

In regard to loyalty, various studies have concluded that if the image of the services
and infrastructure available at a destination are positive, this could stimulate word-of-
mouth recommendations, as well as travelers choosing to revisit the same destination in
the future [12,14,106]. Similarly, regarding cruise tourism, a positive experience at the port
of call has a decisive influence on travelers’ behavioral intention to revisit a specific port
and even to recommend visiting that destination to people they know [26]. Furthermore,
Nasir et al. [107] studied the indirect relationship between the infrastructure and loyalty
to destination

Consequently, based on the relevant literature, we propose the following hypotheses:

H7. Infrastructure and services image has a direct, positive, influence on satisfaction.

H8. Infrastructure and services image has a direct, positive, influence on loyalty.

H9. Satisfaction mediates between infrastructure and service image, and loyalty.

2.2.4. Impact of Perceived Value Image

Perceived value is defined by Zeithaml [108] as a consumer’s overall assessment
regarding the utility of a product or service, which is based on their perception of what
is received and what is given. According to Lovelock [109], this concept is the balance
between the perceived benefits and perceived costs.

Various studies have highlighted the importance of the relationship of the quality-
value-loyalty chain [76,110] specifically determined that quality is an antecedent of per-
ceived value, while satisfaction is a consequence of perceived value, which results in
an attitude of loyalty. Many authors have studied this relationship in the tourism sec-
tor [15,111–118]. In particular, a tourist’s perceived value of the quality of the trip is a
construct that is directly related to their satisfaction with said trip [119,120]. In turn, satis-
faction has an indirect relationship with loyalty [10,121]. Specifically, in the area of cruise
tourism, various authors have studied the price-quality relationship (a component of our
perceived value attribute) and its positive effect on satisfaction [26,88,122].

Similarly, other authors have demonstrated that perceived value in relation to loyalty
has a positive impact on a tourist’s decision to return to a destination [114,123]. According to
studies by various authors, this relationship is also true in the area of cruise tourism [124,125].

Based on the aforementioned literature, we propose the following hypotheses:

H10. Perceived value image has a direct, positive, influence on satisfaction.

H11. Perceived value image has a direct, positive, influence on destination loyalty.

H12. Satisfaction mediates between perceived value and loyalty.
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2.2.5. Impact of Accessibility Image

The accessibility of a destination is one of the attributes of cognitive image that deter-
mines tourists’ satisfaction [79]. Many authors have considered the accessibility construct:
making sure that the area has the appropriate signage [126], the importance of the loca-
tion’s accessibility factors for disabled tourists [127] and access to tourism information [128].
In regard to cruisers, the urban environment has a significant influence [27] on having
a positive experience at the destination, which in turn influences the development of a
positive image of the location visited. Furthermore, Wisker et al. [129] studied the indirect
relationship between the accessibility and loyalty to destination.

Regarding its relationship with loyalty, tourists that positively value a destination’s
accessibility are more prone to travel during the off-season, which can help reduce the
effects of seasonality as they have more time and, on average, stay longer at the destination,
thereby spending more than average at said location. Furthermore, the more satisfied
visitors are with the tourism available at a destination, the more loyal they are to said
destination [75].

Consequently, we propose the following hypotheses:

H13. Accessibility image has a direct, positive, influence on satisfaction.

H14. Accessibility image has a direct, positive, influence on destination loyalty.

H15. Satisfaction mediates between accessibility image and loyalty.

2.3. Influence of Tourists’ Satisfaction on Destination Loyalty

The relationship between satisfaction with the travel experience and destination
loyalty or behavioral intention has been amply studied in the scientific literature. Sat-
isfaction is considered to be both an antecedent [13–15] and a mediator of image and
loyalty [12,83,86,130].

In addition to a rational preference, satisfaction often leads to an emotional relation-
ship, which creates greater customer loyalty [131]. Loyalty also makes customers more
prone to recommend a tourist service to the people they know [132]. In parallel, in the
cruise tourism sector, cruisers’ satisfaction is also a determining factor of loyalty. Silvestre
et al. [26] determined that satisfaction with the city and the visit is a more decisive de-
termining factor than satisfaction with establishments and services. Similarly, Brida and
Coletti [133] concluded that the probability of cruise tourists revisiting a destination de-
pends on their satisfaction with their experience at the destination. Along these lines, other
researchers have concluded that general satisfaction has a positive influence on cruisers’
loyalty, which is understood as their intention to return to the destination and recommend
it [96,134]. Similarly, according to Satta et al. [135], there is a positive relationship between
satisfaction with the destination and cruisers’ word-of-mouth recommendations. Finally,
Toudert and Bringas-Rábago [27] and Albaity and Melhem [16] have analyzed the influence
of satisfaction as a mediator between a cruise’s image and destination loyalty.

Therefore, in accordance with the points made above, we propose the following hypothesis:

H16. Overall satisfaction has a direct, positive, significant influence on destination loyalty.

3. Data Collection and Methods

3.1. Description of the Study Location: Malaga (Costa del Sol, Spain)

Malaga, the capital of the Costa del Sol (Andalusia, Spain) is a coastal city in the
Mediterranean and tourism is the most important component of its economy. In 2019, the
city had a population of 574,654 residents and received over 1.4 million tourists, making it
the third largest tourist destination in Spain in terms of the annual number of visitors [136]
and the second largest in terms of the number of cruisers in continental Spain, after
Barcelona, with a total of 477,001 cruise passengers [29]. Consequently, Malaga was chosen
for this study due to its importance in Spain’s cruise tourism sector (Figure 1).
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Figure 1. Location of Malaga (Andalusia, Spain) and photo of Port of Malaga. Source: Map (a) and map (b) from [137], map
(b) own modification and photo (c) [138].

3.2. Sample, Data Collection and Construct Measures

A cross-sectional study was conducted with a random sample using raw data from a
survey in which cruise tourists are the unit of analysis. The data were collected throughout
the year 2019 from cruisers traveling on different ships. The questionnaire was handed out
in person, in hard copy format, as passengers were boarding the ship after returning from
visiting the city. Once the data were collected, a total of 457 valid surveys were considered
(from a total of 470 collected) and there were no missing values (Table 1). The survey is
included in the Supplementary Material.

Table 1. Descriptive sociodemographic.

Range Frequency Percentage Indicator Category Frequency Percentage

Age 18–30 74 16.2 Sex Man 217 47.5
30–40 51 11.2 Woman 240 52.5
40–50 59 12.9 Total 457 100.0
50–60 86 18.8 N (sample size)
60–70 129 28.2 Valid 457 100.0
70–90 58 12.7 Missing 0 0

Source: Own elaboration from SPSS.

A 7-point Likert scale was used to evaluate the degree of agreement or disagreement
with each statement (1 = strongly disagree, 4 = neutral, 7 = strongly agree). The frequency
and percentage of the respondents’ ages and genders were included in the survey (see
Table 1). At a 5% level of significance and a statistical power of 80%, with a maximum of
3 arrows pointing at a construct in the structural model and a minimum of 10% explained
variance, according to this author, the minimum sample size is 300 [139] and, therefore, the
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sample more than fulfills this requirement. Table 2 shows the items included in the survey
and their descriptive measures.

Table 2. Survey items about the city of Malaga (Andalusia, Spain).

Indicators or Items No. Mean Me Min Max
Standard
Deviation

Excess
Kurtosis

Skewness

1st construct: 1. Environment
1.1. Pleasant weather 1 5.796 6 1 7 1.43 1.394 −1.279
1.2. Clean and tidy environment 2 6.039 6 2 7 1.19 0.513 −1.139
1.3. Friendly and helpful local people 3 5.937 6 1 7 1.194 0.943 −1.101
1.4. Safe and secure environment 4 5.921 6 1 7 1.237 0.597 −1.082
1.5. Picturesque views 5 6.035 7 1 7 1.185 0.189 −1.018
2nd construct: 2. Attractions and entertainment
2.1. Wide arrays of shows/exhibitions 6 4.521 4 1 7 1.075 0.903 1.33
2.2. Wide variety of entertainment 7 4.519 4 2 7 1.059 0.885 1.345
2.3. Tempting cultural events 8 4.593 4 1 7 1.15 0.27 1.118
3rd construct: 3. Infrastructure and service
3.1. Wide selection of restaurants/cuisine 9 5.508 6 1 7 1.312 −0.837 −0.373
3.2. Wide variety of shopping options 10 5.597 6 1 7 1.274 −0.391 −0.537
3.3. Wide choice of accommodations 11 4.648 4 1 7 1.144 0.185 0.949
3.4. Reasonable price for food and accommodation 12 5.186 5 1 7 1.287 −0.737 −0.079
4th construct: 4. Perceived value
4.1. Good value for money 13 5.263 5 1 7 1.325 −0.694 −0.265
4.2. Reasonable price for attractions and activities 14 5.026 5 1 7 1.323 −0.793 0.168
4.3. Good bargain shopping 15 4.814 4 1 7 1.429 −0.399 0.046
4.4. Appropriate signposting 16 5.449 6 1 7 1.382 −0.523 −0.501
5th construct:5. Accessibility
5.1. Easy access to city center 17 5.917 6 1 7 1.265 1.022 −1.146
5.2. Disabled access 18 4.814 4 1 7 1.261 −0.382 0.498
5.3. Tourism information points 19 5.56 6 1 7 1.3 −0.386 −0.552
6th construct: 6. Satisfaction with destination
6.1. Overall Satisfaction (1 item) 20 6.088 6 3 7 1.008 0.514 −1.05
7th construct: 7. Loyalty with destination
7.1. Intention to revisit it 21 5.737 6 1 7 1.415 1.024 −1.171
7.2. Intention to recommend 22 6.057 6 1 7 1.142 1.696 −1.304

Note: N = Total participants = 457; Me = Median. Source: Own elaboration from [140].

Infrastructure, perceived value and accessibility have been validated as measurement
instruments by Chi and Qu [12]. Environment and, also, attractions and entertainment
has been validated by means of individual factor analysis for each construct with SPSS
software prior to import the database to the software SmartPLS. Different studies have
used the overall satisfaction as measure, e.g., [12,79,141,142]. In addition, as we mentioned
in the introduction section, loyalty can be measured through the variables used to mea-
sure behavioral intention, the return intention and the recommendations to friends and
relatives [8–10,12,61,80,143–146].

3.3. Data Analysis

In our case, the descriptive analysis of the items in the measurement scales confirmed
that the data does not follow a normal distribution based on skewness as the data exceeds
the recommended thresholds of ±1 [147].

For this study, we opted to use variance-based structural equation modeling estimated
with partial least squares (PLS-SEM). These models are intended to predict and explain the
variance of the endogenous construct under study (loyalty) by means of different latent
variables that are predictors (cognitive image and satisfaction attributes).

Theoretical concepts of behavioural investigation are usually represented as latent
variables according to Benitez et al. [148]. Following Dijkstra and Henseler [149], the use
of PLSc is a recommended method to consistently estimates model in case the common
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factor model is true; and it is equally recommended in comparison with the covariance
based structural equation modelling. Additionally, Dijkstra and Henseler conclude that
the PLSc approach report less problems in the framework of non-recursive linear reflective
model [149]. Among other reasons, these aforementioned facts justify the selection of PLSc.
Later, we have computed the model with partial least squares structural equation modeling
with the software SmartPLS version 3.3 [140] using PLSc to test the hypotheses.

Two phases englobe the assessment of the PLS-SEM: Firstly, the evaluation of the
measurement model and, secondly, the assessment of the structural model. Concerning the
mediation, Nitzl et al. [150] is followed. To end with this section and based on the literature
review described earlier, we propose a confirmatory model with a nomogram (Figure 2)
showing the relationships between the constructs, as well as the sign and direction of
said relationships.

Figure 2. Confirmatory model. Source: Own elaboration using [140].

4. Results

4.1. Measurement Model

Following the recommendations based on the functionality of SmartPLS, PLSc was
selected since the constructs are common factors. The evaluation of the measurement model
of reflective constructs with its corresponding items included various assessments [151,152]
item reliability, internal consistency reliability, convergent validity and discriminant validity.

Concerning the items removed from the measurement models, firstly, it should be
noted the item 5.3 of construct accessibility was removed; the outer loading was below
0.6 and after removing from the model, AVE has increased [153,154]. Secondly, it was
removed from infrastructure the indicator 3.3 variety of accommodation as we realize that
cruise passengers do not spend nights in destination. The rest items from first construct
environment with outer below 0.7, but near of this value, were not removed due to
content validity.
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Firstly, in regard to item reliability, the external load must be greater than or equal to 0.6
for an exploratory model and 0.7 for a confirmatory model (Tables 3 and A1 of Appendix A
for more description). Secondly, internal consistency reliability was evaluated using
composite reliability, [155,156], Dijkstra–Henseler RhoA and Cronbach’s alpha [157], both
of which must be greater than 0.7. Convergent validity was measured using the Average
Variance Extracted (AVE) [158], which must be greater than 0.5. The aforementioned
threshold requirements were all met in our case, as shown in Table 3.

Table 3. Item reliability, internal consistency reliability and convergent validity.

Constructs Related to Malaga Destination CA > 0.7 RhoA > 0.7 CR > 0.7 AVE > 0.7
Factorial
Loadings

(Min.; Max.)

1. Environment 0.836 0.843 0.838 0.510 (0.533; 0.823) *
2. Attractions and entertainment 0.915 0.919 0.917 0.787 (0.736; 0.962) *
3. Infrastructure and service 0.822 0.824 0.822 0.699 (0.735; 0.904) *
4. Perceived value 0.859 0.861 0.860 0.606 (0.663; 0.851) *
5. Accessibility 0.807 0.808 0.807 0.583 (0.681; 0.843) *
6. Satisfaction with destination (1 item) 1 1 1 1 (1.000)
7. Loyalty with destination 0.832 0.871 0.846 0.736 (0.680; 1.000) *

Note: CA: Cronbach’s alpha; RhoA: Dijkstra–Henseler rho (also denotes by ρA), CR: Composite reliability; AVE: Average variance extracted.
Obtained from the * 95% Confidence Intervals. Source: [140].

Multiple criteria can be used to analyze discriminant validity, which measures how
different the constructs are from each other. In this case, two criteria were used: first, the
criterion of Fornell and Larcker [158], which consists of comparing the correlations between
constructs with the square root of the AVE and the correlations between constructs and
any of said correlations exceeding the AVE; second, the Heterotrait–Monotrait ratio of
correlations (HTMT), which should not exceed 0.90 [159]. All of the established threshold
requirements for the measurement model evaluation were met in this study, according to
the calculated values shown in Table 4.

Table 4. Discriminant validity: Fornell and Lacker versus Heterotrait–Monotrait Ratio criteria.

Construct 1. Environment 2. Attractions and
Entertainment

3. Infrastructures
and Services

4. Perceived
Value

5. Accessibility 6. Satisfaction 7. Loyalty

1. Environment 0.714 0.357 0.589 0.541 0.681 0.646 0.667

2. Attractions and
entertainment 0.357 0.887 0.462 0.472 0.387 0.262 0.299

3. Infrastructures
and services 0.592 0.460 0.836 0.555 0.590 0.408 0.425

4. Perceived value 0.539 0.470 0.556 0.778 0.608 0.472 0.467

5. Accessibility 0.679 0.386 0.589 0.607 0.763 0.538 0.508

6. Satisfaction 0.644 0.262 0.409 0.472 0.538 1.000 0.791

7. Loyalty 0.658 0.297 0.422 0.460 0.507 0.784 0.858

Source: [140]. Note: The square of AVE in the diagonal. Constructs’ inter-correlations under diagonal and HTMT values over the diagonal.

4.2. Structural Model

In this case, all of the bootstrap exact fit tests (the standardized root mean square
Residual, SRMR, the unweighted least squares discrepancy, DULS, and the geodesic
discrepancy, DG) of the assessed model were computed, providing no significant results
(p > 0.005); thus, the model fit is not satisfactory. However, other scholars disagree with
these requirements according to Chin et al. [160].

The structural model was evaluated according to the recommendations made in
various studies [147,161,162]. The assessment of the internal model includes: (1) collinearity
between constructs; (2) the model’s predictive power using the coefficient of determination
(R2) and the Stone Geisser Q2 coefficient [163,164], (3) evaluation of effect size f2; and (4)
statistical significance and relevance of the path coefficients.
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4.2.1. Collinearity Assessment

In order to evaluate the degree of collinearity with the constructs preceding the
endogenous construct, the software calculates the reciprocal of the tolerance (TOL); that is,
the variance inflation factor (VIF = 1/TOL). In the context of PLS-SEM, TOL values that
are less than or equal to 0.20, equivalent to VIF values greater than or equal to 5, mean
that there is a potential problem of collinearity [152]. Nevertheless, other authors use other
thresholds, considering VIF values greater than 3.3 [165], as well as a value of 5 [166]. After
calculating the VIF, the results indicate that there are no potential problems of collinearity
between the latent variables (see Table 5).

Table 5. Variance inflation factor (VIF).

Constructs’ VIF 6. Satisfaction 7. Loyalty

1. Environment 2.109 2.560

2. Attractions and entertainments 1.388 1.389

3. Infrastructure and services 1.929 1.932

4. Perceived value 1.896 1.938

5. Accessibility 2.293 2.329

6. Satisfaction 1.804
Source: [140].

4.2.2. Predictive Power

Two measurements were used to quantify the predictive power of this structural
model: the coefficient of determination R2 and Stone–Geisser Q2 criteria. First, the coeffi-
cient of determination measures the model’s predictive precision and R2 ≥ 0.1 is recom-
mended [167]. However, another criterion has been established, considering that values
of 0.1, 0.25 and 0.5 are weak, moderate and substantial, respectively [147]. The results
are greater than the minimum threshold R2 ≥ 0.1, with loyalty values at R2 = 0.658 and
satisfaction at R2 = 0.446 (next to substantial); therefore, our model has a substantial pre-
dictive power in relation to R2 (Table 6). The general rule indicates that a cross-validated
redundancy of Q2 > 0.5 is considered to be a predictive model [139]. In this case, the
Q2 criterion by Stone–Geisser is close to the established threshold in the case of loyalty
(Table 6).

Table 6. Variance explained and cross-validated redundancy index.

Dependent Construct R2 Q2

6. Satisfaction 0.446 * 0.378
7. Loyalty 0.658 * 0.466

Source: [140]. Note. * p < 0.05.

4.2.3. Effect Size f2

The change produced in the value of R2 by eliminating an exogenous latent variable
from the structural model can be used to indicate whether the omitted construct has a
substantial impact on the endogenous construct. This change is measured by the effect
size (f2). The construct’s effect size measures the impact of the exogenous variable in the
structural model’s predictive power. Values in the range: 0.02 ≤ f2 < 0.15, 0.15 < f2 ≤ 0.35
and f2 ≥ 0.35 indicate weak, moderate and strong effects, respectively, according to Co-
hen [168]. In our case, all of the f2 values fluctuate between 0.00 and 0.606. The effect size of
cruise tourists’ satisfaction when explaining loyalty is strong (0.606), the f2 of environment
image when explaining satisfaction is moderate (0.214). Moreover, the f2 of perceived value
when explaining satisfaction (0.022) are weak likewise environment on loyalty (0.071). The
rest of the effects are essentially non-existent or without any effect (0.000 to 0.016), whether
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for the image of the rest of the latent variables when explaining satisfaction or the image of
the rest of the constructs when explaining loyalty (Table A2).

4.2.4. Path Coefficients, Significance and Relevance

In bootstrapping, subsamples are created with randomly drawn observations (with
replacement) from the original set of data, with the same sample size as the study’s original
sample (457 cases). To ensure the stability of the results, there must be a large number of
subsamples. The significance of the normalized path coefficients was obtained through
a bootstrap resampling procedure of 5000 samples of the same number of observations
(457 cases), which is considered to be the ideal number of bootstrap samples [169,170]. The
standardized path coefficients reported in the path diagram (Figure 3) are significant at a
level of 5%.

 
Figure 3. Tested model. Note: p-values in brackets. Source: Own elaboration from [140].
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The relevance of the normalized path coefficients was obtained from the comparison
between said coefficients, keeping in mind that the greater the value of these coefficients,
greater the relevance. The direct path coefficients of the constructs of environment image
and perceived value are significant and positive (Table 7) in relation to satisfaction, with
environment image being the most relevant of the two image sub-dimensions with a value
of 0.500, followed by perceived value. However, the relationships between attractions
and entertainment image, infrastructure and services and accessibility with satisfaction
are not significant. In regard to loyalty, only the constructs of environment image and
satisfaction have significant direct effects, with satisfaction having the most substantial
effect (0.500) after satisfaction in loyalty (0.612). Furthermore, we included the variance
account for (VAF) equals to the proportion that indirect effect represents from total effect
(also in percentage). It is a supplementary and secondary criterion: VAF below 20% is
considered no mediation; VAF between 20% and 80% is partial mediation and greater than
80% full mediation [147].

Table 7. Direct, indirect and total effect concerning to model for Malaga destination.

HYPOS Direct Path
Coefficient

(Percent.Boot.95%CI)
Sig.

supported H1 Environment directly affects satisfaction. 0.500
(0.392; 0.617) *

supported H2 Environment directly affects loyalty. 0.250
(0.103; 0.394) *

rejected H4 Attractions and entertainments image directly
affects satisfaction.

−0.022
(−0.090; 0.042) NS

rejected H5 Attractions and entertainments image directly
affects loyalty.

0.041
(−0.018; 0.103) NS

rejected H7 Infrastructure and service image directly
affects satisfaction.

−0.044
(−0.156; 0.064) NS

rejected H8 Infrastructure and service image directly
affects loyalty.

0.004
(−0.103; 0.106) NS

supported H10 Perceived value image directly affects satisfaction. 0.152
(0.046; 0.254) *

rejected H11 Perceived value image directly affects loyalty. 0.034
(−0.072; 0.141) NS

rejected H13 Accessibility image directly affects satisfaction. 0.141
(−0.014; 0.287) NS

rejected H14 Accessibility image directly affects loyalty. −0.030
(−0.186; 0.121) NS

supported H16 Overall satisfaction affects loyalty. 0.612
(0.508; 0.714) *

Specific Indirect Path
Coefficient

(Percent.Boot.95%CI)
Sig. VAF

supported H3 Environment indirectly affects loyalty
through satisfaction.

0.306
(0.230; 0.396) * 55.07%

partial mediation

rejected H6 Attractions and entertainments affects loyalty
indirectly through satisfaction.

−0.013
(−0.057; 0.025) NS –

rejected H9 Infrastructure and service image affects loyalty
indirectly through satisfaction.

−0.027
(−0.096; 0.040) NS –

supported H12 Perceived value image affects loyalty indirectly
through satisfaction.

0.093
(0.028; 0.159) * 73.30%

partial mediation

rejected H15 Accessibility image affects loyalty indirectly
through satisfaction.

0.086
(−0.008; 0.182) NS –
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Table 7. Cont.

Total = Direct + Indirect
Coefficient

(Percent.Boot.95%CI)
Sig.

Direct effect H1 Environment influences on satisfaction. 0.500
(0.392; 0.617) *

Direct and
indirect H2 Environment influences on loyalty. 0.556

(0.410; 0.707) *

No effect H4 Attractions and entertainments influences
on satisfaction.

−0.022
(−0.090; 0.042) NS

No effect H5 Attractions and entertainments influences on loyalty. 0.028
(−0.042; 0.101) NS

No effect H7 Infrastructure and service influences on satisfaction. −0.044
(−0.156; 0.064) NS

No effect H8 Infrastructure and service influences on loyalty. −0.023
(−0.153; 0.102) NS

Direct effect H10 Perceived value influences on satisfaction. 0.152
(0.046; 0.254) *

Direct and
indirect H11 Perceived value influences on loyalty. 0.127

(0.011; 0.240) *

No effect H3 Accessibility influences on satisfaction. 0.141
(−0.014; 0.287) NS

No effect H14 Accessibility influences on loyalty. 0.056
(−0.121; 0.228) NS

Direct effect H16 Satisfaction influences on loyalty. 0.612
(0.508; 0.714) *

Note: HYPOS, hypotheses, Perc.Boot.CI, Percentile bootstrap confidence intervals, Sig.: Significant, NS: Not significant. *: p < 0.05. Variance
account for (VAF). Source: Own from [140].

Considering that the direct effects of the other constructs of the destination’s cognitive
image are not significant in relation to loyalty, it is interesting to study the mediating
role of satisfaction on said constructs and classify all these relationships. In the case of
attractions and entertainment, infrastructure and services and, finally, in accessibility, there
is no mediation; that is, they have no effect on loyalty, as both the direct and indirect
effects are not statistically significant. Additionally, satisfaction is a partial collaborative—
complementary—mediator between environment image and loyalty likewise perceived
value and loyalty is (Table 8). Whether the direct or indirect path coefficients are signif-
icant or not is repeated in Table 8, summarizing the comparisons under consideration.
Furthermore, Figure 3 offers a comprehensive visualization of the path model for the
estimated model.
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5. Discussions and Conclusions

5.1. Theoretical Implications

This study presents a model that explains the influence of the cognitive attributes of
tourist destination image on destination loyalty, as well as the mediating role of cruisers’
overall satisfaction between each of these attributes and loyalty. One of the most relevant
elements of this research as compared to other prior studies is the consideration of the
individual influence of each of the attributes of cognitive destination image on both cruisers’
satisfaction and loyalty. The few prior studies on cruise tourism offer overall results of
destination image as a second-order construct, providing generic conclusions about its
influence on satisfaction and loyalty [22,27,88,89]. However, this study allows us to answer
which specific constructs of cognitive image are determining factors of cruisers’ satisfaction
and which constructs influence destination loyalty.

In comparison with Chi and Qu’s research [12], our study includes the image desti-
nation in sub-dimensions in the model; meanwhile, Chi and Qu considered a construct
of the overall image destination. Similarly, we also analyze direct and indirect effects of
image through overall satisfaction. Specifically, our model is a sub-model of these authors
with the novelty of considering the image divided into different dimensions in order to
detect which constructs affects more to the satisfaction and the loyalty. Finally, this survey
was conducted during the whole year; therefore, seasonality may not restrict the research
findings to summer tourists.

With regards to Chen and Phou [66], they did not assess the destination image direct
relation to loyalty with destination, only indirectly through the satisfaction. Similarly, we
do assess the cognitive dimension of the destination image; however, they did this as an
overall image, while in our study, the destination image is divided into five dimensions, as
we have mentioned above.

From the results of this study, we can conclude that a destination’s environment
image is the attribute of cognitive image that has the greatest influence on cruisers’ over-
all satisfaction, through a direct, positive, substantial relationship. This conclusion is in
line with the study by Sanz-Blas and Carvajal-Trujillo [96], which demonstrates that the
travel environment is the component of destination image that plays the most decisive
role in cruisers’ satisfaction in Valencia (Spain). However, in a study about the destination
Ensenada (Baja California), Toudert and Bringas-Rabago [27] consider that although en-
vironment image has a significant direct effect on satisfaction, it has less of an influence
than other cognitive components such as a destination’s attractions and entertainment and
the urban environment. These coincidences may be due to the fact that both destinations
Valencia and Malaga are Mediterranean ports and, therefore, present a similar conception
of environment image as compared to destinations at other latitudes, such as Ensenada. It
also may be possible that cruisers in the Mediterranean have different expectations and
that factors such as climate and picturesque views are more decisive in the construct of
satisfaction than in other types of cruises, depending on their destinations. Ultimately,
maintaining a pleasant, distinguishable environment should satisfactorily meet cruisers’
motivations and expectations, as suggested by Qu and Ping [171].

Attributes such as the destination’s attractions and entertainment image, or the image
of infrastructure such as restaurants, hotels and shops, do not have an influence on cruisers’
satisfaction or destination loyalty. These results corroborate the results obtained by Sanz-
Blas et al. [89] and, partially, by Toudert and Bringas-Rábago [27], since the latter authors
conclude that attractions are especially relevant.

On the other hand, cognitive attributes of the destination’s image such as accessibility
and the perceived value of services do have a direct influence on cruisers’ satisfaction
and also have an indirect influence on loyalty, to a lesser degree, although it has a weaker
effect than environment image. These conclusions are in line with the results of a study
conducted by Meng et al. [88], which were obtained from the opinions of passengers on
the Star Cruise line.
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Another important finding of this article is that environment image not only has
an influence on cruisers’ satisfaction, but that it also has a positive, direct, significant
relationship with destination loyalty. These results are in accordance with the findings of
DiPietro and Peterson [25], who also concluded that positive experiences with environment
image contribute to cruisers revisiting and recommending a destination. However, these
results differ from those obtained by Silvestre et al. [26] in regard to a similar construct that
does not influence cruisers’ loyalty.

Perceived value does not have a direct influence on loyalty; however, it does have an
indirect effect through satisfaction, which acts as a total mediator in this case, although
the indirect effect is weak. While these results are in line with the findings of various
authors [124,125], they differ from those obtained by Murphy et al. [114] in regard to the
direct relationship between the perceived value of tourism services and loyalty. Similarly,
accessibility only has an indirect influence on loyalty through the mediation of satisfaction.
This may be due to the fact that cruisers’ assessment of accessibility depends on a positive
perception of overall satisfaction.

Along these lines, the conclusion that cruisers’ overall satisfaction has a decisive
influence on loyalty confirms what has been established by prior studies, both in the
tourism sector in general [13–15] and in cruise tourism in particular [96,134].

Finally, the results of this study corroborate the mediating role of satisfaction between
image and loyalty, in accordance with the results obtained by other authors in both a
general context [12,84,86,130] and within the specific context of cruises [16,27].

5.2. Managerial Implications

The attributes of cognitive image that have a significant influence on cruisers’ satis-
faction and loyalty (environment image, perceived value and accessibility) fall under the
responsibility of destination management organizations such as city councils, business own-
ers, trade associations and other public and private institutions. These institutions must
proactively manage the variables that can produce satisfactory experiences for cruisers and
help them develop a bond, both cognitive and emotional, when visiting the city.

The confirmation that overall satisfaction influences loyalty enables management
organizations to develop more efficient loyalty strategies for their respective destinations.
Therefore, if the goal is to get cruisers to return to the destination or for them to recommend
it to the people they know, it is of the utmost importance to focus on issues of cleanliness,
picturesque locations, safety and hospitality. These variables (which pertain to the attribute
environment image) have the greatest influence on cruisers’ satisfaction and loyalty, both
directly and indirectly.

Meeting the expectations that cruisers associate with a destination’s image is also
crucial in this process of producing satisfaction and, consequently, loyalty. Otherwise, not
only does it limit the likelihood of cruisers revisiting a destination, it also means that they
would not give positive feedback about the destination to the people they know. If cruisers
were to revisit the destination on another cruise, it would actively contribute to moderating
the significant seasonality of hotels in the city of Malaga.

We believe that it is crucial to involve not only relevant institutions, but also the
destination’s local residents through appropriate communication and loyalty strategies for
these kinds of initiatives, for example, through challenges, public greetings or promotional
messages regarding the importance of welcoming cruise tourists and their significance in
the local economy. These initiatives should be integrated in the destination’s marketing
and strategic plans.

5.3. Limitations and Suggestions for Future Research

This study reveals various limitations in addition to laying the groundwork for future
research. One limitation to keep in mind is that the data refers to a specific port in the
Mediterranean, which has specific, unique characteristics that are different from other ports
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of a similar scale. Similarly, the data were collected just before the emergence of COVID-19
and its consequences for cruise ships and their respective destinations.

It would, therefore, be important for future studies to expand the field of research,
conducting a comparison with other destination ports that have other characteristics that
differ from the Mediterranean. It would also be interesting to apply panel data using
information post-COVID-19, in addition to the prior data that were collected. Lastly, we
recommend expanding the cognitive attributes of the destination’s image, considering the
specific health risks associated with the disease and the destination’s healthcare system.
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Appendix A

Table A1. Outer loadings.

Constructs
Indicators

Outer Loadings t Statistics p-Value 5.0% 95.0%

1. Environment
1.1. Pleasant weather 0.611 13.572 0.000 0.533 0.681
1.2. Clean and tidy environment 0.764 21.962 0.000 0.704 0.818
1.3. Friendly and helpful local people 0.732 19.363 0.000 0.669 0.793
1.4. Safe and secure environment 0.768 22.219 0.000 0.709 0.823
1.5. Picturesque views 0.685 14.857 0.000 0.604 0.757

2. Attractions and entertainment
2.1. Wide arrays of shows/exhibitions 0.906 26.209 0.000 0.847 0.962
2.2. Wide variety of entertainment 0.916 31.524 0.000 0.866 0.962
2.3. Tempting cultural events 0.836 14.684 0.000 0.736 0.919

3. Infrastructure and service
3.1. Wide selection of restaurants/cuisine 0.807 25.841 0.000 0.754 0.857
3.2. Wide variety of shopping options 0.864 33.260 0.000 0.819 0.904
3.3. Wide choice of accommodations – – – – –

4. Perceived value
4.1. Reasonable price for food and accommodation 0.795 23.608 0.000 0.735 0.847
4.2. Good value for money 0.803 25.353 0.000 0.749 0.851
4.3. Reasonable price for attractions and activities 0.731 18.390 0.000 0.663 0.793
4.4. Good bargain shopping 0.782 18.252 0.000 0.710 0.850
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Table A1. Cont.

Constructs
Indicators

Outer Loadings t Statistics p-Value 5.0% 95.0%

5. Accessibility
5.1. Appropriate signposting 0.752 23.573 0.000 0.699 0.804
5.2. Easy access to city center 0.794 25.280 0.000 0.741 0.843
5.3. Disabled access – – – – –
5.4. Tourism information points 0.743 20.796 0.000 0.681 0.799

6. Satisfaction with destination (1 item)
6.1. Overall satisfaction 1.000 1.000 1.000

7. Loyalty with destination
7.1. Intention to revisit it 0.742 21.059 0.000 0.680 0.798
7.2. Intention to recommend 0.960 38.125 0.000 0.918 1.002

Source: Own elaboration from [140].

Table A2. Effect size f2.

Constructs Related to Malaga Destination f2 p-Value Type

Environment on satisfaction 0.214 0.002 Moderate
Environment on loyalty 0.071 0.112 Weak

Attractions and entertainments on satisfaction 0.001 0.439
Attractions and entertainments on loyalty 0.004 0.333
Infrastructure and servicies on satisfaction 0.002 0.413

Infrastructure and servicies on loyalty 0.000 0.499
Perceived value on satisfaction 0.022 0.126 Moderate

Perceived value on loyalty to destination 0.002 0.443
Accessibility on satisfaction with destination 0.016 0.243

Accessibility on loyalty to destination 0.001 0.476
Satisfaction with destination on loyalty 0.606 0.002 Substantial

Source: Own elaboration from [140].
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Abstract: This article aims to provide information to public agencies and policymakers on the
determinants of health systems and their relationships that influence citizens’ health–disease status.
A total of 61 indicators for each of 17 Spanish autonomous communities were collected from the
Spanish Ministry of Health, Social Services, and Equality between 2008 and 2017. The applied
technique was partial least squares structural equation modeling (PLS-SEM). Concerning health–
disease status, an influence of sustainability and performance on the health system was hypothesized.
The findings revealed that health system sustainability had a negative effect on health–disease
status, measured in terms of disease incidence. However, the relationship between health system
performance and health–disease status is positive. Furthermore, health system performance mediates
the relationship between sustainability and health–disease status. According to our study, if we
consider the opposite poles that make up the definition of health–disease status (well-being and
disease), this concept is defined more by the incidence of the negative aspect.

Keywords: National Health Services; health–disease status; health system performance; health
system sustainability; health policy; healthcare quality; partial least squares structural equation
modeling (PLS-SEM)

1. Introduction

All countries seek to grow economically. Undoubtedly, this is reflected in improve-
ments in the standard of the population’s living. For its part, the population’s health plays a
fundamental role in its economic prosperity [1]. Health has a direct impact on the economy
and economic growth [2]. Both the prevention of diseases and their treatment are necessary
to reduce disease burden [3]. These activities will be directed by a health system for which
the government is responsible [4]. The government will need tools to continuously evaluate
and monitor the health system if its objective is for it to work properly [4,5]. Inadequate or
inefficient health expenditure could slow down the economic growth of the entire coun-
try [1]. Having quality information when making decisions about health policies improves
health, well-being, and patient satisfaction [5]. At the organizational level, one of the inputs
for improving the health care system’s efficiency, effectiveness, and equity is the health
information systems. The use of health information systems leads to the achievement of
administrative efficiency, maximizing the value of resources as an outcome [6]. Managing
all the data that health workers routinely record enables gathering information on vital
statistics, public health programs, reportable diseases, and mortality. The purpose of the
health information system is to promote the development of an information culture where
those responsible for health use information operatively for optimal planning and decision
making to provide health services based on knowledge [7].

According to the World Health Organization (WHO), “Health is a state of complete
physical, mental and social well-being, and not only the absence of diseases or illnesses” [8].
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The measurement of health–disease status can be performed from the perspective of
diagnostic morbidity (based on empirical data on diseases in the population) or from the
perceived morbidity’s perspective (based on self-perception of health–disease status [9]).
Self-perception of the state of health is not the same in both sexes.

All health systems aim to improve citizens’ health [10–15], respond to patient expec-
tations, and equitably distribute the financial burden [12,16,17]. It is essential to know
the needs in each region of the country and allocate resources accordingly in order to
improve health–disease status [9]. For its part, responsiveness is a crucial element in
patient satisfaction [15] and includes several concepts, such as confidentiality, autonomy,
prompt attention, and access to social support networks, among others [6,16]. Finally, when
discussing an equitable distribution of the financial burden, we refer to the fact that each
household should pay the health system somewhat based, to a certain degree, on their
income [4,18]. We can also refer to equity in terms of provision of the service, which aims
to benefit each user based on their particular needs [6,19].

A quality health system will provide an excellent service when and where patients
require it [20]. If the system malfunctions (poorly managed, poorly structured, ineffective,
or poorly structured financially), it will not deliver its full potential, its costs will rise, and
health outcomes will worsen [6]. In other words, it will not be able to fulfill its ultimate
goal. For this reason, it is vitally important to manage these systems and evaluate their
performance [21]. Periodically carrying out an efficiency analysis is a productive tool to
investigate the potential for improvement in a hospital’s resource use [22,23]. Nevertheless,
the contemporary approach to measuring performance includes a cost analysis of services,
quality, and patient satisfaction [24].

For its part, the measurement and evaluation of patient satisfaction are considered
key points to work on if what is intended is the continuous improvement of the health
system and its consequent excellence [20,21]. Patients’ opinions are among of the main
elements with which satisfaction is measured [22]. This feedback will serve as the basis for
analyzing the health system and working towards its improvement [23,25,26]. Maintaining
an excellent healthcare system has never been cheap. Furthermore, updating based on
continuous technological advances nowadays requires even more effort than ensuring
the system works efficiently. Managing quality will improve the quality of the services
provided and reduce costs [10,26].

Today, companies worldwide are concerned with reporting on their sustainability.
Through sustainability reports, corporations explain their planning in its economic, en-
vironmental, and social aspects [27]. When we speak of health system sustainability, we
refer to the management of resources and expenses that are carried out, and the degree to
which the health system’s use is capable of meeting current needs without compromising
the satisfaction of future needs [13,28]. It will be necessary to maintain the best possible
cost-effectiveness ratio to meet this criterion. In other words, resources should be allocated
to those interventions that provide the maximum improvement in health per monetary
unit [3,22]. Additionally, for the organization to be sustainable over time, quality of service
must exist [29]. The difficulty in measuring quality, in these terms, is that we have to look
to the future and design a service that meets the needs of tomorrow [29].

On many occasions, health indicators are used to strategically direct resources and
expenses [5]. When these indicators are comparable between countries, relevant and
significant data can be extracted to improve them and identify good and bad practices [30].
Public health indicators contribute to transparency and good governance [31]. For example,
in Europe, the ECHI (European Community Heath Indicator) is used, which functions as a
hub of information and notifications on health at the European level [5].

The WHO established that governments have to guarantee the availability of health
services to their citizens [6] in order to improve health status, meet patient expectations,
and comply with the financial equity criteria [12]. One of the factors that most influence
patient satisfaction is the health system’s ability to comply with clinical requirements. The
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latter depend on the facilities’ ability, for example, to provide laboratory reports on time,
and to maintain the availability of required blood groups [26].

As we have already indicated, improving health is the main objective of the entire
health system, but this should not be limited to physical diseases or symptoms. It is crucial
that we extend ourselves to evaluating and treating depressive symptoms [31]. Moreover,
those responsible should not be limited solely to the clinical aspects. For example, good
management and administration of the health system will also improve society’s health [32].

Previous research has studied the performance and sustainability of the health system.
However, it is not common to find studies on its effect on the population’s health as a
complete health system, designed in the form of a nomological network and integrated
by different explanatory subsystems of the health–disease status of citizens. Some studies
use individual variables as isolated pieces with influence on a single non-latent dependent
variable [33]. In this vein, we have not found investigations that use higher-order complex
latent variables defined by several dimensions. Our study contributes to defining the
boundaries of the health system, and highlighting the importance of the sustainability and
performance subsystems as drivers of the levels of well-being, morbidity, and mortality of
the population, that is, of the health–disease status. Moreover, we provide those responsible
for managing the health system with information on the efficient and effective use of
resources that does not compromise future needs and affect the population’s health–disease
status. In addition, our model offers policymakers information on the determining variables
of the health system and the correlations between them to serve as an instrument for
effective decision making. The rest of the article is structured as follows: First, we carry
out the literature review and pose the hypotheses. Secondly, we describe the research
methodology, and, after, the results are gathered and presented. Finally, we discuss the
principal findings of the research and the conclusions.

Literature Background and Hypotheses

The economic development of a country depends on many factors, and one of them
is the health of its inhabitants. A healthy population will always be more productive.
To achieve this, it will be essential that the country has an effective and efficient health
system [30,34]. Thus, countries should develop programs and policies to protect and
improve the population’s health [35] and reduce inequalities in health access [5]. In this
sense, studying the quality-to-price ratio is increasingly crucial [18]. In Europe, health
systems face increasing costs, as the population is aging and, therefore, making greater
use of them [14,30]. The elderly are using the health care system more frequently, and the
medical treatments they use are more expensive [36]. Innovations in health are imminent
to ensure a healthy life [14,37]. Nevertheless, this is also costly and complex due to the
system’s dynamism [14].

The ultimate goal should be to promote and improve the population’s quality of
life [14], minimizing the risk of mortality [14,38]. Then, the health system’s improvement
will increase the population’s quality of life and, therefore, reduce the mortality rate [39,40].
Mortality and morbidity ratios are used to measure the health–disease status of the popula-
tion [12]. Both are associated with physical and psychological states [38,41]. The mortality
rate is lower in women, which generates a higher incidence of morbidity [3,36]. A study on
Spanish citizens’ health status determined that neither in-hospital mortality nor morbidity
are significant factors in establishing perceived health status [9]. The life expectancy of
women is higher than that of men [3,42]. The difference in life expectancy between men
and women can be influenced by male sex exposure to risk factors or occupational risk,
or other risky behaviors [3]. Otherwise, people who suffer from a chronic illness have a
negative self-perception of their health [43]. Furthermore, it is the female sex who is prone
to chronic diseases [42]. Women tend to self-perceive worse than men [9].

The expected result of good health system management is the long-term well-being
of the patient. However, these results depend not only on the provision of a good-quality
health service, but also the characteristics of the patient [44]. For example, maternity in
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adolescence increases morbidity and mortality in women and their children, since they are
usually born with medical complications [45].

It is expected that the government will take the necessary measures to offer the
population quality and sustainable health services. How health services are provided
will affect the health status of the population [30,46]. On the one hand, quality can be
measured according to different pillars, such as safety, patient satisfaction, effectiveness,
and pertinence. On the other hand, sustainability can be studied according to the health
system’s level of use, allocations of resources, and volume of expenses.

A safe health system manages risks to minimize incidents [34,47], for example, evalu-
ating the effectiveness of new medical treatments and medicines [33]. These factors can be
measured by the number of hospital infections and the rate of adverse drug reactions. One
of the dimensions of healthcare quality is safety [37,48,49], which is related to efficiency,
since fewer interventions are less expensive. The literature indicates that safe care can be
provided with minimal waste of resources [34]. Regarding this issue, the WHO emphasizes
the need to understand healthcare complexity to ensure patients’ safety [13]. The character-
istics of the patient directly influence safety. The higher the complications, the lower the
security. The factors that influence risk exposure are age, disease burden, and gender [34].

A patient satisfied with the medical attention received will pay more attention to the
treatments and recommendations that the health personnel indicate, and consequently,
they will have better health results [50,51]. On the contrary, a dissatisfied patient will not
adhere to the recommendations of health professionals. Hence, resources will be wasted,
medical care productivity will decrease, and morbidity and mortality rates will increase [52].
From another perspective, we could say that the patient’s satisfaction affects their life
expectancy, and this relationship is strong [10]. Today, people are more demanding about
the services they receive. To achieve their satisfaction, it will be necessary for healthcare to
be “patient-oriented”, that is, depending on the individual needs of each patient [51,53].
Additionally, previous studies indicate that when patients are allowed to participate in
medical treatment decisions, they are more satisfied [20,54,55]. Other factors that influence
a patient’s satisfaction are confidence in the health system’s professionals [23,26,29,55,56],
the physician’s behavior [26,29,32,55,56], and the degree of patient follow-up [29,57]. In
their study, Ricci-Cabello et al. found that those patients who had a pleasant experience in
medical care reported better self-perceived health [51].

The health system’s ineffectiveness can be measured by the readmission rate to hos-
pitals, which causes higher costs for the system and more anguish to the patient [58].
Repeated hospitalization could signal a failure in the quality of the health system [48].
There must be a balance between a hasty medical discharge and a prolonged hospital
stay due to not yet solving the patient’s problem. This could increase the probability of
contracting other diseases as a result of staying in the hospital, such as nosocomial diseases,
infections, and pressure ulcers [59]. Low self-perceived health states are associated with a
higher risk of readmission [58]. Moreover, when patients are depressed during hospital-
ization, the risk of being readmitted increases [38]. Previous research found that hospitals
with a longer average length of stay are less efficient [18,48].

Pertinence could be associated with equity in the provision of services. Equity in
providing services means that each patient is cared for according to their needs at the right
time [6]. When the health system can provide adequate care at the right time, this prevents
an increase in the severity of diseases and saves possible future expenses [34].

Some previous studies indicate that higher-income countries show better efficiency
rates, while others reach ambiguous conclusions [30]. Higher per capita health spending
is directly reflected in the efficiency of health systems [18]. Healthcare effectiveness can
be defined as the health system’s ability to achieve maximum expected results without
increasing unexpected results [30].

Previously, the term “sustainability” referred only to environmental factors. Today,
it is studied with a multidimensional approach. In the area of health, the health system
will be sustainable when it takes care of the well-being of patients, health professionals,
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and the entire community, preserving resources [28]. In other words, we must provide the
best possible health service to improve the patient’s health status, with the lowest waste of
resources possible [13,34]. Budget cuts in health matters are increasingly frequent [14,55,56],
so it is increasingly important to focus on sustainability, that is, to offer services of excellence
while being efficient in the use of resources and the application of expenses [30,35,60].

A sustainable health system must focus on prevention [35]. In the European Union,
the leading cause of death is cardiovascular diseases whose risk factors (smoking, high
body mass index, lack of physical activity, and blood pressure) are highly preventable [61].
When people do not take preventive measures (low cost/high value), they will only rely
on emergency services (high price/less effective results) [46]. Previous research found that
countries with higher healthcare expenditure per capita have more efficient hospitals [18].
On the other hand, others indicate that efficiency is not defined by the volume of resources
assigned to health [2,14].

This research’s principal objective is to examine the influence of the health system
performance and health system sustainability on health–disease status. After a careful
review of the literature, we formulated the following hypotheses:

Hypothesis 1 (H1). Health system sustainability influences health–disease status.

Hypothesis 2 (H2). Health system performance influences health–disease status.

Hypothesis 3 (H3). Health system sustainability influences health system performance.

Hypothesis 4 (H4). Health system performance mediates the relationship between health system
sustainability and health–disease status.

The theoretical model that we propose in Figure 1 relates the following three latent
variables or constructs:

• Health system sustainability
• Health system performance
• Health–disease status

Figure 1. The theoretical model of health–disease status in Spain.

2. Research Methodology

In this section, we present the results of applying the algorithm of partial structural
equations of higher-order constructs as an efficient solution for evaluating the health–
disease status model in Spain.

2.1. PLS-SEM Analysis

PLS-SEM analysis come from two statistical traditions: linear regression and factor
analysis. PLS-SEM models use theoretical concepts in the form of constructs or latent
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variables, such as unobserved variables, which are measured through indicators, data, or
manifest variables [62]. Wold [63] was the author and developer of the PLS-SEM algorithm
whose objective is to minimize the residual variances of the endogenous variable to be
explained [64]. The basic PLS algorithm applies a two-stage method. In the first stage, the
constructs’ scores are iteratively estimated through a four-step procedure. The second stage
computes the final estimates of coefficients (outer weights, loadings, and path coefficients)
using the ordinary least squares method for each partial regression model [65].

The evaluation of a traditional PLS-SEM model requires firstly specifying the measure-
ment model and secondly evaluating the structural model where the hypotheses are tested.
In our case, there were two types of measurement relationships between indicators/items
and constructs: reflective and formative [66]. Depending on the direction of the causal
relationship between the latent variable and its indicators, a series of different criteria were
verified according to the reflective or formative model (for more details, see [67–69]). Thus,
in the case of reflective models, the causal relationship goes from the latent variable to
the indicators, and in formative models the opposite. Reflective or A-mode models were
assessed using four criteria: individual item reliability, construct reliability, convergent
validity, and discriminant validity; formative or B-mode models were evaluated using the
criteria of multicollinearity between items. With the specification of the measurement scale,
it was possible to verify that the relationships among indicators and their constructs were
valid and reliable, regardless of the measurement mode used. Once it was determined that
the measure was valid and reliable, the structural analysis of the model was carried out.
PLS-SEM used various criteria for structural validation, such as coefficients of determina-
tion (R2), size of effects (f 2), and predictive validity (Q2). The analysis of composites in
PLS-SEM allows the calculation of latent variable scores as an exact linear combination of
the indicators, which can be used to aggregate higher-order constructs [64,70]. Apart from
being able to estimate mediation and moderation effects with multiple latent variables,
PLS-SEM analysis allows analyzing of models with lower-order constructs (LOC) and
higher-order constructs (HOC).

When using PLS composites, we consider the LOC as a mediator or aggregator
between the indicators or dimensions, that is, the latent variable scores of the LOCs that
constitute the HOC [71,72]. Therefore, we can build more parsimonious models [73] by
grouping the relationships of sets of variables that make joint theoretical sense [74] and
can be interpreted as a unit without losing the effect of each one of them separately. This
is especially relevant as the number of variables increases, and the correlation between
them and/or the sample size decreases. In such circumstances, multiple regression models
without SEM can be strongly affected by net suppression conditions between variables
with a high correlation between them [75]. In our particular case, the constructs that we
wanted to examine were fairly complex and different from those first-order components
in which constructs located on the same plane or level are considered. In this sense,
constructs can be designed according to higher-order components (HOC). This type of
model frequently requires higher-order structures to be examined, including various
levels of components [68,76]. For example, the health system’s quality represented by the
health system performance construct in our model can be specified based on multiple
abstraction grades. Mainly, quality can be constituted by various first-order components
that separately identify numerous quality features. These may include safety and patient
satisfaction through patient opinions, effectiveness, or relevance in the healthcare context.
These first-order components or lower order components (LOC) make up the second-order
component or higher-order components (HOC) of the quality of the system (health system
performance), which presents a greater degree of abstraction.

Rather than modeling quality attributes as drivers of overall respondent quality in a
unique level latent variable (see Figure 2), the higher-order model entails combining the
lower order constructs into a single multidimensional construct. This modeling procedure
is conducive to greater theoretical parsimoniousness and decreases the model’s complexity,
as shown in Figure 3.
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Figure 2. The first step: lower order components’ measurement model.

Figure 3. The second step: higher-order composites’ structural model. Health system sustainability, health system
performance, and health–disease status are higher-order constructs (HOC).

Researchers can choose between different approaches to identify the higher-order
construct, with alternative approaches to repeated and two-step indicators being the most
commonly used in the literature [77]. This work chose the two-step disjoint approach
because it shows a better recovery of path parameters [78]. The disjointed approach
was initially only based on evaluating the lower-order components’ measurement model.
These were directly related to all other constructs with which the higher-order construct is
theoretically related (see Figure 2). That is, in this first step, we verified compliance with the
criteria related to the measurement model of the PLS-SEM algorithm for the lower-order
constructs. Thus, in the case of constructs in mode A, the criteria tested were individual
item reliability, construct reliability, convergent validity, and discriminant validity; while
for B-mode constructs, multicollinearity was verified [67]. During these checks, those
eliminations of items that did not meet the criteria were made, subsequently providing
the scores of the lower-order constructs. The scores’ construct values were then saved, but
only those of the lower-order constructs—in our case, the scores of the LOC effectiveness,
safety, opinions, and pertinence to build the HOC health system’s performance; resources,
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utilization, and expenses to form the HOC health system’s sustainability; and the LOC
well-being, mortality, and morbidity for the HOC health–disease status. In stage two,
these scores are used as indicators to measure the corresponding higher-order construct.
Therefore, we apply the PLS-SEM algorithm again in this second step, but exclusively for
higher-order constructs with their lower-order dimensions as indicators. In this second
step, the PLS-SEM algorithm was fully developed to evaluate both the measurement model
and the structural model [78]. The criteria applied to verify the structural model were the
inner model variance inflation factor, path coefficients, coefficient of determination, effect
sizes, and predictive relevance.

According to Law et al. [79], a construct is higher-order or multidimensional when it
refers to a set of different but related dimensions that must be treated as a single theoretical
concept. This construct should not be confused with the one-dimensional construct or
those multiple variables that manifest a relationship with each other but correspond
to more than one theoretical concept. Consequently, a multidimensional construct is
conceptualized based on its dimensions and, therefore, does not exist separately. Higher-
order constructs constitute a holistic representation of a very complex reality, and their
modeling increases the variance explained by the proposed model [80]. In addition, they
reduce the number of relationships of the path model, as we can see in Figure 3, achieving
greater model parsimony.

2.2. Specification of PLS-SEM Model

The specification of the higher-order model on Spanish health–disease status required
defining the set of HOC constructs and the set of indicators related to the lower-order
constructs. In this vein, the dimensions included in the health system performance’s
higher-order construct were the following:

Effectiveness (LOC): Effectiveness in health care refers to the degree to which an
intervention—service, process, procedure, diagnostic test, or treatment—produces the
desired result. It includes the following indicators: “birth of children from less-than-20-year-
old women for every 100 births”, “incidence of tetanus per 100,000 inhabitants”, “incidence
of hepatitis B per 100,000 inhabitants”, and “incidence of mumps per 100,000 inhabitants”.

Safety (LOC): This dimension refers to how the health system provides safe care and
care to the patient. This involves minimizing the unnecessary risk of harm to the patient,
which manifests itself in the absence of accidental injuries attributable to the provision
of care or medical errors. Healthcare that promotes patient safety in the provision of
care involves risk management; recording, analysis, and monitoring of incidents; and
implementing solutions to minimize recurrence risk. This includes the following indicators:
“reporting rate of suspected serious adverse reactions to medicines”, “intrahospital mortal-
ity post-infarction per 100 highs from a heart attack”, and “lower member amputation rate
in diabetic people”. In fact, incident reporting and monitoring are measured with these
three indicators.

Opinion or Patient Satisfaction (LOC): One of the critical components of quality is
the system’s responsiveness to patient preferences, attitudes, and expectations. Patient-
centered care is defined as one that establishes a good interrelationship between profes-
sionals and patients to ensure that decisions made regarding patients’ care process take
into account their needs, desires, and preferences, ensuring that these patients have the
necessary training and support for effective participation. In a health system whose social
legitimacy rests on reliability, satisfaction, and trust, this is understood as a significant
quality component to generate a positive experience for patients and the population in
contact with services. This includes indicators such as “degree of satisfaction of citizens
with the functioning of the public health system”.

Pertinence (LOC): The degree to which users receive the care they need, with the best
use of resources according to available scientific evidence and side effects, is less than the
potential benefits. This includes the following indicators: “laparoscopic cholecystectomy”,
“conservative breast cancer surgery”, and “hip fracture patients with surgery in the first 48 h”.
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On the other hand, the dimensions included in the health system sustainability’s
higher-order construct were the following:

Expenses (LOC): Disbursement of goods and services intended to preserve, maintain,
recover, or improve the population’s health level. This includes indicators such as “per-
centage of health expenditure on primary care”, “percentage of pharmacy expenditure”,
and “percentage of expenditure in specialized care”, among others.

Utilization (LOC): Citizens take advantage of health services. This includes, among
others, indicators such as “frequentation in specialized care inquiries (% SNS)” or “rates of
surgical interventions (% SNS)”.

Resources (LOC): High-quality healthcare requires the availability of sufficient re-
sources to meet individual and population needs. The system’s capacity refers to economic
resources, infrastructure, equipment, human resources, medical devices, medicines, and
health service technologies, including information and communication technologies. This
includes, among others, indicators such as “medical staff in specialized care per 1000 inhab-
itants (% SNS)”, “nursing staff in specialized care per 1000 inhabitants (% SNS)”, “hospital
beds in operation (% SNS)”, and “posts in day hospitals per 1000 inhabitants (% SNS)”.

Finally, the dimensions included in the health–disease status higher-order construct
(HOC) were the following:

Well-being (LOC): Health well-being is measured through life expectancy, which is the
average number of years a given absolute or total population lives in a certain period. This
includes, among others, indicators such as “life expectancy at birth” and “life expectancy
at 65 years”.

Mortality (LOC): This is the proportion of people who die from the total population
over a period of time, usually expressed as the proportion per one hundred thousand
per year. This includes, among others, indicators such as “age-adjusted mortality rate
from ischemic heart disease per 100,000 inhabitants”, “age-adjusted mortality rate from
cerebrovascular disease per 100,000 inhabitants”, and “age-adjusted mortality rate from
cancer per 100,000 inhabitants”.

Morbidity (LOC): Morbidity is a sick state, disability, or poor health due to any cause.
The term can refer to any form of disease or to the extent that a health condition affects
the patient. This includes, among others, indicators such as “incidence of tuberculosis per
100,000 inhabitants”, “incidence of new HIV diagnoses”, and “adjusted hospitalization rate
for acute myocardial infarction per 10,000 inhabitants (SNS).”

Likewise, the definitions of the individual indicators with their corresponding lower-
order constructs and their modes of measurement are shown in Table 1 below.

Table 1. Composites and description of indicators.

Composites Indicators Description

Effectiveness
(Mode B)

EF1 Birth of children from women less than 20 years old for each 100 births
EF2 Incidence of tetanus per 100,000 inhab.
EF3 Incidence of hepatitis B per 100,000 inhab.
EF4 Incidence of mumps per 100,000 inhab.

Safety
(Mode B)

SA1 Rate of suspected severe adverse effects rate to medication notified per 1,000,000 inhab.
SA2 Intrahospital mortality of post-heart attack for every 100 discharges per a heart attack
SA3 Amputation rate of the lower limb in diabetes patients

Opinion
(Mode A)

O1 Level of satisfaction of citizens with the public health system

O2 * Level of satisfaction of citizens with their historical knowledge and the tracking of their
health condition by their family doctor and pediatrician

O3 Level of satisfaction of citizens with the information provided by their doctor about
their health condition

143



Mathematics 2021, 9, 1228

Table 1. Cont.

Composites Indicators Description

Pertinence
(Mode B)

PE1 Percentage of laparoscopic cholecystectomy
PE2 Percentage of conservative breast cancer surgery
PE3 Percentage of hip fracture patients with surgery in the first 48 h

Expenses
(Mode B)

EX1 Percentage of health expenditure in primary care
EX2 Percentage of health expenditure in pharmacy
EX3 Public health expenditure per covered population

EX4 * Percentage of health expenditure in specialized care
EX5 Percentage of health expenditure on salaries
EX6 Percentage of health expenditure on intermediate consumption

EX7 * Percentage of health expenditure on public–private contract
EX8 Percentage of health expenditure on internship training

Utilization
(Mode B)

U1 Consultations with specialist doctors (% NHS)
U2 * Hospitalizations (% NHS)
U3 Surgical interventions (% NHS)

U4 * CT utilization (% NHS)
U5 * Use rate of nuclear magnetic resonance (% NHS)
U6 Hemodialysis usage (% NHS)
U7 Hemodynamic usage (%NHS)

Resources
(Mode B)

RE1 Specialist doctors (% NHS)
RE2 * Specialized nursing (% NHS)
RE3 Beds in operation (% NHS)
RE4 Day hospital places (% NHS)

RE5 * Operating rooms (% NHS)
RE6 CT equipment (% NHS)

RE7 * Nuclear magnetic resonance equipment (% NHS)
RE8 Hemodialysis equipment (% NHS)
RE9 Hemodynamic equipment (% NHS)

Well-being
(Mode A)

WB1 Life expectancy at birth
WB2 Life expectancy at 65 years
WB3 Healthy life years at birth
WB4 Healthy life years at the age of 65 years

Mortality
(Mode B)

MT1 * Ischemic heart disease mortality rate per 100,000 inhab.
MT2 Cerebrovascular disease mortality rate per 100,000 inhab.
MT3 Cancer mortality rate per 100,000 inhab.
MT4 Chronic obstructive pulmonary disease mortality rate per 100,000 inhab.
MT5 Pneumonia and influenza mortality rate per 100,000 inhab.

MT6 * Chronic liver disease mortality rate per 100,000 inhab.
MT7 Diabetes mellitus mortality rate per 100,000 inhab.
MT8 Unintentional accidents mortality rate per 100,000 inhab.
MT9 Suicide mortality rate per 100,000 inhab.
MT10 Alzheimer’s mortality rate per 100,000 inhab.

Morbidity
(Mode B)

MB1 Tuberculosis incidence
MB2 New HIV diagnosis
MB3 Diabetes in adult population
MB4 Acute myocardial infarction hospitalization per 10,000 inhab. (NHS only)
MB5 Cerebrovascular disease hospitalization per 10,000 inhab. (NHS only)
MB6 Chronic obstructive pulmonary disease hospitalization per 10,000 inhab. (NHS only)
MB7 Diabetes mellitus hospitalization per 10,000 inhab. (NHS only)
MB8 Hypertensive disease hospitalization per 10,000 inhab. (NHS only)

MB9 * Congestive heart failure hospitalization per 10,000 inhab. (NHS only)
MB10 Victims of traffic accidents
MB11 Work accidents
MB12 Frequency of work accidents

Source: Ministry of Health, Social Services, and Equality (MHSE), 2008–2017. * These indicators were not included in latent variables due to
the multicollinearity criteria of PLS-SEM or item reliability.
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2.3. Data and Sample

In the sample configuration, data from key indicators of Spain’s national health
system from 2008 to 2017 were used. The model was tested with a secondary dataset and
used repeated cross-sectional data [81]. The Spanish Ministry of Health, Social Services,
and Equality (MHSE) has a statistical portal with information about each autonomous
community’s average national health system key indicators. Of the total of 19 autonomous
communities existing in Spain, the lack of data from two of them (Ceuta and Melilla) led to
them being excluded, leaving the sample composed of 17 autonomous communities. Faul,
Erdfelder, Buchner, and Lang [82] explain the minimum sample size required when we
set an effect size f 2 of 0.15 and a significance level of 0.05, using the statistical program G *
Power. Our results show a minimum size of 103 observations for a statistical power of 0.8.
Therefore, the minimum sample size required of 103 observations is less than the 165 used.

The selection of sets of indicators is a procedure used by different supra- and interna-
tional organizations that are beginning to use said sets of indicators or are in the process
of preparing them. Among them, the European Commission works to obtain comparable
information on health, the habits of the population related to health and diseases, and
health systems. The objective of the commission is to have an integrated system of indica-
tors, common at the European level, whose work scheme is based on the ECHI (European
Community Health Indicators) project. At the Spanish level, the country has significantly
developed its health information systems in order to obtain executive and multidimen-
sional information. In Spain, this is known under the generic name of “key indicators
of the SNS”, which also serve as the basis for submitting the information to the ECHI
project of the European Commission. The conceptual model of the European Core Health
Indicators (ECHI) was adapted to the Spanish national health system’s characteristics,
which determined the relationships between the constructs. In this sense, Table 1 presents
a summary of all the variables and indicators included in the model, their acronyms, and
the data sources used.

Table 2. Hierarchical component of study.

Lower Order Composites Higher-Order Composites

Effectiveness

Health system performanceSafety
Opinion

Pertinence

Expenses
Health system sustainabilityUtilization

Resources

Well-being
Health–disease statusMortality

Morbidity
Source: Own elaboration.

The series of indicators used are grouped around their meaning, and some indicators
are both secondary and primary care and/or exclusive to one of the two types, depending
on the case. For example, the indicator “EX2—Percentage of health expenditure in phar-
macy” includes the pharmaceutical expenses of both hospitals and primary health centers.
However, for example, the indicator “EX1—Percentage of health expenditure in primary
care” is exclusive to primary care centers, while the indicator “U2—Hospitalizations (%
NHS)” is exclusive to secondary care centers, that is, hospitals. This means that the key
indicators of the SNS used in this work include both information from secondary care data
and information from primary care data.

Concerning the higher-order construct (see Table 2) health–disease status, 24 items
were used grouped into three theoretical dimensions: mortality, morbidity, and well-
being [12]. To measure quality or health system performance (HS performance), we follow
Cinaroglu and Baser’s [10] recommendations. A scale of 13 items initially grouped into
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four dimensions was used: effectiveness, opinion, safety, and pertinence. Finally, health
system sustainability (HS sustainability) was measured with the scale proposed by Valls
Martínez and Ramírez-Orellana [47], consisting of 24 items grouped into three dimensions:
utilization, resources, and expenses. The second-order HS performance and health–disease
status constructs were mixed type [76], and according to the results of confirmatory tetrad
analysis, we considered the formative-formative type for HS sustainability.

3. Assessing PLS-SEM Results

This section presents the results of applying the disjoint two-step method to our
higher-order component model. Initially, at the first step, the PLS algorithm was performed
to evaluate the lower-order composites’ measurement model. The second step evaluated
both the measurement model and the structural model of the higher-order composites. The
evaluation of the measurement model allowed us to check the validity and reliability of
the proposed scales, before proceeding to evaluate the structural model (see Figure 3).

3.1. Evaluation of LOC Measurement Model

The lower-order composites measurement model was evaluated concerning the four
criteria identified to meet the models’ reliability and validity: individual item reliability,
construct reliability, convergent validity, and discriminant validity.

3.1.1. Reflective Measurement Model

• Individual item reliability LOC

According to the latent variables’ specifications (see Table 1), only the opinion and
well-being constructs were measured in mode A. Therefore, we refined those items with
load values lower than the reference value of 0.707 [83]. According to this criterion, the
second item of the opinion composite (level of satisfaction of citizens with their historical
knowledge and monitoring of their health status by the family doctor and pediatrician)
was eliminated due to not exceeding the reference threshold.

• Construct Reliability LOC

The Cronbach alpha coefficient (α), the Dijkstra–Henseler (ρA) index, and the compos-
ite reliability statistics were calculated to check the construct reliability criterion [78]:

Cronbach′s α = N·c
1+(N−1)·c

ρA := (ŵ′ŵ)2 · ŵ′ [S−diag(S)]ŵ
ŵ′ [ŵŵ′diag(ŵŵ′)]ŵ′

ρC =

(
N
∑

i=1
li

)2

(
N
∑

i=1
li

)2

+
N
∑

i=1
var(ei)

,

where N is the number of lower-order components (i = 1, 2, . . . , N); c is the average corre-
lation between the lower-order components; ŵ′ is the higher-order constructs‘ estimated
weight vector, and the number of lower-order constructs is the dimension of ŵ; S is the
empirical covariance matrix of the lower-order components; li is the loading of the lower-
order component i in a particular higher-order construct; and var(ei) is the measurement
error’s variance of the lower-order component i.

All three indicators share the same benchmark threshold of 0.7 [84,85], and this was
met for the sample data (see Table 3).

Table 3. Construct reliability LOC.

Constructs Cronbach Alpha ρA Composite Reliability

Opinion 0.774 1.210 0.884
Well-being 0.841 0.878 0.890

Source: Own elaboration.
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• Convergent validity LOC

The convergent validity of the model’s constructs was verified by analyzing the
average variance extracted (AVE) [78]:

AVE =
1
N

N

∑
i=1

l2
i .

The AVE values in this study were 0.793 for opinion and 0.672 for well-being. These
results are adequate as the values should be above 0.5, according to Hair et al. [67].

• Discriminant validity LOC

To close the LOC measurement analysis in mode A, the discriminant validity was
verified through the HTMT ratio of the higher-order constructs Yi and Yj developed by
Henseler, Ringle, and Sarstedt [86]:

HTMT =

1
KiKj

Ki
∑

g=1

Kj

∑
h=1

rig,jh(
2

Ki(Ki−1)

Ki−1
∑

g=1

Ki
∑

h=g+1
rig,jh · 2

Kj(Kj−1)

Kj−1

∑
g=1

Kj

∑
h=g+1

rjg,jh

)

where Ki (respectively Kj) is the number of lower-order constructs considered as indica-
tors of the higher-order construct Yi (respectively Yj); and rig,jh is the correlations of the
lower-order constructs within and across the higher-order constructs Yi and Yj. Observe
that the numerator represents the average heterotrait–heteromethod correlation, and the
denominator is the geometric mean of the average monotrait–heteromethod correlation of
construct Yi and the average monotrait–heteromethod correlation of construct Yj.

The ratio should not exceed the threshold value of 0.85 or 0.90 [87]. In this study, the
HTMT ratio had a value of 0.409, thus reaching discriminant validity.

The Fornell and Larcker [88] criterion was also used to measure discriminatory validity.
This criterion explains that the amount of variance that a construct captures from its
indicators (AVE) should be greater than the variance that such as construct shares with
other constructs in the model (the squared correlation between the two constructs). To
facilitate this assessment, the root square of the AVE of each latent variable should be
greater than the correlations it has with the other latent variables in the model.

The values indicating that there is an adequate discriminatory validity according to
the Fornell and Larcker criterion are shown in bold on the diagonal (see Table 4).

Table 4. Fornell and Larcker criterion LOC.

Constructs EF EX MB MT O PE RE SA U W−B

EF n/a
EX −0.537 n/a
MB 0.854 −0.71 n/a
MT 0.846 −0.635 0.873 n/a
O −0.271 0.364 −0.452 −0.369 0.891
PE −0.186 0.342 −0.136 −0.033 0.167 n/a
RE −0.548 0.421 −0.627 −0.555 0.614 0.141 n/a
SA 0.578 −0.622 0.673 0.599 −0.188 −0.199 −0.422 n/a
U −0.405 0.112 −0.382 −0.465 0.341 −0.104 0.403 −0.252 n/a

W−B −0.657 0.543 −0.665 −0.761 0.367 0.110 0.519 −0.405 0.431 0.820

Source: Own elaboration.
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3.1.2. Formative Measurement Model

• Collinearity of mode B indicators’ LOC

As the measurement mode A models have been evaluated in the previous subsections,
it is now necessary to assess the formative measurement models, or mode B. To do this,
within the two-step method in higher-order models, we examine the degree of collinearity
of the indicators in mode B. If there is multicollinearity, we proceed to eliminate these items.
For items EX4, EX7, U2, U4, U5, RE2, RE5, RE7, MT1, and MT6 (see Table 2), variance
inflation factor (VIF) values equal to or greater than 5 were found, which indicated a
multicollinearity problem, and they were eliminated from the model. The VIF of the k-th
indicator is calculated as follows:

VIFk =
1

1 − R2
k

,

where R2
k is the explained variance of the k-th regression. A high value of R2

k denotes that
the variance of the k-th indicator can be explained by other items of the construct.

• Compute the LOC scores

Finally, the disjoint two-stage approach does not interpret the model estimates. Ac-
cording to the PLS algorithm, it proceeds to compute the lower-order constructs scores to
use as new variables to measure the higher-order construct in stage two. The lower order
components are linked to all other constructs that the higher-order construct is theoretically
related to, as shown in Figure 2. In evaluating the HOC model, these scores are used as
indicators of the higher-order construct [78].

3.2. Evaluation of HOC Measurement Model
3.2.1. Reflective Measurement Model

• Individual item reliability HOC

The reflective indicators’ individual reliability is valued by examining the factorial
loads (λ) or simple correlations of the measures or indicators with their respective construct.
The indicators are reliable if λ ≥ 0.707 [83]. Several researchers argue that this heuristic
rule should not be as rigid in the early stages of scale development [64] or when scales
apply to different contexts [89].

In the model, the values for loads conform to what is recommended (see
Table 5); however, the health–disease status construct has a negative value for the well-
being dimension (−0.860). This value means that the condition is satisfied, since the
squared value of −0.86 is 0.74, so the variance is explained in 74%; therefore, it must
maintain the well-being item.

Table 5. Individual item reliability HOC.

Constructs Morbidity Mortality Well-Being

Health–disease Status 0.934 0.960 −0.860
Source: Own elaboration.

• Construct Reliability HOC

The measurements are the Cronbach alpha coefficient (α), the ρA index, and compos-
ite reliability.

Composite reliability is more appropriate than Cronbach alpha for PLS, as it does not
assume that all indicators receive the same weight [84]. The value of 0.7 is suggested as an
appropriate level for “modest” reliability in the early stages of research, and a stricter 0.8
or 0.9 for more advanced research stages. Dijkstra–Henseler index (ρA) was also evaluated
and is considered to be a measure of consistent reliability [85].

As shown in Table 6, the Dijkstra–Henseler index (ρA) value meets the recommended
threshold to conform with our evaluation. Dijkstra and Henseler [85] presented their index
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ρA as an exact and consistent measure of construct reliability, since Cronbach’s alpha is
conservative in excess and composite reliability the opposite.

Table 6. Construct reliability HOC.

Construct Cronbach Alpha ρA Composite
Reliability

Health–disease Status −0.876 0.926 0.696
Source: Own elaboration.

• Convergent validity HOC

Convergent validity implies that a set of indicators represents a single underlying
construct, demonstrated by its one-dimensionality [90]. For average variance extracted
(AVE) values, it is recommended that their values be equal to or greater than 0.50. In this
case, the health–disease status with a 0.845 value of AVE is given validity.

• Discriminant validity HOC

Discriminant validity indicates the extent to which a given construct is different from
other constructs. We measure it through the Fornell and Larcker criterion.

The values indicating that there is an adequate discriminatory validity according to
the Fornell and Larcker criterion are shown in bold on the diagonal (see Table 7).

Table 7. Fornell and Larcker criterion HOC.

Constructs Health–Disease Status HS Performance HS Sustainability

Health–disease St. 0.919
HS Performance 0.890 n/a
HS Sustainability −0.821 −0.826 n/a

Source: Own elaboration.

3.2.2. Formative Measurement Model

The measurement model for mode B composites (HS performance and HS sustainabil-
ity) was evaluated in terms of collinearity between indicators, significance, and relevance
of external weights.

First, discarding indicators was carried out when the indicator exceeded the variance
impact factor (VIF > 5). As a result of this process, all the HOC indicators remained
without collinearity.

Second, the relevance of weights was analyzed. Figure 3 shows the relevance of
indicators within their construction.

Thus, for the latent higher-order HS performance, the most positively relevant dimen-
sions were effectiveness and safety. Additionally, opinion has negative relevance, while
pertinence lacked weight within the system’s quality with a weight of 0.05, very close
to zero.

For the HS sustainability higher-order variable measured through its dimensions, it
was established that expenses are the most weighted dimension, followed by resources
and, finally, utilization. All three dimensions bring positive relevance to the construct.

Finally, to evaluate the significance, we can start bootstrapping with 10,000 subsamples
to check if the external weights are significantly different from zero, that is, the minimum
recommended by Hair, Ringle, and Sarstedt [91]. Since weights provide information on
their contribution, they can be classified according to their respective composition [64].
Indicators with a non-significant weight but with significant loads of 0.50 or more were
considered relevant [64]. Our results show that all the indicators’ weights were significant,
except pertinence (Table 8).
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Table 8. Significance of weights.

Constructs Original Sample t Loadings Lo95 Hi95

Health System Sustainability
Expenses 0. 600 *** 9.974 0.810 [0.479; 0.714]
Resources 0. 413 *** 7.978 0.798 [0.314; 0.517]
Utilization 0. 328 *** 6.194 0.562 [0.220; 0.427]

Health System Performance
Effectiveness 0. 639 *** 14.307 0.902 [0.547; 0.723]

Opinion −0. 367 *** 7.616 −0.588 [−0.459; −0.270]
Pertinence 0. 051 ns 1.410 −0.189 [−0.018; 0.122]

Safety 0. 298 *** 6.267 0.727 [0.205; 0.392]
ns not significant. * p < 0.05; ** p < 0.01; *** p < 0.001. Significance, t statistic, and 95% bias-corrected confidence
interval performed by 10,000 replications bootstrapping procedure.

3.3. Evaluation of HOC Structural Model

Once the measures of the constructs were verified to be appropriate, the structural
model was assessed.

3.3.1. Evaluation of Path Coefficients

Path coefficients and their significance are reported in Table 9 and Figure 3, with their
10,000 bootstrap resampling levels. In addition, Table 9 shows that the VIF of the constructs
ranged from 1.000 to 3.152, suggesting that collinearity is not a problem. This study also
evaluated quality by verifying that the Q2 value is greater than 0.5, which shows a situation
of high predictive relevance [67]. This suggests a good fit in model prediction.

Table 9. Full sample results.

Constructs Path t p Lo95 Hi95 f 2 VIF

Direct effects
HSP→HS 0.667 *** 14.413 0.000 0.577; 0.760 0.766 3.152
HSS→HS −0.821 *** 36.448 0.000 −0.864; −0.775 0.125 3.152

R2: 0.816; Q2: 0.672
HSS→HSP −0.826 *** 35.197 0.000 −0.873; −0.781 2.152 1.000

R2: 0.683

Indirect effect VAF
HSS→HSP→HS −0.551 *** 13.219 0.000 −0.640 −0.475 67.31% n/a

* p < 0.05; ** p < 0.01; *** p < 0.001. Significance, t statistic, and 95% bias-corrected confidence interval performed by 10,000 replication
bootstrapping procedure. VIF—inner model variance inflation factor; VAF—variance accounted for.

Our results suggest that HS performance has a positive and significant impact on
health–disease status at a level of 5%; the higher the quality of the system, the higher the
health–disease status. Additionally, HS sustainability has a significant but negative impact
on health–disease level, suggesting that the health system’s higher sustainability lowers the
rate of morbidity and mortality. Likewise, HS sustainability’s influence on HS performance
is negative and significant. In short, all model hypotheses that relate latent variables to
each other are accepted (H1, H2, and H3).

We analyzed the mediation (H4) hypothesis, resulting in the indirect effects being
significant [92]. The indirect effect of HS sustainability on health–disease status through
HS performance was positive and significant (p-value 0.000), supporting H4 (Table 9). The
direct effect was also significant, which indicated that the mediation effect was partial [93];
HS sustainability directly influenced health–disease status (H1), and indirectly influenced
it through HS performance. The value of the variance accounted for (VAF) indicated that
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the mediated ratio was 67.31% of HS sustainability’s total effect on health–disease status
(see the indirect effect in Table 9):

VAF =
indirect effect

total effect
.

3.3.2. Assessment of the Coefficient of Determination (R2)

The coefficient of determination (R2) represents a measure of predictive power. It
indicates the amount of variance of a construct explained by the predictor variables of that
endogenous construct in the model. R2 values range from 0 to 1; the higher the value, the
more predictive capacity the model has for that variable.

The values of R2 should be high enough for the model to reach a minimum level of
explanatory power. Falk and Miller [94] suggest at least ≥ 0.10; Chin [64] states that 0.67 is
substantial, 0.33 is moderate, and 0.19 is weak.

The health–disease status construct’s predictive level, with a value of 0.842, can be
considered more than substantial (see Table 9). The HS performance constructs with a
value equal to 0.680 are also more than substantial because they exceed 67% and are close
to 1 (see Table 9).

3.3.3. Review of Effect Sizes (f 2)

The effect sizes (f 2) value the degree to which an exogenous construct helps explain a
certain endogenous construct in terms of R2 [95]:

f 2 =
R2

included − R2
excluded

1 − R2
included

,

where R2 is calculated including and excluding a specific predictor construct in the model.
A Cohen [95] heuristic rule for evaluating f 2 holds that 0.02 ≤ f 2 < 0.15 is a small

effect; 0.15 ≤ f 2 < 0.35 is a moderate effect; and f 2 ≥ 0.35 is a large effect.
The results in Table 10 show that the effect between the exogenous construct HS

sustainability and its contribution to the endogenous construct health–disease status (0.125)
was small and significant, while HS performance (2.152) had a large effect. In contrast,
the HS performance construct with health–disease status, with a value of 0.766, had a
significant and large effect.

Table 10. Effect sizes (f 2) and p-values.

HS Performance → Health–Disease Status 0.766 0.000
HS Sustainability → Health–Disease Status 0.125 0.010

HS Sustainability → HS Performance 2.152 0.000
Source: Own elaboration.

4. Discussion

The results of this study have important implications for hospital managers and
policymakers. Healthcare officials and managers will have one more tool with which to
establish the determinant factors for achieving their objective: to improve the population’s
health and quality of life. The findings revealed that health system sustainability had a
negative effect on health–disease status, measured in terms of mortality and morbidity
rates. However, the relationship between health system performance and health–disease
status is positive.

We analyzed 61 indicators belonging to lower-order components that define three
higher-order components. Data were obtained from the Spanish Ministry of Health Social
Services, and Equality for the entire Spanish territory, except Ceuta and Melilla, for the
period between 2008 and 2017. The applied technique was partial least squares structural
equation modeling (PLS-SEM).
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The health–disease status construct, composed of three lower-order components, was
reflected in two components of disease incidence and mortality with loads in a positive
sense, presenting the well-being dimension’s inverse correlation with the value of the
construct. Therefore, the model was further delimited by mortality and morbidity. In other
words, the latent variable health–disease status was defined more by incidences of diseases
than by health status in a positive sense. For example, a previous study discovered that the
mortality rate increases when the person suffers from heart disease or cancer and, on the
other hand, when the patient is hospitalized through an emergency unit [60]. A previous
study indicated that injured people have a higher Charlson Comorbidity Index (CCI) than
non-injured people, that is, pre-injury morbidity was higher [96].

A positive relationship between the constructs of health system performance and
health–disease status was confirmed. The most relevant dimensions were effectiveness
and safety, in this order, and lastly, pertinence with a non-significant influence. One of
the most investigated components of effectiveness is the quality of the system, which, for
example, can materialize in annual tests of hemoglobin A1C in diabetic patients and the use
of aspirin in cases of myocardial infarction [6]. Moreover, opinion had a negative effect on
performance. This clearly confirmed patient satisfaction as an indicator of quality care [97].
Despite this, the patient being in a state of discomfort might not be the best criterion when
evaluating the health system [98].

Moreover, health system sustainability negatively influenced health–disease status,
which shows that increases in expenditures, resources, and extent of use in the healthcare
system improve the population’s health, reducing mortality and morbidity or increasing
well-being. The three dimensions analyzed have a positive influence on the formative
construct. The weights inform us about the contribution of the indicators to the construct.
The indicator with the most weight was expenses, followed by the allocation of resources,
and lastly, the use and exploitation of health services by citizens. When public agencies
provide an adequate allocation of resources according to the patients’ needs, not only are
effective, safe, and timely results offered—the efficiency of the system is improved [34]. It
would be interesting for health systems to also invest their resources in prevention. For
example, cardiovascular diseases, in many cases, and especially in young patients, are
driven by behaviors that can be avoided, such as a sedentary lifestyle, smoking, poor diet,
and alcohol consumption [99]. In another way, the literature shows that between 25%
and 40% of cardiovascular diseases are attributable to work-related stress. For this reason,
health systems policymakers should also address issues related to occupational health
psychology, not only for mental morbidity, but also for other diseases that include the risk
of death [41]. However, a study revealed that depression is a common factor in hospitalized
patients, and when it is present, the risk of death after myocardial infarctions is higher [38].
On the other hand, hospital readmission is higher when it comes to cardiac patients [58].

Our research indicated that the health system’s better performance would be reflected
as a better health–disease status of the population, which is consistent with the bibliography,
which considers that with greater effectiveness and safety in the health system, the patient
will obtain the desired results in a safe way [30]. Moreover, according to another study, we
can observe that efficiency showed a negative relationship with mortality rates because the
treatment’s efficiency allows better clinical results to be obtained [60]. Effectiveness is one
of the health system’s performance indicators and reflects the effect that its treatment and
interventions have on the health–disease status of the population [10]. A study carried out
with exclusive data from hospitals revealed that the most competent and efficient hospitals
have lower mortality rates [60].

Maintaining a sustainable health system is the basis for improving people’s health [2,28,34].
Hospitals that do not allocate their resources properly are more insecure, which means that
they are more likely to have unwanted clinical events [34]. In that sense, the authorities
must improve the services’ quality and deliver services effectively and professionally [32].
The results showed an inverse relationship between sustainability and health–disease
status. In other words, better spending, resource allocation, and use of the health system
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lowers the incidence of diseases and improves health, which also explains the negative
influence of sustainability on performance, since adequate management of resources and
expenses will lead to a better-quality system. Tumors are the second leading cause of
death in women worldwide. In this sense, the health system must promote and be able
to attend on time the periodic controls that are required [42]. A previous study found
that when it comes to diseases such as diabetes or lung conditions, patients adhere less to
treatments. Therefore, the health system administration should direct its efforts to persuade
the population by communicating with and educating them about the need to control these
diseases [52]. The direct and indirect effects of sustainability on health–disease status were
confirmed. The mediating effect, through the performance construct, was 32.09% of the
total effect.

A favorable health–disease status of the population will require decision making by
public authorities regarding the right laws of health in accordance with the WHO. This
will imply implementing an efficient financing system with sufficient budgetary allocation
to stimulate the system’s performance [18,19]. Thus, for example, spending on primary
and specialized medicine are basic pillars, passing through the distribution of facilities
that allow accessibility and use of the resources invested in the national health system [47].
All the budgetary allocation to cover expenses and resources must be done with balance,
regardless of whether the healthcare offer is public and/or public–private arrangements,
as is the case in some Spanish regions, hence the necessary regulation of the private–public
provider mix. Regarding health system performance, the authorities must effectively
attend to the composition of essential services packages to reduce health incidents. Another
important factor in performance is having a good management and information system
that allows data to be available at an opportune moment to make decisions that may affect
the health system [6].

In this empirical study, the created model predicts the population’s health–disease
status as 84.2%, which is considered more than substantial. On the other hand, the perfor-
mance construct explained 68% of the variance.

Although our research model uses the Spanish Ministry of Health, Social Service, and
Equality data to verify our hypotheses, there remain some limitations. One limitation was
due to the phenomenon of the invisibility of data [1] related to social care arrangements.
In addition, our results are based solely on the Spanish territory, which opens up the
possibility that the findings are specific only to this country. Future research should be
focused on other countries. Furthermore, differences in the patient’s gender, educational
level, socioeconomic level, and other characteristics could yield interesting results in the
future. Otherwise, future research could try to compare the performance of different
secondary care centers, that is, hospitals, within the national territory, in order to verify if
there are differences between autonomous communities (since in Spain it is the autonomous
communities who have health competence).

5. Conclusions

Using the structural equation modeling approach, we developed a health–disease
status model. The research reveals that a health system’s administrators and government
must pay their attention to continuously improving health system performance and health
system sustainability to fulfill their ultimate goal, which is to enhance citizens’ health–
disease status.

The study’s findings showed that patient health improves when the health system’s
performance is excellent, effective, and safe. Furthermore, patient health improves when
the health system is sustainable over time, which implies that expenses, resources, and
the use made of medical services are consistent with the needs of patients and do not
compromise their future needs. Furthermore, health system performance mediates the
relationship between sustainability and health–disease status. In other words, sustainability
has a double effect (direct and indirect) on health–disease status.
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Abstract: It is mentioned that companies’ competition is currently more associated with supply
chains (SC) than production processes since sometimes logistics costs represent up to 70% of the
total production cost in a product. To improve efficiency in SC, companies are implementing infor-
mation and communication technologies (ICT). This paper reports a structural equation model that
incorporates four latent variables related to ICT applied in SC: technological innovation, information
management, and information availability as independent variables, and operating benefits gained
as a dependent variable. These variables are related using six hypotheses that are validated using
information obtained from 80 responses to a survey applied to small and medium-sized enterprises
in Baja California (Mexico). The partial least squares technique is used to validate the hypotheses in
the structural equation model. Findings indicate that technological innovation is the basis for the
successful implementation of ICT and its application guarantees greater information availability and
efficient management, leading to obtaining operating benefits in SC.

Keywords: structural equation model; information and communication technology; ICT integration

1. Introduction

Companies seek to optimize supply chain (SC) operations, and innovation is essential to
ensure survival in the global market. Therefore, there is currently a frequent growing use of
computer packages to support the control in a production system. Moreover, empirical evi-
dence shows that most small and medium-sized enterprises (SMEs) implementing innovation
activities will improve their production processes and, consequently, the financial income.

For such reason, information systems that generate knowledge that guide organiza-
tions towards a vision of “up-to-date information and communication technology (ICT)
tools” should be investigated. These ICTs enable SC members to improve product flow,
services, and information in real-time [1]. ICTs have evolved together with a complexity
value chain (VC) of products or services offered by companies driven by economic and
social changes and will increase in pace as they are applied in production systems [2].

ICTs provide mechanisms for companies to collect, store, access, share, analyze, and
control information, improving SC performance [3]. Therefore, ICT facilitates the decision-
making process to maximize business and SC profitability. However, social benefits are
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also obtained, increasing information and knowledge exchange, accident reduction rates,
and better motivation in human resources.

From the beginning, David et al. [4] indicated that ICT integrated into SC offers
a reduction in cycle times and inventories, minimizes the whiplash effect, and allows
collaboration among SC partners, among others. Here, ICT integration can be defined as
the degree to which information systems are related to the company’s internal functions
and with SC members [3,5]. According to Llach and Alonso-Almeida [6], ICTs increase
the efficiency of the organization’s internal processes and the SC integration, facilitate the
activities redesign, improving time, practicality, and accuracy.

These benefits are obtained since ICT facilitates the electronic data interchange (EDI) in
real-time and the decision-making process in SC [7]. Therefore, using ICT in production pro-
cesses, combined with human skills, generates Operating benefits in the SC, such as improving
the process execution, management, and materials availability, decreasing information cost,
improving quality by providing access to information, and increasing competitiveness [6].

In the last three decades, Mexico has had a boom in ICT adoption. Several types of re-
search have studied this phenomenon in SC, associated with integration and
Information management through causal models; other investigations analyze the criti-
cal factors for its implementation, such as Technological innovation, Information availability,
and Information management [8,9].

Although Hallikas, Korpela, Vilko and Multaharju [1] mention that integrated process
activities using ICT, information gathering, and sharing in SC must be studied, they
recognize that there is not enough information on ICT control and management in SC. In
addition, there is little empirical evidence on the contribution of ICT in SC performance in
SMEs, so there is a need to improve the understanding of the impact of using ICT in SC,
where the lag of technology has left a wide gap.

One SME sector with ICT widely applied is the maquiladora industry (MI), which
is defined as a subsidiary company with its headquarters in a country other than the one
in which it is established. Specifically, there are 5171 companies of this type in Mexico,
generating 2,702,116 direct jobs and are based mainly on the country’s northern part [10].
Those MI are close to the United States of America as the primary world market and take
advantage of skilled and low-cost labor and tariff preferences due to free trade agreements
between the two countries.

Specifically, in Baja California state (Mexico), there are 931 MIs, which generate
358,889 direct jobs, with Tijuana and Mexicali being the most representative cities, with
72,605 and 252,902 direct jobs, respectively [11]. This MI is characterized by importing its
raw materials and exporting its finished products. Hence, communication with customers
and suppliers outside the MI is intense due to their geographical characteristics and internal
departments. Therefore, for SMEs, ICT is essential in their production and administrative
processes for information flow horizontally and vertically.

However, even given the importance of IM in Baja California, few studies have focused
on studying the ICT implementation. The most representative research by Pérez-López
et al. [12] focuses on investigating the relationship between the planning process and the
operational benefits obtained. Other studies in the region focus on studying ICT in other
sectors, such as education [13], restaurants [14], or the integration of a cluster specialized
in ICT [15].

Hence, this article aims to analyze three critical success factors in ICT implementation
in MI in Baja California (Mexico): Technological innovation, Information availability, and Infor-
mation management as independent variables, and to determine their impact on Operating
benefits obtained in the SC as the dependent variable.

2. Literature Review and Hypotheses

2.1. Technological Innovation (TIN)

Technological innovation is defined as a kind of goods or services. Due to its novelty or
degree of improvement, it will benefit end-users and meet their needs [16]. In addition,
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these innovations in the implementation and adoption processes develop new knowledge
through internal engineering and development departments and the interaction of the
company with external partners, such as society, government, clients, and suppliers [17].

For companies, innovation is vital to increase productivity and raise the competitiveness
of their processes, so there is a need to promote and encourage ICTs to perform business. Orji
et al. [18] express that innovation has a positive effect on SC economic performance.

2.2. Information Availability (IAV)

Information is essential for decision-making in any business. The availability, speed,
accuracy, and visibility of this information are vital, and its analysis is currently part of the
administrative tasks in SC [1]. Dutta et al. [19] point out that companies have integrated
ICT devices to acquire, control, coordinate, and manage information from their operational
processes, facilitating the decision-making process in Indian manufacturing companies.
Therefore, Technological innovation used in SC allows having Information availability to link
activities in production processes [20], so the following hypothesis is proposed:

Hypothesis 1 (H1). Technological innovation in SC has a direct and positive effect on Information
availability in SMEs.

2.3. Information Management (IMA)

Information is commonly used for decision-making. That is, it is managed to improve
customer relationship management (CRM). IMA has been developed in recent years, com-
bined with strategy and technology to create, improve customer and supplier relationships,
which maximizes the value generated, trust, and cooperation between partners. Thus,
Information management is a competitive advantage for companies with more dynamic
processes and supports a quick response to uncertainty [21]. However, this Information
management depends on the levels of Technological innovation that the company has, so the
following hypothesis is proposed:

Hypothesis 2 (H2). Technological innovation in SC has a direct and positive effect on Information
management performed in SMEs.

Madonsela [22] states that investors trust that Information management with the use
of ICT guarantees return on investment (ROI), while Llach and Alonso-Almeida [6] state
that human ability is increased. However, Information availability allows partners to share
operational, tactical, and strategic information to decrease uncertainty in SC, hence its
importance. Some authors mention that the alliance between Information availability and
Information management is fundamental for the success of companies [23]. In addition, some
state that Information management for mutual growth among organizations depends on the
accessibility to information, so the following hypothesis is proposed:

Hypothesis 3 (H3). Information availability in SC has a direct and positive effect on Information
management in SMEs.

2.4. Operating Benefits (OBE)

Integrating and using ICT in SC to interact and coordinate activities generates
Operating benefits in the short and long term [7], which means that logistics and transport
operations are places to share and transfer data, thus improving operational performance.

Haj and Dhiaf [20] conclude that managers should be aware of the benefits of integrat-
ing ICT and performance improvement in their operations. In this sense, ICT is identified
as the innovation to perform information exchange among companies, depending on
the companies’ technological and partners’ integration level. Moreover, Madonsela [22]
indicates that companies that invest and use innovative ICT grow faster and are more
productive and profitable. Therefore, the following hypothesis is proposed:
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Hypothesis 4 (H4). Technological innovation in SC has a direct and positive effect on the Operating
benefits obtained by SMEs.

Obtaining information from the SC is not enough. It must be available for the SC
members to facilitate decision-making and generate operational performance in terms of
time savings in task executions, reduction of errors by handling information, and, above
all, lower costs [1]. Kumar et al. [24] agree that ICT integration in production processes and
Information availability add value to the product or service, affecting operations, customers,
suppliers, and internal collaborators, so the following hypothesis is proposed:

Hypothesis 5 (H5). Information availability in SMEs has a direct and positive effect on
Operating benefits.

Petrick, Maitland and Pogrebnyakov [7] indicate that Information management in the
company’s operational areas produces benefits and allows supervision, management, and
operations control. Likewise, Partanen et al. [25] mention that most industries implement
ICT to generate competitive advantage, which leads to business development and man-
agement of the organization’s information system. At the same time, one of the leading
Operating benefits offered by Information management within the SC comes from coordinated
decision making, as it is the key to finding a skillful SC [25–27]. Therefore, the following
hypothesis is proposed:

Hypothesis 6 (H6). Information management in SC directly and positively affects the Operating
benefits obtained in SMEs.

Figure 1 graphically represents the hypotheses regarding the analysis variables men-
tioned above.

Figure 1. Proposed hypotheses.

3. Methodology

3.1. Questionnaire Preparation

A questionnaire was designed to obtain information about using ICT in SC activities
in SMEs in Baja California, Mexico. Databases such as Elsevier, SpringerLink, Emerald, and
EBSCOhost were consulted for generating the questionnaire. The scientific articles selection
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related to ICT was made using these keywords: ICT integration, ICT adoption, and ICT in SC.
A list with 145 articles was obtained and reviewed but was reduced to only 55. In addition,
only articles written in English and published in indexed journals were analyzed.

The questionnaire was integrated into six sections, and the first section sought to obtain
demographic information associated with the respondent, industrial sector, respondent’s
profile, and age. From the second to the fourth section, information on the planning,
execution, and control of ICT in the SC were obtained; the fifth and sixth sections were
related to the benefits, with 91 items. However, in this report, only items corresponding to
the control stage were analyzed, where the following latent variables were studied:

1. Technological innovation, with four items [17,20]
2. Information availability, with eight items [1,5,20,26]
3. Information management, with eight items [6,21,22,25]
4. Operating benefits, with five items [1,7,20,22,25,26]

The list of items belonging to each latent variable appears in the descriptive analysis
of the items (Results section), but they were omitted here due to space restrictions.

3.2. Application and Data Capture

The questionnaire was uploaded to the Google forms platform for its application. The
items must be answered using a five-point Likert scale. One indicates that the activity is
not performed or that no benefits are obtained. Five means that this activity is always
performed or that the benefit is always obtained [28]. Several authors have used that scale
in productivity and manufacturing research in recent years [29,30].

An email was sent to managers identified in Baja California (Mexico) laboring for
SMEs, explaining the study’s objective and inviting them to participate. The platform was
available from January to April 2020 to collect responses.

3.3. Debugging of the Database

An Excel file was downloaded from the platform, and questionnaires with duplicate
responses were identified and discarded for future analysis. Missing and extreme val-
ues were determined and replaced by the median [31]; likewise, the standard deviation
of each case (questionnaire answered) was obtained for non-compromised responders
identification, and those with values lower than 0.5 were discarded from the analysis.

3.4. Validation of Variables

Latent variables were validated according to the following indexes [32]: R-squared
and adjusted R-squared to measure parametric predictive validity, and values greater than
0.2 were accepted; Q-squared to measure nonparametric predictive validity, and values
greater than zero, and similar to R-squared were taken; Cronbach’s alpha and composite
reliability index to measure internal validity, and values larger than 0.7 were accepted;
average variance extracted (AVE) for convergent validity and values greater than 0.5 were
accepted; variance inflation factor (VIF) to measure collinearity, and values lower than 3.3
were taken.

3.5. Descriptive Analysis of the Sample

A descriptive analysis was performed with the debugged database in the SPSS 23®

statistical software due to its wide acceptance, friendly interphase, and use in scientific
reports [33,34]. This analysis was performed with the demographic information obtained
which makes it possible to characterize the sample using crosstabs.

3.6. Descriptive Analysis of Items

Central tendency and dispersion measures for items in latent variables were obtained.
The median was obtained to measure central tendency, given that data are received on
an ordinal scale as an assessment. High median values indicate that activities are always
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performed, or that benefits are always obtained, while low values indicate the opposite.
The arithmetic mean was not used because the values are not on an interval scale [30].

As a measure of dispersion for every item, the interquartile range (IR) was obtained.
A high value indicates low consensus among the surveyed persons about the value in an
item, while low values indicate high agreement.

3.7. Structured Equation Modelling (SEM)

To validate hypotheses in Figure 1, the WarpPLS 5.0® software was used based
on partial least squares (PLS), recommended for small samples by Kock [32]. Before
interpreting the structural model, the following model efficiency indices with a significance
level of 0.05 were evaluated [30]: average path coefficient (APC) to know the average
predictive model validity; average R-squared and average adjusted R-squared (AARS) are
measures of the explanatory power of the model; block average variance inflation index
(AVIF) and VIF full collinearity index (AFVIF), which measures the collinearity between
items in a latent variable, the ideal value should be less than 3.3; Tenenhaus index (GoF),
which measures data fit to the model, the appropriate value should be greater than 0.36.

To validate the relationships or hypotheses, the direct effects between latent variables
were measured (see Figure 1), estimating a standardized regression index β and tested
using the following null hypothesis: βi = 0 versus the alternative hypothesis: βi �= 0. If
the hypothesis test indicates that βi �= 0, then there is statistical evidence to declare a
relationship between two variables.

The relationship between the latent variables was measured by these three types of
effects [30,35]: direct effects indicate the impact between latent variables and validate the
hypotheses proposed; indirect effects between variables occur through a third variable
called mediator, and at least one mediator can appear. Total effects are the sum of direct
and indirect effects in each relationship analyzed.

3.8. Sensitivity Analysis

A sensitivity analysis was performed to determine the situations in certain scenarios
of latent variable occurrence. In this case, since PLS uses standardized values for estima-
tions, a probability less than minus one in a latent variable is considered low scenario
P (Xi < −1). In contrast, a probability greater than one is a high scenario P (Xi > 1) [32].
Thus, conditional probabilities for the following scenarios were estimated for each re-
lationship: P (Zd > 1)/P (Zi > 1), P (Zd > 1)/P (Zi < −1), P (Zd < −1)/P (Zi > 1) and
P (Zd < −1)/P (Zi < −1); where, Zd represents the standardized value for a dependent
variable, and Zi is for the independent variable. Moreover, probabilities of find variables
co-occurring in high and low scenarios were reported, whereby we obtain: P (Zi > 1)
∩ P (Zd > 1), P (Zi > 1) ∩ P (Zd < −1), P (Zi < −1) ∩ P (Zd > 1) and P (Zi < −1) ∩ P
(Zd < −1).

4. Results

4.1. Descriptive Analysis of the Sample

After debugging the database, 80 valid surveys were obtained from different SMEs
established in Baja California, Mexico. Table 1 illustrates the descriptive analysis, indicating
the industrial sector and the respondent’s position. We observed that manufacturing
industries represent 45% of participation, and the sectors of the food, textile, computer
equipment, and electronic accessories industries represent 35%; the other sectors only hold
20%. Regarding the job position, supervisors represent 44%, general managers with 30%,
and production managers with 26%.
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Table 1. Industrial sector and job position.

Sector
General

Managers
Production
Manager

Supervisor Total

Manufacturing industries 8 11 17 36
Food industries 4 1 2 7

Textile industries 2 5 0 7
Computer equipment

manufacturing 1 1 5 7

Electronic accessories
manufacturing 2 1 4 7

Plastic industries 1 2 3 6
Metal product industries 2 0 3 5

Printing and related
industries 2 0 1 3

Non-metallic mineral
industries 1 0 0 1

Furniture, mattresses, and
blinds industries 1 0 0 1

Total 24 21 35 80

Table 2 shows the years of experience in the job and the gender. Results indicate that
37% of responders had less than two years of experience, followed by 33% of responders
with 2 to 4 years, and 24% of those with more than five years. With regards to gender,
women participated with 32%, while men participated with 68%.

Table 2. Years on the position.

Sex
Time

<2 Years 2–5 Years 5–10 Years >10 Years Total

Male 18 21 7 8 54
Female 12 6 3 5 26

Total 30 27 10 13 80

4.2. Variables Validation

Table 3 shows the values obtained from the variable validation process. According
to the methodology proposed, the model has parametric predictive validity because R-
squared and adjusted R-squared are greater than 0.2. Overall, the variables comply with
all the required validation indices (please see the cut-off value column).

4.3. Descriptive Analysis

Table 4 shows the median and interquartile range for items analyzed in latent variables.
The second column illustrates the median. It is observed that six items have values greater
than four, indicating that, based on the respondent’s perception, those activities are essential
and frequently performed in the company, or the benefits are commonly gained. Two
values that are larger than four are associated with Information availability, and four are
related to the Operating benefits gained. However, the lowest median value is related to
items search for and renew the most modern information technology, and this means that SMEs
have insufficient resources for renewing ICT frequently.
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Table 3. Validation indexes for latent variables.

Indices Cut-Off Value
Latent Variables

TIN IAV IMA OBE

R-squared ≥0.2 0.61 0.529 0.757
Adjusted R-squared ≥0.2 0.605 0.517 0.748

Reliability index ≥0.7 0.951 0.920 0.889 0.956
Cronbach’s Alpha ≥0.7 0.939 0.895 0.750 0.908

Average variance extracted ≥0.5 0.733 0.659 0.800 0.915
Variance inflation index ≤3.3 3.231 2.832 2.378 3.816

Q-squared ≥0.2 0.611 0.529 0.758

Table 4. Data descriptive analysis.

Items Median Interquartile Range

Technological innovation

Keep a robust data network with suppliers and customers to
monitor and evaluate the exchange

of information
3.745 1.748

Efficient use of data exchange 3.714 1.695

Provide maintenance to the information system 3.558 1.705

Search for and renew the most modern
information technology 3.533 1.921

Information availability for or from

Customer order follow-up 4.164 1.413

Fulfillment and delivery order management 4.018 1.478

From commercial customers 3.904 1.507

Customer demand management 3.887 1.502

Inventory management materials 3.830 1.490

Suppliers and customers in product
development processes 3.745 1.621

Suppliers 3.694 1.710

Management of supplier activities and relationships 3.569 1.526

Information management

The Internet capacity of the organization 3.977 1.620

They are providing high-quality services 3.920 1.553

Purchase and sales systems 3.863 1.575

The internal computer network system 3.830 1.637

The planning and scheduling of the
organization’s activities 3.808 1.567

The various internal information systems 3.745 1.483

The software used in the information system 3.725 1.635

Electronic market trends 3.634 1.967

Warehouse management systems 3.609 1.850

Operating benefits

Customer response flexibility 4.123 1.609

Flexibility of the systems to meet customer needs 4.091 1.630

Cost competitiveness 4.038 1.745

Strengthening the relationship with customers 4.000 1.629

Shorter order cycles 3.878 1.820
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The third column illustrates the interquartile range. The highest IR value is 1.967,
meaning that responders probably had doubts interpreting the electronic market trends.
The lowest value is 1.397, referring to customer order follow-up; it indicates that there was
a lot of agreement and consensus among respondents for the value in that item.

4.4. Model Efficiency Indices

The model efficiency indices appear in Table 5. The average path coefficient has a
p-value lower than 0.001, indicating that the model has predictive validity. Similarly, the
average R-squared (ARS) and adjusted R-squared (AARS) have an associated p-value lower
than 0.001, indicating that the model has sufficient explanatory power.

Table 5. Model efficiency indices.

Indices Results Cut-Off Value

Average path coefficient (APC) (APC) = 0.422, p < 0.001 p ≤ 0.05
Average R-squared (ARS) (ARS) = 0.632, p < 0.001 p ≤ 0.05

Average adjusted R-squared (AARS) (AARS) = 0.623, p < 0.001 p ≤ 0.05
Average block VIF (AVIF) (AVIF) = 2.435 Acceptable if ≤ 3.3

Average full collinearity VIF (AFVIF) (AFVIF) = 3.064 Acceptable if ≤ 3.3
Tenenhaus GoF (GoF) (GoF) = 0.701 Better if ≥ 0.36

Moreover, the average block variance inflation factor index (AVIF) and the VIF full
collinearity index (AFVIF) have values lower than 3.3, concluding that there are no collinear-
ity problems among latent variables analyzed. Similarly, the Tenenhaus index (Gof) shows
that model has a good data fit since its value is greater than 0.36. Figure 2 illustrates the
β, the p-value associated with relationships among latent variables as direct effects or
hypotheses, and the R2.

Figure 2. Structural equation model.

4.5. Direct Effects

Table 6 summarizes the results of direct effects between latent variables, indicating
the associated p-value. According to the p-values associated with every β estimated, it
is concluded that all relationships tested must be accepted (see the last column named
decision). For example, the following conclusion can be done for H1: there is enough
statistical evidence to declare that Technological innovation in SC has a direct and positive
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effect on Information availability they possess in SMEs since when the first latent variable
increases its standard deviation by one unit, the second one goes up by 0.781 units.

Table 6. Direct effects.

Hi Independent Variable Dependent Variable β (p-Value) Decision

H1 Technological innovation Information availability 0.781 (<0.001) Accept
H2 Technological innovation Information management 0.431 (<0.001) Accept
H3 Information availability Information management 0.340 (<0.001) Accept
H4 Technological innovation Operating benefits 0.332 (<0.001) Accept
H5 Information availability Operating benefits 0.315 (<0.001) Accept
H6 Information management Operating benefits 0.331 (<0.001) Accept

4.6. Sum of Indirect Effects

The sum of indirect effects among latent variables appears in Table 7, where two of
them are statistically significant, and one is not. For example, the indirect relationship
between Technological innovation and Information management given by Information availability
as a mediator variable has β = 0.265, with p-value < 0.001, and is statistically significant.
It is the same case for the relationship between Technological innovation and Operating
benefits, which is given through Information availability and Information management as
mediator variables and has β = 0.477, and p-value < 0.001, being statistically significant.
On the contrary, the indirect relationship of Information availability to Operating benefits has
β = 0.113 with p = 0.073 (greater than 0.05), so it is concluded that there are no indirect
effects between those variables.

Table 7. Sum of indirect effects.

To
From

TIN IAV

IMA 0.265 (p < 0.001)
OBE 0.477 (p < 0.001) 0.113 (p = 0.073)

4.7. Total Effects

Table 8 illustrates the total effects among variables and the associated p-value. It
is observed that all the total effects are statistically significant, even though one of the
indirect effects was not. For example, the relationship between Technological innovation and
Operating benefits has a total effect of β = 0.809 with p-value < 0.001, indicating a significant
total effect between those variables. We observed that the indirect relationship between
Information availability and Operating benefits was statistically non-significant, but the direct
effect and total effects were significant.

Table 8. Total effects.

To
From

TIN IAV IMA

IAV 0.781 (p < 0.001)
IMA 0.697 (p < 0.001) 0.340 (p < 0.001)
OBE 0.809 (p < 0.001) 0.428 (p < 0.001) 0.331 (p < 0.001)

4.8. Sensitivity Analysis

Table 9 illustrates the results of the sensitivity analysis. In this case, the independent
variables appear in columns and the dependent variables in rows. The conditional prob-
ability value is indicated by the term “If”, while the joint or simultaneous probability is
marked as “&”. Thus, the probability of finding TIN+ and IMA+ together is only 0.076, but
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the probability of having IMA+, given that TIN+ has occurred, is 0.545. However, if TIN+
has occurred, there is only a 0.091 probability of getting IMA-, which reassures managers
that as long as they invest in innovative ICT, getting poor Information management has a
low occurrence probability and guarantees ICT implementation. The other relationships
between variables are interpreted similarly.

Table 9. Sensitivity analysis.

TIN IMA IAV

+ − + − + −
Value 0.139 0.165 0.165 0.089 0.165 0.203

IMA
+ 0.165

& = 0.076 & = 0.013

If = 0.545 If = 0.091

− 0.089
& = 0.013 & = 0.063

If = 0.091 If = 0.385

IAV
+ 0.165

& = 0.076 & = 0.000 & = 0.089 & = 0.000

If = 0.545 If = 0.000 If = 0.538 If = 0.000

− 0.203
& = 0.000 & = 0.101 & = 0.013 & = 0.051

If = 0.000 If = 0.615 If = 0.063 If = 0.250

OBE
+ 0.177

& = 0.101 & = 0.000 & = 0.089 & = 0.013 & = 0.101 & = 0.000

If = 0.727 If = 0.000 If = 0.538 If = 0.143 If = 0.615 If = 0.000

− 0.177
& = 0.000 & = 0.114 & = 0.000 & = 0.076 & = 0.000 & = 0.076

If = 0.000 If = 0.692 If = 0.000 If = 0.857 If = 0.000 If = 0.375

5. Conclusions

Descriptive analysis in Table 4 indicates that MSME managers are sure about the
benefits that ICTs offer in production and management systems. Four of the five items
analyzed have medians higher than four, and the most important benefits are the flexibility
they can have with customers. That assertion is confirmed by noting that the other items
with a median greater than four are in the Information availability variable and are associated
with customer order follow-up and order management and delivery times. In other words,
managers focus on having a close relationship with their customers.

From the sensitivity analysis, the following can be concluded and recommended:
Managers should encourage the implementation of innovative ICT in their production,

administrative, and SC systems, as this ensures adequate Information management (If = 0.545)
and wide Information availability (If = 0.545). In addition, Operating benefits are guaranteed
at high levels (If = 0.727). However, if there are low ICT innovative levels, then it is
probable to have low levels of Information management (If = 0.385) and Information availability
(If = 0.615), and also Operating benefits are not guaranteed (If = 0.692).

Companies that achieve an adequate and high level of Information management can guar-
antee a higher Information availability (If = 0.538) and obtain Operating benefits
(If = 0.538). However, if they do not achieve adequate Information management, in that
case, they may have a low Information availability (If = 0.250) and, above all, they may not
obtain the expected Operating benefits (If = 0.857), which represents a high risk.

Finally, companies with higher Information availability always obtain higher Operating
benefits (If = 0.615), and there is no possibility of these being low (If = 0.000). Likewise, if
there are low levels of Information availability, in that case, high levels of Operating benefits
(If = 0.000) can never be obtained. On the contrary, there is a possibility that these will be
low (If = 0.375).
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Regarding the six hypotheses initially proposed, all have been statistically tested, and
based on this, the following inferences are made:

The MI as SMEs in Baja California, Mexico should focus their efforts on achieving an
adequate level of implementation of innovative ICT in their production and supply chain
systems. That effort enables them to facilitate relationships with suppliers, customers,
government and society, and departments within the company by managing inventories,
tracking orders, and delivery time, as shown in hypothesis H1. In other words, this
means that MIs in Baja California are currently developing a digital environment by
incorporating ICT in SC activities and managing information in SC operations through
appropriate technology, and greater competitiveness and productivity indexes are obtained.
Hence, collaborators in the production processes and the SC members are motivated since
they have reliable and timely information to implement activities and control operations,
reducing uncertainty.

The integration of innovative ICT in SC activities represents a potential opportunity
for MIs; however, the information generated should be made available cautiously to other
members, as demonstrated by hypothesis H2. The practical implication is that MIs are not
excluded from integrating concepts and technology of Industry 4.0 because the Technological
innovation level is directly related to higher sales and online purchases and inventory
management. Our findings are also empirical support to Toudert [36], who mentions that
despite the digital gap in Mexico, companies show interest in integrating ICTs, which is
reflected in more excellent digital communication and having more information related to
their production systems.

The information must be available, but there must be adequate management of it, as
demonstrated statistically and empirically in hypothesis H3. These findings are similar to
those reported by Durugbo [37], who also indicates that this information must be accurate,
complete, transparent, and rapidly disseminated to all concerned parties. Likewise, Avelar-
Sosa, García-Alcaraz, Cedillo-Campos and Adarme-Jaimes [29], indicate that Information
availability minimizes the SC risk level due to good communication among members.

Undoubtedly, implementing ICT in administrative, productive, and SC systems re-
quires a robust economic investment, considered by many companies as a risk. Our research
shows that Technological innovation is directly related to the Operating benefits obtained, as
indicated by hypothesis H4. In other words, ICTs allow companies to generate better
flexibility to meet customer needs since many times they must only reschedule production
programs, allowing shorter order cycles and having more extensive market coverage. Our
findings coincide with García-Alcaraz et al. [38]. They indicate that ICTs implementation
speeds up the new product development process. In global terms, Appiah-Otoo and
Song [39] associate ICTs with the overall growth of countries.

Having ICTs in production and administrative systems to obtain information is not
enough. The justification of these ICTs is only achieved if this information is available
and generates benefits. Our study has shown statistically and empirically that these two
variables are related, as indicated in hypothesis H5. Our findings agree with Ali and
Kumar [40], who suggest that ICTs have favored farmers’ decision-making process in SC,
while Ansola et al. [41] point out that ICTs have improved airport operations.

In conclusion, it has been statistically proven that proper Information management
impacts the Operating benefits obtained and that the information systems implemented by
the MI favor cost competitiveness and strengthen the relationships with customers and
suppliers in a closer way.

6. Limitations and Future Research

This research has reported the ICT control process in MI and the operational benefits,
where it is assumed that the planning and implementation processes have already been
carried out. However, future research requires an integrative structural equation model in
which all stages of the ICT adoption process are analyzed.

170



Mathematics 2021, 9, 1234

Moreover, only the operational benefits have been analyzed in this report; however, the
economic benefits obtained should also be explored. Thus, future research will be focused on
social and commercial benefits and how these are converted into higher financial incomes.
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Abstract: Partial least squares structural equations modeling (PLS-SEM) uses sampling bootstrapping
to calculate the significance of the model parameter estimates (e.g., path coefficients and outer load-
ings). However, when data are time series, as in marketing mix modeling, sampling bootstrapping
shows inconsistencies that arise because the series has an autocorrelation structure and contains
seasonal events, such as Christmas or Black Friday, especially in multichannel retailing, making the
significance analysis of the PLS-SEM model unreliable. The alternative proposed in this research uses
maximum entropy bootstrapping (meboot), a technique specifically designed for time series, which
maintains the autocorrelation structure and preserves the occurrence over time of seasonal events or
structural changes that occurred in the original series in the bootstrapped series. The results showed
that meboot had superior performance than sampling bootstrapping in terms of the coherence of the
bootstrapped data and the quality of the significance analysis.

Keywords: partial least squares structural equation modeling (PLS-SEM); PLS-SEM bootstrapping;
PLS-SEM with time series; marketing mix modeling; maximum entropy bootstrapping

1. Introduction

Marketing mix models use multiple regression to measure marketing effectiveness and
efficiency [1]. In the case of multichannel retailers that sell online and offline and advertise
on both offline and Internet media, a common solution to the model marketing mix is
chaining multiple regression models (based on conversations with consulting experts), i.e.,
modeling first the impact of advertising on online sales and then using this information
to model offline sales. Recent research [2] proposed using partial least squares structural
equation models (PLS-SEM) to measure the simultaneous impact of advertising in mul-
tichannel retailer contexts and to measure the effectiveness of the different advertising
campaigns on web and store sales [3].

PLS-SEM has some desirable properties for marketing mix modeling because it is a
causal modeling approach aimed at maximizing the explained variance of the dependent
constructs, and because it is similar to multiple regression analysis, it is appropriate for
prediction [4]. Moreover, and very relevant, PLS-SEM avoids the problem of indeterminacy
and displays the factor scores [5], allowing the use of latent variable scores measured by
one or several indicators in subsequent analyses [6]. Consequently, PLS-SEM is particularly
useful for measuring the efficiency of marketing campaigns by attributing sales to each of
the advertising channels and calculating marketing ROI [3].

However, because PLS-SEM does not assume normality, lack of extreme values, or
symmetry in sample data [7], the parametric significance tests usually employed in linear
models cannot be applied to test whether outer loadings and path coefficients are significant.
Instead, PLS-SEM relies on a nonparametric sampling bootstrapping procedure [8] to
test the significance of estimated coefficients. This bootstrapping methodology involves
repeated random sampling with replacement from the original sample to create bootstrap
samples. It is a good procedure for estimating sampling distributions under independent
and identically distributed (i.i.d.) random variables [9], even in situations in which the
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i.i.d. setup is slightly violated [10], as with cases in which there might be changes in the
mean or variance (i.e., the survey is conducted in different countries or with heterogenous
respondents) [11,12].

Although sampling bootstrapping is a proper method to measure the significance of
the coefficients in most PLS-SEM applications, it is not recommended for marketing mix
time series because the data has internal structure and the sampling bootstrapping method
can change the dates of events, such as Black Friday or Christmas, or introduce several
additional events or none at all in a given year. It also does not respect the time intervals of
the structural changes that the series may have.

As an alternative to sampling bootstrapping, we propose maximum entropy (meboot)
bootstrapping [13], which maintains the individual basic shapes of time series and their
time dependence structures as the autocorrelation function (ACF) and the partial autocor-
relation function (PACF). Additionally, when applying meboot bootstrapping, the results
inherit the structure while respecting the dates of special events such as Black Friday as
well as the possible structural changes.

Despite its importance, little research has been done in the area of time series signifi-
cance analysis using PLS-SEM models, especially with regard to marketing mix analysis.
Furthermore, current research does not highlight the relevance and importance of the
application of consistent bootstrap methodologies for solving these types of problems; this
research makes important contributions by filling this void. For these reasons, the overall
aim of this paper is to provide a detailed empirical demonstration of the advantages of the
suggested meboot bootstrapping procedure in comparison with sampling bootstrapping
to calculate the significance of PLS-SEM model parameter estimates in a time series or
marketing mix modeling context. To this end, we based our analysis on standardized data
from a European consumer electronics multichannel company [2] containing web and store
sales and online and offline advertising activities.

Given this aim, the remainder of this paper is structured as follows. First, the theoreti-
cal foundations are explained. Then, the data used in this research is analyzed, and next,
both bootstrapping methods are applied to finally discuss the results.

2. Theoretical Foundation

2.1. PLS-SEM

PLS-SEM is a technique appropriate for solving marketing mix problems even when
very complex relationships exist [14] because the optimization algorithm maximizes the
variance explained of the model’s endogenous constructs, making it especially appro-
priate to identify key variables in situations of weak theory [15] or verify whether the
hypothesized relationships are empirically acceptable [16], for example, those involving
marketing mix model variables. Regarding its statistical properties, PLS-SEM admits single
item constructs without identification or convergence problems [17]; moreover, PLS-SEM
models can handle extremely non-normal data with asymmetries and very high levels
of skewness, for example, those corresponding to marketing events such as Black Friday.
PLS-SEM is also appropriate for the typical small sample sizes of marketing mix models,
such as in our case of 120 weekly observations corresponding to approximately 2.5 years of
weekly data.

Earlier applications of PLS-SEM to solve marketing mix problems focused on better
understanding the direct and cross effects of advertising on sales. Early research [18]
studied the impact of the interaction of radio and print advertising in the opening of
checking and savings accounts at a commercial bank, finding evidence of direct and cross
effects between both media. More recent research [19] added Internet advertising variables
to measure the impact of print advertising and paid search on a service company, finding a
crossover effect on online conversions.

Recently, [2] PLS-SEM applied to marketing mix showed evidence of the amplifying
effect of organic search queries on the advertising and, consequently, the sales of a mul-
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tichannel retailer. Additionally, the PLS-SEM [3] model was used to calculate the ROI of
offline and Internet advertising campaigns.

To verify the statistical significance of the PLS-SEM model parameters, the literature
proposes using sampling bootstrapping; the next section discusses the reasons.

2.2. Sampling Bootstrapping

The term bootstrapping is inspired by the story of the Baron of Munchausen [20], who
explained how he pulled himself and his horse out of a swamp by his own hair, meaning
that the Baron saved himself by his own means. In this sense, the homonymous statistical
technique developed by Efron [9] is similar because bootstrapping draws conclusions about
the characteristics of a population using the sample itself; in other words, given the absence
of information about the population, the sample is assumed to be the best estimate of the
population [21], making this method very appropriate when, as is the case with PLS-SEM,
there is no knowledge about the distribution of the parameters.

To find the empirical sampling distribution of a parameter, bootstrapping generates a
number of samples with repetition (recommended: 5000) [4], containing the same amount
of data as the original series to be sure that the samples obtained have the same statistical
properties as the original sample, i.e., if the data contains 120 observations, as in the present
research, 5000 samples with 120 observations are generated; in this way, each resample
has the same number of elements as the original sample, and the replacement method
transforms the finite sample into an infinite population. For each sample, a PLS-SEM model
is calculated, and the data on the coefficients of interest are stored, creating a distribution
of 5000 distinct coefficients, one for each of the path coefficients or outer loading models
of interest. For example, when analyzing the loadings of the indicator λ, we will obtain
5000 values of the estimate λ*, these values are then ordered from smallest to largest:

λ∗
(1), λ∗

(2), . . . , λ∗
(5000) (1)

Then, the lower and upper bounds of the confidence intervals are identified, i.e., if the
desired confidence interval is 95%, the interval goes from the lower bound observation,
5000 × 0.025, to the upper 5000 × 0.975 observation, that is, from 125 observations to 4875.
The resulting confidence interval (CI) suggests that the population value of λ

CI =
[
λ∗
(125), λ∗

(4875)

]
(2)

will be somewhere in between λ∗
(125) and λ∗

(4875) with a 95% probability. Once the confi-
dence interval is calculated, if it does not include 0, we may consider that the coefficient is
significant at 95%.

However, as stated previously, in many cases, because of the nature of the data,
the distribution of the parameters is asymmetric and the percentile method is subject to
coverage error as stated by [7], meaning that, for example, a 95% confidence interval may
actually be a 90% confidence interval. Hence, it is recommended to construct bias-corrected
percentile confidence intervals to make statistical inferences when using PLS-SEM. Using
bias-corrected and accelerated (BCa) bootstrap confidence intervals solves this problem
by adjusting for biases and skewness in the bootstrap distribution [22]; for a detailed
step-by-step explanation of the methodology in a PLS-SEM context, see [23].

In the case of time series data as marketing mix model variables, this methodology
has a major drawback because, by definition, resampling does not preserve the order of the
data, the autocorrelation structure, or the exact time of marketing-associated events such as
Black Friday. To solve these problems, the present research proposes the maximum entropy
bootstrapping methodology for analyzing the significance of time series coefficients, which
will be explained next.
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2.3. Maximum Entropy Bootstrapping

Carlstein [24], aware that time series do not satisfy the i.i.d. hypothesis required
by bootstrapping and the problems generated by breaking the internal structure of time
series by shuffling the data, proposed a solution convenient for stationary time series
consisting of bootstrapping nonoverlapping blocks of observations instead of case-by-case
observations; on the basis of this idea, the methodology was improved with the proposal
of nonoverlapping moving blocks [25,26]. However, even after these improvements, the
methods faced the same problems with respect to violations of the required stationarity
property and therefore did not provide any remedy.

As a solution to time series bootstrapping, Vinod and López-de-Lacalle [13] proposed
the application of the principle of maximum entropy (ME), explained in depth by [27].
According to Vinod [28], ME is a powerful tool to avoid unnecessary distributional assump-
tions, such as i.i.d. or stationarity assumptions. ME constructs a population of time series,
called ensemble Ω, which can include regime switches, gaps, or jump discontinuities. With
f (x) being the density function of xt, the entropy H (Equation (3)) is defined as:

H = E(−log f (x)), (3)

Maximizing the entropy H in a density f (x) function, defined in terms of Shannon
information [29], means that we are finding the smoothest possible probability distribution
that meets the constraints derived from prior knowledge about the mean and variance of
the original series. The meboot algorithm constructs segments of ME density f (x) subject to
certain mass- and mean-preserving constraints.

The meboot algorithm [13] is a procedure that generates a large number of replicates,
e.g., 5000, of the original series, which can be used for statistical inference; it then applies
the “blocking” technique to break the time series into nonoverlapping blocks such that
the grand mean of all the simulated samples equals the time average of the original,
constructing bootstrap samples, or ensembles, that retain the basic shape and dependence
structure of the original data. Figure 1 shows the actual series of web sales used in this
research, explained in the next section, as well as two random ensembles generated with
the meboot algorithm.

Figure 1. Plot of the standardized EUR series of web sales data used in this research, explained in the next section, and two
random ensembles.
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Moreover, the approach can be applied in the presence of structural breaks, such as
economic crises or recoveries, as well as jumps due to Black Friday sales in which both
offline and online sales may “jump” sharply above the mean. For more information on
meboot, Vinod [30] provides extensive Monte Carlo evidence that supports the use of the
meboot in empirical work and suggests that the meboot confidence intervals are reliable.

3. Materials and Methods

3.1. Data

To conduct the present research, we used data from Méndez-Suárez and Monfort [2],
which contains a time series over 120 weeks from a European consumer electronics multi-
channel retailer, including information on investment in offline, Internet, and paid search
advertising, as well as Google queries containing the name of the retailer and the online
and offline sales. Table 1 depicts the descriptive statistics of the standardized values of
the original data; some variables, such as online Sales, queries, and retargeting, show high
levels of skewness and excess kurtosis.

Table 1. Descriptive statistics of the data.

Variables Median Min Max Skewness Kurtosis

Online Sales −0.2 −0.6 9.0 6.8 54.5
Offline Sales −0.3 −0.7 5.5 3.4 12.4

Queries −0.3 −0.8 6.7 4.7 26.7
Paid Search −0.1 −1.8 5.3 1.5 6.3
Store flyer 0.2 −1.1 2.4 0.2 −1.3

TV advertising 0.1 −1.4 4.6 1.1 3.7
Display 0.0 −1.3 3.5 1.3 2.4

Facebook −0.2 −1.5 3.7 1.0 1.2
Retargeting 0.0 −1.1 7.6 3.7 25.0

Twitter 0.0 −1.2 5.0 1.8 5.8
YouTube −0.2 −0.9 3.7 1.3 2.0

Christmas −0.2 −0.2 5.4 5.1 24.6
Note: Data represent standardized EUR with a mean of 0 and standard deviation of 1. Christmas is a dummy
binary variable representing Christmas Eve and Epiphany.

3.2. Methods

To compare the results of sampling versus meboot bootstrapping, we used the PLS-
SEM model from [2], depicted in Figure 2. The online and offline media in which the
multichannel retailer advertised during the period are represented as two reflective latent
constructs; the rest of the exogenous variables included in the structural model are single
item constructs.

The latent variable online advertising included display, Facebook, Retargeting, Twitter,
and YouTube, and the latent variable offline advertising contained store flyers and TV
advertising (Equation (4)).

Onlinet = Displaytλ1 + Facebooktλ2 + Retargetingtλ3 + Twittertλ4 + Youtubetλ5
O f f linet = Store f lyertλ6 + TV Advertisingtλ7

, (4)

The structural model contained four endogenous variables (Equation (5)), including
queries, explained by online and offline web and store sales, both explained by on and
offline advertising, paid search, and Christmas. Paid search was explained by queries.

Queriest = Onlinetβ1 + O f f linetβ2
WebSalest = Queriestβ3 + Onlinetβ4 + O f f linetβ5 + PaidSearchtβ6 + Christmastβ7

StoreSalest = Queriestβ8 + Onlinetβ9 + O f f linetβ10 + PaidSearchtβ11 + Christmastβ12
PaidSearcht = Queriestβ13

, (5)
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The PLS-SEM model from Figure 2 was used to bootstrap the latent variable outer
loadings and the path coefficients using sampling and meboot; the results are presented in
the following section.

Figure 2. The PLS-SEM model used to illustrate the sample and meboot bootstrapping results comparison. Figure adapted
with permission; the article was published in Journal of Business Research, 112, Méndez-Suárez, M.; Monfort, A. The
amplifying effect of branded queries on advertising in multichannel retailing, 254–260, Copyright Elsevier (2020).

4. Empirical Results

To compare the results of sampling and meboot, we bootstrapped 5000 subsamples of
the PLS-SEM model and calculated the bias-corrected and accelerated (BCa) confidence in-
tervals [7]. Bootstrapping of the structural model employed the R [31] packages, plspm [32],
and meboot [13]. The BCa confidence interval calculation in R followed that of Streukens
and Leroi-Werelds [23]. The discriminant validity of the model, heterotrait–monotrait
(HTMT) ratio of correlations, employed the R semTools package [33].

4.1. Correlations

The correlation of the original series and two random draws of the meboot and sample
bootstrap are shown in Table 2a–c. The results showed similar correlations between the
original and the bootstrapped variables; there were no significant differences to suggest
that one method is better than the other or that one of the methods has major flaws and
cannot be used to assess the significance of the results. Next, we analyze the results of the
bootstrapped confidence intervals.

4.2. Reliability, Validity, Structural Model, and Fit Assessment

Following [7], to assess the reflective measurement model, we evaluated the composite
convergent validity using the average variance explained (AVE), the internal consistency
reliability with Cronbach’s α, and the discriminant validity using HTMT. The mathematical
formulations are represented in Equation (6) (a–d), respectively.
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(a) AVEξ j =
1
Kj

Kj

∑
k=1

λ2
jk;(b) Cronbach′s α = N·c

1+(N−1)·c ;(c) Joreskog′s ρ =

(
N
∑

i=1
l1

)2

(
N
∑

i=1
l1

)2

+
N
∑

i=1
var(ei)

(d) HTMTij =
1

KiKj

Ki
∑

g=1

Kj

∑
k=1

rig,jh÷
(

2
Ki(Ki−1) ·

Ki−1

∑
g=1

Ki
∑

k=g+1
rig,ih· 2

Kj(Kj−1)
·
Kj−1

∑
g=1

Kj

∑
k=g+1

rjg,jh

) 1
2

(6)

Table 2. (a) Correlation coefficients of the time series, (b) correlation coefficients of one randomly selected series from
meboot, and (c) correlation coefficients of one randomly selected series from sampling bootstrap.

(a) Correlations of Original Series

1 2 3 4 5 6 7 8 9 10 11 12

1 Online Sales 100
2 Offline Sales 76 100

3 Queries 92 75 100
4 Paid Search 69 68 53 100
5 Store Flyers 33 30 38 19 100

6 TV Advertising 23 6 24 6 46 100
7 Display 32 7 38 12 42 66 100

8 Facebook 34 20 27 28 28 42 48 100
9 Retargeting 57 52 44 64 11 8 9 28 100

10 Twitter 32 3 23 19 17 58 64 51 12 100
11 YouTube 36 15 26 26 29 47 46 71 34 52 100

12 Christmas 32 57 29 34 6 2 −1 12 39 −4 12 100
(b) Correlation of one random series, meboot bootstrapping

1 2 3 4 5 6 7 8 9 10 11 12

1 Online Sales 100
2 Offline Sales 81 100

3 Queries 80 86 100
4 Paid Search 72 74 60 100
5 Store Flyers 35 37 45 26 100

6 TV Advertising 10 11 22 8 41 100
7 Display 14 28 40 14 38 67 100

8 Facebook 29 32 28 29 29 42 41 100
9 Retargeting 46 40 37 67 13 12 12 30 100

10 Twitter 8 28 20 20 17 55 62 53 12 100
11 YouTube 25 27 24 26 30 43 38 70 35 53 100

12 Christmas 56 18 22 31 4 1 −2 13 32 −4 14 100
(c) Correlation of one random series, sampling bootstrapping

1 2 3 4 5 6 7 8 9 10 11 12

1 Online Sales 100
2 Offline Sales 90 100

3 Queries 93 91 100
4 Paid Search 59 65 54 100
5 Store Flyers 39 33 40 18 100

6 TV Advertising 12 4 20 2 42 100
7 Display 41 33 46 23 47 63 100

8 Facebook 31 24 26 31 32 43 53 100
9 Retargeting 50 55 54 74 22 11 33 39 100

10 Twitter 44 23 30 33 28 54 61 59 30 100
11 YouTube 23 11 20 20 32 56 55 71 32 69 100

12 Christmas 5 36 7 34 −15 −19 −7 −4 24 −15 −11 100

Note: Data values are percentages. Bootstrapped.
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The AVE for construct ξj is defined as the average of the explained variances λ2 of
each reflective construct. In Cronbach’s α, N is the number of low-order components
(i = 1, . . . , N), and c is the average correlation between the lower-order components. In
Jöreskog’s ρ, li is the loading of the lower-order component i on a particular higher-
order construct, and var(ei) is the variance of the measurement error of the lower-order
component i. As explained by [34], the HTMT of constructs ξi and ξj with Ki and Kj
indicators, respectively, are the averages of the correlations of indicators across constructs
measuring different phenomena relative to the average of the correlations of indicators
within the same construct.

Table 3 shows the BCa confidence intervals of the reflective measuring model assess-
ment using both bootstrapping methodologies. For the external loadings of the latent
variables (Table 3a), there was agreement between the two methods in terms of the signifi-
cance of the loadings, but in this case, the width of the intervals is consistently larger when
using sampling bootstrapping, which means that there is a much larger level of dispersion
of the results when this methodology is used.

Table 3. Assessment of the reflective measurement model latent variables by meboot and sampling bootstrapping. (a) Con-
vergent validity of the outer model. (b) Reliability of the outer model. (c) Discriminant validity.

(a) Outer Loading Convergent Validity Bootstrap Results

Indicators Loadings
95% BCa CI

Meboot
CI

Amplitude
>0.5?

95% BCa CI
Sampling

CI
Amplitude

>0.5?

Store flyer 0.93 (0.87, 0.93) 0.10 Yes (0.75, 0.97) 0.22 Yes
TV

advertising 0.75 (0.64, 0.83) 0.14 Yes (0.58, 0.87) 0.30 Yes

Display 0.65 (0.65, 0.75) 0.09 Yes (0.24, 0.81) 0.57 No
Facebook 0.78 (0.71, 0.80) 0.11 Yes (0.53, 0.87) 0.34 Yes

Retargeting 0.66 (0.64, 0.79) 0.15 Yes (0.50, 0.88) 0.38 Yes
Twitter 0.67 (0.65, 0.76) 0.05 Yes (0.24, 0.86) 0.62 No

YouTube 0.80 (0.67, 0.82) 0.19 Yes (0.63, 0.88) 0.25 Yes

Latent
Variables

AVE
95% BCa CI

Meboot
CI

Amplitude
>0.5?

95% BCa CI
Sampling

CI
Amplitude

>0.5?

Online ad 0.51 (0.51, 0.55) 0.04 Yes (0.35, 0.62) 0.27 No
Offline ad 0.72 (0.66, 0.76) 0.11 Yes (0.63, 0.8) 0.17 Yes

(b) Latent Variables Internal Consistency Reliability Bootstrap Results

Latent
Variables

Cronbach’s
Alpha

95% BCa CI
Meboot

CI
Amplitude

0.60–0.90?
95% BCa CI
Sampling

CI
Amplitude

0.60–0.90?

Online ad 0.78 (0.77, 0.8) 0.03 Yes (0.70, 0.84) 0.14 Yes
Offline ad 0.63 (0.6, 0.71) 0.11 Yes (0.44, 0.77) 0.34 No

Latent
Variables

Jöreskog’s ρ
95% BCa CI

Meboot
CI

Amplitude
>0.7?

95% BCa CI
Sampling

CI
Amplitude

>0.7?

Online ad 0.85 (0.85, 0.87) 0.02 Yes (0.45, 1) 0.55 No
Offline ad 0.84 (0.82, 0.87) 0.05 Yes (0.50, 1.39) 0.89 No

(c) Latent Variables Discriminant Validity Bootstrap Results

Latent
Variables

HTMT
95% BCa CI

Meboot
CI

Amplitude
CI < 1?

95% BCa CI
Sampling

CI
Amplitude

CI < 1?

Online ad &
Offline ad 0.80 (0.73, 0.89) 0.16 Yes (0.61, 0.99) 0.37 Yes

Note: As per Hair et al. [7], bootstrapped coefficients are corrected and accelerated (BCa).

However, the problems become especially severe when assessing the reflective con-
structs (Table 3b) because of the width of the sampling bootstrap intervals, which in all
cases is three times wider or more compared with the meboot intervals; consequently, the
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latent variables are not validated in terms of AVE, Cronbach’s Alpha, and Jöreskog’s ρ; the
HTMT is validated but by hundredths of a percent.

The confidence intervals from the regression coefficients (Table 4a) had similar am-
plitudes and showed similar results with respect to significance in all the paths, except
for the offline advertising path to web sales, for which the sampling bootstrap method
indicated that offline advertising had a non-significant coefficient on web sales; in other
words, offline advertising does not impact the sales of the web store.

Table 4. Evaluation of the structural model. (a) The model’s regression coefficients and their significance based on meboot
and sampling bootstrapping. (b) The model’s predictive accuracy based on meboot and sampling bootstrapping.

(a) Regression Coefficients Bootstrap Results

Endogenous
Variables

Exogenous
Variables

Path
Coefficient

95% BCa CI
Meboot

CI
Amplitude

Significance
(p < 0.05)?

95% BCa CI
Sampling

CI Amplitude
Significance
(p < 0.05)?

Web sales Online ad 0.14 (0.07, 0.32) 0.25 Yes (0.05, 0.24) 0.19 Yes
Web sales Offline ad −0.05 (−0.14, −0.002) 0.14 Yes (−0.12, 0.02) 0.14 No
Web sales Queries 0.75 (0.58, 0.89) 0.31 Yes (0.62, 0.85) 0.23 Yes
Web sales Paid Search 0.24 (0.06, 0.32) 0.26 Yes (0.15, 0.39) 0.23 Yes
Web sales Christmas −0.15 (−0.15, 0.13) 0.29 No (−0.14, 0.12) 0.26 No

Store sales Online ad −0.18 (−0.24, −0.04) 0.19 Yes (−0.36, −0.01) 0.35 Yes
Store sales Offline ad 0.05 (−0.02, 0.12) 0.14 No (−0.14, 0.16) 0.30 No
Store sales Queries 0.52 (0.27, 0.65) 0.38 Yes (0.42, 0.75) 0.34 Yes
Store sales Paid Search 0.39 (0.31, 0.52) 0.21 Yes (0.12, 0.59) 0.46 Yes
Store sales Christmas 0.32 (0.23, 0.44) 0.21 Yes (0.08, 0.53) 0.45 Yes

Queries Online ad 0.38 (0.27, 0.47) 0.20 Yes (0.12, 0.59) 0.47 Yes
Queries Offline ad 0.20 (0.13, 0.3) 0.17 Yes (0.08, 0.35) 0.27 Yes

Paid Search Queries 0.54 (0.36, 0.62) 0.26 Yes (0.36, 0.66) 0.30 Yes

(b) Predictive accuracy of the structural model evaluated with the magnitude of the explained variance, R2

Endogenous
Variables R2 95% BCa CI Meboot CI Amplitude

95% BCa CI
Sampling CI Amplitude

Queries 0.26 (0.17, 0.3) 0.13 (0.06, 0.36) 0.30
Paid Search 0.29 (0.13, 0.39) 0.25 (0.11, 0.42) 0.31
Store sales 0.79 (0.77, 0.94) 0.17 (0.68, 0.93) 0.25
Web sales 0.92 (0.91, 0.95) 0.04 (0.92, 0.97) 0.04

Note: As per Hair et al. [7], bootstrapped coefficients are corrected and accelerated (BCa).

As [35] stated, the different meaning of the term fit does not depend on whether
covariance-based SEM or variance-based SEM is used but on whether confirmatory or
explanatory research is performed (see [36]). Since in explanatory research, as in this case,
we would like to explain as much variation as possible in a dependent variable, the R2 is
the natural measure of fit; however, as occurred in the assessment of the reflective construct
outer loadings, the confidence intervals of the R2 (Table 4b) of the sampling bootstrapped
values were widespread and invalidated the model, contrary to the meboot values, which
showed high levels of fit in line with the results of the model application shown in Figure 3.

To understand what really explains the differences between the bootstrapping method-
ologies, we need to visually inspect the entire time series. Figure 3 shows the original series,
and two random paths of the sampling and meboot series both for online and offline sales.
The sampling bootstrapped series added jumps to sales corresponding to events such as
Christmas and Black Friday but at very different times from those occurring in the original
series, and, for example, in the case of offline sales (Figure 3a), it included up to 10 jumps,
only one of which corresponded to the date on which it occurred; however, at the times
these events occur, the sampling bootstrapped series did not reflect them. On the other
hand, in the meboot series, the jumps occurred at the same times as in the original series;
however, as expected for the maximum entropy modeling, some replicas of the original
series were more pronounced than others.
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Figure 3. (a,b) plot the original weekly Sales. Offline sales (a) and online sales (b) series and their respective sampling and
meboot counterparts. The horizontal axis represents time in weeks and the vertical axis represents the standard deviation of
the standardized sales series.

5. Discussion

PLS-SEM methodology using i.i.d. data has been very successful in areas such as
marketing, strategic management, management information systems, production, and
operations or accounting [37], and it is a promising methodology for time series, especially
marketing mix modeling [2,3]. However, to succeed in these areas, the traditional method
to measure the significance of the structural model and the outer loadings using sampling
bootstrapping should be reconsidered because this method shuffles the data without con-
sidering their internal structure or respecting the order of the sequence, the autocorrelation
structure, and the moments of occurrence of special events.

The present research presents a detailed analysis of the consequences of using sam-
pling bootstrapping for time series, especially marketing mix series, showing the risks
of the decision to trust in sampling bootstrap because the method destroys the internal
structure of the series and shows wider confidence intervals for the outer loadings of the
models. As a solution for these types of time-series analyses in PLS-SEM contexts, when
the exact colocation of the bootstrapped data is essential, as in marketing mix analyses, this
study recommends using meboot bootstrapping as an alternative and proves its suitability
for time series or marketing mix modeling with PLS-SEM.

Additionally, this research contributes to the development of PLS-SEM methodology
by providing a technique free of the risks associated with sampling bootstrapping in time
series analysis, broadening the scope and accuracy of the methodology in other areas of
research. Taken as a whole, the contributions of the present research provide valuable
insights into how the evaluation of time series dependencies can be effectively performed
using PLS-SEM analysis and why it is so relevant to apply a bootstrapping technique
specifically adapted to time series and a technique that is compatible with their time
structure to measure the significance of external loadings and path coefficients.

The managerial implications of this work are twofold: (1) practitioners have to be very
careful when analyzing time series using PLS-SEM if the data is not i.i.d. and smooth in
terms of shape because sampling bootstrapping shuffles the time series and destroys its
integrity. In this respect, the present research shows that the use of sampling bootstrapping
for time series involves very high risks, especially those associated with the assessment of
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the reflective and the path coefficient significance; this finding constitutes one of the main
contributions of this article. The meboot bootstrapping procedure respects the internal
structure of the data and maintains the colocation of special marketing events, making it a
trustable technique for time series analysis.

The methodology proposed in the present research can be an excellent source of
innovation for PLS-SEM methodology, extending its possible application to all areas that
use time series analysis for explanatory purposes and are susceptible to the potential
application of PLS-SEM predictive analysis, such as those related, for example, to quality
control in industrial processes or the evolution of natural ecosystems.

Three limitations of the present research may become avenues for future research. The
model in this study is limited to marketing mix series, and the proposed methodology
has not been tested in other time series contexts in which PLS-SEM models may be used.
Additionally, the proposed model and meboot bootstrap methodology were tested on a
time series of only 120 observations and not on a series with a larger number of observations.
In addition, since the model only uses reflective constructs, evaluation of time series models
with formative constructs would complement the results of this research.
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Abstract: The purpose of this study was to understand how proactivity can affect the relationship
between absorptive capacity and organisational performance. Most previous studies have ignored
the role of proactivity in this relationship and have not considered the multidimensional nature of
absorptive capacity. A questionnaire was sent to 800 CEOs of Spanish companies from different
sectors, procuring a response rate of 38.25%. A structural equation model was applied to test
the hypothesis. This study confirms the positive effect that absorptive capacity has on business
performance and the moderating role of proactivity in this relationship. Companies that develop
their capacity to absorb information from the environment achieve better results. Furthermore, if they
engage in proactive behaviour within their company, this relationship is stronger. Future research
should include more capacities that are related to knowledge and business performance (i.e., learning
capability, innovation capacity, etc.). This study contributes to the understanding of how to manage a
company’s knowledge in an appropriate way. It sheds new light on how knowledge management
should be conducted, emphasising not only the gathering of information but also the promotion of a
proactive attitude on the part of employees to achieve the goal of better performance.

Keywords: proactivity; absorptive capacity; potential absorptive capacity; realised absorptive
capacity; structural equation modelling

1. Introduction

Business success is currently determined by the ability to innovate and adapt to
changes in the environment. In an environment in which organisations must confront new
challenges, and against a backdrop of volatility and uncertainty, the ability to adapt and
display a disruptive attitude on the part of each and every member of the organisation are
what makes the difference [1].

Knowledge is a key aspect in this context [2,3], and it has consequently become
necessary for management to use external sources of information in order to provide a
more appropriate response to the complexities of a rapidly changing dynamic environ-
ment [4,5]. Having external knowledge is paramount if a company’s performance is to be
ensured [6,7]. Moreover, merely acquiring knowledge is not sufficient; it is necessary to
use that knowledge correctly, and companies must, therefore, invest in this process [8].

This path from knowledge acquisition to its productive use is far from easy, and many
companies have difficulties with the process [9,10]. In order to achieve this, companies must
develop their absorptive capacity (ACAP) [11], a notion that is increasingly recognised by
researchers as a source of competitive advantage [12–17].

ACAP is an ability that companies must develop in order to maintain a competitive
advantage, as it favours adaptation to the changes occurring in their increasingly competi-
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tive and complex environments [18]. It refers to a company’s ability to recognise the value
of new information, assimilate it and apply it for business purposes [19]. According to Kale
et al. [20], it enables enterprises to creatively use all the external information it gathers,
which serves to provide a better performance in terms of new product development, market
share and profitability.

Numerous studies on business performance have been conducted in the field of busi-
ness management, strategy, knowledge management and other related fields since the
authors of [19] first introduced the concept of ACAP in 1990 [21]. However, despite the exis-
tence of a large number of studies addressing them, the literature on this topic is confronted
with an “ambiguity problem” mainly about conceptualisation as well as measurement.
This is because researchers have used ACAP as a general-purpose construct, overlooking
previous studies on the topic that have presented, for example, its multidimensional nature,
among other relevant theories, and because of the lack of understanding of the nature of
the construct itself [18,21]. Furthermore, few studies examine ACAP in depth [20], despite
that, of all the dynamic capabilities, ACAP is among the so-called high-level capabilities,
as it serves to explain both the success and failure of a company, in addition to favouring
the creation of wealth and participation in the creation of a competitive advantage over
time [22].

Studies have found that ACAP is related to competitive advantage, innovation [23],
value creation [24], customer loyalty and satisfaction [8], etc. However, few studies conduct
in-depth research into the functioning of ACAP in regard to unravelling the complexities
of organisational and knowledge management capabilities [22]. Despite the fact that many
scientific papers have developed the theoretical foundations of ACAP since the 1990s, there
is still clearly a lack of empirical research [25–27].

Moreover, in order to achieve high business performance in this complex, dynamic
and volatile business environment faced by modern organisations, it forces management
and employees not only to adapt and adjust to the major demands of the environment
but also to act proactively to prevent conflict from arising. Now more than ever, the
knowledge economy, with its inherent ambiguity, novelty and complexity, has dictated that
organisations and their most successful members must embrace a less structured organisa-
tional environment in which autonomy, self-governance, opportunity recognition, personal
initiative and capitalisation, collaboration and adaptation are in greater demand [28–30].

Due to the aforementioned, it has become necessary to acquire and use knowledge as
well as to have a modern and proactive organisation. Organisations that are able to acquire
and use relevant external knowledge and, in addition, have proactive behaviour that
anticipates changes in the environment and promotes internal changes, will contribute to
organisational effectiveness [31,32] and the achievement of better results. These proactive
companies are the first to notice the early signs of change in their environment, able
to see the opportunities for competitive advantage arising from these changes and can
turn them into reality. The proactive strategic posture supports communication and
knowledge sharing within the company and positively influences knowledge acquisition
and utilisation [33], which supports engagement and employment initiatives [34].

Organisations that have this external information but lack employees who can proac-
tively and collaboratively address complex and unexpected issues will, conversely, have
greater difficulty in achieving the expected business performance [35].

For this study, our objective was to analyse the effect of ACAP on business perfor-
mance from a multidimensional point of view. In addition, we endeavoured to discover the
role played by proactive behaviour within this relationship, differentiating companies that
are proactive from those that are not. In order to achieve this, we considered the different
dimensions of ACAP and their relationships with business performance. We also analysed
the moderating effect that proactivity has on this relationship. Finally, conclusions and
practical recommendations for companies were established, along with the limitations
and future lines of research that are included at the end of this work, together with the
references used.
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2. Absorptive Capacity and Performance

As mentioned above, ACAP refers to the ability to locate new ideas and incorporate
them into an organisation’s processes, mainly in regard to those aspects that are considered
most important for organisational competitiveness [17,19].

ACAP was initially defined as the ability to recognise the value of new information,
assimilate it and apply it for business purposes [19]. Absorptive capacity, when understood
in this manner, incorporates both the need to value and acquire knowledge from the
external environment and the internal processes of learning from past experience and
current actions [36].

However, Sakhdari [37] highlighted the great scarcity of theories analysing how
organisational mechanisms can affect different aspects of ACAP. The focus of this study
was on what ACAP predicts, and it is related to fields such as dynamic capability [38,39],
organisational learning [40,41] and knowledge management [42,43].

ACAP plays a central role in research, following the company’s knowledge-based
view [44]. One part of a company’s knowledge is developed internally, and another part is
acquired from different external sources [45,46].

Taking the resource-based view as a basis, ACAP can be seen as a strategically valuable
capability [47,48]. This capability is a socially complex routine by which companies acquire,
assimilate, transform and exploit knowledge with the intention of creating value and
gaining a competitive advantage [49].

ACAP can, therefore, improve a company’s performance by exploiting firm-specific
internal and external competencies to cope with changes in the environment [38]. ACAP
allows companies to develop skills with which to detect knowledge and information
from outside the organisation that may be useful to them. They can then internalise and
adapt that information to their specific needs and exploit it for their business objectives,
converting it into business results. Organisations that have a substantial knowledge base
in a particular field, therefore, tend to have a high ACAP and will be able to evaluate
and act on new information or ideas that develop within that field of knowledge [17,50].
ACAP is undoubtedly a key intangible asset for companies’ competitiveness [19,50,51] and,
consequently, it improves business performance.

The existing literature presents a multitude of studies that have analysed the positive
effect ACAP has on different business variables. Companies that are able to assimilate
new knowledge intensify their learning and become more efficient, have an easier time
creating new products [52], better exploit technological advances that are closely linked to
innovative behaviour [53] and improve their financial performance [17]. After conducting
a meta-analysis, Song et al. [54] found that ACAP has a significant positive effect on
companies’ performance. However, there were also studies [55,56] that found an inverted U-
shaped relationship between these variables, qualifying that ACAP increases a company’s
financial performance but only to a certain extent, and there is a point at which a higher
ACAP is associated with lower levels of new product development.

Nevertheless, this higher capacity to acquire and exploit new knowledge is expected
to influence the company’s innovation and, hence, superior performance. The reason
offered to explain this direct and positive relationship is that companies must continually
strive to develop their knowledge bases if they are to thrive and remain competitive [57].

Although this relationship has been examined in previous research [26,58,59], few
studies have considered its multidimensional character and thus have analysed each
particular dimension of ACAP [60]. Zahra and George [17] distinguish between the
potential ACAP and the realised ACAP discussed in Lichtenthaler [56], stating that the
potential ACAP is related to realised absorptive capacity, which is in turn related to
organisational performance [61].

As stated above, Zahra and George [17] established that ACAP has two subsets and
four dimensions: potential ACAP (comprising knowledge acquisition and assimilation
capabilities) (PACAP) and realised ACAP (focusing on knowledge transformation and
exploitation capabilities) (RACAP), which may have different influences on the creation and

187



Mathematics 2021, 9, 2099

maintenance of a company’s competitive advantage. Although the authors of one study
expressed a contrary argument to that of Zahra and George, stating certain ambiguities
and omissions regarding some important research contributions [62], we understand that
these are small contributions that do not add excessive value.

However, this distinction has been used in subsequent research [14,63–68] and clar-
ifies the different dimensions included in absorptive capacity. Acquisition refers to a
company’s ability to identify and acquire external knowledge about itself from surround-
ing information [67]. Assimilation also refers to a company’s ability to develop useful
processes and routines with which to analyse, interpret and understand externally acquired
knowledge [66]. Transformation means developing and refining these routines in order to
combine existing knowledge with acquired and assimilated knowledge for future use [17].

Companies that wish to improve their performance must develop and manage all
these dimensions simultaneously [17]. That is, companies that invest only in the capacity
to acquire and assimilate external knowledge (i.e., PACAP) will succeed in generating a
new and expanded knowledge base, but this alone will not necessarily lead to superior
performance unless the new knowledge is exploited in new products and processes [69–71].
Otherwise, the costs of acquiring this new information may easily outweigh the resulting
benefits [19]. Conversely, companies that limit themselves solely and exclusively to trans-
forming and exploiting new knowledge (i.e., RACAP) will achieve short-term benefits but
will not develop a new and innovative knowledge base [72], thus harming the company’s
competitiveness in the future. A multidimensional approach is important for a detailed
understanding of the effects of ACAP on companies’ performance [73].

We therefore argue that having external information alone may not have an impact
on a company’s performance, but it is a necessary first step for an organisation to have
ACAP. This is a dimension (PACAP) that is of the utmost importance for the realisation of
ACAP (RACAP). Acquiring information and applying the use dimension, which includes
the assimilation, transformation and exploitation of the information, was found to affect a
company’s performance [20]; thus, we proposed the following two hypotheses:

Hypothesis 1a (H1a). Potential ACAP is positively related to business performance.

Hypothesis 1b (H1b). Realised ACAP is positively related to business performance.

3. Proactivity as a Moderating Factor: Proactive Firms

Venkataraman [74] defines proactivity as the processes with the objective of anticipat-
ing and operating on future needs by “seeking new opportunities that may or may not be
related to the usual course of action, introducing new products and brands ahead of the
competition and eliminating operations that are strategically in the maturity or decline
stages of the life cycle”.

Proactivity has emerged as an extremely important behaviour in organisations and
was shown to correlate with positive organisational and individual outcomes [35]. In
organisational literature, proactivity, or the proactive behaviour companies engage in,
involves actions related to anticipatory or change-oriented behaviour [75]. This type
of proactive behaviour means that individuals can promote, change and contribute to
organisational effectiveness in an anticipatory manner [31]. Proactive behaviour involves
acting in advance of a future situation, rather than merely reacting or adapting when
problems arise. It means making things happen rather than just watching things happen or
waiting for something to happen [35].

Proactive companies have a vision of the future and aim to anticipate and act on
future needs to shape their environment rather than reactively adapting to changes in
the environments in which they operate [76]. Proactive companies are characterised by
anticipating social changes and adjusting their internal structures in order to achieve
congruence with future needs [77]. These companies, in addition to being proactive, are
also more likely to enjoy learning curve effects than non-proactive companies are, signifying
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that, although a company does not need to be proactive to be innovative and competitive,
proactivity may foster the relationship between ACAP and the company’s performance.

This can be understood as a future perspective from which companies seek opportu-
nities to develop and introduce new products in order to obtain the advantages of being
the pioneers capitalising on emerging opportunities and, thus, of being able to shape the
direction of their environment.

Delmas, Hoffman and Kuss [65] found that a company’s ability to generate competi-
tive advantage is directly related to its competitors’ ability to imitate its strategy. As ACAP
and proactivity are difficult to imitate (because they depend on complex and often tacit pro-
cesses), these elements must, therefore, have an impact on business performance. In a study
of 246 Spanish technology companies, García-Morales et al. [78] analysed how technologi-
cal ACAP and technological proactivity influence organisational learning and innovation
and demonstrated how these dynamic capabilities affect organisational performance.

Proactivity, as mentioned above, refers to a company’s ability to anticipate future
needs, seek new opportunities and take initiative [79]. When these companies also have
relevant external information because they have a potential absorptive capacity, they are
more likely to become leaders rather than followers and thus are more likely to make
substantial changes to their environment by introducing new products, technologies or
management techniques [76]. Proactive companies that are also the first to notice the early
signs of change in their business environment are pioneers in discovering the potential
opportunities for competitive advantage that arise from these changes.

Furthermore, two principal views of dynamic capabilities [38,80] are similar but have
a notable discrepancy in regard to the question of whether dynamic capabilities have
the potential to explain sustainable competitive advantage in rapidly changing business
environments [81]. Nevertheless, Peteraf et al. [81] were able to reconcile both perspectives
by considering contingent relevant factors [82]. Holding a proactive strategic position,
therefore, supports communication and knowledge sharing within the company and
positively influences the relationship between ACAP and performance [33]. Therefore, we
proposed the following hypotheses (see Figure 1):

Figure 1. Theoretical Model.

189



Mathematics 2021, 9, 2099

Hypothesis 2a (H2a). The influence of potential ACAP on business performance will be greater
for proactive firms.

Hypothesis 2b (H2b). The influence of realised ACAP on business performance will be greater
for proactive firms.

4. Methodology

4.1. Data Collection

The data were obtained from a questionnaire mailed to 800 randomly selected small-
and medium-sized enterprises in the Spanish autonomous community of Castilla–La
Mancha. The information was collected directly from the company’s managing director.
The contacts were obtained from the SABI database, and active companies belonging to
different sectors of activity in both the industrial and service sectors were selected. A total
of 315 questionnaires were obtained, of which 9 were rejected as incomplete (see Table 1).

Table 1. Technical data employed in this research.

Sample size
15,853 companies

800 companies randomly selected
Unit of analysis Company

Scope Castilla–La Mancha (Spain)
Valid responses/response rate 306/38.25%

Confidence level 95%
Error rate 5.55%
Informant CEO

Data October–December 2019

Table 2 shows the sectors and the activity to which the companies that participated in
this study belong.

Table 2. Sector and activity of the companies analysed.

Sectors
(CNAE)

Code Activity Number Percentage

62, 69, 70, 71, 73 1 Specialised consulting
services 75 24.50%

41, 43 3 Construction 65 21.24%

55, 56, 46, 47, 68 2
Retail and

accommodation
services

96 31.37%

10, 11, 14, 18, 21, 23,25,
26, 27, 28, 31 4 Manufacturing 70 22.87%

The statistical power of the sample used in this study was 0.998 and was calculated
using Cohen’s retrospective test [83], which can be obtained using the G* Power 3.1.9.2
programme [84]. The value obtained affirms that the sample used in this study had an
adequate statistical power, as it was above the threshold of 0.80 established by Cohen [83].

4.2. Measurement of Variables

All the variables were measured using a 7-point Likert scale ranging from 1 (strongly
disagree) to 7 (strongly agree). The following specific variables were used in this study:

(a) Measurement of potential absorptive capacity. PACAP was operationalised as a
second-order A-type composite based on the acquisition capacity (3 items) and the
assimilation capacity (4 items). The measurements were performed using the scales
proposed by Cohen and Levinthal [19] and Lane et al. [25]. This scale was validated
by Flaten et al. [66] and by Hernández-Perlines et al. [85]. (“Management expects
employees to have information beyond/outside our industry/sector.”)
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(b) Measurement of realised absorptive capacity. RACAP was operationalised as a
second-order A-type composite on the basis of the transformation capacity (4 items)
and the exploitation capacity (3 items). The measurements were conducted using
the scales proposed by Cohen and Levinthal [19] and Lane et al. [25]. This scale was
validated by Flaten et al. [66] and by Hernández-Perlines et al. [85]. (“Our employees
are able to apply the new knowledge in their workplace.”)

(c) Performance measurement. Performance was measured by employing an overall
measure of a company’s performance that assesses the perception of that company’s
performance in relation to that of its competitors [86]. The use of perception or satisfac-
tion measures as determinants of a company’s performance is increasingly common
in research [87]. Performance was operationalised as a first-order A-type composite.
The 4 items used in this research were sales growth, profit growth, market share
growth and return on equity growth, all of which were extracted from a combination
of the scales proposed by [88–92]. This scale was validated by Hernández-Perlines
et al. [93].

(d) Control variables. Size (number of employees), sector and age (number of years in
operation), as proposed by Chrisman et al. [94] and validated by Ibarra-Cisneros
and Hernández-Perlines [95], were used as control variables in this research. All the
control variables were operationalised as first-order A-type composites.

4.3. Methodology

To analyse the results and test both the direct and moderating hypotheses proposed
in this paper, the multivariate partial least squares (PLS) quantitative structural equation
technique was employed. The choice of this data analysis method is justified for the
following reasons:

(a) It is an appropriate analysis method when research is in the early stages of developing
new theoretical constructs [96,97];

(b) It is an analysis method that is characterised by its predictive nature, thus allowing it
to address the research questions posed [98,99];

(c) This analysis method makes it possible to observe the different causal relationships
between the variables analysed [100,101];

(d) It is a suitable data analysis method when the sample is not large [102,103];
(e) It is a method that allows for the analysis of complex relationships among mod-

els [104], and PLS-SEM can handle non-normal data.

5. Results

The software employed for data analysis using PLS-SEM was SmartPLS v.3.3.3 [97].
The results were analysed following the recommendations of Barclay, Higgins and Thomp-
son [105] and Hair Jr., Sarstedt, Ringle and Gudergan [106], who advised to first evaluate
the measurement model and then evaluate the structural model.

To follow the evaluation process of both the measurement model and the structural
model, the variables of this study were modelled following the method described by
Sarstedt [99] to analyse them with PLS:

(a) The PACAP was operationalised as a second-order A-type compound;
(b) The RACAP was operationalised as a second-order A-type compound;
(c) Performance was operationalised as a first-order A-type composite;
(d) The three control variables (age, sector and size) were operationalised as a first-order

A-type composite.

To evaluate the measurement model, the variables were checked for reliability and
adequate levels of convergent and discriminant validity, following the recommendations
of [106]. The following indicators were used for this purpose [105–107]:

(a) Composite reliability: composite reliability should, according to [108], have values
above 0.7, with appropriate values between 0.7 and 0.9 [98]. All the model indi-
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cators had acceptable composite reliability values (see Table 4). Furthermore, the
composite reliability had no redundancy problems because no value was higher than
0.95 [109,110];

(b) Cronbach’s alpha: Cronbach’s alpha values above 0.7 [108]. In our case, Cronbach’s
alpha was higher than this value for all the variables (see Table 4);

(c) Rho A: the Rho A must be greater than 0.7 [111] and must lie between the values of
composite reliability and Cronbach’s alpha [98]. This condition was met for all the
variables (see Table 4);

(d) Average variance extracted (AVE) can be used to assess the convergent validity of
each composite. [108] recommend a value higher than 0.5 for the AVE. This condition
was valid for our data (see Table 4);

(e) Heterotrait–monotrait ratio (HTMT): this ratio enables the measurement of discrimi-
nant validity, and it is necessary to check that the correlation between each pair of
constructs is not greater than the square root value of the AVE of each construct. For
discriminant validity to hold, HTMT values must be less than 0.85 [103]. Discriminant
validity is confirmed when the indicated values are met (see Table 4).

(f) Cronbach’s alpha, composite reliability and average variance extracted (AVE) of the
first order composites are listed (see Table 3).

Table 3. Cronbach’s alpha, composite reliability and average variance extracted (AVE) of the first
order composites.

Path Coefficient
Cronbach’s

Alpha
Composite
Reliability

AVE

Acquisition capacity 0.942 0.871 0.921 0.795
Assimilation capacity 0.893 0.917 0.915 0.800

Transformation capacity 0.911 0.844 0.895 0.683
Exploitation capacity 0.905 0.891 0.930 0.820

Table 4. Correlation matrix, composite reliability, convergent and discriminant validity, heterotrait–
monotrait ratio (HTMT) and descriptive statistics.

Construct AVE
Composite
Reliability

PACAP RACAP PROAC PERF

1. Potential ACAP
(PACAP) 0.874 0.935 0.934 * G

2. Realised ACAP
(RACAP) 0.891 0.942 0.622 0.9 *

3. Proactivity (PROAC) 0.764 0.785 0.382 0.342 0.860 *
4. Performance (PERF) 0.723 0.913 0.270 0.194 0.206 0.850 *
Heterotrait–Monotrait ratio (HTMT)
1. Potential ACAP (PACAP)
2. Realised ACAP(RACAP) 0.223
3. Proactivity (PROAC) 0.703 0.627
4. Performance (PERF) 0.106 0.192 0.211
Cronbach’s alpha 0.880 0.888 0.795 0.875
Rho A 0.877 0.890 0.789 0.845
Mean 4.16 4.20 4.10 3.96
SD 1.24 1.31 1.05 0.99

Note: the mean and standard deviation values of each of the second-order composites have been calculated from
the mean values of the different first-order composites of which they are composed. (*) The values of the diagonal
have been obtained from the square root of the AVE of each compound.

To complete the verification of the discriminant validity, we also computed the HTMT
inference from the bootstrapping option (5000 subsamples). When the resulting inter-
val contains values of less than 1, discriminant validity exists, and our data meet this
requirement (see Table 5).
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Table 5. HTMT inference.

Original
Sample (O)

Sample
Mean (M)

5.0% 95.0% Sample
Mean (M)

Bias 5.0% 95.0%

PACAP-> PERF 0.228 0.394 0.118 0.542 0.209 0.009 0.085 0.577
RACAP-> PERF 0.344 0.752 0.050 0.624 0.347 0.003 0.026 0.606
PROAC-> PERF 0.201 0.421 0.009 0.340 0.201 0.000 0.177 0.314

Once the convergent and discriminant validity of the measurement model had been
ensured, we proceeded to check the relationships between the different variables in order
to conduct an analysis of the structural model.

The analysis of the structural model confirmed that PACAP has a positive impact on
performance since the path coefficient is 0.228 (higher than 0.2, which [112] established as
the minimum limit). Moreover, this effect is significant (the t value is 3.976 when using the
one-tailed t (4.999) and p < 0.001 as a basis) (see Table 6 and Figure 2). The first hypothesis
is, therefore, confirmed.

Table 6. Structural model.

Model R2 ß t Malue Hypothesis

Direct model:
PACAP > PERF
RACAP > PERF

0.245 0.228
0.381

3.979
4.527

H1a: Supported
H1b: Supported

Moderation model:
Moderation of PROAC in PACAP > PERF
Moderation of PROAC in RACAP > PERF

0.336
0.363

0.216
0.350

4.041
4.598

H2a: Supported
H2b: Supported

 
Figure 2. Structural Equation Model. t values are in parentheses.

Furthermore, RACAP positively and significantly influences performance (the path
coefficient is 0.381 and the t value is 4.527 when using the one-tailed t at t (4.999) and p < 0.01
as a basis) (see Table 6 and Figure 2). The second hypothesis is, therefore, confirmed.

PACAP and RACAP have a positive effect on performance and explain 24.5% of
the variance.

The moderating effect of proactivity was determined by first calculating its influence
on PACAP and performance. In this case, the moderating effect is positive and significant,
as the path coefficient is 0.216 and the t value is 4.041. The moderating effect of proactivity
increases the influence of PACAP on performance to explain 33.6% of its variance (see

193



Mathematics 2021, 9, 2099

Table 5 and Figure 2). Finally, the moderating effect of proactivity on the influence of
PACAP on performance is large, with an f2 value of 0.44 [112].

We subsequently calculated the moderating effect of proactivity on the influence of
RACAP and performance. In this case, the moderating effect is positive and significant, as
the path coefficient is 0.350 and the t value is 4.598. The moderating effect of proactivity
increases the influence of PACAP on performance to explain 36.3% of its variance (see
Table 6 and Figure 2). Henseler, Fassott, Dijkstra and Wilson [113] recommend estimating
the effect size (f2) to determine the strength of the moderating effect. According to these
authors, values of 0.02, 0.15 and 0.35 correspond to weak, moderate and strong moderating
effects, respectively. In our case, the moderating effect of proactivity on the ratio of potential
absorptive capacity to performance is 0.25 for f2 (moderate effect) while the moderating
effect of proactivity on the ratio of realised absorptive capacity is 0.33 for f2 (moderate
effect, almost strong). The explanation for this higher intensity of the moderating effect of
proactivity on realised capacity may be that, in this case, there is greater tangibility and,
therefore, it is more perceptible than in the first case.

None of the control variables have an influence that can be considered relevant (the
path coefficients are less than 0.2), and they are not significant (their value is less than the
recommended value, p < 0.001) (see Table 7).

Table 7. Control variables.

Variable ß t Value

Age −0.046 0.670
Sector −0.082 0.423
Size −0.029 0.547

In order to complete the analysis of the structural model, the goodness of fit of the
model was calculated by employing the standardised root mean square residual (SRMR)
proposed by Hu and Bentler [114] and Henseler et al. [103]. In our case, the SRMR value
was 0.063 (lower than 0.08 is adequate, as recommended by Henseler et al. [103]).

6. Discussion

This study raises awareness about the importance of ACAP in business performance.
Using the most recent literature on dynamic capabilities and performance as a basis, we
conducted a study to empirically demonstrate the importance of absorption capacity. The
results of this study provide important evidence supporting the interplay between ACAP
and proactivity and their contribution to business performance improvements. The results
obtained indicate that companies that have managed to accompany their effort to engage
with external knowledge with a proactive attitude should expect a better performance.

The theoretical framework employed in this study is focused on the theory of absorp-
tive capacity, knowledge management and a resource and capabilities-based view. The
relevant literature indicates that the relationship between performance and ACAP is posi-
tive, and improving ACAP will, therefore, increase business performance [3]. According
to previous studies and the data analysed in this paper, we can state that companies with
greater absorption capacity make much more effective use of all the information captured
from exterior sources and improve their performance. In highly changing environments,
this circumstance is fundamental for the improvement of their processes and products
to improve their competitive position. The literature on ACAP postulates that greater
investment in knowledge creation increases absorptive capacity, which ultimately helps
the company to achieve higher innovative output and financial performance.

Furthermore, proactive sharing by companies will allow them to take advantage of
market opportunities [115], thus anticipating future problems. Proactivity is ultimately the
company’s ability to engage resources by introducing new products and services ahead of
competitors on the basis of predictions of future demand [116–118].
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The main contribution of this paper to the existing literature is the discovery that
absorption capacity becomes business performance mainly when proactivity is involved in
this process. The role of proactivity in the relationship between ACAP and performance is
a current topic in the literature. The results of this research on the moderating role played
by proactivity in the effect of ACAP on firm performance contribute to the understanding
of the effects of the use of strategically and rapidly absorbed and renewed information.

Although this work has made it possible to test the working hypotheses selected,
it has some limitations that could provide opportunities for further research. Business
performance, however, involves more capacities that could be analysed in the future.
Another limitation lies in the regional nature of this work. Given the global nature of
the economy, it is necessary to test its applicability in broader and more diverse contexts.
Finally, as with all cross-sectional research, the testing of the hypotheses took place at a
specific point in time. Although it is likely that the conditions under which the data were
collected will not change substantially, there is no guarantee that this is definitively the
case and researchers must, therefore, carefully interpret causality between constructs.
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Abstract: The COVID-19 pandemic has affected all walks of life, including education. Universities
have been forced to teach in a blended or online environment, which has led professors to adapt their
traditional teaching–learning methodologies. The professors of Mathematics of Financial Operations
at the University of Almeria (Spain) have created video tutorials so that students can autonomously
prepare the theoretical part of the subject, leaving the face-to-face classes for practical exercises.
This article aims to analyze the effectiveness of video tutorials and the autonomy finally achieved
by students in their learning. For this purpose, a questionnaire was carried out in which, through
21 questions, the constructs Autonomy, Effectiveness, Depth, Format, Challenge, and Use were
assessed. Based on these six latent variables, the proposed model using the Partial Least Squares
Structural Equation Modeling (PLS-SEM) methodology revealed that students considered the Format
and Depth of the video tutorials crucial for genuinely effective performance learning and promoting
their autonomy. On the other hand, the variables Challenge and Use were poorly rated. This article
presents an original valuation model, which has the virtue of achieving a prediction of 78.6% and, in
addition, has high predictive power.

Keywords: video tutorials; blended learning; online learning; financial mathematics; COVID-19;
autonomy; effectiveness; PLS-SEM

1. Introduction

At this point, practically everything may have been said about the global expansion
of COVID-19 [1], although sadly, there is still a long way to its definitive eradication [2].
As an irony of the destiny, the global expansion of this pandemic followed an expansive
pattern quite similar to the black plague of the 14th century, with which it presents a
series of resemblances [3]. In a certain sense, it is also comparable with the effects that
the Spanish flu brought to world economies and societies at the beginning of the 20th
century [4], slowing down its growth and drastically paralyzing any human activity. Even
though the World Health Organization decreed on 11 March 2020 that COVID-19 was a
global pandemic and previously warned of the seriousness of its potential menace [5], the
early-warning mechanisms inexplicably failed during the first two weeks of March 2020 in
all countries, contributing to the spreading of the pandemic around the world.

Regardless of the complexities of this problem, essential human activities such as
education could under no circumstances cease; hence, public authorities adopted different
measures in order to combat the outbreak while trying to ensure the continuation, as
far as possible, of normal daily life prior to the pandemic. In this context, the Spanish
government opted for declaring a State of Emergency [6], guaranteeing the non-interruption
of education through online instruction.

One of the key subjects in the holistic development of students is mathematics [7],
as outlined by Inglis and Foster [8] in their semi-centennial perspective. Nevertheless,
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the entry of the COVID-19 on the scene has meant a redefinition of the student–professor
relationship compared to before the pandemic [9]. Hence, the teaching of this field of
knowledge given the current scenario has been denominated as a “Historical Disadvan-
tage” by Chirinda et al. [10]. In fact, compared to very recent times in which the evaluation
of mathematics learning support could only take the face-to-face mode into account in
daily teaching [11], the difficulties caused by the pandemic have represented a disruptive
phenomenon with respect to traditional teaching, and, even more so in the teaching of
mathematics, since it has resulted not only in the quasi-obligatory decision to opt for online
teaching but also in the implementation of practically any element of support coming from
the new technologies [12]. In this sense, online teaching of mathematics has been success-
fully introduced in all educational stages or cycles such as primary school [13], secondary
education [10,12,14–16], or at the university level, where these types of initiatives can be
found around the world at university systems of countries that are geographically distant
and sociocultural heterogeneous, such as the United States [17], Indonesia [18], South
Africa [19], or Slovakia [20]. It follows from these facts that the teaching of mathematics
from the advent of the COVID-19 onwards is likely to be restricted to automated teaching
such that humans will have to limit themselves to interacting with all kinds of technological
means [21].

The Spanish universities precisely took this path after the enactment of the State
of Emergency [6], under which the faculty as a whole had to take charge of the urgent
situation, like their colleagues in other latitudes, by carrying out their teaching via online
and applying as teaching resources all technological means available at their disposal. In
this context was subsumed the Department of Business and Economics of the University
of Almería, Spain, when it was necessary not to cease the educative process; hence it
was decided to elaborate video tutorials to support the implementation of the subject
Mathematics of Financial Operations, part of which was taught online.

Thus, at the end of the 2020–2021 academic year, a strictly anonymous online ques-
tionnaire was distributed among the entire student body. The professors sought to analyze
the impact of video tutorials elaborated ad hoc on the students’ final performance of
this academic discipline. This survey was designed by considering the three elementary
dimensions schematized by Glass and Sue [22], emphasizing the student’s preferences,
satisfaction, and degree of self-learning. All surveys were tabulated and modeled according
to the Partial Least Squares Structural Equation Modelling methodology (also known as
PLS-SEM) [23–25], a set of procedures that derive from three prior lines of research: the
iterative models aimed at obtaining solutions for single-component, multi-component mod-
els, and canonical correlations [26], the nonlinear iterative partial least squares (NIPALS)
algorithm [27] and from other pre-existing models that opted for the inclusion of latent
variables [28].

Although the initial scope of application of this methodology was originally focused
on marketing [28], today it is applied to multiple areas of business and economics [29],
such as finance [30] or management accounting [25] and other domains of knowledge such
as the information sciences [31], based on its versatility and flexibility. It has been designed,
according to Hair et al. [32], as a “silver bullet” of quantitative research that can be used
both for exploratory and predictive purposes, being especially reliable when it comes to
validating models or verifying hypotheses [31]. Most of the works that have previously
analyzed the incidence of explanatory videos in the learning process of mathematics start
from a purely exploratory perspective [18]. However, our work also applies a predictive
dimension, since the model obtained has been optimally adjusted to the employed sample
through the PLS-SEM methodology. To the best of our knowledge, this approach has been
used for the first time in the analysis of a questionnaire related to the performance of
mathematics teaching during the COVID-19 era, highlighting eminently positive feedback
from students who consider that video tutorials have been helpful to shortening their
study hours, giving priority to factors such as the visual aspect and the format of videos
produced by the professors in charge of this unforgettable pilot experience.
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This research is structured as follows: First, Section 2 contextualizes the repercussions
and effects of the employment of video tutorials in the contemporary teaching–learning
process, establishing the hypotheses involved in this research. Next, Section 3 defines the
dataset and scale used and the constructs and indicators elaborated, defining the existing
interrelationships between the different variables. Subsequently, Section 4 gathers the
results obtained from applying the PLS-SEM methodology on the starting dataset, ending
with Section 5, which detail the main discussions and conclusions reached in light of
this manuscript.

2. Theoretical Background

Technological progress is a reality in the higher education field, not least since the
COVID-19 pandemic. Most universities moved to online learning environments to replace
face-to-face classes [33]. The concept of e-learning includes the use of new technologies
and the Internet to improve the quality of learning by facilitating access to resources as
well as remote exchanges and collaboration [34].

Today, technology is mainly used in virtual and asynchronous environments, while
its inclusion with face-to-face classes is known as blended learning. Focusing on the
use of asynchronous videos, extant literature has displayed its upsides [33]. Generally
speaking, video tutorials tend to have a positive effect on students’ performance. In this
vein, videos improve student’s motivation and autonomy [35] and allow them to regulate
their workload by re-watching the classes whenever they want [36].

2.1. Impact of Video Tutorials on the Effectiveness

The effectiveness of videos depends on various factors [37]. In accordance with
the cognitive theory of multimedia learning (CTML), which is how multimedia learning
affects students’ cognitive processes regarding the assimilation of knowledge [38], students
need to be actively processing incoming information for learning to occur. In this sense,
visual (such as an image on the screen) and verbal (the professor’s voice) stimuli are
addressed separately in two channels. It has been empirically proved that video and
audio input simultaneously increase the student’s engagement and therefore lead to better
performance [39–41].

Furthermore, it is necessary to keep in mind that, given that the human capacity to
attend to all the information presented is limited, too much information inhibits student’s
knowledge acquisition. Several authors [40,42] have highlighted that the instructor’s
presence does not necessarily bring about better engagement, satisfaction, or perceived
learning in the students. Moreover, other authors [39,43] state that there is no optimal
format for video tutorials.

In addition, the availability of video tutorials, where its visualization may be repeated
(e.g., rewinding complex concepts), catching up on missed classes, is a positive advantage
for students’ learning process [44,45]. Furthermore, Koumi [46] say that “video by itself
will not prove effective and will fail to achieve this potential if it is designed badly”. Videos
need to be pedagogically effective to achieve student learning. Thus, they have to be
designed for cognitive engagement and constructive reflection [47]. However, as remarked
in the empirical study done by Miner and Stefaniak [48], video should not replace direct
teaching but should be a complement of it. In this line, Means, Toyama, Murphy, and
Baki [49] demonstrated that a blended-learning method is more effective than entirely
face-to-face classes. However, they found similar levels of effectiveness between purely
online classes and face-to-face.

Based on this understanding, we propose the following hypotheses:

Hypothesis 1 (H1). Format is positively related to Effectiveness.

Hypothesis 2 (H2). Usage is positively related to Effectiveness.
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The effectiveness of videos is based on deep knowledge [50,51]. The application of
e-learning techniques in the mathematics field increases the memorization, comprehension,
and internalization of contents [52]. In this way, it is important to highlight that “it
is not enough for students to reproduce the knowledge faithfully; they must have a
good command of the structure and existing interrelations and give coherence to the
knowledge” [37].

In this sense, an in-depth understanding by using investigation methods and reflec-
tive and critical thinking is related to learning effectiveness [37]. According to Dede [53],
an asynchronous method develops thoughtful and reflective thinking among students,
improving the learning process [54]. Similarly, in order to a effectiveness in the learning
process, it is essential to implement learning tasks of a challenging nature. Complex prob-
lems requiring divergent thinking can improve creativity and forge significant relationships
and connections in learning [37].

Therefore, we propose the following hypotheses:

Hypothesis 3 (H3). Depth is positively related to Effectiveness.

Hypothesis 4 (H4). Challenge is positively related to Effectiveness.

2.2. Impact of Video Tutorials on Autonomy

Learner autonomy is the ability to control one’s learning by defining one’s goals and
strategies for knowing and evaluating their development. In e-learning, where professors’
intervention is not direct, motivation, environment, tasks, educators, and materials play an
essential role in making students learn autonomously [55].

As we mentioned before, the use of the video tutorial format promotes students’
autonomy [35]. Specifically, the video format gives students the possibility to choose
when to participate, which is perceived as a tool that increases the students’ degree of
autonomy [56]. These findings are in line with [57], where it is indicated that videos are
effective when allowing for autonomous learning, use vivid multimedia instruction, and
enhance professor–learner communication [48].

Usually, e-learning methods have a positive impact because they favor self-regulation
and allow students to develop their own learning processes [58]. As is said by Moreno-
Guerrero et al. [52], “Autonomy is the dimension where there is a greater contrast when
comparing the expository-traditional method with the e-learning method. This fact may
be mainly due to the fact that the e-learning method favors self-regulation of learning”.
Learning autonomy allows each student to save study time by managing his/her rhythm
and space to tailor to his/her educational needs. Thus, learning efficiency is related to
autonomy [55].

Based on the aforementioned literature, we propose the following hypotheses:

Hypothesis 5 (H5). Format is positively related to Autonomy.

Hypothesis 6 (H6). Effectiveness is positively related to Autonomy.

Reflective and critical thinking leads to a deep formation. In this sense, students’
inference abilities when using video tutorials, combined with self-assessment, where they
may learn from their own errors, implies that depth learning is associated with improved
motivation and autonomy [59].

Moreno-Guerrero et al. [52] also showed that these techniques favor students’ infer-
ence, increasing their participation and interest in the contents while the professor becomes
a guide. Moreover, they found that video tutorials directly influence autonomy and, in the
same way, may lead to an acquisition of mathematical concepts and results. In this sense,
autonomy permits students to coordinate the activities to be developed to achieve effective
learning of the concepts, giving place to formative challenges.

In this way, the following hypotheses are proposed:
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Hypothesis 7 (H7). Challenge is positively related to Autonomy.

Hypothesis 8 (H8). Depth is positively related to Autonomy.

2.3. Moderating Effects

Previous studies demonstrate that videos’ effectiveness is influenced by a variety
of characteristics: depth, challenge, format and usage. However, these studies do not
capture the effectiveness’s contribution to the relationship between previous constructs and
students’ autonomy. In this sense, we are referring to the moderating effect of effectiveness.

There is a large stream of literature demonstrating that variables such as gender [60,61],
educational context [62], format [49], or study discipline [63] have a moderating effect on
the effectiveness of online courses and blended learning.

In the same way, there is a large amount of meta-analysis research that included several
possible moderators of videos’ effectiveness. For example, Van Alten, Phielix, Janssen, and
Kester [64] and Spanjers et al. [65] found that the inclusion of design characteristics such as
quizzes, lecture activities, or small group assignments increases the effectiveness of sessions.
Müller and Mildenberger [66] analyzed as moderating effects of the educational research,
study condition (study, level), and methods, finding differences in the effectiveness between
blended and conventional classes. Meanwhile, Means et al. [49] included several moderator
variables explaining differences in outcomes between online learning and face-to-face
environments. Müller and Mildenberger [66] also revealed similar moderating results.
They did not find a significant effect of these variables. Vo et al. [63] tested the moderating
effects of disciplines and the final evaluation method on students’ outcomes. STEM
disciplines had a more significant impact on students’ outcomes.

Consequently, we hypothesized about the existence of moderating effects of effective-
ness in the learning of Financial Mathematics.

Keeping in mind these studies, we postulate the following hypotheses:

Hypothesis 9 (H9). Effectiveness positively moderates the link between Format and Autonomy.

Hypothesis 10 (H10). Effectiveness positively moderates the link between Depth and Autonomy.

Hypothesis 11 (H11). Effectiveness positively moderates the link between Challenge and Autonomy.

3. Materials and Methods

The data used in the empirical part of this work are primary since they were obtained
through a direct survey of students.

The authors are professors of the subject Mathematics of Financial Operations, cor-
responding to the second year of the Finance and Accounting degree at the University of
Almeria, in Spain. The course is compulsory for students of this degree. In addition, it is
offered as a third-year elective for students of the Mathematics degree in order to obtain a
special recognition named “Mention in Mathematics and Finance”. During the 2020–2021
academic year, the course was scheduled to be taught in blended learning, although it
was actually taught entirely online due to the pandemic caused by COVID-19. However,
following the initial spirit of blended learning, half of the online theoretical classes were
taught in asynchronous mode, and the rest of the classes, including the practical classes,
were in synchronous mode.

With the Camtasia 2020 software, the professors recorded video tutorials on the
theoretical contents of the subject. At the end of the course, an anonymous questionnaire
was sent to the students. Professors want to determine their opinion on the learning
process with video tutorials. A total of six latent variables (constructs) were analyzed, all
considered composites, and measured by between 2 and 5 manifest variables (indicators),
which indicate different dimensions of the construct. Table 1 summarizes all the variables
analyzed: constructs and corresponding indicators.

Table 1. Constructs and indicators.

Construct Indicator Description

Autonomy
(Formative)

A1 Video tutorials favour my autonomous learning

A2 Video tutorials help me to manage my study time better
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A total of 21 indicators were considered, all measured on a Likert scale ranging from
1 to 7, as shown in Table 2. The Effectiveness construct was estimated in reflective mode,
considering the covariation of its indicators. However, the rest of the constructs were
estimated in a formative mode, considering a causal relationship of the indicators on
the construct.

Table 2. Likert scale.

Value Meaning

1 I fully disagree
2 I quite disagree
3 I disagree
4 Neither agree nor disagree (neutral)
5 I Agree
6 I quite agree
7 I fully agree

Three indicators were considered to measure the Autonomy achieved by the student
with the use of video tutorials: strengthening of autonomous learning (A1), improvement
in the management of study time (A2), and the possibility of resolving doubts without the
need to attend face-to-face tutorials (A3). It should be noted that blended learning requires
students to compensate for the professor’s presence with their autonomous capacity in a
more or less extensive part of the course.

The level of Effectiveness of the video tutorials translates into the degree of autonomy
achieved by the student. If the video tutorials are useful for learning the subject (E1), if
they help to understand the contents better (E2), and if they save time in the study (E3),
they will be more effective.

In turn, the time the student has devoted to the video tutorials, both individually (U1)
and in relation to peers (U2), determines their Usage, which will influence effectiveness.

If video tutorials are challenging for the learner, this should encourage students’
autonomy. Video tutorials will be a Challenge when they help them to relate the subject
matter meaningfully (C1), to coordinate the learning activities to be developed (C2), to seek
alternative perspectives (C3), and to be creative in finding solutions (C4).

The Depth of the video tutorials will be conducive to learner autonomy. A video tuto-
rial will be deep when it leads to questioning and the use of research methods (D1), helps
to deepen the understanding of fundamental concepts and ideas (D2), relates fundamental
concepts (D3), and develops critical and reflective thinking (D4).

Finally, the Format of the video tutorials, i.e., the way they are made, will also influence
the student’s autonomy. In this sense, the variety or not of the professors that appear in
them (F1), the length of the subject matter covered in each video tutorial (F2), its duration
(F3), its visual aspect (F4), and the clarity and precision of the explanations (F5) will be
decisive in the student learning and, ultimately, in the autonomy achieved.

The constructs Depth and Challenge are based on the ATAE questionnaire for the
analysis of assessment tasks [37]. The constructs Effectiveness, Format, and Autonomy
were based on the survey conducted by Financial Mathematics professors in a previous
course [67], while Use was newly created.

Figure 1 shows all the study variables developed and the relationships between them
derived from the previously described hypotheses, namely the conceptual research model
known as a nomogram. It should be noted that the model presented is absolutely original.
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The relationships between each construct and its indicators constitute what is known
as the measurement model. The relationships between the different constructs constitute the
structural model. The assessment of both models was carried out using the statistical method-
ology of Partial Least Squares Structural Equation Modeling (PLS-SEM), implemented by
the software SmartPLS (v.3.3.2.) [68].

PLS-SEM does not require the data to have a normal distribution, since it uses a
non-parametric bootstrap technique to test the significance of the coefficients [69–71]. In
this analysis, 10,000 samples with replacement were considered.

The PLS algorithm involves four stages. In the first stage, the structural model weights
and latent variable scores are determined through a four-step iterative process [72–74]:

1. Preliminary outside estimation of the latent variables scores through the linear combi-
nation of their manifest variables:

ξ j,n := ∑
kj

w̃kj
xkj ,n,

where ξ j is the latent variable, j = 1, · · · , J; xki
is the manifest variable k of the latent

variable i, k = 1, · · · , K; w̃kj
is the estimated outer weight of the indicator xki

; n is the
specific observation, n = 1, · · · , N.

2. Inner weights estimation of the latent variable, by using the factor weighting scheme
and according to the sign of the correlations between latent variables:

vj,i =

{
cov(ξ j, ξi), if ξ j and ξi are adjacent

0 , otherwise

3. Internal estimation of latent variable scores by linear combination of their adjacent
variables, by using the inner weights of the previous step:

ξ̃ j := ∑
i

β j,iξi.

4. Outer weights estimation, which are calculated differently depending on whether the
constructs are estimated in a formative or reflective mode:

Formative (mode B) ξ̃ j,n = ∑
kj

w̃kj
xkj ,n + δj,n

Reflective (mode A) xkj ,n = w̃kj
ξ̃ j,n + ekj ,n

where δj,n is the error term from a multiple regression and ekj ,n is the error term from
a bivariate regression.

The algorithm is iterative and terminates when the weights in Step 4 experience a
marginal variation between two consecutive iterations, or when the maximum number of
iterations is reached.

Based on the latent variable scores obtained in Stage 1 and through a series of ordinary
least squares regressions in Stages 2 and 3, the external weights and loadings of the manifest
variables, the path coefficients, and a series of parameters, such as the direct and indirect
effects, the coefficient of determination R2 of the endogenous latent variables and different
evaluation criteria of the model are determined.

Finally, in stage 4, the non-parametric bootstrapping procedure (sampling technique
with replacement) is applied to test the significance of the model parameters.

The assessment of the measurement model requires different treatment of the reflective
and formative constructs. To evaluate the reflective composite, it is necessary to contrast the
reliability of each of its indicators as well as the reliability of the construct and its convergent
and discriminant validity. Additionally, the evaluation of the formative composite involves
studying the multicollinearity between the different indicators, as well as the relevance
and significance of the weights of each indicator.
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Composite reliability [72], which should range from 0.7 to 0.95, is the lower limit of
internal consistency reliability of the reflective construct. This measure is determined by

ρc =

(
K
∑

k=1
lk

)2

(
K
∑

k=1
lk

)2

+
K
∑

k=1
var(ek)

,

where lk is the outer loading of the manifest variable k corresponding to a latent variable
measured with K indicators; ek is the measurement error of k; and var(ek) corresponds to
the measurement error variance and it is calculated as 1 − l2

k .
Cronbach’s alpha is the upper limit of internal consistency reliability

Cronbach′s α =
Kr

1 + (K − 1)r
,

where r is the mean of the triangular correlation matrix.
The Dijkstra–Henseler’s Rho usually stands between the two previous measures [75]:

ρA :=
(
ŵ′ŵ

)2 ŵ′(S − diag(S))ŵ
ŵ′(ŵŵ′ − diag(ŵŵ′))ŵ

,

where ŵ is the estimated weight vector of the construct and S is the empirical covariance
matrix of the manifest variables.

The average variance extracted (AVE) is a measure of the convergent validity [76]:

AVE =

K
∑

k=1
l2
k

K
.

It is considered acceptable when its value exceeds 0.5, which means that the construct
explains more than 50% of its manifest variables’ variance.

In the formative constructs, collinearity is analyzed through the variance inflation
factor (VIF) of each indicator [77]:

VIFk =
1

1 − R2
k

.

If the VIF of an indicator is greater than 5, it indicates that there are problems of
collinearity with other indicators of the construct, so it should be eliminated [78].

On the other hand, the assessment of the structural model involves determining the ab-
sence of collinearity problems between the constructs; evaluating the sign, magnitude, and
statistical significance of the path coefficients; assessing the effect sizes; and, finally, deter-
mining the in-sample predictive power by means of the blindfolding procedure. Moreover,
the out-of-sample predictive power will be analyzed by utilizing holdout samples [29].

The total number of students enrolled in the course was 162, of whom 23 students did
not attend class and did not take the exams. Therefore, the actual sample was 139 students.
Students were asked to answer the survey, completely voluntarily and anonymously, using
the university’s teaching platform through which the classes had been given. A total of
118 students responded, which represented an 85% response rate. Once the responses
had been analyzed, 7 observations had to be eliminated, since inappropriate patterns of
behavior were observed—for example, all responses had the same score. Consequently, the
final sample was 111 observations, which represented 80% of the students who had taken
the course, thus ensuring its representativeness.

The number of observations to reach acceptable levels of statistical power in PLS-SEM
and a quality measurement model is 100 [78]. On the other hand, considering a mean effect
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size of 0.15, a significance level of 0.05, and a statistical power of 0.8, using the statistical
software G*Power (v. 3.1.9.6., Kiel, Germany) [79] for the proposed model, the necessary
sample size is 85. Therefore, since 111 responses were obtained in the study, the sample
considered was adequate.

4. Results

Table 3 shows the main descriptive statistics of the sample. The students’ opinion
has been very mixed, as all but four of the indicators cover the full range between 1
and 7. The students’ evaluation of the video tutorials is positive, since the average score
exceeds 4. It is only below 4, with a value of 3.937, for their appreciation of the time of use
(U2). The students consider that they have spent less time than their peers studying with
video tutorials.

Table 3. Descriptive Statistics.

Construct Indicator Mean Standard Deviation Minimum Maximum

Autonomy
(Formative)

A1 4.982 1.395 1 7
A2 4.766 1.571 1 7
A3 4.216 1.365 1 7

Usage
(Formative)

U1 4.568 1.313 1 7
U2 3.937 1.247 1 7

Challenge
(Formative)

C1 4.943 1.262 1 7
C2 4.811 1.346 1 7
C3 4.649 1.205 1 7
C4 4.423 1.399 1 7

Effectiveness
(Reflective)

E1 5.144 1.321 1 7
E2 4.901 1.342 1 7
E3 4.360 1.553 1 7

Depth
(Formative)

D1 4.261 1.250 1 7
D2 4.622 1.440 1 7
D3 5.054 1.184 2 7
D4 4.577 1.220 1 7

Format
(Formative)

F1 4.342 1.679 1 7
F2 5.036 1.287 2 7
F3 4.937 1.232 1 7
F4 5.622 1.163 3 7
F5 5.054 1.199 2 7

Sample size: 111 interviews.

With an average of 5.622 and a minimum value of 3, the best-rated aspect was the
visual aspect, considering that the video tutorials are attractive and clear. The highest-rated
construct, overall, and with a smaller range of variation, was Format, indicating that the
design of the video tutorials by the professors was appropriate.

Figure 2 depicts a global vision of the measurement and structural models.

4.1. Measurement Model

Table 4 shows the results corresponding to measurement model assessment.
First, Panel A displays the validation data for the reflective construct, Effectiveness.

The construct indicators are valid when their loadings (λ) are ≥0.707 [80], which is verified
in E1, E2, and E3 (Panel A1), and implies that the variance shared between the construct and
its indicators is greater than the variance due to error. The commonality of the indicators
(λ2) indicates that their variation is explained between 66.59% and 75.69% by the construct.

On the other hand, construct reliability or internal consistency is guaranteed as long
as Cronbach’s alpha coefficient, composite reliability [81], and Dijkstra–Henseler’s Rho
(Panel A2) are ≥0.7 [75]. In this study, stricter reliability was found, with values >0.8,
corresponding to more advanced research stages [82]. Furthermore, the 95% confidence
intervals, obtained with a bootstrapping of 10,000 samples, verified that the lower limit
is >0.7 and the upper limit is <0.95 [29].
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Figure 2. Model results.

In addition, convergent validity is determined by the average variance extracted
(AVE), which must be ≥0.5 [83]. In this case, Effectiveness explains, on average, 72.2% of
the indicators’ variance.

Lastly, the discriminant validity of Effectiveness was tested by the Fornell–Larcker
Criterion (Panel A3), according to which the square root of the AVE (0.850, highlighted in
bold on the diagonal) must be greater than the construct correlation with the rest of the
constructs (the values horizontally and vertically located on the same line) [23].

Second, Panel B reflects the evaluation results of the formative constructs. All variance
inflation factors are <3, so there are no collinearity problems between the indicators [29,84].
It is important to note that the value of the weights indicates the indicator contribution to
the corresponding construct. The six indicators with non-significant weights remained in
the model, U2, C3, C4, and F3 had loadings >0.5; F1 and F4, whose loadings were <0.5,
showed significant loadings [23]. The most highly rated indicators in each latent variable
were A1, U1, C2, D3, and F5.

4.2. Structural Model

Table 5 presents the main parameters related to the assessment of the structural model.
All the VIF values are ≤3, so the model did not present collinearity problems [29]. It should
be noted that, as the path coefficients are shown as standardized values, their possible
values range from +1 to −1. In this case, a one-tailed bootstrapping was considered
for testing the hypotheses with their corresponding sign [85]. According to the latest
requirements, the number of samples considered was 10,000 [86].
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Table 4. Valuation of the Measurement Model.

Panel A. Reflective Construct (Effectiveness)
Panel A1. Outer Loadings

Indicator Loading (λ) CI 2.5% CI 97.5% p-Value

E1 0.870 0.808 0.913 0.000
E2 0.863 0.795 0.913 0.000
E3 0.816 0.735 0.871 0.000

Panel A2. Construct Reliability and Average Variance Extracted
Criterion Value CI 2.5% CI 97.5% p-Value

Cronbach’s Alpha 0.807 0.734 0.860 0.000
Dijkstra–Henseler’s Rho 0.809 0.739 0.864 0.000

Composite Reliability 0.886 0.849 0.915 0.000
AVE 0.722 0.653 0.782 0.000

Panel A3. Discriminant Validity (Fornell-Larcker Criterion)
Construct Autonomy Challenge Depth Effectiv. Format Usage

Challenge 0.739 n.a.
Depth 0.751 0.751 n.a.

Effectiveness 0.826 0.725 0.746 0.850
Format 0.784 0.693 0.649 0.696 n.a.
Usage 0.447 0.448 0.492 0.537 0.298 n.a.

Panel B. Formative Constructs
Construct Indicator VIF Weight CI 2.5% CI 97.5% t-Stat. Loading

Autonomy
A1 1.67 0.487 *** 0.316 0.644 5.746 0.878 **
A2 1.36 0.406 *** 0.250 0.569 4.966 0.766 **
A3 1.35 0.359 *** 0.200 0.504 4.652 0.730 **

Usage U1 1.19 0.910 *** 0.647 1.059 8.386 0.986 **
U2 1.19 0.185 ns −0.189 0.546 0.983 0.556 **

Challenge

C1 1.77 0.472 *** 0.245 0.680 4.261 0.876 **
C2 1.95 0.573 *** 0.354 0.763 5.540 0.919 **
C3 1.89 0.048 ns −0.203 0.292 0.377 0.608 **
C4 2.04 0.047 ns −0.202 0.298 0.367 0.646 **

Depth

D1 1.72 0.376 *** 0.165 0.605 3.335 0.687 **
D2 1.73 0.245 ** 0.007 0.445 2.201 0.727 **
D3 1.69 0.508 *** 0.312 0.728 4.788 0.807 **
D4 1.81 0.223 ** 0.020 0.406 2.239 0.684 **

Format

F1 1.12 0.035 ns −0.120 0.181 0.457 0.236 *
F2 1.58 0.353 *** 0.084 0.593 2.686 0.744 **
F3 1.60 0.005 ns −0.213 0.238 0.043 0.534 **
F4 1.35 −0.096 ns −0.291 0.099 0.955 0.388 **
F5 1.79 0.807 *** 0.566 0.982 7.585 0.945 **

n.a. denotes not applicable; ns denotes not significant; * p-value < 0.10; ** p-value < 0.05; *** p-value < 0.01.

The results showed that Format, Usage, and Depth positively influenced Effectiveness
with a significance level of 99% (p = 0.001, 0.000, and 0.002, respectively), while Challenge
did so at 95% (p = 0.024), which confirmed the hypotheses H1, H2, H3, and H4. Likewise,
Format and Effectiveness positively influenced Autonomy, with a significance level of 99%
(p = 0.000 in both cases), while Depth did so at 95% (p = 0.018) and Challenge did not
present a significant influence (p = 0.149), so hypotheses H5, H6, and H8 were confirmed,
but hypothesis H7 was not confirmed.

Concerning the mediation hypotheses, the indirect effects indicate that a partial
mediation of Effectiveness between Depth and Autonomy was verified, with a significance
level of 99% (p = 0.006), thus verifying hypothesis H10. Similarly, Effectiveness exerted a
partial mediation, with a significance of 95% (p = 0.015), between Format and Autonomy,
verifying hypothesis H9. In addition, with a significance of 90% (p = 0.061), Effectiveness
fully mediated between Challenge and Autonomy, validating hypothesis H11.

Finally, Usage exerted a positive and significant influence on Autonomy through
Effectiveness, with a significance of 99% (p = 0.003).
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Table 5. Valuation of the Structural Model.

Panel A. Direct Effects
Path t CI 5% CI 95% f 2 VIF

Challenge → Autonomy 0.093 ns 1.040 −0.053 0.240 0.014 2.930
Depth → Autonomy 0.162 ** 2.103 0.042 0.295 0.043 2.894
Effectiveness → Autonomy 0.406 *** 3.522 0.228 0.609 0.266 2.909
Format → Autonomy 0.332 *** 3.430 0.161 0.479 0.224 2.300
Challenge → Effectiveness 0.195 ** 1.971 0.040 0.366 0.043 2.831
Depth → Effectiveness 0.298 *** 3.238 0.137 0.439 0.106 2.680
Format → Effectiveness 0.304 *** 3.485 0.168 0.455 0.142 2.096
Usage → Effectiveness 0.213 *** 2.835 0.088 0.338 0.108 1.358

Panel B. Indirect Effects
Effect t CI 5% CI 95%

Challenge → Autonomy 0.079 * 1.546 0.013 0.180
Depth → Autonomy 0.121 *** 2.522 0.047 0.202
Format → Autonomy 0.124 ** 2.182 0.050 0.234
Usage → Autonomy 0.087 *** 2.772 0.035 0.138

Panel C. Total Effects
Effect t CI 5% CI 95%

Challenge → Autonomy 0.172 ** 1.956 0.033 0.323
Depth → Autonomy 0.283 *** 3.725 0.163 0.410
Effectiveness → Autonomy 0.406 *** 3.522 0.228 0.609
Format → Autonomy 0.455 *** 6.055 0.329 0.578
Usage → Autonomy 0.087 *** 2.772 0.035 0.138
Challenge → Effectiveness 0.195 ** 1.971 0.040 0.366
Depth → Effectiveness 0.298 *** 3.238 0.137 0.439
Format → Effectiveness 0.304 *** 3.485 0.168 0.455
Usage → Effectiveness 0.213 *** 2.835 0.088 0.338

* p-value < 0.10; ** p-value < 0.05; *** p-value < 0.01; ns denotes not significant.

The coefficient of determination R2 gives the explained variance of the latent de-
pendent variables. Table 6 shows how much of that variance is explained by each
preceding construct.

Table 6. Decomposition of the explained variance.

Dependent Variable R2 Antecedents Variables Path Coefficients Correlations Explained Variance

Autonomy 0.786 Challenge 0.093 0.739 0.069
Depth 0.162 0.751 0.122

Effectiveness 0.406 0.826 0.336
Format 0.332 0.784 0.260

Effectiveness 0.690 Challenge 0.195 0.725 0.142
Depth 0.298 0.746 0.222
Format 0.304 0.696 0.212
Usage 0.213 0.537 0.114

Effectiveness was explained by 69%, and the constructs that contributed most were
Depth (22.2%) and Format (21.2%), followed by Challenge (14.2%) and Usage (11.4%).
Regarding the final dependent variable, Autonomy, the model explained 78.6% of its
variance. In this case, the most influential construct was Effectiveness (33.6%), followed by
Format (26%), Depth (12.2%), and Challenge (6.9%). Therefore, the explanatory power of
the model is substantial [23,87].

The value of f 2 gives the effect size of the exogenous constructs on the endogenous
constructs. By considering that 0.02 ≤ f 2 < 0.15 is a small effect, that 0.15 ≤ f 2 < 0.35 is a
moderate effect, and that f 2 ≥ 0.35 is a large effect [88], the latent variables Effectiveness
and Format were found to exert a moderate effect on Autonomy (f 2 = 0.266 and 0.224,
respectively), while the rest of the effects were found to be small.

Finally, in-sample predictive relevance of Effectiveness (reflective dependent construct)
is given by the Stone–Geisser test [83], which yields a value of 0.475, indicating a prediction
that could be considered high.
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4.3. Out-of-Sample Prediction

The model analyzed also shows a high out-of-sample predictive power, as evidenced
by the results in Table 7, which derive from a holdout sample procedure [89] implemented in
SmartPLS. Therefore, the model is powerful enough to predict the results values of a new
case, that is, cases not included in the sample analyzed. Indeed, this can be deduced from
the fact that the PLS-LM difference is negative for all indicators.

Table 7. PLS predict valuation.

Panel A. Construct Prediction Summary

Q2

Autonomy 0.669
Effectiveness 0.631

Panel B. Indicator Prediction Summary
PLS LM PLS-LM

RMSE MAE Q2 RMSE MAE Q2 RMSE MAE Q2

A1 0.991 0.766 0.502 1.095 0.854 0.393 −0.104 −0.088 0.109
A2 1.285 1.052 0.342 1.433 1.142 0.182 −0.148 −0.090 0.160
A3 1.054 0.866 0.419 1.250 0.994 0.182 −0.196 −0.128 0.237
E1 0.983 0.687 0.460 1.068 0.782 0.363 −0.085 −0.095 0.097
E2 0.990 0.772 0.467 1.073 0.855 0.373 −0.083 −0.083 0.094
E3 1.184 0.971 0.431 1.291 1.014 0.324 −0.107 −0.043 0.107

PLS: Partial Least Squares Path Model; LM: Linear Regression Model; RMSE: Root Mean Squared Error;
MAE: Mean Absolute Error.

5. Discussion and Conclusions

As universities moved to teach in a blended or online environment, the use of video
tutorials turned into a leading tool in higher education. The present research is a great step
in the design and study of videos at the university level of Financial Mathematics. This
research is motivated by the call for more extensive research into the effectiveness of video
tutorials [33], [35], or [39]. To the best of our knowledge, previous studies that analyze
the effectiveness of videos employing PLS-SEM methodology are scarce. Specifically, it is
necessary to highlight the recent study of Ibarra-Sáiz and Rodríguez-Gómez [37], which
makes an evaluation of the assessment system validated with PLS-SEM. Thus far, there
is a gap in the empirical research because they have not used this methodology in the
mathematics learning process during the COVID-19 era at the university level. Specifically,
previous studies have not considered effectiveness as a moderating variable in the learning
process. Following this argument, we highlight the articles [37,49,52] that deserve particular
attention given that they are related to and support our paper’s contribution.

As we mentioned before, to study the impact of video tutorials on learning efficiency,
it is necessary to mention the study of Ibarra-Sáiz and Rodríguez-Gómez [37]. This paper
is focused on analyzing the most effective way to learn. With respect to Format and Usage,
in [37] it is claimed that it is not enough for students to reproduce the knowledge faithfully;
they must have a good command of the structure and existing interrelations and give
coherence to the knowledge. Regarding Depth, they claim that learning effectiveness is
related to an in-depth understanding by using investigation methods and reflective and
critical thinking. With respect to Challenge, complex problems requiring divergent thinking
can improve creativity and forge significant relationships and connections in learning [37].

In this sense, our results are in line with their ones given that we confirm that in video
tutorials, Format, Usage, Depth, and Challenge positively influence Effectiveness with a
significance level higher than of 95% (p = 0.001, 0.000, 0.002, and 0.024, respectively). In
particular, the descriptive statistics (see Table 3) reveal that the lowest score level given
in the questionnaire corresponds to the U2 indicator (construct Usage), which leads us to
infer that the students consider that they have spent less time than their peers with the
video tutorials, recognizing that they do not dedicate enough time to study. However,
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in U1 (sufficient and suitable study time) they have an average of 4.568. Among all the
constructs obtained, Format is the most prominent, which suggests that the students have
satisfactorily evaluated the audio-visual presentation contained in the video tutorials, even
though the mean of F1 (preference for recording by several professors rather than a single
professor) is one of the lowest. This factor may result from students not being entirely
satisfied with the video tutorials prepared by several professors, instead of a single one, or
even by the same professor who previously taught the subject in the classroom mode. It
might also be due to the existence of students who still miss the face-to-face mode or who
have not been able to assimilate the transition from the traditional classroom to the online
mode [19].

What is more, Format, Effectiveness, Depth and Autonomy, are also the constructs
with the greatest degree of dispersion among the student responses. Such heterogeneity
may be a direct consequence of the fact that the questionnaires were fulfilled entirely freely
and anonymously, allowing the students to express themselves with complete freedom.
Hence, the interactivity offered by the video tutorials has had particularly positive effects,
one of the aspects to be encouraged in the post-COVID-19 teaching era as reported by Rey
Lopez et al. [17] in pedagogical research in which the interviewees were the professors
themselves. Moreover, Usage presents the lowest degree of acceptance among the students,
which may be derived because the students prefer to interact with the professor through
online streaming or simply because many prefer to write personally on the blackboard in
the classroom [20,90].

On the other hand, to study the impact of video tutorials on autonomy, it is necessary to
remark the research of Moreno-Guerrero et al. [52], where, as in our article, the effectiveness
of a e-learning experience in the teaching of mathematics is studied (the difference resides
in that this experience is in adult high school, while in our study it is at university). The
present study’s results for blended learning using video tutorials show that the Format,
Effectiveness, and Depth positively influence Autonomy with a significance level of more
than 95%. In this vein, our findings indicate that videos help to identify the key concepts
of the subject and to coordinate the learning activities essential for its assimilation (see
Panel B, Table 4). In line with our study, Moreno-Guerrero et al. [52] remark that the
application of e-learning techniques in the mathematics field increases the memorization,
comprehension, and internalization of contents. They focus on Autonomy, given that this
dimension shows an enormous contrast when comparing the face-to-face method with
the e-learning method, because the latter approach favors self-regulation of learning. Our
results also show that students found the instructions to be clear and precise, considering
that the time spent in their study was sufficient and adequate. Note that the considerations
made by the students had already been foreseen by the professors beforehand, especially
those that value that the explanations are clear and precise or do not give much importance
to the length of each video. Both issues are justified by the fact that the professors designed
each video in itself as a “knowledge pill” whose content summarized and condensed each
of the subject’s themes. In other words, the content of the videos was intended to be limited
and condensed.

The model reveals the relationships between the different latent variables. For video
tutorials to be effective in the teaching–learning process, it is essential that their content has
depth and that the format (color, font, length, speed of explanation, etc.) in which they are
made is appropriate. These results are in line with [47,57]. Although to a lesser extent, it is
also important that the content is explained in a way that challenges the student. Finally,
students rated the frequency of use as less critical. Therefore, we can conclude that students
do not need to watch the video tutorials repeatedly for learning if they are well designed.

With respect to the desired objective of Autonomy in student learning, which was
78.6% explained, the most important variables are, in this order, Effectiveness and Format,
as also indicated [35,57]. Depth also plays an essential role in achieving learner autonomy.
However, the fact that the video tutorials challenge the students made a small contribution.
In sum, we can state that the Format and Depth of the content have central importance in
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studying with video tutorials. Furthermore, in this particular case, the students positively
valued the work done by the professors in the recorded video tutorials, considering that
the format chosen was quite adequate.

Finally, our findings confirm the moderating effects of effectiveness in the learning
of Financial Mathematics. The indirect effects of Effectiveness are new, since previous
studies [60–66] just select gender, educational context, or study discipline as moderating
variables. In this sense, we want to comment on Means et al.’s [49] contribution, where
the effectiveness of online and blended learning through a meta-analysis of the empirical
literature is analyzed. In this sense, the authors of [49] study several moderator variables
explaining differences in outcomes between online learning and face-to-face environments,
with the main results being in line with our paper outcome: a blended-learning method
is more effective than entirely face-to-face classes. This is explained given that blending
learning also involves additional learning time by using more instructional resources and
course elements that encourage interactions among learners. This idea, initially proposed
in [49], is developed and confirmed experimentally in our paper.

Another significant aspect to highlight is the predictive character of the model gen-
erated. In practice, the application of the PLS-SEM methodology only ensures that the
adjusted model is exploratory or explanatory for the sample under consideration. Only in
some cases is it guaranteed that the fitted model will have predictive relevance “out of the
sample”. However, given that values of Q2 are greater than 0 [23], and because the PLS-LM
difference is negative for all indicators (Table 7), the model obtained can be considered
entirely predictive. In line with the work of Karmila et al. [18], the results of this study
demonstrate that the employment of video tutorials has served to improve three critical
aspects of the teaching-learning process of the subject Mathematics of Financial Operations
in the midst of the COVID-19 epoch: improving students’ conceptual understanding skills
and their learning outcomes while increasing their motivation and interest in the subject.

Similarly, several analogies with previous works can be observed. For example, the
results of the four dimensions of the Adversity Quotient (AQ) developed by Anggraini
and Mahmudi [91] among Indonesian students are analogous in terms of the degree of
satisfaction manifested in the same way that its usability is also rated very positively. It
also presents some parallelisms with Cassibba et al. [92], who applied a different method-
ological spectrum (Mathematics Teacher’s Specialized Knowledge (MTSK)), implying that
Sicilian teachers in charge of teaching mathematics did not experience a significant differ-
ence between online and traditional or classical teaching, a fact that is confirmed in our
research from the students’ perspective due to the high impact of the variables Effectiveness
and Autonomy.

The relevance of this last variable is also noted by Fakhrunisa and Prabawanto [93]
emphasizing the potential for independent and flexible learning, depending on the needs
and circumstances of each student. Regarding the practical usefulness of this study, it
should be taken into account that the quality and objectivity of the answers obtained from
the learners, besides allowing us to obtain a PLS-SEM model of predictive nature, indirectly
resulted in an analysis of the strength of the cognitive abilities of each student quite close to
Hidayah et al. [94]. More specifically, it has mainly reinforced memory-related and visual-
spatial skills (Effectiveness, Depth, and Format variables). It is essential to underline that,
although students tend to prefer asynchronous online teaching [95], our methodological
proposal in no way presupposes dispensing with it but rather complementing it, increasing
the autonomous initiative of the e-learners in the field of mathematics.

Any innovative and groundbreaking methodological proposal, such as the one pre-
sented in this research work, can be implemented in other subjects, universities, and
countries if the appropriate circumstances are fulfilled. Possible barriers include the lack
of material or economic means, such as those detected by Mohammadi, Mohibbi, and
Hedayati [96] in the establishment of HELMS (Higher Education Learning Management
System) in Afghanistan, or the preparation, facilities, and infrastructure available for the
teaching staff responsible for online teaching as reported by Kamsurya [97]. Another aspect
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to highlight for this approach to materialize in other classrooms is the need for coordination
between schools or faculties, students, and professors [98], always bearing in mind the
opinion and needs of the students [99].

Whatever the objections that may be raised, this approach to teaching develops the
educational suggestions of international institutions such as UNESCO, since it implies the
creation of methods, processes, and feedback analysis of each component involved in the
educational process [100]. As Lockee [101] states, the new generations coming after the
pandemic will be faced with an educational environment diametrically opposed to the
classical one, in which online teaching will be predominant and will rely on methods and
models that are more flexible with the reality of the times: COVID-19 has only accelerated
this process that is yet to come.

The main limitation of this work lies in the sample used, since it corresponds to
students of a given subject at a single university. In the future, it would be interesting to
obtain data from students from other universities with the same video tutorials. It would
also be desirable to extend the study to other subjects, in which case new video tutorials
adapted to the subject would have to be developed. All this would make it possible to
compare the results and, therefore, to give greater firmness to the conclusions reached.
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Abstract: Controlling carbon dioxide (CO2) emissions is the foundation of China’s goals to reach
its carbon peak by 2030 and carbon neutrality by 2060. This study aimed to explore the spatial and
temporal patterns and driving factors of CO2 emissions in China. First, we constructed a conceptual
model of the factors influencing CO2 emissions, including economic growth, industrial structure,
energy consumption, urban development, foreign trade, and government management. Second,
we selected 30 provinces in China from 2006 to 2019 as research objects and adopted exploratory
spatial data analysis (ESDA) methods to analyse the spatio-temporal patterns and agglomeration
characteristics of CO2 emissions. Third, on the basis of 420 data samples from China, we used
partial least squares structural equation modelling (PLS-SEM) to verify the validity of the conceptual
model, analyse the reliability and validity of the measurement model, calculate the path coefficient,
test the hypothesis, and estimate the predictive power of the structural model. Fourth, multigroup
analysis (MGA) was used to compare differences in the influencing factors for CO2 emissions during
different periods and in various regions of China. The results and conclusions are as follows:
(1) CO2 emissions in China increased year by year from 2006 to 2019 but gradually decreased in the
eastern, central, and western regions. The eastern coastal provinces show spatial agglomeration and
CO2 emission hotspots. (2) Confirmatory analysis showed that the measurement model had high
reliability and validity; four latent variables (industrial structure, energy consumption, economic
growth, and government management) passed the hypothesis test in the structural model and are
the determinants of CO2 emissions in China. Meanwhile, economic growth is a mediating variable
of industrial structure, energy consumption, foreign trade, and government administration on CO2

emissions. (3) The calculated results of the R2 and Q2 values were 76.3% and 75.4%, respectively,
indicating that the structural equation model had substantial explanatory and high predictive power.
(4) Taking two development stages and three main regions as control groups, we found significant
differences between the paths affecting CO2 emissions, which is consistent with China’s actual
development and regional economic pattern. This study provides policy suggestions for CO2

emission reduction and sustainable development in China.

Keywords: CO2 emissions; ESDA; PLS-SEM; China

1. Introduction

Climate change is a major global challenge faced by humanity today and has attracted
extensive attention from the international community [1]. Countries have committed to
reducing greenhouse gases to address climate change caused by greenhouse gases such
as carbon dioxide (CO2) [2,3]. In 2016, 178 parties signed the Paris Agreement, which
became the third landmark international legal text to tackle climate change, following the
UN Framework Convention on Climate Change in 1992 and the Kyoto Protocol in 1997,
shaping global climate governance patterns. The Paris Agreement obliges all parties to
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commit to a long-term greenhouse gas emission reduction strategy for the mid-21st century
until 2020 to promote early and significant reductions in global emissions. At the 75th UN
General Assembly in September 2020, China proposed reaching its carbon peak by 2030
and striving to achieve carbon neutrality by 2060. A carbon peak is reached when carbon
emissions (mainly CO2) no longer increase. Carbon neutrality refers to a state of net-zero
emissions after efforts to reduce or offset CO2 emissions. China’s carbon peak and carbon
neutrality targets are consistent with the Paris Agreement and key to achieving the 1.5 ◦C
global temperature decrease target.

China is at a critical stage of industrialisation and urbanisation. CO2 emissions are
continuing to increase, and many energy conservation and emission-reduction activities
could be implemented. China has made continuous attempts to construct low-carbon
cities, establish a circular economy, conserve resources, encourage an environment-friendly
society, and pursue other paths to green development, with some positive results [4,5].
During the 14th Five-Year Plan (2021–2025), China will enter a critical period in which
the country will focus on CO2 reduction, promote the synergy and efficiency of pollution
and CO2 reduction, facilitate a comprehensive green transformation in economic and
social development, realise a qualitative change in the improvement of ecological and
environmental quality, and promote major changes in the way society functions. China will
pursue its long-term goals of peak carbon and carbon neutrality; promote economic and
social transformation; and accelerate the building of a green, low-carbon economic system.
It will also continue to play a positive and constructive leading role in the international
community, promote the establishment of a new cooperation mechanism for global climate
governance, and strive to build a community with a common future for humanity [6–8].

In 2020, China’s CO2 emissions totalled 9894 billion tons, the highest in the world, and
thus China came under great pressure to reduce emissions. China has a vast land area, and
there are great differences between regions in the natural environment, development stage,
population distribution, industrial structure, urbanisation, and other characteristics. The
main factors that affect CO2 emissions and their degree of influence are also different [9,10].
Therefore, it is of great theoretical and practical significance to explore the spatio-temporal
patterns and driving factors of CO2 emissions in different regions within China to formulate
energy conservation and emission reduction policies to achieve the goals of peak carbon
and carbon neutrality.

The determinants of CO2 emissions are diverse, and the relationships between these
driving forces are complex. Therefore, it is of great significance for China’s ability to further
control CO2 emissions in the future to identify the influencing factors of CO2 emissions and
further clarify the causal relationships between these driving forces. First, we identified the
driving factors affecting CO2 emissions and constructed a conceptual model. We then anal-
ysed the spatio-temporal evolution of CO2 emissions in China by using exploratory spatial
data analysis (ESDA). We analysed the effect paths of the driving factors affecting CO2
emissions using partial least squares structural equation modelling (PLS-SEM) methods.
Finally, we propose policy suggestions for China’s sustainable development.

2. Literature Review and Hypotheses

Increased CO2 emissions result from economic growth, industrial structure, energy
consumption, and other factors. Clarifying the key factors that affect CO2 emission for
research is of critical importance. However, most studies have focused on the relationship
between specific factors and CO2 emissions, while few studies have systematically explored
the factors and their degree of influence on CO2 emissions. Therefore, this study attempts
to construct a theoretical framework concerning CO2 emissions and explores the direction
and intensity of each driving factor. We discuss the factors influencing CO2 emissions
in six dimensions: economic growth, industrial structure, energy consumption, urban
development, foreign trade, and government management. We then hypothesise that these
factors influence CO2 emissions and construct a conceptual model (Figure 1).
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Figure 1. Proposed conceptual model.

2.1. Industrial Structure

With adjustments and developments of industrial structures, the CO2 emissions of
an economic system also change. The theory of industrial structural evolution holds that,
during the process of economic development, the labour force shifts from primary indus-
tries dominated by agriculture to secondary industries dominated by factory production
of goods, which is the main industry for CO2 emissions. The higher the proportional
contribution of the secondary industry to the total output value, the greater the threat to
the environment and the higher CO2 emissions. In particular, the higher the proportion
of energy-intensive industries, the greater the CO2 emissions. As the economy continues
to expand, the labour force moves to tertiary industries dominated by services. In this
process, the total CO2 emissions will continue to increase, but the growth rate will deceler-
ate. Additionally, different industrial structures have different impacts on CO2 emissions.
Some scholars have studied the influencing factors on CO2 emissions in different industrial
sectors, such as transportation, agriculture, industry, and tourism, and results vary from
study to study [11,12]. Zheng et al. explored interregional differences in industry, construc-
tion, and transportation; warehousing industries had a significantly positive impact on
interregional differences in CO2 emissions from 2007 to 2016 [13]. Li et al. suggested that
governments should increase the proportion of high-tech industries through technological
progress, vigorously develop resource-saving and environment-friendly tertiary industries,
and develop a low-carbon economy by promoting clean production technology [14]. Many
scholars have found that industrial structure upgrading has a significant positive impact
on economic growth, thereby promoting CO2 emission reduction [15,16]. On the basis of
the aforementioned literature, we propose the following hypothesis:

Hypothesis 1 (H1): Industrial structure contributes to more CO2 emissions.

2.2. Energy Consumption

Economic growth heavily depends on energy consumption, which is a direct source of
CO2 emissions. Energy consumption quantity, intensity, and structure have some impact
on CO2 emissions. Economic development is inseparable from the use of all kinds of
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energy. The larger the economy grows, the more energy is consumed, and the more CO2
emissions rise. Wang et al. concluded that reducing energy intensity could, to a large
extent, reduce CO2 emission intensity. By optimising industrial structure, CO2 emission
intensity could also be inhibited [10]. Energy intensity is the energy consumed per unit
of output and is used to measure energy efficiency. The higher the level of technological
progress, the less energy is wasted [17]. The structure of energy consumption has an
important impact on CO2 emissions. The carbon content of energy used in economic
construction determines CO2 emissions; the higher the carbon content, the greater the
CO2 emissions, and vice versa [18]. Xu et al. analysed the dynamic relationships between
CO2 emissions, economic growth, and the consumption of various fossil fuels in China
and found that increasing coal and petroleum consumption significantly promoted CO2
emissions. However, natural gas offers a cleaner substitute for other fossil fuels [19]. Thus,
the impact of energy consumption on CO2 emissions is clear. China is in a period of highly
industrialised development, and coal-fired power generation is still the main form of power
generation. Coal-fired power plants burn much fossil fuel and emit a large amount of CO2,
although the Chinese government has regulated the power industry as a key sector [20].
However, compared with European and American countries, China still has a long way
to go in terms of energy conservation and emission reduction. Therefore, the sustainable
development of electric energy is the main path of a low-carbon economy. In this way, the
following hypothesis is proposed:

Hypothesis 2 (H2): Energy consumption contributes to more CO2 emissions.

2.3. Foreign Trade

Engaging in international trade may be a factor in changing CO2 emissions. Foreign
trade is one of the principal ways to transfer CO2 emissions through an international
division of labour [21]. The expansion of foreign trade, as well as the structure and volume
of foreign trade, may be factors in a country’s CO2 emissions. It is undeniable that China’s
foreign trade products are characterised by high energy consumption and low added
value. The effect of import and export on CO2 emissions is intuitively positive. However,
relevant studies have found that the impact of foreign trade on CO2 emissions may be
positive [22], negative [23], or irrelevant [24], depending on both the foreign trade structure
and trade volume [25] and also to the research period and region. Nevertheless, industrial
transfer is one way of transferring CO2 emissions. According to the foreign direct investment
(FDI) theory, to maximise profits and reduce environmental costs, investors implement
cross-border pollution transfer to transfer high-emission industries to lower-income regions,
thus realising CO2 emissions transfer. China is in a period of rapid economic develop-
ment and must introduce a large amount of foreign capital for economic construction,
which has a significant impact on CO2 emissions. As the energy price is low, and the
regulation of polluting industries is lower than that of higher-income countries, many
export industries with high energy consumption and carbon emissions rapidly develop
and become production sites for capital investment countries to transfer pollution [26].
Additionally, FDI has a technological spillover effect on CO2 emissions that can improve
the technical level of the region and reduce CO2 emissions. Therefore, FDI affects the CO2
emissions of the host country. On the basis of the aforementioned literature, we propose
the following hypothesis:

Hypothesis 3 (H3): Foreign trade contributes to more CO2 emissions.

2.4. Government Administration

Government intervention may be a key factor influencing CO2 emissions. Related
studies have found that governments affect CO2 emissions in many ways. First, govern-
ments formulate corresponding energy transition and environmental policies to constrain
the CO2 emissions of enterprises and society [17,27]. Second, governments can increase
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financial expenditure on environmental governance [28] and scientific and technological
investment, as well as collect pollution control fees and taxes from enterprises [29] to
reduce levels of environmental pollution. Third, local governments may take the initiative
to relax environmental regulations to achieve regional economic growth and thereby attract
investment, which results in the deterioration of regional environmental quality and an
increase in CO2 emissions. Local government decision-making competition has three
effects on CO2 emissions: market distortion, investment bias, and a race to the bottom of
environmental policies.

Hypothesis 4 (H4): Government administration contributes to reduced CO2 emissions.

2.5. Urban Development

Urban development is an important factor affecting CO2 emissions. First, a coun-
try’s level of urbanisation is closely related to its economic development. The larger the
scale of urban development, the more CO2 emissions increase. However, improvements
in urbanisation levels can decrease CO2 emissions and thus realise low-carbon develop-
ment [30]. In the early stages of urban development, Sun found that the expansion of
the scope of urbanisation promotes improvement in CO2 emission efficiency. After the
urbanisation level reaches a critical point, the economic growth rate falls behind the growth
rate in CO2 emissions [31]. Second, a large number of energy resources is necessary for
infrastructure construction during the process of urbanisation, which leads to an increase
in CO2 emissions. Zhou et al. found that spatial urbanisation was positively associated
with CO2 emissions due to the new infrastructure construction and conversion of existing
land [32]. Third, during urbanisation, many people migrate from rural to urban areas,
and this substantial increase in the urban population also increases CO2 emissions [33].
Improvements in economic development and urbanisation can help achieve low-carbon
development in an urban agglomeration [34].

Hypothesis 5 (H5): Urban development contributes to more CO2 emissions.

2.6. Economic Growth

Economic growth is an important index for measuring the economic development
of a country or region. According to the environmental Kuznets curve (EKC), when a
country has a low level of economic development and uses few energy resources, its
CO2 emissions are low. However, with the acceleration of industrialisation, more fossil
energy is needed, the degree of environmental deterioration worsens, and CO2 emissions
rise. When economic development reaches a certain level, the degree of environmental
pollution and CO2 emissions gradually decrease. Dinda et al. analysed the EKC hypothesis
and postulated an inverted-U-shaped relationship between different pollutants and per
capita income; that is, environmental pressure increases up to a certain level as income
increases and decreases thereafter [35]. Fang et al. verified the panel EKC between economic
growth and CO2 emissions in China from 1995 to 2016 and found that, as the economy
developed and GDP per capita increased, more energy was consumed, and the amount of
environmental pollution increased [36]. Mardani et al. further found that CO2 emissions
were stimulated at higher or lower levels as economic growth increased or decreased.
Conversely, a potential reduction in emissions harms economic growth [37].

China faces the dual pressures of economic growth and environmental protection [36].
On the one hand, China needs to reduce CO2 emissions to jointly cope with the global
climate crisis with the international community. On the other hand, China should also
pay attention to domestic economic growth and social progress to enhance its national
strength and improve its resilience to external environmental changes. Economic growth is
a task and goal that cannot be ignored. Therefore, economic growth plays a connecting role
between industrial structure, energy consumption, trade growth, government management,
and carbon emissions. In recent years, China has witnessed rapid economic growth,
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increasing energy consumption, and a rapid increase in CO2 emissions. In the future, China
will need enough space for CO2 emissions to reach the level of higher-income countries.
Thus, as the economy continues to grow, CO2 emissions will continue to accumulate.

Therefore, we propose the following hypotheses:

Hypothesis 6 (H6): Economic growth contributes to more CO2 emissions.

Hypothesis 7 (H7): Economic growth mediates the relationship between industrial structure and
CO2 emissions.

Hypothesis 8 (H8): Economic growth mediates the relationship between energy consumption and
CO2 emissions.

Hypothesis 9 (H9): Economic growth mediates the relationship between foreign trade and CO2
emissions.

Hypothesis 10 (H10): Economic growth mediates the relationship between government adminis-
tration and CO2 emissions.

3. Materials and Methods

3.1. Study Area

This study selected 30 provinces, autonomous regions, and municipalities as the
research areas to acquire relevant statistical data, excluding Hong Kong, Macao, Taiwan,
and Tibet. These areas can be divided into three main regions: eastern, central, and western.

• Eastern region: Beijing, Tianjin, Hebei, Liaoning, Shanghai, Jiangsu, Zhejiang, Fujian,
Shandong, Guangdong, Guangxi, and Hainan.

• Central region: Shanxi, Henan, Anhui, Jilin, Heilongjiang, Jiangxi, Hubei, Hunan, and
Inner Mongolia.

• Western region: Chongqing, Sichuan, Guizhou, Yunnan, Shaanxi, Gansu, Ningxia,
Qinghai, and Xinjiang.

The CO2 emissions of 30 provinces in China showed an overall upward trend from
2006 to 2019, increasing from 8.32 billion in 2006 to 13.92 billion in 2019, with an annual
growth rate of 4.03%.

3.2. Data Collection

This study selected 420 data observations from 30 provinces, autonomous regions, and
municipalities from 2006 to 2019 as research samples. The main data in this paper include
CO2 emissions and influencing factors. The former were calculated from fossil energy
consumption data published in the China Statistical Yearbook of Energy (2006–2019), while
the latter were mainly derived from the China Statistical Yearbook (2006–2019). Missing
values were supplemented using linear interpolation with IBM SPSS Statistics 25.0 software
(IBM Inc., Armonk, NY, USA).

(1) Data on CO2 emissions. The estimates of CO2 emissions of provinces in China are
taken from the IPCC Guidelines for the National Greenhouse Gas Emission Inventory.
According to China Energy Statistical Yearbook, primary energy consumption can be
divided into eight categories: coal, coke, crude oil, fuel oil, gasoline, kerosene, diesel,
and natural gas. As there are so many energy sources, the total CO2 emissions from
combustion should be the sum of the CO2 emissions from each energy source.

CEit =
n

∑
i=1

Eijt × ωj (1)

where CEit represents the CO2 emissions generated by energy combustion in province
i in year t, Eijt represents the burned amount of energy j in province i, ωj represents
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the CO2 emissions coefficient of energy j combustion, and n represents the eight kinds
of energy.

(2) Data for influencing factors. Following the principles of systematicity, representative-
ness, and availability of index selection, this study used 16 specific indicators from
the six dimensions of economic development level, industrial structure, energy con-
sumption, urban development, foreign trade, and government management, using
the following specific descriptions:

(i) Economic growth. Gross domestic product (GDP) and per capita GDP rep-
resent the level of economic growth, which can measure the impact of the
economy on CO2 emissions. Household consumption level is selected to reflect
the economic conditions of people’s lives, which is an important reflection of
national economic growth.

(ii) Industrial structure. The proportion of the value added by the secondary
industry to GDP can represent the industrial structure of the main source
of CO2. The proportion of industrial added value in the GDP reflects that
China is still in the development stage of industrialisation at present; its main
industries have high energy consumption, and that consumption will not be
significantly reduced in a short time.

(iii) Energy consumption. With China’s economic development and social progress,
the production and consumption of electric energy are increasing. The power
industry has become a major contributor to fossil fuel consumption and CO2
emissions. Annual carbon emissions from electricity generation are close to
50% of the country’s total energy CO2 emissions. Therefore, it is reasonable to
take electric energy production and consumption as two indicators to measure
CO2 emissions.

(iv) Urban development. The urban employed population reflects the agglomera-
tion of the urban population. Urban fixed-asset investment reflects the input
of urban factors. Traffic is an important source of urban CO2 emissions, and
the number of civilian vehicles can be used as an indicator to measure the
impact of traffic on CO2 emissions.

(v) Foreign trade. The total FDI and number of FDI enterprises can reflect the
investment in foreign capital; the total export–import volume is used to reflect
foreign trade. As FDI and total export–import volume are denominated in U.S.
dollars, the U.S. GDP deflator is used to calculate the real value for the year 2019.

(vi) Government management. The impact of the Chinese government’s interven-
tion on CO2 emissions can be considered from two perspectives: financial
spending and administrative management. Scientific and technological in-
put is selected as the financial index, reflecting the government’s ability to
curb CO2 emissions by improving scientific and technological levels. Admin-
istrative management indicators include the accepted number of domestic
patent applications and the authorised number of domestic patent applica-
tions, which are used to measure the impact of government and enterprises on
CO2 emissions from the perspective of science and technology.

3.3. Methods

Quantitative studies of CO2 emissions have been a hot topic in recent years. Previous
studies widely used include the Kaya identity [38–40]; the IPAT model [41–43]; the arith-
metic mean divisia index (AMDI); the logarithmic mean divisia index (LMDI) [44–47]; and
the stochastic impacts by regression on population, affluence, and technology (STIRPAT)
model [48–51]. This study integrated ESDA and PLS-SEM to study the spatio-temporal
differences and influencing factors of CO2 emissions in China. The spatial correlation
and hotspot analysis of the ESDA method intuitively reflected the spatial distribution and
spatial agglomeration of CO2 emissions. The PLS-SEM method was used to analyse the
influence paths, intensity, and significance of the factors influencing CO2 emissions.
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3.3.1. ESDA

ESDA is an analytical method for exploring the spatial relevance of geographical
phenomena from the perspective of spatial analysis; it is also suitable for studying the
spatial agglomeration of CO2 emissions [52,53].

Spatial Autocorrelation

Global and local autocorrelation can reveal the spatial connections and differences
between research units, which are often expressed by Moran’s I. Global autocorrelation can
describe the spatial correlation pattern of a whole research area; the local autocorrelation
can reflect the spatial agglomeration characteristics of each unit within the region and iden-
tify high-value agglomeration and low-value agglomeration at different spatial locations.
This method is suitable for representing the spatial agglomeration characteristics of CO2
emissions in the research area [54,55]. The calculation formula is

I =
n

n
∑

i=1
(xi − x)2

·

n
∑

i=1

n
∑

j=1
wij(xi − x)(xj − x)

n
∑

i=1

n
∑

j=1
wij

(2)

IL =

n(xi − x)
n
∑

j=1
wij(xj − x)

n
∑

i=1
(xi − x)2

(3)

where I represents the global Moran index, and IL represents the local Moran index. n
is the number of provinces, and xi and xj are the CO2 emission values of province i and
province j, respectively. wij is the adjacency matrix between province i and province j. At
the significance level, the value of the global Moran I index ranges from −1 to 1. If the
value of the index is greater than 0, there is a positive spatial correlation between the two
provinces; if the value is less than 0, there is a negative spatial correlation; if it is equal to
0, there is no spatial correlation. The local spatial association mode can be divided into
high–high (H-H), high–low (H-L), low–high (L-H), and low–low (L-L). The global Moran
index statistics can only test the global spatial correlation but cannot determine the specific
spatial agglomeration region, whereas the local Moran index and the Getis–Ord Gi* local
statistics can solve this problem.

Hotspots Analysis

On the basis of the Getis–Ord Gi* value, ARCGIS software can be used to automatically
draw a spatial clustering graph of high and low values with statistical significance, which
reveals the hotspots and coldspots of regional CO2 emissions [56]. The formulas are
as follows:

G∗
i =

n
∑

i=1
ωi,jxj − X

n
∑

j=1
ωi,j

S
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∑
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(
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∑
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ωi,j

)2

n−1

(4)

S =

√√√√√ n
∑

j=1
xj

2

n
− X2 (5)

X =

n
∑

j=1
xj

n
(6)
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where xj is the attribute value of province j, ωij is the spatial weight of province i and
province j, and n is the total number of provinces. Gi* is the score of the z value, which
reflects the spatio-temporal agglomeration characteristics of high and low CO2 emissions.

3.3.2. PLS-SEM

PLS-SEM is used to estimate a complex causal relationship model with latent variables;
it is widely used in economics, sociology, and other fields [57]. Therefore, this study is a
new attempt to explore the influence of various driving factors on CO2 emissions using
PLS-SEM. The PLS-SEM model has the following three advantages: first, multiple latent
variables are introduced to better reflect the path, orientation, and intensity between latent
variables and CO2 emissions; second, the complex relationships between latent variables
and their causal effects can be further clarified; third, comparative analyses between control
groups better reflect the temporal difference and spatial heterogeneity. PLS-SEM must
generally follow four steps: model construction, hypothesis formulation, confirmatory
factor analysis, and structural model analysis [58–60]. We also adopted multigroup analysis
to understand the differences between factors affecting CO2 emissions in different periods
and regions. As both the total sample and the control sample size exceeded 100, the PLS-
SEM technology of SmartPLS 3.3.3 software was suitable for testing the causal relationships
proposed in the conceptual model.

Multigroup analysis (MGA) allows for testing whether pre-defined data groups have
significant differences in their group-specific parameter estimates (e.g., outer weights, outer
loadings, and path coefficients) [61]. In recent years, the MGA method has also been widely
applied in tourism [61,62], marketing [63,64], and other fields. This study adopted MGA
to analyse the difference in the impact paths on CO2 emissions in different periods and
regions. SmartPLS 3.3.3 provides outcomes of four different approaches that are based on
bootstrapping results from every group.

4. Results

4.1. Spatio-Temporal Evolution Patterns and Agglomeration Characteristics of CO2 Emissions
4.1.1. Spatio-Temporal Patterns at Different Scales

At the national scale, CO2 emissions have been rising steadily in China, from 277.43 mil-
lion tons in 2006 to 463.97 million tons in 2019, with an annual growth rate of 4.03%. From
the perspective of the development stage, CO2 emissions grew rapidly from 2006 to 2011
but slowed from 2012 to 2019, with annual growth rates of 7.63% and 1.71%, respectively
(Figure 2).

Figure 2. Averages of CO2 emissions in three main regions in China from 2006 to 2019.
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At the regional scale, the average CO2 emissions of the eastern, central, and western
regions were 334.95 million tons, 322.68 million tons, and 155.49 million tons, respectively,
in 2006. The average CO2 emissions of the eastern, middle, and western regions increased
to 535.34 million tons, 515.03 million tons, and 304.43 million tons in 2019, with annual
growth rates of 3.82, 3.66, and 5.30%, respectively. The order of mean CO2 emission is
eastern region > central region > western region (Figure 2).

At the provincial scale, CO2 emissions in nine provinces were higher than the na-
tional average of CO2 emissions (277.43 million tons) in 2006, and CO2 emissions in
11 provinces were more than the national average of CO2 emissions (463.97 million tons)
in 2019. Shandong province has always ranked first in CO2 emissions in China, whereas
Qinghai province always ranked last from 2006 to 2019. The growth rate of CO2 emission
in Beijing decreased year by year, showing a negative growth rate. The growth rate of
CO2 emissions in Shanghai and Henan remained at relatively low levels, 0.69 and 1.31%,
respectively, while the growth rates for Ningxia and Xinjiang, although they were located
in the western region, were 10.82 and 10.05%, respectively (see Figure 3).

 
Figure 3. CO2 emissions for 30 provinces in China from 2006 to 2019.

4.1.2. Spatial Agglomeration Characteristics

To display the spatial difference characteristics of the CO2 emissions, we calculated
the spatial correlation and hotspot analysis of CO2 emissions for 30 provinces in China
from 2006 to 2019, and the z values were divided into five levels using the natural break-
point method.

The spatial correlation of CO2 emissions in China was calculated with Geoda 1.18
software using Formulas (2) and (3) (see Figure 4).

The results show that the global Moran’s I was 0.087, and the statistical significance
test at 5% indicated that the spatial distribution of CO2 emissions in each province was
significantly positive; that is, the regions with high CO2 emissions were relatively con-
centrated in terms of their locations. Shandong, Hebei, Henan, Shanxi, Liaoning, Jiangsu,
Zhejiang, and Inner Mongolia were H-H agglomeration areas, indicating that local CO2
emissions and those of neighbouring provinces were high. Beijing, Shanghai, Tianjin, and
Anhui were L-H agglomeration areas, indicating that local CO2 emissions were low and
those of the surrounding provinces were high. Xinjiang was an H-L agglomeration area,
indicating that local CO2 emissions were high and those of the surrounding provinces
were low.

230



Mathematics 2021, 9, 2711

 

Figure 4. Local autocorrelation of CO2 emissions in China from 2006 to 2019.

The hotspots and coldspots of regional CO2 emissions were plotted with ArcGIS 10.6
software using Formulas (4)–(6) (see Figure 5).

 

Figure 5. Hotspots of CO2 emissions in China from 2006 to 2019.
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The results show that most of the hotspots were distributed in the eastern coastal
areas. Liaoning and Inner Mongolia ranked highest, followed by the Beijing–Tianjin–Hebei
and the Yangtze River Delta regions (Shanghai–Jiangsu–Zhejiang). Shandong, Shanxi,
and Henan ranked in the central. Hainan, as an isolated province, was a coldspot for
CO2 emissions.

4.2. Measurement Model
4.2.1. Reliability Test

Reliability and construct validity are the keys to establishing the measurement model.
Cronbach’s alpha, composite reliability (CR), and average variance extracted (AVE) were
obtained using PLS algorithms [65]. Table 1 shows all factor loadings of Cronbach’s alpha,
CR, and AVE.

Table 1. Factor loadings, Cronbach’s alpha, composite reliability (CR), and average variance extracted (AVE).

Latent Variables Indicators Factor Loading t-Value
Cronbach’s

Alpha
CR AVE

Economic growth

0.847 0.899 0.747
EG1 GDP 0.864 81.788
EG2 Household consumption level 0.850 43.414
EG3 Per capita GDP 0.879 54.032

Industrial structure
0.968 0.984 0.969IS1 Industrial added value as a percentage of GDP 0.986 375.863

IS2 Secondary industry as a percentage of GDP 0.983 297.067
Energy consumption

0.953 0.977 0.955EC1 Electric energy production 0.975 345.139
EC2 Consumption of electric power 0.979 500.524

Urban development

0.948 0.967 0.906
UD1 Total fixed-asset investment 0.961 188.443
UD2 Urban employment 0.925 96.994
UD3 Number of civilian motor vehicles 0.968 235.794

Foreign trade

0.965 0.977 0.935
FT1 Number of foreign-invested enterprises 0.983 227.454
FT2 Total volume of foreign trade 0.970 285.679
FT3 Foreign direct investment 0.948 123.828

Government administration

0.975 0.984 0.953GA1 Accepted number of domestic
patent applications 0.987 413.46

GA2 Authorised number of domestic
patent applications 0.986 273.979

GA3 Expenditures in science and technology of
local government 0.956 105.985

Note: CR = composite reliability; AVE = average variance extracted.

(1) Cronbach’s alpha was calculated to ensure composite reliability. By convention,
Cronbach’s alpha should be greater or equal to 0.800 for a good scale and 0.700 for an
acceptable scale. Table 1 shows that all Cronbach’s alpha values ranged from 0.899 to 0.984,
which indicates that the measurement indexes had high reliability. (2) The CR was used to
examine internal consistency. The higher the CR value, the higher the internal consistency
of the plane; 0.700 is an acceptable threshold. We found the model to be sufficiently
reliable and internally consistent, as shown in Table 1. (3) The AVE reflected the average
commonality of each latent factor and was used to establish convergent validity. The
AVE should be above 0.500 for all latent variables, whereby at least 50% of measurement
variance is explained. Table 1 shows that all AVE values ranged from 0.747 to 0.969. In
conclusion, the model had high reliability and construct validity, as evidenced by the
verification of Cronbach’s alpha, CR, and AVE.
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4.2.2. Validity Test

Convergent and discriminant validities were utilised to examine the model’s construct
validity [65]. (1) Factor loading measures convergent validity and must be greater than
0.500. The factor loadings were greater than 0.850 (see Table 1), indicating that the measured
variables had high convergence validity. (2) The square root of each construct’s AVE was
greater than the bivariate correlation with the other constructs, which shows that the model
had high convergent validity. Table 2 shows the square roots of the AVEs and all the
correlations. (3) The HTMT ratio is an important indicator used to evaluate discriminant
validity by applying a PLS algorithm [66]. The HTMT ratio for the two latent variables
was below 0.900. The HTMT values are shown in brackets in Table 3. In conclusion, the
model has high convergent and discriminant validity, found through the verification of
Cronbach’s alpha, CR, and AVE.

Table 2. Results of the hypothesis model.

Hypothesis Path Path Coefficient t-Value p-Value
95% BCa Confidence

Intervals
f 2 Support

H1 IS→CO2 0.122 *** 4.661 0.000 [0.080, 0.165] 0.048 Yes
H2 EC→CO2 0.995 *** 21.654 0.000 [0.916, 1.066] 0.858 Yes
H3 FT→CO2 −0.012 0.205 0.419 [−0.116, 0.107] 0.000 No
H4 GA→CO2 −0.528 *** 6.372 0.000 [−0.639, −0.380] 0.130 Yes
H5 UD→CO2 0.001 0.011 0.496 [−0.093, 0.102] 0.000 No
H6 EG→CO2 0.223 *** 4.013 0.000 [0.133, 0.307] 0.058 Yes
H7 IS→EG −0.157 *** 4.651 0.000 [−0.229, −0.111] 0.068 Yes
H8 EC→EG 0.279 *** 4.311 0.000 [0.181, 0.399] 0.113 Yes
H9 FT→EG 0.302 *** 4.660 0.000 [0.200, 0.414] 0.068 Yes

H10 GA→EG 0.334 *** 3.270 0.001 [0.144, 0.472] 0.061 Yes

Note: BCa: bias corrected and accelerated bootstrap. Significance level: *** p < 0.001. EG = economic growth; IS = industrial structure;
EC = energy consumption; UD = urban development; FT = foreign trade; GA = government administration.

Table 3. Discriminant validity.

EG IS EC UD FT GA

EG 0.865
IS −0.083 (0.300) 0.984
EC 0.641 (0.599) 0.294 (0.305) 0.977
UD 0.695 (0.662) 0.177 (0.188) 0.864 (0.900) 0.952
FT 0.756 (0.796) −0.012 (0.071) 0.586 (0.606) 0.566 (0.595) 0.967
GA 0.788 (0.809) −0.007 (0.070) 0.689 (0.710) 0.771 (0.803) 0.873 (0.900) 0.976

Note: The square roots of AVEs are shown on the diagonal in bold. The HTMT ratios are in brackets. EG =
economic growth; IS = industrial structure; EC = energy consumption; UD = urban development; FT = foreign
trade; GA = government administration.

4.3. Structural Model
4.3.1. Path Coefficients and Significance

The bootstrapping method is a non-parametric statistical procedure that detects the
statistical significance of various PLS-SEM results, including path coefficients, Cronbach’s
alpha, HTMT, R2 values, and the effect size f 2. Here, the number of sub-samples was set to
5000 and the t-test results were guaranteed to be significant at the level of 0.05 [65]. Table 2
shows the standardised path coefficients, t-values, and results. The results show that the
path coefficients of the four latent variables (economic growth, industrial structure, energy
consumption, and government administration) passed the significance test, and the four
hypotheses were acceptable. This reveals that four factors had an impact on China’s total
CO2 emissions from 2006 to 2019. However, urban development and foreign trade did not
pass the hypothesis test in this model, which does not mean that these two latent variables
did not contribute to carbon emissions. On the contrary, these two variables had an impact
on CO2 emissions through the latent variable of economic growth. An f 2 above 0.02, 0.15,
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or 0.35 is considered a small, medium, or large effect, respectively. Additionally, the direct
and indirect effects were analysed to verify the multiple mediation model (see Figure 6).

 

Figure 6. Results of PLS-SEM. Note: The dotted line indicates that the path fails the hypothesis test, and the solid line
indicates that the path passes the hypothesis test. *** p < 0.001.

4.3.2. Direct, Indirect, Total, and Mediation Effects

Table 4 shows the direct, indirect, and total effects among latent variables and CO2
emissions. Moreover, the positive effect of industrial structure on CO2 emissions is more
direct (0.122) than indirect (−0.035) through economic growth. The effect of energy con-
sumption on CO2 emissions is more direct (0.955) than indirect (0.060) through economic
growth. The effect of foreign trade on CO2 emissions is entirely indirect (0.067); the di-
rect effect is not statistically significant. The effect of government administration on CO2
emissions is also more direct (−0.528) than indirect (0.077).

Table 4. Results of direct, indirect, and mediating effects of economic growth.

Path Direct Effect Indirect Effect t-Value p-Value
95% Bca Confidence

Intervals
Mediation Effect

IS→CO2 0.122 *** Complementary
(partial mediation)IS→EG→CO2 −0.035 *** 3.313 0.000 [−0.054, −0.019]

EC→CO2 0.995 *** Complementary
(partial mediation)EC→EG→CO2 0.060 *** 4.305 0.000 [0.400, 0.088]

FT→CO2 −0.012 Indirect-only
(full mediation)FT→EG→CO2 0.067 *** 3.114 0.001 [0.035, 0.103]

GA→CO2 −0.528 *** Complementary
(partial mediation)GA→EG→CO2 0.077 * 1.955 0.025 [0.025, 0.138]

Note: Bca = bias corrected and accelerated bootstrap. Significance level: *** p < 0.001, * p < 0.05. IS = industrial structure; EC = energy
consumption; FT = foreign trade; GA = government administration; UD = urban development; EG = economic growth; CO2 = CO2 emissions.
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Economic growth is a mediating variable of the effect of industrial structure, energy
consumption, foreign trade, and government administration on CO2 emissions. Therefore,
H7, H8, H9, and H10 are supported. Table 4 shows the mediation effects of economic
growth in the model.

4.3.3. Predictive Power

R2 and Q2 are important metrics for evaluating the predictability of a model. The R2

value was obtained using a PLS calculation; Q2 was calculated using blindfolding [65].
(1) The determination coefficient R2 value was used as an indicator of the overall predictive
strength of the model. Falk and Miller consider that R2 value should be greater than
0.100 [67]; Chin [68] recommends 0.670, 0.330, and 0.100 (substantial, moderate, and weak,
respectively); while Hair et al. [65] consider 0.750, 0.500, and 0.250 (substantial, moderate,
and weak, respectively). The R2 value (R2 = 0.763 > 0.750) indicated that 76.3% of CO2
emissions could be explained by the causality of six latent variables, showing that the
model had substantial explanatory power. In addition, the R2 value of economic growth
was 0.682, indicating 68.2% of economic growth can be explained by industrial structure,
energy consumption, foreign trade, and government administration. (2) The Stone–Geisser
Q2 value is a criterion for evaluating construct cross-validated redundancy. The larger the
Q2 value, the stronger the prediction correlation. The Q2 value of CO2 emissions was 0.754,
indicating that the model had high predictive relevance.

4.4. Multigroup Analysis

The PLS-MGA p-values revealed significant group differences in the MGA. Table 5
and Figure 7 show the MGA for different regions and periods in China.

On the basis of the analysis of the temporal and spatial evolution characteristics of CO2
emissions, we divided the study period into two control groups: 2006–2011 was the first
growth stage, and 2012–2019 was the second growth stage. For the growth stage groups,
H3, H4, and H6 differed significantly, showing that the impact of foreign trade, government
administration, and economic growth on CO2 emission for the first stage compared to the
second stage group. Meanwhile, H7, H9, and H10 differed significantly, indicating that the
impact of industrial structure, foreign trade, and government administration on economic
growth in the first stage is stronger than in the second stage.

The pairwise comparison of the three regions in China revealed differences in the
influencing factors of CO2 emissions between the regions.

(1) For the eastern and central groups, H3, H4, and H6 differed significantly, indicating
that the impact of foreign trade, government administration, and economic growth
on CO2 emissions in the eastern region is stronger than in the central region.

(2) For the eastern and western groups, H1, H2, H3, and H5 differed significantly, indi-
cating that the impact of industrial structure, energy consumption, foreign trade, and
urban development on CO2 emissions in the eastern region is stronger than in the
western region. Meanwhile, H8 differed significantly.

(3) For the central and western groups, H1, H2, and H5 differed significantly, indicating
that industrial structure, energy consumption, and urban development have stronger
impacts on CO2 emissions for the central than for the western region. Meanwhile, H7,
H8, and H10 differed significantly. Likewise, we analysed the confidence intervals
that allow us to verify if a path coefficient is significantly different from 0 as another
way to assess the significance.
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Table 5. Results of multigroup analysis on different periods and regions in China.

Part (A): First Stage (n = 180) vs. Second Stage (n = 240).

Hypothesis Diff. p-Value Stage 1 (2006–2011) Stage 2 (2012–2019)
PC Mean t-Value p-Value 95% BCa CI PC Mean t-Value p-Value 95% BCa CI

H1 −0.002 0.478 0.077 *** 2.475 0.007 [−0.028, 0.129] 0.080 ** 2.421 0.008 [0.026, 0.132]
H2 −0.022 0.411 0.956 *** 9.454 0.000 [−0.797, 1.13] 0.978 *** 18.685 0.000 [0.888, 1.057]
H3 −0.449 0.001 −0.307 *** 3.216 0.001 [−0.499, −0.174] 0.134 1.172 0.121 [−0.029, 0.333]
H4 0.299 0.036 −0.446 *** 3.651 0.000 [−0.626, −0.252] −0.741 *** 6.097 0.000 [−0.93, −0.545]
H5 −0.016 0.453 0.083 0.706 0.240 [−0.113, 0.237] 0.095 1.391 0.082 [−0.013, 0.2]
H6 0.201 0.025 0.420 *** 5.481 0.000 [−0.292, 0.54] 0.227 *** 3.432 0.000 [0.121, 0.327]
H7 0.134 0.029 0.052 0.923 0.178 [−0.045, 0.126] −0.082 * 1.776 0.038 [−0.179, −0.016]
H8 −0.143 0.109 0.031 0.499 0.309 [−0.088, 0.172] 0.171 * 2.166 0.015 [0.055, 0.327]
H9 −0.314 0.011 0.207 * 2.139 0.016 [−0.049, 0.38] 0.541 *** 5.442 0.000 [0.381, 0.696]

H10 0.480 0.001 0.667 *** 6.046 0.000 [−0.466, 0.819] 0.172 1.325 0.093 [−0.065, 0.359]

Part (B): Eastern Region (n = 168) vs. Central Region (n = 140).

Hypothesis Diff. p-Value Eastern Region Central Region
PC Mean t-Value p-Value 95% BCa CI PC Mean t-Value p-Value 95% BCa CI

H1 −0.010 0.433 0.034 1.050 0.147 [−0.018, 0.102] 0.052 0.988 0.162 [−0.038, 0.126]
H2 0.016 0.469 0.929 *** 6.125 0.000 [0.656, 1.125] 0.882 *** 11.954 0.000 [0.765, 1.010]
H3 0.400 0.000 −0.099 1.026 0.152 [−0.225, 0.070] −0.500 *** 6.346 0.000 [−0.613, −0.359]
H4 −0.424 0.001 −0.638 *** 5.434 0.000 [−0.812, −0.442] −0.200 *** 3.639 0.000 [−0.287, −0.108]
H5 −0.110 0.309 0.215 1.542 0.062 [−0.004, 0.497] 0.360 ** 2.348 0.009 [0.134, 0.610]
H6 0.278 0.009 0.226 * 2.144 0.016 [0.062, 0.365] −0.071 0.949 0.171 [−0.196, 0.046]
H7 0.105 0.093 −0.148 ** 2.839 0.002 [−0.273, −0.084] −0.263 *** 4.874 0.000 [−0.353, −0.173]
H8 0.043 0.422 0.512 ** 2.604 0.005 [0.227, 0.891] 0.483 *** 7.164 0.000 [0.368, 0.586]
H9 −0.037 0.378 0.190 ** 2.460 0.007 [0.080, 0.339] 0.232 ** 2.222 0.013 [0.045, 0.386]
H10 0.141 0.239 0.298 1.619 0.053 [−0.020, 0.567] 0.150 ** 1.683 0.046 [0.015, 0.300]

Part (C): Eastern Region (n = 168) vs. Western Region (n = 112).

Hypothesis Diff. p-Value Eastern Region Western Region
PC Mean t-Value p-Value 95% BCa CI PC Mean t-Value p-Value 95% BCa CI

H1 0.161 0.01 0.034 2.148 0.147 [−0.016, 0.103] −0.129 * 1.050 0.016 [−0.207, −0.020]
H2 −0.400 0.026 0.928 *** 8.889 0.000 [0.648, 1.132] 1.362 *** 6.033 0.000 [1.087, 1.541]
H3 −0.557 0.000 −0.098 2.651 0.152 [−0.224, 0.074] 0.544 ** 1.027 0.004 [0.205, 0.719]
H4 −0.465 0.076 −0.637 *** 0.503 0.000 [−0.811, −0.440] −0.103 5.459 0.307 [−0.655, 0.386]
H5 1.137 0.003 0.217 2.233 0.061 [0.004, 0.499] −1.025 * 1.550 0.013 [−1.519, −0.183]
H6 0.164 0.163 0.225 * 0.329 0.013 [0.070, 0.360] −0.007 2.222 0.371 [−0.198, 0.216]
H7 −0.119 0.071 −0.148 ** 0.730 0.003 [−0.279, −0.086] −0.036 2.803 0.233 [−0.152, 0.041]
H8 0.388 0.040 0.515 ** 1.346 0.005 [0.218, 0.887] 0.152 2.583 0.089 [−0.021, 0.302]
H9 0.125 0.273 0.189 ** 0.373 0.006 [0.080, 0.337] 0.090 2.488 0.355 [−0.281, 0.336]
H10 −0.367 0.068 0.296 3.831 0.051 [−0.021, 0.569] 0.632 *** 1.636 0.000 [0.396, 0.947]

Part (D): Central Region (n = 140) vs. Western Region (n = 112).

Hypothesis Diff. p-Value Central Region Western Region
PC Mean t-Value p-Value 95% BCa CI PC Mean t-Value p-Value 95% BCa CI

H1 0.171 0.013 0.053 2.126 0.166 [−0.042, 0.127] −0.129 * 0.969 0.017 [−0.211, −0.025]
H2 −0.416 0.002 0.882 *** 9.022 0.000 [0.765, 1.007] 1.357 *** 11.907 0.000 [1.091, 1.543]
H3 −0.957 N.A. −0.501 *** 2.680 0.000 [−0.604, −0.354] 0.542 ** 6.403 0.004 [0.214, 0.719]
H4 −0.041 0.473 −0.200 *** 0.499 0.000 [−0.288, −0.106] −0.118 3.614 0.309 [−0.655, 0.405]
H5 1.246 0.001 0.361 ** 2.235 0.009 [0.121, 0.600] −1.011 * 2.348 0.013 [−1.561, −0.245]
H6 −0.114 0.238 −0.070 0.332 0.171 [−0.199, 0.045] −0.003 0.951 0.370 [−0.204, 0.211]
H7 −0.223 0.003 −0.262 *** 0.727 0.000 [−0.355, −0.176] −0.035 4.848 0.234 [−0.147, 0.042]
H8 0.345 0.006 0.482 *** 1.333 0.000 [0.369, 0.592] 0.153 7.060 0.091 [−0.026, 0.301]
H9 0.162 0.223 0.230 * 0.372 0.013 [0.050, 0.390] 0.085 2.241 0.355 [−0.281, 0.328]
H10 −0.508 0.005 0.152 * 3.776 0.044 [0.009, 0.292] 0.634 *** 1.702 0.000 [0.388, 0.958]

Note: BCa CI = bias corrected and accelerated bootstrap confidence intervals. Significance level: * p < 0.05, ** p < 0.01, *** p < 0.001. Bold
font: PLS-MGA p-value below 5% and above 95% indicate significant values. Diff. = path coefficient differences; PC = path coefficient;
N.A. = not available. IS = industrial structure; EC = energy consumption; FT = foreign trade; GA = government administration; UD = urban
development; EG = economic growth; CO2 = CO2 emissions.
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Figure 7. MGA of different periods and regions. Note: The dotted line indicates that the path fails the hypothesis test, and
the solid line indicates that the path passes the hypothesis test. * < 0.05; p ** p < 0.01; *** p < 0.001. IS = industrial structure;
EC = energy consumption; FT = foreign trade; GA = government administration; UD = urban development; EG = economic
growth; CO2 = CO2 emissions.

5. Discussion

5.1. Theoretical Implications

First, Figures 2–4 show that spatio-temporal differences in China’s CO2 emissions
have a spatial scale effect. On the national scale, China’s total CO2 emissions show a trend
of gradual and steady growth. This is because China is in a period of rapid economic
growth, and its CO2 emissions are thus increasing rapidly. At the regional scale, the CO2
emissions of the three main regions show decreasing distribution in the east, central, and
west regions, which is consistent with the actual situation of China’s regional economic
development [10]. At the provincial scale, provinces with high CO2 emissions were mainly
distributed in the eastern coastal region, indicating that provinces with high CO2 emissions
tend to be clustered together. Therefore, when formulating policies and development plans,
the government should consider the spatial spillover effects of CO2 emissions and the
relevant influencing factors between neighbouring provinces.

Second, through confirmatory and structural model analyses, we found that the mea-
surement model of the influencing factors for CO2 emissions in China had high reliability
and validity. Economic growth, industrial structure, energy consumption, and government
management had a significant impact on carbon emissions. However, urbanisation devel-
opment and foreign trade fail to pass the hypothesis test. These two latent variables had an
impact on CO2 emissions through the mediating effects of economic growth. The R2 was
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76.3%, and the Q2 value was 75.4%, indicating that the structural equation model had a
substantial explanatory and high predictive power.

Third, the path coefficients and significance of the six latent variables on CO2 emissions
were analysed. The results are as follows:

(1) H1: Industrial structure contributes to more CO2 emissions, which is consistent with
the research results of Long et al. [69]. China is at the central stage of an industrialised
economy; the development of secondary industries requires energy and resources.
The proportion of secondary industries in China is larger than that of higher-income
countries. Secondary industries have a high energy demand, and therefore their CO2
emissions are also high.

(2) H2: Energy consumption contributes to more CO2 emissions, which is consistent with
the results of Meng et al. [20]. With China’s economic development, the production
and consumption of electric energy are growing, and the electric power industry has
become the main sector of fossil fuel consumption and CO2 emission. China’s energy
consumption has always been based on coal; thermal power generation has long been
the main component of power energy products, which will inevitably lead to the
increase of CO2 emissions.

(3) H3: Foreign trade fails to pass the hypothesis test. With the acceleration of China’s
integration into economic globalisation, China’s foreign trade volume increases, and
a large number of foreign-funded enterprises enter into China, resulting in the rapid
development of the local economy and thus contributing more CO2 dioxide. This
result supports hypothesis H9.

(4) H4: Government administration contributes to reduced CO2 emissions, which is
consistent with the research results of Zheng et al. [70]. Government intervention
reduces CO2 emissions. The Chinese government can effectively reduce CO2 emis-
sions by implementing a variety of measures that are consistent with the national
goal of energy conservation and emission reduction. Meanwhile, the government
encourages enterprises to innovate independently and improve energy efficiency to
reduce their CO2 emissions. Therefore, the Chinese government has a restraining role
in CO2 emissions.

(5) H5: Urban development fails to pass the hypothesis test. China is in a period of
rapid urbanisation development, and the contribution of increased urbanisation to
CO2 emissions exists. As a matter of fact, with the influx of migrants into cities, the
construction of infrastructure, such as buildings and transportation, is accelerating,
which will bring about the rapid development of the urban economy and inevitably
increase CO2 emissions.

(6) H6: Economic growth has a positive impact on CO2 emissions, which is consistent
with the findings of Cui et al. [16] and Li et al. [71]. China is currently at the central
stage of economic development and undergoing large-scale economic growth and
rapid development. Therefore, energy consumption and CO2 emissions are high. This
is consistent with the spatio-temporal evolution pattern of China’s CO2 emissions.

Economic growth is an important intervening variable in the model. The mediation of
economic growth is complementary (partial mediation) between industrial structure and
CO2 emissions; the mediation of economic growth is complementary (partial mediation)
between energy consumption and CO2 emissions; the mediation of economic growth is
indirect-only (full mediation) between foreign trade and CO2 emissions; the mediation
of economic growth is complementary (partial mediation) between government admin-
istration and CO2 emissions. These results are consistent with China’s multiple goals of
pursuing both environmental protection and economic and social progress.

Fourth, through the MGA of different stages and regions, we found differences in the
effect intensity of different influencing factors on CO2 emissions at different development
stages and different regions. Compared with the second stage, the impact of foreign
trade, government administration, and economic growth on CO2 emissions in the first
stage was significantly different. This is because of China’s accession to the World Trade
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Organization in the early 21st century, which significantly accelerated China’s participation
in economic globalisation and opening-up and increased its import and export trade.
During the 11th Five-Year Plan period (2006–2010), the central government promulgated
the implementation of energy-saving target responsibility and evaluation, which has
achieved some results. Progress has also been made toward the overall goal of building a
resource-conserving and environment-friendly society, as proposed in the 12th Five-Year
Plan (2011–2015) and 13th Five-Year Plan (2016–2020).

Fifth, through an MGA of different regions, we found differences in the effect intensity
of various influencing factors on CO2 emissions in different regions; this result is consistent
with the current state of China’s regional economic development [46].

(1) The impact of foreign trade (H3), government administration (H4), and economic
growth (H6) on CO2 emissions in the eastern region was stronger than that in the
central region. The eastern coastal region took the lead in implementing the reform
and opening-up strategy, and its economy started early and developed rapidly. In
addition, the eastern region is a densely populated urban area of China; as such, it is
also the core region for CO2 emissions. In recent years, the eastern region has taken
the lead in implementing the energy conservation and emission reduction strategy.
For example, the CO2 emissions for Beijing showed negative growth, while those for
Shanghai and Tianjin showed low growth.

(2) The impact of industrial structure (H1), energy consumption (H2), foreign trade (H3),
and urban development (H5) on CO2 emissions in the eastern region was stronger
than in the western region. Compared with the eastern region, there is a huge
gap in economic development, industrial structure, and urban development in the
western region, which is also consistent with the actual situation of China’s regional
development. The western region is a relatively backward region regarding economic
development and has lower CO2 emissions than the eastern and central regions.
However, with the implementation of development and the opening-up strategy in
recent years, emissions in the western region have rapidly increased, especially in
Ningxia and Xinjiang, where the growth rates of CO2 emissions are among the highest
in the entire country. The current development in the western region still follows
the model for inefficient, blind, and energy-intensive development; thus, the growth
rate of CO2 emissions is accelerating. Additionally, the western region is a key and
difficult area in China’s ecological construction due to its vast territory and fragile
environment. Overall, CO2 emissions in the west are problematic.

(3) The impacts of industrial structure (H1), energy consumption (H2), and urban devel-
opment (H5) on CO2 emissions in the central region were stronger than that in the
western region. The central region is the main energy- and resource-producing area in
China, and its industrial structure is dominated by secondary industries. Faced with
prosperity in the east and development in the west, the central region has experienced
economic collapse. In recent years, the central region has taken over industries with
excess capacity from the east, and the rise of urban clusters has led to continuous
CO2 emissions.

5.2. Practical Implications

Given the above analysis, China’s energy conservation and emission reduction mea-
sures can be proposed in six dimensions.

• China should improve the quality of economic growth through industrial upgrading,
energy restructuring, and technological progress to change the economic growth
model; it should also realise an extensive development model to intensify development
model change.

• Per the law of industrial structure development at the present stage, China should
strive to develop tertiary industries, promote the upgrading of secondary industries,
advocate a circular economy, and encourage the development of green and environ-
mental protection industries.
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• China should continue to increase the proportion of clean energy in energy consump-
tion; develop clean energy, such as wind power, solar energy, hydropower, and nuclear
energy; and develop clean energy technologies and improve energy efficiency.

• China should remain on the path of green urbanisation and raise people’s awareness
about green consumption.

• The Chinese government should formulate a strict environmental access system,
improve environment-related rules and regulations, and control high pollution and
high energy consumption projects.

• The government has increased investment in science and technology and environmen-
tal protection and has adopted preferential policies to encourage local enterprises to
engage in independent innovation.

• Energy conservation and emission reductions are gradual processes that should be
based on actual economic growth stages and regional patterns to promote the trans-
formation and sustainable development of different regions.

6. Conclusions

This study analysed the spatial and temporal pattern of CO2 emissions in China and
clarified the determinants of CO2 emissions and their internal relationships. First, six
driving factors that affect CO2 emissions were clarified, including economic growth, indus-
trial structure, energy consumption, urban development, foreign trade, and government
management, and a conceptual model was constructed. Second, mathematical statistics,
spatial autocorrelation, and hotspot analysis were used to analyse the spatial and temporal
patterns of CO2 emissions in China. Third, the reliability, validity, path coefficient, and
prediction ability of the structural equation model for CO2 emissions were tested using
420 samples from 30 provinces in China during 14 years from 2006 to 2019. Fourth, multi-
group analysis was used to analyse the differences between the impact paths of different
regions and stages. Finally, we propose targeted policy suggestions for China’s future
CO2 emission reduction to provide a reference for achieving the goals of peak carbon and
carbon neutrality. The main conclusions are as follows:

First, China’s CO2 emissions have different spatial and temporal patterns. On the
national scale, China’s total CO2 emissions show a trend of gradual and steady growth.
At the regional scale, the CO2 emissions of the three main regions show a decreasing
distribution pattern of east, central, and west. At the provincial scale, the eastern coastal
area is a hotspot for high CO2 emissions. These results are consistent with the actual status
of China’s regional economic development.

Second, this study constructed a structural equation model on drivers of CO2 emis-
sions, including economic growth, industrial structure, energy consumption, urban devel-
opment, foreign trade, and government management. The conceptual model was tested
with 420 samples from 30 provinces in China from 2006 to 2019. We found that the R2

value was 76.3% and the Q2 value was 75.4%, indicating that the proposed model had a
substantial explanatory power and a high predictive power.

Third, through path coefficient analysis and hypothesis testing, we found that latent
variables had different degrees of influence on CO2 emissions. As China’s secondary
industries still occupy an important position in GDP and consume a large amount of energy,
the industrial structure contributes to more CO2 emissions. Because coal has always been
the main energy consumption in China, electricity consumption and production burn a
large amount of fossil fuel and emit a large amount of CO2. Therefore, energy consumption
contributes to higher CO2 emissions. Government administration can effectively control
CO2 emissions through positive and effective measures. Foreign trade does not pass the
hypothesis test but has an impact on CO2 emissions through the mediating role of economic
growth. Urban development does not pass the hypothesis test, but China’s urbanisation is
an important factor that cannot be ignored. As China’s current economic development is
still on the rise, the impact of economic growth on CO2 emissions is significantly positive.
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Meanwhile, economic growth is a mediating variable of the impact of industrial structure,
energy consumption, foreign trade, and government administration on CO2 emissions.

Fourth, through the calculation of the MGA methods, we found that latent variables
in different development stages and regions have different effects on CO2 emissions. By
comparing the two development stages, we found significant differences in the impact of
foreign trade, government administration, and economic growth on CO2 emissions. This is
consistent with the extent of China’s reform and opening-up and the government’s concept
and practice of green development. Through a comparison of the three main regions, we
found that the impact of foreign trade, government administration, and economic growth
on CO2 emissions in the eastern region was stronger than that in the central region; the im-
pact of industrial structure, energy consumption, foreign trade, and urban development on
CO2 emissions in the eastern region was stronger than that in the western region; and the
impact of industrial structure, energy consumption, and urban development on CO2 emis-
sions in the central region was stronger than that in the western region. These calculation
results are consistent with the actual situation of China’s regional economic development.

There are some limitations in this paper, and further research suggestions are proposed.
First, the factors that affect CO2 emissions are diverse, and more latent variables should be
considered, such as renewable energy production, macro-control policies, technological
progress, and residents’ consumption awareness. Second, the selection of indicators has
an impact on the intensity of CO2 emissions, and therefore other indicators should be
considered in the future. Third, more causal relationships between latent variables and
their mediating effects should be explored in depth.
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Abstract: Although in recent decades corporate social responsibility (CSR) has been subjected to
numerous studies in management and marketing literature about its impact on business results, the
mechanism by which it affects performance has not been established. There is a lack of consensus
when it comes to explaining how CSR actions are related to firm performance. Our research helps
to understand this relationship through mediating effects such as CSR-oriented human resource
management and customer satisfaction because employees and customers are critical stakeholders of
companies and contribute directly to the determination of the corporate results. Through a study
on a sample of small and medium-sized Spanish food and beverage manufacturing companies,
and by using partial least squares structural equation modelling (PLS-SEM), we found that CSR
does indeed impact business performance when CSR actions are mainly oriented towards more
efficient management of human resources and customer satisfaction. In this way, the results lead
us to conclude that depending on the stakeholder to which these actions are oriented, a specific
orientation of the company’s CSR policy can be more efficient in corporate performance.

Keywords: corporate social responsibility; corporate performance; human resources management;
customer satisfaction; partial least squares structural equation modelling (PLS-SEM)

1. Introduction

Corporate social responsibility (CSR) is considered crucial for business success [1]
and a strategic business necessity in order to achieve competitive advantage [2,3]. A large
amount of research has shown that CSR orientation is the key to stimulating long-term
stability, growth, and sustainable performance in a dynamic and changing environment [4].

CSR seems to have rather an unclear impact on corporate performance as no true
causality has yet been proven. Despite the large number of studies undertaken to investi-
gate this issue, the results are not conclusive [5,6]. There is a strong consensus that compa-
nies that incorporate CSR into their strategy actions increase their value creation [7–11].
However, the effects of CSR on corporate performance are not sufficiently specified, as
there is a diversity of conclusions [12–16].

The lack of consensus might reflect model specification problems, such as omissions of
intangible resources [2,4]. In this sense, [17] has stressed the importance of developmental
models incorporating omitted variables and test mediating mechanisms to establish causal
links between CSR practices and business performance. Although the most recent literature
in this field showcases models that incorporate mediation mechanisms with variables, such
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as firm reputation [6], individual-level organizational identification, employees’ innovative
job performance [18], or customer loyalty [19], there remains a wide field of research due
to the diversity of variables that are part of the strategic management of the firms. The
progressive incorporation of variables with mediating effects will help to understand and
reach a consensus on how CSR actions and performance are related within the company.

The academic community has highlighted the lack of studies promoting CSR practices
and have demanded more research in this area, especially from SMEs (small and medium-
sized enterprises). With this purpose in mind, we have considered it necessary to examine
whether there is a relationship between CSR activities and business performance and to
study if this relationship could be mediated by other factors, such as good human resource
management [20,21] or customer satisfaction [22,23], through the incorporation of CSR
into business strategy. In this sense, the presence of research that has explored mediating
effects [19,23–32] leads to work on these issues.

Given the state of knowledge, we consider it essential to deepen research to understand
how certain aspects of management omitted in previous studies mediate the impact of
CSR on the organization’s performance. With this purpose, this paper proposes and tests
a model of the relationship between CSR activities, firm performance, human resource
management and customer satisfaction in a sample of Spanish SMEs. According to the
International Council for Small Business (ICSB) SMEs represent 90% of the business activity
and therefore, from the analysis of this type of company, conclusions can be drawn that
can be generalized to all companies. Thus, our research objective is to investigate whether
the mediating effects serve as connectors between CSR and business performance. This
article proposes to answer the following questions: Does CSR influence the performance
of SMEs in the food and beverage manufacturer sector? Is this influence mediated by
human resource management or customer satisfaction? In order to draw our conclusions,
we obtained data from a sample of Spanish companies by means of a questionnaire. We
investigated the relationships present in the companies between CSR, human resource
management, customer satisfaction, and firm performance.

To process the data and study the adequacy of the proposed behavioral model, we
apply structural equation modelling (SEM) by using the method partial least squares (PLS)
because “using PLS-SEM to estimate common factor models is much less of an issue than
(incorrectly) using factor-based SEM to estimate composite models” [33]. Moreover, not
only does PLS-SEM work well with small samples [34], it has also proven to be the most
appropriate technique to apply in order to estimate multiple relationships between latent
constructs, above all, if they involve mediation [33]. The empirical results show that the
relationship between CSR and performance does not occur directly but is mediated by
human resource management and customer satisfaction.

We contribute to the field of study of mathematics by illustrating its multiple appli-
cations as a transversal science. The use of existing knowledge in statistics-mathematics
in various areas allows us to conduct research with greater scientific rigor. Specifically,
in the social sciences, the use of complex statistical techniques, such as PLS-SEM, has
revolutionized research methodology in recent decades. It has provided the field with
better-founded conclusions, better interconnections with reality and greater universality of
their conclusions. On the other hand, this research provides a contribution to management
literature by considering the CSR as a key business performance tool in SMESs in the food
and beverage manufacturer sector, through the analysis of the relationship between CSR
practices and performance, and by incorporating the mediating effects of human resource
management and customer satisfaction. The inclusion of these two mediating effects seeks
to draw the inconclusive results concerning the effect of CSR on firm performance in the
research [35]. These results align with previous studies [19,21,22,26], although our research
considers them as a whole and not in isolation.

The paper is structured as follows. After this introduction, Section 2 contains the
literature review and proposes the hypotheses development. Section 3 describes the
research method, the variables and model to test the hypotheses. In Section 4, the results
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are provided. Finally, Section 5 shows the main results and consequences and presents the
conclusions.

2. Literature Review and Hypothesis

In recent decades, stakeholder theory [36] has become one of the dominant paradigms
in business management research, through strategic interpretation of firms, which positions
stakeholder management as a means of achieving the objectives of shareholders and
corporate managers [37]. Stakeholder theory reconsidered the traditional view focused
on agents directly related to the firm’s output-shareholders, customers, employees, and
suppliers-introducing a new perspective on management understanding through the
extended web of the stakeholder [9]. Thus, the firms’ stakeholders are defined as “any
group or individual that can affect or is affected by an organization” [7], and these include
shareholders, creditors, employees, customers, suppliers, public interest groups, and
governmental bodies [38]. This type of management makes it possible to exploit the
existing relationship between stakeholders and business objectives, such as profitability,
stability, and growth [11].

One of the most interesting consequences of the stakeholder theory is the incorporation
of CSR into business strategy, as a means of simultaneously achieving corporate and
stakeholder objectives from a social perspective [8,9,11,38] namely “the conscience of the
corporation is a logical and moral extension of the consciences of its principals” [37]. In
this way, corporate management is guided by incentives to maximize shareholder value,
and the individual or collective interests of stakeholders such as employees, customers,
suppliers, and local communities within which corporations operate [11]. So, CSR includes
firm actions aimed at efficient management to ensure the sustainability of the economy, the
environment, and society in general [26].

From this perspective, scholars ask themselves about the benefits of incorporating CSR
into the firm strategy and its impact on corporate performance. Does CSR have a direct
impact on performance [12–16,39], and which company elements can model the impact of
CSR on performance? The literature points CSR as a VRIO element (valuable, rare, difficult
to imitate, and non-substitutable in the corporate organization) and therefore a source of a
sustained competitive advantage [19,40,41], as it is mainly applied in human resources [42].
Thus, another conceptual framework of the influence of CSR on performance can be found
in the Resource-Based View (RBV) Theory.

Therefore, we find that Corporative Social Responsibility (CSR) is a set of firms
actions and policies (economic, social, and environmental) directed to interact with their
stakeholders [26], i.e., “philanthropic in nature and not necessarily related directly to the
operational business of a firm” [10]. We can find in the literature an extended definition
published by the European Commission in 2001 stating that “firms voluntarily interact
with their stakeholders and integrate social and environmental concerns to corporate
management” [43]. The CSR idea is that for-profit organizations have a responsibility
towards society [26]. These definitions regarding CSR lead us to think that disinterested
actions in firms’ decisions may even incur a source of cost [6]. Nevertheless, CSR actions can
contribute to the competitive advantage and superior performance of the corporations [10].

In this sense, CSR is based on the win–win concept through the evidence that social
values are linked with corporate performance because prosperous societies are a business-
friendly environment [43].

CSR is a complex concept because it “is an umbrella term overlapping with some
yet synonymous with other concepts of business–society relations” [44]. CSR requires
investments in resources, and the Return on Investments (ROI) is only noticeable in the
long term and not necessarily in financial terms [10]. However, performance is a concept
generally based on financial aspects as Return On Assets (ROA) and Tobin’s Q [43]. These
dimensional differences explain the difficulty of empirically demonstrating a, clear direct
causal effect of CSR practices on performance, particularly in situations where practices
are not necessarily related directly to a firm’s operational business [10].
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On the other hand, the economic objectives of CSR practices are not exclusively
performance based. They could be varied and complex as a consequence of multiple
categories of CSR related to the interests of the stakeholders. According to European
Commission, “CSR that supports economic growth and prosperity is a means by which
firms can pre-empt economic responsibility issues that might arise in their interactions with
customers, suppliers and shareholders in the Marketplace”. Under this standpoint, CSR
practices could contribute to the economic development of companies through indirect
effects related to stakeholders [43].

Finally, the firm’s performance is an indicator of its capacity to achieve its goals and
performance includes both financial and non-financial measures [45]. However, CSR is a
strategic action of the firm that supports the economic aspects of the company and social
cohesion, equity, integrity, and environmental responsibility [10]. Some authors consider
CSR actions as “marketing techniques that enable companies to simultaneously pursue
economic and social goals” [43]. The complexity of the CSR construct has very different
objectives because it aims to satisfy other stakeholders and not all of them have the same
interest in the firm’s performance [18]. From a strategic point of view, CSR contributes
to increasing a firm’s value through superior competitive advantage [40], which may
be related to human, organizational, or relational elements [5]. With this in mind, the
relationship between CSR and corporate performance is mediated by the type of CSR
action and stakeholder it impacts, and these arguments lead us to not expect a direct
relationship between CSR actions and firm performance, and to formulate the following
hypothesis:

Hypothesis 1 (H1). CSR practices do not directly affect corporate performance.

Although we do not find a direct cause–effect relationship between CSR practices
and firm performance, the literature suggests that the adoption of CSR actions is related
to a source of labor productivity and sales growth [22], elements necessary to achieve
corporate performance. Labor productivity and sales growth are types of performance
directly related to two concrete stakeholders: employees and customers. In this sense, spe-
cific works suggest a direct link between CSR-employee behavior [20] and CSR-customer
satisfaction [22]. When the firms adopt CSR practices, it contributes to building closer rela-
tionships with their stakeholders [43], and particularly in human resources management,
customer satisfaction or firm reputation [18].

In this way, through CSR “firms voluntarily interact with their stakeholders and inte-
grate social and environmental concerns to corporate management” [43]. The interaction
with one of their stakeholders, such as employees, could be a strategy of human resources
that generate “structural cohesion, and employee-generated synergy that propels a com-
pany forward” [25]. The European Commission suggests in its 2003 report that proactive
CSR motivates the workforce by offering training and development opportunities. CSR
practices increase employees’ pride of belonging; they consider being a member of the
firm is valuable and identify themselves with a socially responsible organization [19,26,29].
These situations show that companies can influence their employees’ attitudes. The behav-
ior for their job contribute to organization’s purpose and better performance [46].

According to the relationship described, CSR could be a powerful tool for manage
human resources through promoting employees’ positive attitudes, trust, and commitment
to the firm, corporate identity, or job satisfaction [21]. CSR actions oriented to a human
resource could be integrated into human resources management (HRM) because they
“influence and shape the skills, attitudes, and behaviors of individuals, so that they can do
their job better and achieve the objectives of the organization” [46]. The literature in human
resources has demonstrated that adequate management strategy oriented to workers is a
practical action to attain organizational objectives [27] because it favors the corporate iden-
tification of employees who tend to make extra efforts to defend corporative interests [28]
and influences employees’ behavior, thus promoting superior worker performance and, as
a consequence, a greater level of firm performance [25,46].
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Human resources are key competitive factors in the firm because they are rare, valu-
able, inimitable, and non-substitutable [40], and are “organizational systems designed to
achieve a competitive advantage through people” [42]. This competitive advantage is built
by adequately managing human resources and linking this effort with the strategic goals of
the firm; therefore, HRM are a source of a competitive advantage [25]. Researchers in the
field of human resources report explanations about the effects of HRM on firm performance,
finding a positive influence [25,45]. In this sense, the relationship between CSR and firm
performance is mediated through HRM, which lead us to make the following hypothesis:

Hypothesis 2 (H2). The effect of CSR on firm performance is mediated by human resource
management (HRM).

This H2 Hypothesis is subdivided into the following three:

Hypothesis 2a (H2a). CSR practices have a positive effect on HRM.

Hypothesis 2b (H2b). HRM has a positive effect on corporate performance.

Hypothesis 2c (H2c). CSR practices indirectly affect corporate performance through HRM.

Numerous studies have established empirical evidence of the relationship between
CSR and customer satisfaction [23]. The literature shows CSR actions as “a competitive
strategy for corporations to increase profits, customer satisfaction, customer loyalty, corpo-
rate reputation, and positive attitudes towards the company’s brands” [19]. Although it is
difficult to establish a direct relationship between CSR and performance, there is a broad
consensus in the literature in positioning customer satisfaction as a precursor to improved
performance [19,29,31,41,47].

Satisfaction in business relationships is a fundamental aspect of the marketing litera-
ture [48] because relationships that contribute to business success are characterized by high
levels of satisfaction among the parties [49–51]. In addition, the presence of satisfaction in
the commercial relationship fosters stronger bonds [52], generates loyalty [48], provokes
a desire for continuity [53], and encourages participation in collaborative activities [52].
These characteristics define satisfaction as “an affective state developed based on the evalu-
ation of the relationship with a particular exchange partner or the degree of fulfillment of
the expectations of each partner in an exchange relationship” [48]. The positive affective
state arises as a consequence of the assets of the relationship [54], through a cognitive
process that compares the expectations of the parties concerned with regards to their per-
formance, both in their tangible aspects (profitability, growth, income) and in the intangible
aspects reflected in their emotional dimension [52]. When assessing satisfaction, this double
dimension (tangible and intangible) implies its division into economic and non-economic
satisfaction [50,52,53]. Economic satisfaction is derived from the achievement of perfor-
mance objectives [50] and is defined as “evaluation of the economic outcomes that flow
from the relationship with its partner such as sales volume, margins, and discounts” [55].

On the other hand, non-economic satisfaction or “social satisfaction” is defined as
“evaluation of the psychosocial aspects of its relationship, in that the interactions with the
exchange partner are fulfilling, gratifying, and facile” [55]. This meaning of satisfaction
focuses on a positive affective response to the psychological aspects of the customer re-
lationship [50], the contacts are appreciated on a personal level and the client considers
the firm concerned, respectful, and open to the exchange of ideas [53]. There is a broad
consensus in the literature that economic satisfaction is the antecedent of social satisfac-
tion [52,53,55] because high levels of economic satisfaction will have an emotional impact,
provoking in the agents a collaborative and constructive response to any contingency,
which will positively affect the increase in social satisfaction [52], although most of the
studies focus on the social aspects [50].
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Theoretical and empirical evidence show CSR actions of the firms are perceived by
their customers positively and lead to higher satisfaction and loyalty [23]. Hence, CSR is a
driver of client satisfaction [30]. In this case, social satisfaction is built on the customers’
psychosocial perceptions [50]. Marketing literature points to customer satisfaction as a key
driver of a firm’s long-term profitability and higher market value [23] because “customers
are among the most important stakeholders” [19]. Supported by the literature, we can
establish a clear positive relationship between customer satisfaction and firm performance
because many companies use customer satisfaction as an indicator of performance [31], the
situation described in the following hypothesis:

Hypothesis 3 (H3). The effect of CSR practices on firm performance is mediated by Customer
Satisfaction (CS).

This H3 Hypothesis is subdivided into the following three:

Hypothesis 3a (H3a). CSR practices have a positive effect on CS.

Hypothesis 3b (H3b). CS has a positive effect on corporate performance.

Hypothesis 3c (H3c). CSR practices indirectly affect corporate performance through CS.

The literature shows as CSR activities in the firm oriented to human resources man-
agement and the perception that employees have about CSR is considered a positive
influence on their attitudes and behaviors, that it leads to worker satisfaction [27–29]. The
strategies oriented to human resources add value to the firm because the workers obtain
different skills, abilities, and capabilities [45]. These higher abilities of employees are
associated with job satisfaction, higher productivity, and better decision-making which
contribute to customer satisfaction and as a result, the likelihood of better organizational
performance [24].

In this way, employees who are more engaged with the organization improve their
customers’ experiences, especially those in direct contact with them. This better customer
service directly relates to improving organizational performance in terms of sales, market
share, and profitability [56]. So, it is expected that the increased employee motivation re-
sulting from the company’s CSR actions will lead to increased customer satisfaction [32,57].
Following these considerations, we can formulate a hypothesis:

Hypothesis 4 (H4). The effect of CSR on customer satisfaction (CS) is mediated by human
resources management (HRM).

This H4 Hypothesis is subdivided into the following two:

Hypothesis 4a (H4a). HRM practices have a positive effect on CS.

Hypothesis 4b (H4b). CSR practices indirectly affect CS through HRM.

As we have discussed, human resources management originated by the company’s
CSR policies has an impact on customer satisfaction, which fosters higher corporate per-
formance. In this sense, based on Barney [40], “from the stakeholder’s point of view, it
is always the focus on the interest of the individual stakeholder that influences the orga-
nization’s performance” [19]. The individual stakeholder with a more direct impact on
firm performance is the customer, and customer satisfaction is one of the most widely used
performance indicators by business analysts [19,30,58].

Based on the above reasoning, more satisfied customers promote higher company
reputation, more sales growth, greater competitive advantage, and higher levels of firm
performance [31]. For those employees who have direct contact with the customer, the result
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of HRM involves “helping achieve business objectives, adapt to change, meet customers’
needs, and increase financial performance through the deliverable of effective strategy
execution” [59] So, we can establish the following hypothesis:

Hypothesis 5 (H5). Human resources management (HRM) has indirect effects on corporate
performance through customer satisfaction (CS).

The integration of the partial relationships described above leads to the establish-
ment of a general model. In this way, we have described the influence that CSR has on
employee motivation as part of HRM [19,25,26,29,60], as well as the influence CSR has on
CS [19,21–23,31,41,47].

On the other hand, we have found a positive influence of HRM on firm perfor-
mance [25,27,28,45,46] and CS on firm performance [19,23,49–51]. We have also found a
positive relationship between HRM and CS [31,59].

Using this syllogism, we can establish a model of relationships using the following
hypothesis:

Hypothesis 6 (H6). CSR practices have indirect effects on corporate performance through human
resources management (HRM) and customer satisfaction (CS).

Based on the above, Figure 1 represents the model for this research.

Figure 1. Research model. Note: The path lines in H2c, H3c, H4b, H5 and H6 represent mediation relationships. Source: Authors.

3. Methodology

3.1. Research Design and Data Collection

The study was carried out using a sample of 166 SMEs in the food and beverage
manufacturer Spanish sector. The food and beverage manufacturing sector in Spain is
comprised of 30,573 companies, which implies a sampling error of 7.59 (with a confidence
level of 95%). In Spain, the food and beverage manufacturing sector accounts for 27%
of the total number of manufacturing companies, according to data obtained from the
National Statistics Institute (INE), the governmental institution that provides statistical
data. Therefore, the conclusions obtained in the sector study can be extrapolated to other
manufacturing companies. These companies were randomly selected using the SABI
database, the most detailed database of company information in Spain with data on more
than 2.6 million companies (financial, directors and contacts, corporate structures, audit
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reports, and a great deal of other relevant information). For this purpose, a telephone
questionnaire was administered to managers of these companies during the spring of 2018.
The telephone interview allows (1) selecting the key respondent for each company, and
(2) resolving any doubts that the questionnaire may raise guaranteeing its face validity.
The distribution of the companies according to their size is shown in Table 1.

Table 1. Sample distribution.

Sector Industry

Total of Companies Micro Companies Small Companies Medium Companies

Number
Percent of

Total
Number

Percent of
Total

Number
Percent of

Total
Number

Percent of
Total

Food and beverage
manufacturing 166 100% 60 36.1% 72 43.4% 34 20.5%

Source: Authors.

In order to reduce the social acceptance bias, the anonymity of the responses was en-
sured at all times [61]. In addition, to ensure that the questionnaire was easy to understand,
a pre-test was carried out with 5 companies. Based on the sample size obtained and a
confidence level of 95%, the sampling error obtained is 7.8%. Moreover, with the power of
0.95, an effect size of 0.15, and 3 predictors, the calculated minimum sample size for this
study was 119. Therefore, our sample of 166 companies is more than sufficient to validate
all the effects found in the research [62].

Despite the fact that all data have been obtained from the same source, the results (see
Section 4) show that there are no multicollinearity problems, ruling out a problem related
to common method bias [63]. In the same way, a possible problem related to non-response
bias has also been ruled out. For this purpose, the sample was divided into two groups,
one with 75% of the first responses and the other with the rest. The results of the ANOVA
test show that there were no significant differences between the two groups.

3.2. Variables

The four constructs have been measured with a Likert-type scale with five levels of
answers, from 1 = “Strongly disagree” to 5 = “Strongly agree” for CSR, customer satisfaction
and human resources management, and 1 = “Unimportant” to 5 = “Very important” for
performance. The questions used in the survey can be found in Table A1 (Appendix A).

3.2.1. CSR

According to Galbreath and Shum [64], there are several good ways to measure CSR.
Our research used five indicators adapted from the literature [65–70]. These indicators have
been previously validated in other studies in the field [71]. A variable has been obtained
that incorporates various CSR practices such as: (1) helping the community, (2) developing
transparent management, and (3) protecting the environment.

3.2.2. Human Resources Management

Based on the previous literature and keeping in mind that human resources man-
agement is affected by external and internal factors [72], we have used seven indicators
adapted from the literature [73–77]. As a result of this, in our questionnaire, we asked:
(1) the equity of salary, (2) professional growth, (3) employees’ opportunities to be involved
in decision making, (4) hiring criteria, (5) investment money and time in training, and
(6) the existence of permanent training.

3.2.3. Customer Satisfaction

In order to understand how customer satisfaction has evolved, a variable composed
of three indicators adapted from previous literature has been created [19,23,31,32,47]. For
this purpose, companies were asked about the evolution of their corporate image and
reputation, the quality of their products and the satisfaction of their customers.
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3.2.4. Performance

Performance was evaluated with a scale of three items based on previous research [4,78,79].
The scale created has been used to measure the financial and non-financial performance
of companies, in aspects such as profitability, sales growth, and customer satisfaction, in
comparison with the performance of their competitors. The use of this type of measurement,
rather than relying on accounting data, allows us to measure a company’s success more
efficiently [78].

3.3. Data Analysis

Due to the high correlation between the indicators that make up the same construct or
latent variable, the model comprises four composite variables performed in mode A [80].
According to Hair et al. [33], to estimate composite models, PLS-SEM is better than SEM.
Therefore, we considered PLS-SEM, a variance-based structural equation modeling tech-
nique [81], the most appropriate for analyzing the model [82–84]. Other reasons that
led us to choose this technique were that PLS-SEM is the most appropriate to apply to
estimate multiple relationships between latent constructs above all if they involve me-
diation [33] and also due to this technique working very well when the sample is not
very large [34]. Therefore, the model proposed in the research has been analyzed using
Smart-PLS software 3.3 [85]. Following Henseler’s indications, a bootstrapping procedure
with 10,000 subsamples was performed to test the hypotheses [86].

4. Results

4.1. Analysis of the Measurement Model

In this model, it has been assumed that all latent variables are antecedents of their
indicators. That is, they are reflective variables. For this reason, in order to evaluate the mea-
surement model, indicators and construct reliability, convergence validity and discriminant
validity, as well as analysis were carried out. The results are presented in Table 2.

Table 2. Outer model results for 18 indicators corresponding to four constructs.

Mean SD Loading t-Student * QB
2 α ρA ρC AVE

CSR 0.837 0.859 0.884 0.604
CSR.1 3.663 1.009 0.731 12.890
CSR.2 3.705 0.894 0.800 20.291
CSR.3 3.753 0.984 0.814 22.210
CSR.4 3.849 1.022 0.718 12.000
CSR.5 3.934 0.851 0.818 29.526

Human Resources Management 0.146 0.873 0.889 0.903 0.574
HRM.1 3.211 1.140 0.597 8.035 0.079
HRM.2 3.657 1.010 0.636 9.345 0.090
HRM.3 3.482 1.004 0.778 12.329 0.107
HRM.4 3.434 1.078 0.770 14.063 0.154
HRM.5 3.783 0.906 0.831 30.353 0.242
HRM.6 3.861 0.835 0.831 22.965 0.197
HRM.7 3.825 0.931 0.821 22.534 0.155

Customer Satisfaction 0.259 0.731 0.735 0.847 0.649
CUS.1 3.958 0.853 0.790 24.419 0.487
CUS.2 4.187 0.773 0.801 19.607 0.130
CUS.3 4.120 0.710 0.825 20.238 0.161

Performance 0.442 0.878 0.878 0.925 0.805
PERF.1 3.982 0.832 0.870 40.647 0.467
PERF.2 3.886 0.888 0.933 69.331 0.445
PERF.3 3.789 0.842 0.886 40.144 0.414

Significance and standard deviations (SD) performed by 10,000 repetitions bootstrapping procedure. QB
2: cross-validated redundancies

index performed by a 9-step distance-blindfolding procedure. α: Chronbach’s alpha; ρA: Dijkstra–Henseler’s composite reliability; ρC:
Jöreskog’s composite reliability; AVE: average variance extracted; *: All loadings are significant at the 0.001 level. Source: Authors.
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The reliability of the constructs was analyzed through factor loadings, Cronbach’s
Alpha, composite reliability, the Dijkstra–Henseler rho ratio, and the average variance
extracted (AVE) [87].

The reliability of the indicators were examined through their loadings. All but two
of the factor loadings exceed the established minimum value of 0.7 [88]. Furthermore,
these two loads have values close to this minimum level, so they can also be accepted [89].
Therefore, the reliability of the indicators has been demonstrated.

The values for Cronbach’s alpha, composite reliability, and the Dijkstra–Henseler
rho ratio range from 0.731 to 0.925, demonstrating the reliability of the constructs [88].
Convergent validity was measured using average variance extracted (AVE). All values are
greater than 0.5, confirming the internal consistency of the reflective scales [90].

The Fornell–Larcker criterion [91] was used to check the discriminant validity. For
this purpose, the correlations between each pair of constructs were checked to ensure they
did not exceed the square root of the AVE of each of the constructs, as can be seen in the
results shown in Table 3 below. In addition, the heterotrait–monotrait (HTMT) ratio of
correlations [92] was estimated. All values are below the conservative threshold of 0.850,
confirming the adequate discriminant validity for all latent variables.

Table 3. Discriminant validity.

I II III IV

I CSR 0.777 0.567 0.587 0.576
II Human resources management 0.518 0.757 0.606 0.534
III Customer satisfaction 0.637 0.497 0.805 0.849
IV Performance 0.508 0.457 0.472 0.897

HTMT ratio over the diagonal (italics). Fornell–Lacker criterion: square root of AVE in diagonal (bold) and
construct correlations below the diagonal. Source: Authors.

For further analysis, this research evaluated the quality by finding that the normed
fit index (NFI) and the standardized root mean square residual (SRMR) and (NFI) did not
exceed the value of 0.09 and 0.08 [86,93]. These results clearly show an adequate fit of the
model.

Finally, through the QB
2 statistical test (a cross-validated redundancy index), carried

out by the blindfolding method [94], the predictive relevance of the independent latent
variables has been evaluated. The findings in Table 2 reveal that all QB

2 are positive,
confirming the satisfactory explanatory qualities of the model [95].

4.2. Path Analysis

The structural model analysis begins by checking for the possible existence of a
multicollinearity problem by analyzing the variance inflation factor (VIF). The results in
Table 4 show how the values fluctuate from 1 to 1.85. Therefore, there is no multicollinearity
problem in the structural model [96].

A further bootstrapping (10,000 resamples) procedure was then carried out with
the aim to calculate t-values and percentile confidence intervals [97]. The coefficient of
determination (R2) of the dependent variables, the algebraic sign and magnitude, as well
as the effect size (f2) of the standardized regression coefficients were measured (Hair et al.,
2017). The results are presented in Table 4 and Figure 2.
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Table 4. Structural model and hypotheses testing.

Path SD t-Value f2 95CI H Supported

Direct effects VIF
CSR → Performance 0.133 0.084 0.130 0.000 [−0.132;0.142] 1.85 H1 Yes

CSR → Human resources
management 0.518 0.066 7.795 *** 0.367 [0.412;0.630] 1.00 H2a Yes

Human resources
management → Performance 0.133 0.066 2.024 * 0.028 [0.030;0.247] 1.46 H2b Yes

CSR → Customer satisfaction 0.519 0.063 8.234 *** 0.355 [0.415;0.621] 1.37 H3a Yes
Customer satisfaction →

Performance 0.671 0.070 9.551 *** 0.579 [0.563;0.793] 1.80 H3b Yes

Human resources
management → Customer

satisfaction
0.228 0.069 3.297 *** 0.068 [0.112;0.337] 1.37 H4a Yes

Indirect effects VAF
Individual indirect effects

CSR → Human resources
management → Performance 0.069 0.036 1.926 * [0.016–0.133] 13.58% H2c Yes

CSR → Customer satisfaction
→ Performance 0.349 0.060 5.518 *** [0.255–0.463] 68.70% H3c Yes

CSR → Human resources
management → Customer

satisfaction
0.118 0.041 2.904 ** [0.056–0.189] 18.52% H4b Yes

Human resources
management → Customer

satisfaction → Performance
0.153 0.048 3.120 ** [0.037–0.129] 53.50% H5 Yes

CSR → Human resources
management → Customer

satisfaction → Performance
0.079 0.028 2.806 ** [0.001–0.016] 15.55% H6 Yes

Global indirect effects
CSR → Customer satisfaction 0.118 0.049 2.904 ** [0.056–0.189] 18.52%

CSR → Performance 0.497 0.059 8.486 *** [0.414–0.605] 97.83%
Human resources

management → Performance 0.015 0.049 3.12 ** [0.074–0.233] 5.35%

Total effect
CSR → Performance 0.508 0.057 8.851 *** [0.414–0.603]

Human resources
management → Performance 0.286 0.079 3.641 *** [0.158–0.416]

CSR → Customer satisfaction 0.637 0.049 13.062 *** [0.563–0.793]

R2 adjusted [99% CI in brackets]: Customer satisfaction: 0.437 [0.340; 0.549]; Human resources management: 0.264 [0.164; 0.393];
Performance: 0.560 [0. 496; 0.648]. Blindfolding Q2 index as shown in Table 3; Standardized path values reported. SD: Standard
deviation; f2: size effect index; 95CI: 95% Bias Corrected confidence interval; VIF: Inner model variance inflation factors; VAF: Variance
Accounted Formula × 100 represents the proportion mediated. Significance, standard deviations, 95% bias-corrected CIs were performed
by 10,000 repetitions bootstrapping procedure; *: p < 0.05; **: p < 0.01; ***: p < 0.001. Only total effects that differ from direct effects are
shown. Source: Authors.

The findings reveal that CSR does not directly affect performance, as the effect found,
and although positive, it is not significant (β = 0.133), rejecting H1. However, a positive
and direct influence of CSR on human resources management and customer satisfaction
has been found (β = 0.518 *** and β = 0.519 *** respectively), thus verifying H2a and
H3a. Likewise, a positive and significant influence of human resources management on
performance and customer satisfaction has also been found (β = 0.133 * and β = 0.228 ***
respectively), thus verifying H2b and H4a. Finally, the results also show a positive and
significant influence of customer satisfaction on performance (β = 0.671 ***), verifying H3b.

R2 is used as a measure to analyze the model’s predictive power as it shows how
the variance of a variable can be explained by those variables that predict it in the model.
The higher the R2 value, the greater the predictive power of the model. As can be seen in
the results, the variance explained is 43.7% for customer satisfaction, 26.4% for Human
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resources management and 56.0% for performance, exceeding the minimum value of 10%
established by Falk & Miller [98].

Figure 2. Results. *: p < 0.05; **: p < 0.01; ***: p < 0.001; ns: not significant. Source: Authors.

According to Cohen [62], the contribution of each independent variable to R2 values
of a dependent variable is to measure through f2. Levels of f2 of 0.02, 0.15, and 0.35 indicate
a small, medium, or large effect, respectively. In addition, Chin [99] established a minimum
value for f2 of 0.02. As can be seen from the results, this minimum value is exceeded in all
cases, except for the relationship between CSR and performance. Based on the above, the
results show that customer satisfaction has a substantial effect on performance. There is
also a significant effect of CSR on human resource management and customer satisfaction.

4.3. Mediating Effects

The results in Table 4 also show the indirect effects and the variance accounted for
(VAF) [100]. VAF shows the size of the indirect effect relative to the total effect. As can
be seen, the findings reveal how the indirect effects of CSR on performance through
human resources management and customer satisfaction are both positive and significant
(β = 0.069 * and β = 0.349 *** respectively, plus a sequential indirect effect β = 0.079 **).
Regarding the VAF, the indirect effect of CSR on performance is about 97.83% of the total
effect, with 13.58% through human resources management, 68.70% through customer
satisfaction, and an additional 15.55% sequentially. Since the direct effect is not significant
and indirect effects are significant, and the proportions mediated are prominent, a full
mediation is suggested, supporting H2c, H3c and H6. Furthermore, the results show that
the indirect effect of CSR on customer satisfaction is positive and significant (β = 0.118 **).
The proportion mediated by human resources management is 18.52% (VAF) of the total
effect of CSR on customer satisfaction, supporting H4b. Finally, customer satisfaction
partially mediates between human resources management and performance (β = 0.153 **),
with a 53.50% (VAF) of the total effect of human resources management on performance,
supporting H5.

In sum, the findings demonstrate that the relationship between CSR and performance
is fully mediated by human resources management and customer satisfaction. For CSR
practices to have a positive influence on company performance, they must be partly aimed
at improving employee and customer satisfaction.
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4.4. Evaluation of the Predictive Performance

According to Shmueli [101], the predictive performance of a model is its ability
to generate new predictions. Therefore, predictive validity (out-of-sample prediction)
shows how a given outcome variable can be predicted from a given set of measures of a
variable [102].

The model’s predictive capacity has been evaluated through a cross-validation with
holdout samples [95] by running the PLS predict algorithm with SmartPLS [103].

As can be observed in Table 5, the model shows predictive power for all the constructs,
since their Q2 value is above 0. A similar conclusion is achieved when comparing the RMSE
or MAE results of the PLS-SEM with those of a linear regression model (LM) model. In
almost all results obtained, PLS-SEM produces lower errors and higher Q2, demonstrating
the model’s predictive performance [89].

Table 5. PLS predict assessment.

Construct Prediction Summary

Q2

HUMAN RESOURCES
MANAGEMENT 0.250

CUSTOMER
SATISFACTION 0.391

PERFORMANCE 0.243
INDICATOR PREDICTION SUMMARY

PLS LM PLS-LM
Indicator RMSE MAE Q2 RMSE MAE Q2 RMSE MAE Q2

HRM.1 1.103 0.895 0.071 1.124 0.901 0.036 −0.021 −0.006 0.035
HRM.2 0.970 0.743 0.091 0.994 0.762 0.047 −0.024 −0.019 0.044
HRM.3 0.961 0.752 0.096 0.979 0.772 0.062 −0.018 −0.020 0.034
HRM.4 1.000 0.805 0.147 1.006 0.807 0.138 −0.006 −0.002 0.009
HRM.5 0.797 0.608 0.236 0.813 0.622 0.206 −0.016 −0.014 0.030
HRM.6 0.755 0.584 0.191 0.767 0.602 0.165 −0.012 −0.018 0.026
HRM.7 0.861 0.649 0.155 0.864 0.655 0.149 −0.003 −0.006 0.006
CUS.1 0.612 0.497 0.492 0.496 0.330 0.667 0.116 0.167 −0.175
CUS.2 0.743 0.586 0.089 0.734 0.588 0.111 0.009 −0.002 −0.022
CUS.3 0.675 0.531 0.108 0.662 0.531 0.143 0.013 0.000 −0.035
PERF.1 0.733 0.581 0.235 0.744 0.596 0.211 −0.011 −0.015 0.024
PERF.2 0.802 0.640 0.195 0.815 0.661 0.168 −0.013 −0.021 0.027
PERF.3 0.782 0.629 0.151 0.764 0.619 0.189 0.018 0.010 −0.038

PLS: Partial least squares path model; LM: Linear regression model; RMSE: Root mean squared error; MAE: Mean
absolute error. Q2: PLS-predict index performed with 10 k-fold and 10 repetitions. Source: Authors.

4.5. Robustness Checks
4.5.1. Endogeneity

In order to rule out the existence of endogeneity problems, we applied the Gaussian
copula approach developed by Park and Gupta [104], which is suitable to identify endo-
geneity issues [105]. In order to do this, we previously checked that the variables that could
generate an endogeneity problem are nonnormally distributed. We carried out, using Stata
v.16, the skewness/kurtosis test for normality, the Shapiro–Wilk W test for normal data
and the Shapiro–Francia W’ test for normal data on the independent variable scores of CSR,
human resources management and customer satisfaction. The findings show that none of
the variables has a normally distributed score. These results allow us to continue with the
Gaussian copula approach [106].

The results in Table 6 show that the effect of the Gaussian copula is not a significant
equation. Therefore, endogeneity is not an issue in this model.
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Table 6. Gaussian Copula Approach.

Path Copula

Relationship Model β t β t
Perf ← CSR 1 0.679 9.69 ***
Perf ← CSR 2 0.666 9.42 *** 0.091 0.34
Cus ← CSR 1 0.227 3.33 ***
Cus ← CSR 2 0.244 3.62 *** 0.718 2.46

HRM ← CSR 1 0.517 7.76 ***
HRM ← CSR 2 0.818 3.37 *** –0.432 –1.29

***: p < 0.001.

We checked for endogeneity arising from the existence of omitted variables when
trying to explain the dependent variable [107]. For this purpose and according to Anton-
akis et al. [108], we introduced as control variables size, age and the percentage of the
company’s capital owned by the family ownership. Once the control variables have been
introduced, we run the PLS algorithm again and we can see that the results obtained are
identical to those obtained without the control variables. Thus, we can establish that the
omitted variables are controlled in this model.

4.5.2. Heterogeneity

To identify unobserved heterogeneity in PLS path models, we carried out the FIMIX-
PLS procedure [109]. We established a maximum number of iterations of 5000 and 10 repe-
titions. Taking into account the size of the sample, an effect size of 0.15 and a power level of
80%, we established two segments. Subsequently, FIMIX-PLS was run for 1 to 2 segments.

Table 7 shows the results obtained, which are ambiguous in determining the number of
appropriate segments, which shows that unobserved heterogeneity is not a problem [110].

Table 7. Fit indices for the one to two segments solutions.

Number of Segments

1 2
AIC 1142.702 1130.045
AIC3 1151.702 1149.045
AIC4 1160.702 1168.045
BIC 1170.71 1189.173

CAIC 1179.71 1208.173
HQ 1154.071 1154.045

MDL5 1354.741 1577.684
LnL −562.351 −546.022
EN na 0.61
NFI na 0.637
NEC na 64.746

Note: AIC: Akaike’s information criterion. AIC3: Modified AIC with factor 3. AIC4: Modified AIC with factor 4.
BIC: Bayesian information criteria. CAIC: consistent AIC. HQ: Hannan Quinn criterion. MDL5: Minimum
description length with factor 5. LnL: Log likelihood. EN: Entropy statistic. NFI: Non-fuzzy index. NEC:
Normalized entropy criterion. na: not available. Numbers in bold indicate the best outcome per segment
retention criterion.

4.5.3. Nonlinear Effects

We checked for the existence of nonlinear effects by following the instructions set
out by Svenson [111]. First, we carried out the Ramsey RESET [112] using Stata V.16 with
the values obtained for the latent variables. The findings in Table 8 show that none of the
partial regressions are subject to nonlinearities. Second, we included interaction terms to
represent the quadratic effects between the variables. The findings, with 10,000 samples,
show that none of the nonlinear effects are significant. Therefore, in this model the linear
effects are robust.
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Table 8. Nonlinear effects.

Nonlinear Relationship Coefficient p Values f2 Ramsey RESET

CSR * CSR → Perf 0.012 0.403 0.480 F (3.159) = 1.21 p = 0.215
HRM * HRM → Perf 0.065 0.058 0.188

Cus * Cus → Perf 0.062 0.098 0.267
CSR * CSR → Cus 0.065 0.138 0.325 F (3.160) = 1.21 p = 0.219

HRM * HRM → Cus 0.095 0.076 0.177
*: p < 0.05.

5. Discussions and Conclusions

Our study has found indications that CSR actions induce a positive influence on hu-
man resource management due to the generation of synergies and greater cohesion among
employees [25], which allows companies to achieve their objectives more efficiently [27]
and therefore improve their performance by observing the influence of human resources
management on performance.

Similarly, a positive relationship has been observed between CSR and customer sat-
isfaction as a consequence of increased customer loyalty and satisfaction through CSR
practices. This is in line with previously published results [23]. This increase in cus-
tomer satisfaction also provides companies with an important competitive advantage that
influences performance.

On this basis, it has been possible to intuit an indirect influence of CSR on the per-
formance of companies since, through increased customer satisfaction and appropriate
human resources management, companies obtain a series of competitive advantages that
allow them to increase their performance.

It is also interesting to note that the results obtained show us that human resource
management directly and positively affects customer satisfaction. Through proper human
resource management, it is possible to create a team with higher skills and capabilities [45],
which impacts the service provided to customers and, therefore, improves their satisfac-
tion [24]. Thus, it has been shown to achieve higher customer satisfaction by influencing
human resource practices, as already stated [57].

Finally, an important finding of this research has been the observation of a sequential
mediation of HRM and customer satisfaction in the relationship between CSR and per-
formance. When companies carry out CSR practices aimed at satisfying the conditions of
their employees, this has an impact on customer care by increasing customer loyalty and
satisfaction, which enables companies to increase their performance.

With these results, this paper contributes to filling a gap related to the indirect effect
of CSR through human resources management and customer satisfaction on performance.

Through a sample of 166 Spanish SMEs in the food and beverage manufacturing sector
and using PLS-SEM, this research has focused on analyzing the effect of CSR practices on
the performance of these companies. In addition, the mediating effect of human resource
management and customer satisfaction on this relationship has been analyzed, which is a
step further in relation to previous research.

The literature is divided on the effect of CSR practices on performance [5,6]. This
paper contributes to evidence demonstrating no significant effect. However, when CSR
is oriented towards customer and employee satisfaction, CSR practices have a significant
indirect effect on firm performance and such strategies do allow firms to increase their
chances of survival in the current uncertain environment.

From a theoretical point of view, this paper contributes to shedding light on the effect
of CSR on the financial and non-financial performance of companies, integrating the role
that human resource management and customer satisfaction play in this relationship,
demonstrating that it can allow companies to obtain interesting competitive advantages,
which is crucial for their growth. This is justified because the relationship between CSR and
performance is fully mediated and the mediation is total (we have no evidence of direct
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relationship). Moreover, the VAF of the mediation is 97.83%, well above the acceptance
threshold.

This research also has important implications for managers of SMEs in this sector and
policymakers. From a practical point of view, it has shown how CSR practices aimed at
improving customer and employee satisfaction not only contribute to creating a better
society but also enable companies to improve their performance. In line with Yáñez-
Araque et al. [113], the results obtained in this research show how, for these companies, the
benefits of implementing CSR practices outweigh the costs, thereby increasing the profit
obtained by companies. This should serve to encourage company managers to develop a
CSR strategy that will bring them interesting competitive advantages. Regarding public
policies, these results show how the establishment of awareness-raising campaigns and aid
aimed at encouraging SMEs to develop CSR practices would produce significant benefits,
both for society as a whole and these companies.

This article is not without limitations, which serve to establish future lines of research.
This article is based on results obtained from a sample of Spanish companies only. For this
reason, these results may not be extrapolated to other regions, as CSR depends on aspects
such as culture, ethics, legislation, and the economic environment [114]. Therefore, future
studies could use a larger sample size covering other regions. Likewise, this article has
only used cross-sectional information, so these could change over time. For this reason, it
would be interesting for future research to use longitudinal data in order to assess possible
changes over time.
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Appendix A

Table A1. Survey questions used in the research.

CSR

Regarding the CSR in your company, assess your level of conformity, from 1(absolutely disagree) to 5 (absolutely agree), with the
following statements

CSR.1 Is broadly understood by management and implemented in company.

CSR.2 Refers to achieve social and economic values.

CSR.3 The company performs its activities spending less energy and other resources.

CSR.4 The company implements effective recycling measures.

CSR.5 In recent years, transparency towards customers and suppliers has improved.
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Table A1. Cont.

Employee Satisfaction

Thinking of your employees as a whole, please indicate your level of agreement with the following statements: “In the last 2 years,
the company . . . , from 1 (absolutely disagree) to 5 (absolutely agree)”

EMP.1 Has assessed performance and given feedback on time.

EMP.2 Has ensured equal treatment in salaries.

EMP.3 Has allowed incentives based on results achieved.

EMP.4 Has improved career development.

EMP.5 Has provided opportunities to be involved in decision making.

EMP.6 Has applied accurately the requirements for each position in the recruitments.

EMP.7 Has invested enough time and money in training.

EMP.8 Has allowed successive training programmes.

Customer satisfaction

Indicate your degree of agreement with the following statements: “In the last 2 years, the company . . . . . . . from 1(absolutely
disagree) to 5 (absolutely agree)”

CUS.1 The company has improved its corporate identity and reputation in the last years.

CUS.2 The quality of products and services has increased in the last years.

CUS.3 The company has enhanced the customer satisfaction in the last years.

Performance

Indicate your degree of conformity with the following performance indicators of your company, from 1 (absolutely disagree) to 5
(absolutely agree)

PERF.1 The company adapts earlier to changes in the market than competitors.

PERF.2 The company is growing more than competitors

PERF.3 The company is more profitable than competitors

Note: The research questions and their results were drawn from a broader study of companies in all sectors and in order to analyze many
other variables. Only those that have been used in the research are reported here.

Table A2. Correlation matrix.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

CSR01 1
CSR02 0.698

** 1

CSR03 0.480
**

0.547
** 1

CSR04 0.330
**

0.487
**

0.598
** 1

CSR05 0.437
**

0.529
**

0.541
**

0.522
** 1

HRM01 0.235
**

0.203
** 0.127 0.208

**
0.300

** 1

HRM02 0.253
**

0.281
**

0.187
*

0.259
**

0.261
**

0.398
** 1

HRM03 0.172
*

0.252
**

0.267
**

0.294
**

0.298
**

0.385
**

0.424
** 1

HRM04 0.251
**

0.314
**

0.237
**

0.289
**

0.412
**

0.529
**

0.458
**

0.569
** 1

HRM05 0.335
**

0.405
**

0.372
**

0.336
**

0.374
**

0.565
**

0.452
**

0.658
**

0.572
** 1

HRM06 0.295
**

0.333
**

0.332
**

0.314
**

0.253
**

0.353
**

0.379
**

0.518
**

0.495
**

0.629
** 1

HRM07 0.226
**

0.278
**

0.282
**

0.321
**

0.441
**

0.530
**

0.365
**

0.560
**

0.484
**

0.598
**

0.898
** 1

CUS01 0.331
**

0.358
**

0.247
**

0.260
**

0.218
**

0.269
**

0.263
**

0.298
**

0.367
**

0.480
**

0.465
**

0.223
** 1

CUS02 0.235
**

0.272
**

0.361
**

0.173
*

0.330
**

0.242
**

0.275
**

0.233
**

0.286
**

0.282
**

0.227
**

0.154
*

.705
** 1

CUS03 0.208
**

0.322
**

0.327
**

0.175
*

0.392
**

0.207
**

0.285
**

0.231
**

0.326
**

0.303
**

0.313
**

0.251
**

.687
**

0.596
** 1

PERF01 0.359
**

0.333
**

0.392
**

0.365
**

0.266
**

0.252
**

0.272
**

0.385
**

0.277
**

0.362
**

0.412
**

0.392
**

.508
**

0.548
**

0.406
** 1

PERF02 0.320
**

0.307
**

0.402
**

0.280
**

0.428
**

0.214
**

0.292
**

0.332
**

0.323
**

0.381
**

0.377
**

0.311
**

0.471
**

0.540
**

0.596
**

0.723
** 1

PERF03 0.292
**

0.302
**

0.344
** 0.138 0.243

**
0.197

*
0.269

**
0.320

**
0.254

**
0.398

**
0.318

**
0.291

**
0.449

**
0.542

**
0.597

**
0.605

**
0.790

** 1

** p < 0.01; * p < 0.05.
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