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An Enhanced DC-Link Voltage Response for Wind-Driven Doubly Fed Induction Generator
Using Adaptive Fuzzy Extended State Observer and Sliding Mode Control
Reprinted from: Mathematics 2021, 9, 963, doi:10.3390/math9090963 . . . . . . . . . . . . . . . . . 113

Mohamed M. Afifi, Hegazy Rezk, Mohamed N. Ibrahim and Mohamed K.El-Nemr

Multi-Objective Optimization of Switched Reluctance Machine Design Using Jaya Algorithm
(MO-Jaya)
Reprinted from: Mathematics 2021, 9, 1107, doi:10.3390/math9101107 . . . . . . . . . . . . . . . . 131

Safarbek Oshurbekov, Vadim Kazakbaev, Vladimir Prakht and Vladimir Dmitrievskii

Improving Reliability and Energy Efficiency of Three Parallel Pumps by Selecting Trade-Off
Operating Points
Reprinted from: Mathematics 2021, 9, 1297, doi:10.3390/math9111297 . . . . . . . . . . . . . . . . 151

v



Vladimir Dmitrievskii, Vladimir Prakht, Alecksey Anuchin and Vadim Kazakbaev

Design Optimization of a Traction Synchronous Homopolar Motor
Reprinted from: Mathematics 2021, 9, 1352, doi:10.3390/math9121352 . . . . . . . . . . . . . . . . 171

Syed Sabir Hussain Bukhari, Fareed Hussain Mangi, Irfan Sami, Qasim Ali 
and Jong-Suk Ro

High-Harmonic Injection-Based Brushless Wound Field Synchronous Machine Topology
Reprinted from: Mathematics 2021, 9, 1721, doi:10.3390/math9151721 . . . . . . . . . . . . . . . . 183

Hina Usman, Junaid Ikram, Khurram Saleem Alimgeer, Muhammad Yousuf, 
Syed Sabir Hussain Bukhari and Jong-Suk Ro

Analysis and Optimization of Axial Flux Permanent Magnet Machine for Cogging 
Torque Reduction
Reprinted from: Mathematics 2021, 9, 1738, doi:10.3390/math9151738 . . . . . . . . . . . . . . . . 199

Syed Sabir Hussain Bukhari, Ali Asghar Memon, Sadjad Madanzadeh, 
Ghulam Jawad Sirewal, Jes ́us Doval-Gandoy and Jong-Suk Ro

Novel Single Inverter-Controlled Brushless Wound Field Synchronous Machine Topology
Reprinted from: Mathematics 2021, 9, 1739, doi:10.3390/math9151739 . . . . . . . . . . . . . . . . 213

Vadim Kazakbaev, Safarbek Oshurbekov, Vladimir Prakht and Vladimir Dmitrievskii

Feasibility Study of Direct-on-Line Energy-Efficient Motors in a Pumping Unit, Considering
Reactive Power Compensation
Reprinted from: Mathematics 2021, 9, 2196, doi:10.3390/math9182196 . . . . . . . . . . . . . . . . 227

Victor Goman, Vladimir Prakht, Vadim Kazakbaev and Vladimir Dmitrievskii

Comparative Study of Energy Consumption and CO2 Emissions of Variable-Speed Electric
Drives with Induction and Synchronous Reluctance Motors in Pump Units
Reprinted from: Mathematics 2021, 9, 2679, doi:10.3390/math9212679 . . . . . . . . . . . . . . . . 241

Anton Dianov and Alecksey Anuchin

Design of Constraints for Seeking Maximum Torque per Ampere Techniques in an Interior
Permanent Magnet Synchronous Motor Control
Reprinted from: Mathematics 2021, 9, 2785, doi:10.3390/math9212785 . . . . . . . . . . . . . . . . 257

Vladimir Prakht, Vladimir Dmitrievskii, Alecksey Anuchin and Vadim Kazakbaev

Inverter Volt-Ampere Capacity Reduction by Optimization of the Traction Synchronous
Homopolar Motor
Reprinted from: Mathematics 2021, 9, 2859, doi:10.3390/math9222859 . . . . . . . . . . . . . . . . 279

vi



About the Editors

Vladimir Prakht received a graduate degree in engineering and a Ph.D. degree from the

Department of Electrical Engineering, Ural Federal University, Yekaterinburg, Russia, in 2004

and 2007, respectively. He submitted his Ph.D. dissertation on optimal control and mathematical

modeling induction heating systems in 2006. He is an Associate Professor with the Department

of Electrical Engineering, Ural Federal University. His research interests include mathematical

modeling and optimal design of energy efficient electric motors and generators.

Mohamed N. Ibrahim received a B.Sc. degree in electrical power and machines engineering

from Kafrelshiekh University, Egypt, in 2008, an M.Sc. degree in electrical power and machines

engineering from Tanta University, Egypt, in 2012, and a Ph.D. degree in electromechanical

engineering from Ghent University, Belgium, in 2017. In 2008, he became a Teaching Assistant in

the Electrical Engineering Department, Kafrelshiekh University. He is currently a Post-Doctoral

Researcher with the Department of Electromechanical, Systems and Metal Engineering, Ghent

University, Belgium. He is an Assistant Professor (on leave) with the Department of Electrical

Engineering, Kafrelshiekh University. His major research interest includes design and control of

electrical machines and drives for industrial and sustainable energy applications. Dr. Ibrahim

was several times a recipient of the Kafrelshiekh University Award for his international scientific

publications. He serves as a Reviewer in several journals and conferences including IEEE Trans. on

Industrial Electronics, Industry Applications, Magnetics, etc. He serves as a Guest Editor in Energies,

Mathematics, and Electronics journals.

Aleksey S. Anuchin received their B.Sc., M.Sc., Ph.D., and Dr.Eng.Sc. degrees from Moscow

Power Engineering Institute, Moscow, Russia, in 1999, 2001, 2004, and 2018, respectively. He delivers

lectures on “control systems of electric drives,” “real-time software design,” “electric drives,” and

“science research writing” at Moscow Power Engineering Institute. He has been in a head position

with the Electric Drives Department for the last eight years. He has more than 20 years of experience

covering control systems of electric drives, hybrid powertrains, and real-time communications. He

is the author of three textbooks on the design of real-time software for the microcontroller of the

C28 family and Cortex-M4F, and control system of electric drives (in Russian). He has authored or

coauthored more than 100 conference and journal papers.

vii





Preface to ”Mathematical Approaches to Modeling,

Optimally Designing, and Controlling Electric

Machine”

An electric machine is the main core of electric drives in industrial, transportation, and domestic

applications, as well as in traditional and renewable energy generation systems. A pre-experimental

evaluation of the electric machine performance for a given application is always based on a

mathematical model. The mathematical model accuracy and methodology vary depending on

the application requirements. In addition, the methods of optimal design of electric machines

significantly facilitate reaching these requirements. Most of the requirements for electrical machine

design are in contradiction to each other (reduction in volume or mass, increase in efficiency and

power density, etc.). Therefore, finding the optimal design that will achieve all of them can be a

massive task due to a large number of varied parameters whose effects on the machine performance

and quality of the design are strongly coupled. Therefore, the optimal design methodology of

electric machines is always necessary. The reliable and efficient operation of the electrical machine

is impossible without precise control. Therefore, the control strategies, state observers, and their

mathematical models which help to check the approaches of optimal and efficient control, are

important. The main topics of this Special Issue include, but are not limited to:

• Analytical models (electromagnetic, thermal, etc.) of electric machines;

• Numerical models (finite element method, boundary element method, equivalent circuits, etc.)

of electric machines;

• Multi-physics models of electric machines;

• Lifetime modeling of electric machines;

• Losses modeling of electric machines;

• Optimal design methodologies of electric machines;

• Optimization techniques for fast and efficient optimal design of electric machines;

• Optimal control techniques of electric.
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Abstract: Single-phase flux reversal motors (FRMs) with sintered rare-earth permanent magnets
on the stator for low-cost high-speed applications have a reliable rotor and a good specific power.
However, to reduce eddy current loss, the sintered rare-earth magnets on the stator have to be
segmented into several pieces and their cost increases with the number of magnet segments. An
alternative to the sintered magnets can be bonded magnets, in which eddy current loss is almost
absent. The remanence of bonded magnets is lower than that of sintered magnets, and they are prone
to demagnetization. However, the cost of low-power motors with bonded magnets can be lower
because of the simpler manufacturing technology and the lower material cost. This paper discusses
various aspects of the optimal design of FRM with bonded magnets, applying the Nelder–Mead
method. An objective function for optimizing an FRM with bonded magnets is designed to ensure the
required efficiency, reduce torque oscillations, and prevent the bonded magnets from demagnetizing.
As a result, it is shown that the FRM with bonded magnets has approximately the same efficiency as
the FRM with sintered magnets. In addition, the peak-to-peak torque ripple is minimized and the
minimal instantaneous torque is maximized.

Keywords: demagnetization; electric machine; flux reversal machine; high-speed electrical machine;
high-speed electrical motor; Nelder–Mead method; optimal design

1. Introduction

Single-phase variable-speed motors are widely used in low-cost applications such as
vacuum cleaners [1], blowers [2], power tools [3], pumps [4], compressors [5], and fans [6].
The main advantage of single-phase motors is the lower cost of the semiconductor inverter
that has fewer transistors than in the case of a three-phase motor.

In turbochargers, vacuum cleaners, blowers, and other high-speed applications, a
retaining ring on the rotor of such a brushless motor is used to provide strength against
centrifugal forces and to increase its reliability. However, this also increases the cost of the
rotor and its complexity. In addition, applying a retaining ring also increases the equivalent
air gap, i.e., the gap between the rotor magnets and the stator teeth. This reduces the
specific torque and efficiency [7].

Therefore, in low-cost high-speed applications, it can be preferable to use motors
with a simple and reliable toothed rotor and with magnets on the stator, such as flux
switching motors (FSMs) [8,9], flux reversal motors (FRMs) [10,11], or hybrid switched
reluctance motors (HSRMs) [12,13]. Applying a structurally simple toothed rotor made of
a steel lamination reduces the cost of rotor manufacturing in comparison with a rotor with
magnets on its surface and with a retaining ring [14] and also increases the reliability of the
motor. However, to reduce eddy current loss, the sintered rare-earth magnets on the stator
have to be segmented into several pieces [10,11,15]. The cost of the magnets increases with
the number of magnet segmentations [16,17].

An alternative to rare-earth sintered magnets can be bonded magnets, in which eddy
current loss is almost absent. The remanence of bonded magnets is lower than that of

Mathematics 2021, 9, 256. https://doi.org/10.3390/math9030256 https://www.mdpi.com/journal/mathematics
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sintered rare-earth magnets, but the cost of low-power motors with bonded magnets
is lower compared to motors with sintered rare-earth magnets because of the simpler
manufacturing technology and also the lower material cost [18–20]. For this reason, the
use of motors with bonded magnets is also prospective in low-cost applications. Therefore,
the aim of this work is to optimize a single-phase FRM with bonded magnets to use in
low-cost high-speed applications.

The optimization of motors with bonded magnets on the rotor is considered in [21–23].
An evolutionary approach is applied in [21]. A hand-made optimization is performed
in [22]. A quasi-Newtonian technique is used in [23]. However, optimization of a single-
phase FRM with bonded magnets has not been considered yet.

When designing electrical machines, multi-criteria optimization methods are exten-
sively used [24–26]. Such methods can create a Pareto front that includes solution points in
which no objective can be improved without degrading others. Then, from all points of
the obtained Pareto front, one point is manually selected, the characteristics of which most
satisfy the solution of a given technical problem. Typically, multi-criteria methods require
a substantial number of function calls. For example, in [24], about 3000 calls are required.

A one-criterion method can also be applied to the problem of optimization of electric
machines. In this case, the objective function is constructed with a number of multipliers,
each of which is an expression of a separate criterion. The importance of each multiplier
can be adjusted when constructing such a function. Therefore, if, in the case of the Pareto
approach, the final design is chosen among the points of a Pareto front after the optimization
process to satisfy the practical importance of each of the optimization criteria, in the case
of a one-criterion method, it is necessary to determine the importance before the start of
the optimization process. However, the use of one-criterion methods allows a significant
reduction in computational time. For example, in [10], the Nelder–Mead method was
applied and only 115 function calls were required, which is 26 times less than in [24], when
a multi-criteria method was applied.

It can be concluded that although the Nelder–Mead method does not provide con-
fidence in finding the global optimums according to the Pareto criterion, it significantly
reduces the computational time and can provide good practical results.

In this work, a multi-criteria product-type optimization function was built and the
one-criterion Nelder–Mead method was applied to reduce the calculation time.

The Nelder–Mead method has previously been successfully applied to optimize vari-
ous types of electrical machines using various objective functions [10,11,14,27,28]. In each
of these works, a special objective function was constructed which depends on the specifics
of an electrical machine and application. In [28], optimization of a synchronous reluctance
motor was considered by applying this method. A motor efficiency much higher than the
IE5 level (“ultra premium efficiency”) according to the IEC (International Electrotechnical
Commission) 60034–30-2 standard was reached. Torque ripple and underload efficiency
also were improved. In [11], optimization of a single-phase high-speed FRM with sintered
rare-earth magnets was carried out to reduce torque oscillations and power loss when
operating with a fan load profile.

However, the optimization criterion developed for an FRM with sintered rare-earth
magnets [11] cannot be applied to an FRM with bonded magnets, since in this case, there
is a risk of demagnetization of bonded magnets. This paper discusses various aspects of
the optimal design of FRMs with bonded magnets applying the Nelder–Mead method.
An objective function for optimizing the FRM with bonded magnets is designed to en-
sure at least 84% efficiency, reduce torque oscillations, and prevent the bonded magnets
from demagnetizing.

2. Construction of an Objective Function for Single-Phase Flux Reversal Motor with
Bonded Permanent Magnet

In [11], the optimization of a 754-W, 18-krpm single-phase FRM with segmented
sintered rare-earth magnets (NdFeB) is considered for fan load (the torque is proportional
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to the square of the rotational speed). Table 1 determines 2 considered loading modes of
the motor range.

Table 1. Loading points of the flux reversal motor (FRM).

Mode Number Torque, N·m Rotational
Speed, rpm

Rotational
Speed, %

Mechanical
Power, W

1 0.256 14,400 80 386
2 0.4 18,000 100 754

Considering that the portion of time taken by a particular loading mode is supposed
to be approximately inversely proportional to active (real) power, the arithmetic average
efficiency in the two modes (<η>) was chosen in [11] as one of the optimization objectives
of the FRM with sintered rare-earth magnets. The efficiency of the FRM with sintered
rare-earth magnets is 85.7% in mode 1 and 84.5% in mode 2. The average efficiency is
<η> = 85.1% in this case.

In addition to the efficiency, other objectives for optimizing the FRM with sintered
rare-earth magnets described in [11] are:

1. Maximizing the minimum instantaneous value of the torque waveform and making
it positive if it is possible.

2. Reducing the peak-to-peak value of torque ripple (PPTR).

To achieve both of these objectives using the Nelder–Mead method, the optimization
criterion was formulated as A = <PPTR + 2·AMinTD>, where AMinTD is the average to
minimum torque difference; “< >” is the sign of the arithmetic mean over both loading
modes considered. Therefore, the following optimization function was applied in [11] to
the FRM with sintered rare-earth magnets:

F = A· · ·B = < PPTR + 2·AMinTD > (1–< η >), (1)

Modern sintered rare-earth magnets not only have high remanence but are also highly
coercive magnets. In Gaussian units, the coercivity of such magnets can be 2 or more times
higher than their remanence. For this reason, the risk of demagnetization was not taken
into account in the objective function when optimizing the FRM with sintered rare-earth
magnets in [11]. The modern bonded magnets have significantly lower remanence than
sintered rare-earth magnets, which leads to an increase in the required magnetomotive
force of the winding (MMF) and, therefore, to the risk of demagnetization. In addition,
the coercivity of bonded magnets is much lower than that of sintered rare-earth magnets.
Therefore, when designing FRMs with bonded magnets, it is necessary to consider the risk
of demagnetization. Bonded magnets of 3210 grade (Br = 7 kG, Hci = 9.5 kOe) [29] were
chosen for the FRM.

The main objective in this study was also to minimize the torque oscillations (term A
in [1]) of the FRM with bonded magnets. In addition, the average efficiency of the motor must
be at least 84% (i.e., approximately the same value as in [11]) and the risk of demagnetizing
the bonded magnets must be avoided. It was assumed that the demagnetizing magnetic field
must not exceed the coercivity by more than 0.3% of the total volume of the magnets.

The unconstrainted one-criterion Nelder–Mead method is applied in this study to op-
timize the FRM design. The Nelder–Mead method belongs to unconstrained optimization
methods. Therefore, there is no need to set the permissible range of parameters before
the optimization. It is necessary to determine only the initial design and the objective
function. The noise of the objective functions is caused, firstly, by rounding errors of the
finite element method and, secondly, by differences in the mesh that is rebuilt with each
different call of the objective function.

It is possible to compose an objective function that takes the value A if <η> is more
than 84% and the volume of the demagnetized magnets is less than 0.3% and goes to
infinity otherwise. However, first, the initial set of design parameters may not satisfy the
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formulated constraints, and the optimization direction cannot be determined. Second,
whenever these conditions are not satisfied, the size of the simplex constructed by the
Nelder–Mead algorithm decreases, and this will slow down the search for the optimum.

In this work, instead of processing the constraints precisely, an objective function with
soft constraints is adopted; that is, penalty factors increasing rapidly if the constrained
characteristics of the machine go beyond the specified limits are added to the optimization
function [30]. In the considered case, the second factor will increase exponentially if the
average efficiency becomes less than 0.84, and the third factor will increase exponentially if
the volume of demagnetized magnets becomes greater than 0.3%:

F = A(1 + eδ1(0.84–<η>))(1 + eδ2(max(S)−0.003)) (2)

where η is the motor efficiency; S is the volume part of the demagnetized magnets; max is
the maximum value among the loading modes considered. In addition to the first factor A,
expression (2) contains two other factors. The second factor grows rapidly at <η> <0.84
and rapidly tends to unity at <η>> 0.84. The third factor grows rapidly at max(S) >0.003
and rapidly tends to unity at max(S) <0.003. Multipliers δ1 = 200 and δ2 = 3000 set the
slope of F. Both exponents equal to 1 at <η> = 0.84 and max(S) = 0.003. The exponent in
the first multiplier becomes equal to e when <η> increases by 0.5%. The exponent in the
second multiplier becomes equal to e when max(S) increases by 0.00033, which is 11% of its
reference value 0.003.

3. Initial Design and Parameters Varied During Optimization

Figure 1 demonstrates the main geometric parameters of the FRM with bonded
magnets. As in the case of the FRM with sintered magnets, there are two poles on the
surface of each stator tooth; there is the same direction of magnetization of adjacent
magnetic poles on adjacent stator teeth. In contrast to sintered magnets, the segmentation
of the magnets is not required in the case of bonded magnets. Therefore, the pole pair
placed on each tooth can be formed by, for example, one two-pole magnet, which simplifies
the production of the rotor assembly and reduces the cost. Here, 35PN440 electrical steel
with a thickness of 0.35 mm [31] was selected to determine the properties of the stator and
rotor laminations.

(a) (b)

Figure 1. Design parameters of the FRM: (a) stator; (b) rotor.

Table 2 shows the design parameters varied during the optimization of the FRM
with bonded magnets: the number of turns per phase; outer stator radius Rstat,inner; stator
slot dimensions Rstat,inner, Rstat,bottom and Wstator1; rotor dimensions αrot, w/w0, w′/w0, and
shifting angle of the supply voltage. Furthermore, Rstat,middle = 0.5· · · (Rstat,slot + Rstat,inner).
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Table 2. Parameters that changed during the optimization.

Parameter Before After

Number of turns per phase 80–10 111
Rstat,inner, mm 18 + 1 19.2
Rstat,slot, mm 22 + 1 23.8

Rstat,bottom, mm 26 + 1 28.3
Wstator1, degrees 12.6 + 1.8 12.5
αrot, degrees 27–4.5 22.9

w/w0 1.5–0.2 1.78
W′/w0 0.8 + 0.2 0.72

Voltage shift, electrical radians 0.015 + 0.01 0.033

In the beginning, the Nelder–Mead algorithm constructs the initial simplex and
calculates the value of the objective function in each point of this simplex. In the MATLAB
function “fminseach”, to define points of the simplex, each parameter of the initial design,
in turn, increases by 5%. Such an approach has some disadvantages. First, changing some
parameters by 5% can lead to a very significant change in the objective function, but not for
others. Changing various parameters by 5% can affect the change in the objective function
to a very different extent.

Table 3 shows the parameters that did not vary during the optimization.

Table 3. Parameters that were fixed during the optimization.

Parameter Value

Supply voltage, V 320
Stator stack length L, mm 30

Stator outer radius, Rstat_outer, mm 32
Stator slot width Wstat3, degrees 72.9
Stator slot width Wstat2, degrees 36.5

Δ, mm 0.007
Magnet thickness, mm 2

Air gap, mm 0.5
Magnet’s remanence, T 0.65

s, mm 2
S′, mm 3

Rrot bot, mm 7
Rinr, mm 3

For example, an increase in Rstat,bottom by only 5% causes a significant decrease in the
stator yoke thickness and, therefore, can lead to a significant change in saturation level,
while an increase in αrot by 5% does not lead to a significant change in the performance.
Of course, it is possible to try to select the parameters in such a way so as to avoid this
problem. For example, the thickness of the yoke can be used instead of Rstat,bottom. However,
it is more convenient to set the increment for each parameter separately. Second, with
an increment in a certain parameter when constructing the next point of the simplex, the
objective function may accidentally decrease. Then, having a more optimal design, it is
not reasonable to increase the next parameter of the initial design. Therefore, in this study,
augmentation of the next parameter is performed for the best design from the already
constructed points of the simplex. Thus, in this work, the simplest optimization is carried
out already at the stage of constructing a simplex. To construct a simplex, an initial design
is first calculated. Then, at each step, the best of the calculated points is selected, and the
next parameter is changed. The procedure continues until the number of points of the
simplex is one more than the number of parameters.

Therefore, the procedure of building the simplex is as follows:

1. The array x of the initial design parameters and the array d of their increments
are given.
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2. Fmin = F(x). xmin = x. Simplex = {x}.
3. For i from 1 to n (where n is the number of parameters):

a. x = xmin.
b. x(i) = x(i) + d(i).
c. Simplex = Simplex ∩ {x}.
d. If F(x) < Fmin, then xmin = x, Fmin = f (x).

After the simplex was built, the Nelder–Mead algorithm, as it is described in [32], was
applied. The reflection, expansion, and contraction coefficients are 1, 2, and 1

2 , respectively.

4. Optimization Results of FRM with Bonded Permanent Magnets and Discussion

The Nelder–Mead algorithm, described in [32], was used in designing a new FRM with
bonded magnets. The number of optimization parameters was nine. The mathematical
model described in [33] was used to evaluate the objectives <η> and max(S) included in
the optimization function (2).

Figure 2 shows the FRM designs and the flux density magnitude plots before and
after the optimization. An asymmetrical rotor was chosen for the FRM since it was shown
in [11,14] that such a rotor design provides positive values of the torque waveform during
the entire period, in contrast to a symmetrical rotor.

(a) (b)

Figure 2. Calculation area arrangement and flux density magnitude plot (T) in the FRM (a) before optimization and (b) after.

Table 2 shows the variable design parameters of the FRM before and after the opti-
mization. Next to the initial value of the variable parameter, its increment at constructing
the initial simplex is given. As seen in Table 2 and Figure 2, the maximum flux density
decreased as a result of optimization. In addition, the thickness of the yoke, which was
underutilized in the initial design, was reduced, which increased the flux density in the
yoke. It made it possible to increase the value of Rstat,inner. Figure 3 shows the dependence
of the torque on the rotor angular position before and after optimization for two loading
modes of the FRM with bonded magnets. Figures 4 and 5 demonstrate the waveforms of
the current and voltage depending on the rotor angular position before and after optimiza-
tion for two loading modes of the FRM with bonded magnets. PPTR and AMinTD changed
only slightly. This is because the initial design was obtained by scaling the design of the
optimized FRM with sintered rare-earth magnets [11].
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(a) (b)

Figure 3. Torque waveforms versus the rotor angular position before and after the optimization: (a) mode 1; (b) mode 2.

c
(a) (b)

Figure 4. Current waveforms versus the rotor angular position before and after the optimization: (a) mode 1; (b) mode 2.

Figure 5 shows the dependence of the voltage on the rotor position. The voltage
waveform is rectangular. The discretization that leads to the non-rectangularity of this
voltage waveform on the plots is clearly visible. The motor torque is controlled by adjusting
the voltage duty cycle. The more torque (mechanical power) that is required, the longer the
duty cycle. After optimization, the duty cycle increased in both considered loading modes,
taking the optimal values. This is achieved, in particular, by increasing the number of turns.
With increasing the number of turns, the current decreased, as can be seen in Figure 4.

Figure 6b shows the dependence of the objective function on the number of the
function calls. The very large values of the objective function at the beginning of the
optimization process are not shown on the plot for better visibility of small changes in the
objective function.

Figure 6a shows this dependence at the stage of constructing the simplex. The value
of the objective function corresponding to the initial design is 6.84. Already at the stage
of constructing the simplex, it was possible to find an improved design with an objective
function value of 1.77. This improvement was achieved by fulfilling the soft constraints on the
motor efficiency and the volume of the demagnetized magnets. Figure 7a shows the change
in average efficiency during optimization. Figure 7b shows the variation in the motor torque
oscillations A during optimization. Figure 8a shows the change in the volume percentage of
demagnetized magnets during optimization. Figure 8b shows the comparison of the motor
losses at two considered operating points before and after optimization. Table 4 shows the
characteristics of the FRM before and after optimization.
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(a) (b)

Figure 5. Voltage waveforms versus the rotor angular position before and after optimization: (a) mode 1; (b) mode 2.

(a) (b)

Figure 6. The objective function change during building of the simplex (a) and during the optimization (b). Different scales
in plots (a,b) are chosen to better show the change in the objective function when building the initial simplex.

(a) (b)

Figure 7. (a) Variation of the average efficiency during the optimization; (b) variation of the torque oscillations during
the optimization.
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(a) (b)

Figure 8. (a) Variation of the demagnetization percentage during the optimization; (b) losses of both FRMs in two modes.

Table 4. The FRM characteristics before and after optimization.

Parameter Before Optimization After Optimization

Rotational speed, rpm 14,400 18,000 14,400 18,000
Electric frequency, kHz 0.96 1.2 0.96 1.2

Current, A (RMS) 7.3 11 4.8 7.2
Efficiency, % 83.9 82.6 86.6 85.2

Total losses, W 72.2 156 58.2 128.5
Mechanical power, W 386 754 386 754

Electric power, W 449 895 435 868
Duty cycle 0.213 0.449 0.3 0.69

Minimal instantaneous torque,
N·m 0.048 0.07 0.063 0.068

AMinDT, N·m 0.21 0.33 0.193 0.33
PPTR, N·m 0.510 0.729 0.479 0.718

A, N·m 1.16 1.12
PPTR, % of the average value 199 182 187 180

Magnets deterioration, % 0.056 0.21 0.059 0.15
Stator core mass, g 340 260
Rotor core mass, g 96 105

Magnets volume, cm3 5.5 5.9
Copper mass, g 239 295

It can be seen from Table 4 that a design that does not satisfy the optimization con-
straints can be chosen as an initial approximation; its average efficiency was only 83.2%
while the constraint was <η> > 84%. The total losses of the FRM after optimization de-
creased by 1.2 times. The average efficiency after optimization was 85.9%, and the efficiency
constraint was satisfied. In the initial design, the volume of demagnetized magnets was
unacceptably high and equal to 0.21%. After optimization, it was equal to 0.15%, while the
constraint was not more than 0.3%. Thus, the conditions for demagnetization were met
with a margin. The value of the parameter A, which describes the oscillations of the torque,
was reduced by 4%.

5. Conclusions

The cost of bonded magnets is lower compared with sintered magnets. Furthermore,
in contrast with sintered magnets, bonded magnets are dielectric. Therefore, there is no
need for segmentation of bonded magnets when using them in a motor, which leads
to a lower motor price and a simpler manufacturing technology for a high-speed motor.
However, bonded magnets have lower remanence and coercivity. In this study, the problem
of developing a flux reversal motor (FRM) with bonded magnets was considered, in which
the proposed FRM with bonded magnets has approximately the same efficiency as an FRM
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with sintered magnets [11]. In addition to this requirement, the peak-to-peak value of
torque ripple (PPTR) is minimized and the minimum instantaneous torque value in two
operating modes is maximized.

Due to the lower coercivity of bonded magnets, it is necessary to avoid their demag-
netization in the optimized design. For this purpose, a procedure has been developed for
the optimal design of a high-speed single-phase FRM with bonded magnets.

The main challenge in this work was the development of a single-phase flux reversal
motor with an asymmetrical rotor which was introduced in [11], which has low torque
ripple and no negative torque periods when applying bonded magnets, considering a new
constraint on the volume of demagnetized magnets. The constraint must be taken into
account to enable the use of bonded magnets for this motor. For this, in particular, the
optimization criterion (2) with soft constraints was composed.

The optimization criterion was constructed in such a way so as to maximize the
efficiency, reduce torque ripple, and reduce the volume of the demagnetized bonded
magnets. The one-criterion Nelder–Mead method was applied in this work to optimize
the FRM design. After the optimization, the total losses of the FRM decreased by 1.2 times.
The demagnetization constraint was met with a margin. The torque oscillations A were
reduced by 4%.

In future works, we plan to compare various optimization methods in the design of a
single-phase flux reversal motor with an asymmetrical rotor and to manufacture and test
an experimental prototype of the FRM.
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Abstract: Due to the expected increase in the electric vehicles (EVs) sales and hence the increase of the
price of rare-earth permanent magnets, the switched reluctance motors (SRMs) are gaining increasing
research interest currently and in the future. The SRMs offer numerous advantages regarding their
structure and converter topologies. However, they suffer from the high torque ripple and complex
control algorithms. This paper presents an improved direct instantaneous torque control (DITC)
strategy of SRMs for EVs. The improved DITC can fulfill the vehicle requirements. It involves
a simple online torque estimator and a torque error compensator. The turn-on angle is defined
analytically to achieve wide speed operation and maximum torque per ampere (MTPA) production.
Moreover, the turn-off angles are optimized for minimum torque ripples and the highest efficiency.
In addition, this paper provides a detailed comparison between the proposed DITC and the most
applicable torque control techniques of SRMs for EVs, including indirect instantaneous torque control
(IITC), using torque sharing function (TSF) strategy and average torque control (ATC). The results
show the superior performance of the proposed DITC because it has the lowest torque ripples, the
highest torque tor current ratio, and the best efficiency over the low and medium speed ranges.
Moreover, the comparison shows the advantages of each control technique over the range of speed
control. It provides a very clear overview to develop a universal control technique of SRM for EVs by
merging two or more control techniques.

Keywords: switched reluctance motor; direct instantaneous torque control; numerical analysis; optimization

1. Introduction

Electric vehicles (EVs) are the way forward for green transportation and for estab-
lishing a low-carbon economy [1–3]. The simple and robust structure, low cost, less
maintenance, high reliability, fault-tolerant, high efficiency, high-speed capability, and large
constant power-speed ratio make switched reluctance motors (SRMs) a strong candidate
with real chances on the market for vehicle propulsion [4–6].

SRMs do not suffer from the drawbacks noted in DC, induction, and permanent
magnets (PMs) machine drives. They offer great robustness of construction. In addition,
SRMs have none of the mechanical problems at high speeds that beset other drives. The
lack of PMs or rotor winding also reduces cost and offers increased high-speed operation

Mathematics 2021, 9, 302. https://doi.org/10.3390/math9040302 https://www.mdpi.com/journal/mathematics

13



Mathematics 2021, 9, 302

capability [1]. Furthermore, the SRM drives have a highly reliable converter topology. The
stator windings are connected in series with the switches preventing the shoot-through
faults to which the AC rotating field machine’s converters are exposed [7,8]. The low rotor
inertia allows high torque per inertia ratio and fast response. In addition, the robust rotor
construction raises the maximum operating speed and the permissible rotor temperature.
SRM has an inherent four-quadrant operation that meets the demands of EVs propulsion.
However, the main obstacles that limit the usage of SRMs in high-performance variable-
speed applications are the high torque ripple and the complicated control [9,10].

The machine design, in the early stages, is used to reduce torque ripple. The machine
design is effective only over a limited speed range [11]. A wider operating range, but
still limited, can be achieved by current or flux profiling [12,13]. However, the profiling
techniques require time-consuming pre-calculations to find the optimal current or flux
profiles. Therefore, the instantaneous torque control (ITC) is gaining interest in the areas of
torque ripple reduction for SRM drives [14]. The indirect ITC (IITC) is an effective strategy
for torque ripple reduction in SRMs. It uses a torque sharing function (TSF) to distribute
torque between motor phases. In [14], the minimization of both the copper loss and the
derivatives of current references were the main objective of the used offline TSF. However,
the limitations of offline TSF are treated using an online TSF [15]. A proportional and
integral compensator with torque error is added to the torque reference. The structure
of TSF, in addition to the torque estimator, complicates the control algorithm. In [16], the
torque-speed capability was improved using an adaptive TSF. Over the speed range, the
turn-on angles were controlled without adjustment of the shape of TSF. However, the TSF
had a lower torque to current rations. In [17], the phase current was compensated in the
demagnetizing period to reduce torque ripple and extend speed range. In [18], the reference
current shape was modified to reduce the current tracking error. Despite the effectiveness
of TSF for torque ripple reduction in SRM drives, it is meant only for low-speed operation.
In addition, it used a torque inverse model that is not a straightforward transformation.
The torque is a function of position and current. Developing analytical expressions for
real-time implementation is not an easy task [19]. Moreover, the fitting accuracy affects
the control performance. Look-up tables can be employed for such problems but require
additional memory for data storage [20].

On the other hand, the average torque control (ATC) is an advantageous solution for
EVs. It has many advantages compared to ITC [21–23]. ATC has a much simple structure;
it has a higher torque per ampere ratio, needs a discrete rotor position, and can be used
for the entire speed range. However, ATC has a relatively large amount of torque ripple
compared to ITC because it controls only the turn-on (θon) and turn-off (θoff) angles. The
optimization of θon and θoff angles is achieved mainly for torque ripple reduction, efficiency
improvement, or copper loss minimization. In [24], the maximization of average torque per
ampere was aimed. The torque ripple that does not suit several applications, including EVs,
was ignored. Therefore, secondary objectives, including torque-ripple reduction, copper
losses minimization, and efficiency improvement, were included [23,25,26].

On the other hand, the direct ITC (DITC) is an effective solution for torque ripple
reduction of SRM drives. It controls the torque directly because it employs a hysteresis
torque controller. In [27], the DITC of SRM was introduced. The terminal quantities
(flux and current) were used to estimate the instantaneous motor torque. However, the
integration of phase voltage for flux calculation limited the operation of DITC for low
speeds. In addition, the errors in signal processing, phase resistance, and analog to digital
converters cause an integration offset. Moreover, the built DITC is effective only till base
speed as long as the back EMF is less than or equal to DC voltage. Furthermore, fixed
switching angles were used, which affects the generated torque and efficiency.

In [28], the low-speed limits were handled by the online estimation of motor torque as
a function of current and rotor position in the form of lookup tables. However, the lookup
tables require large memory to store data. In addition, the effect of commutation angles
was not included. In [29], a simplified DITC of SRM was achieved. The inner control
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loops of current and flux were excluded, which eliminates the fault-tolerant advantage
of SRM converter topologies. Moreover, the torque was estimated using flux and current
data in the form of lookup tables. These tables require large memory to store data and
have the problems of flux estimation errors in [27]. In [30], the torque ripple was reduced
by adding a PI controller before the torque hysteresis regulator. Three conduction zones
were defined, which complicated the control algorithm. Moreover, more fluctuations of
DC voltage are expected due to energy return in zone 1. In [31,32], a five-level converter
was used to reduce the torque ripple of SRM drives based on DITC. However, the dynamic
balance of DC-link capacitor voltage has to be considered, and appropriate switching states
have to be generated. In [33], a multi-level power converter was proposed based on a
modular converter and three-level switch module. The proposed converter complicates the
control algorithm and increases the cost and dissipated heat. In [34], an optimized DITC
was achieved based on an adaptive dynamic commutation strategy. The turn-on angle
was modified by a torque error regulator. The turn-off angle was defined according to
the phase current endpoint detector. However, due to continuous changes of operating
conditions in EVs, the variation of commutation angles does not suit their applications very
well. Moreover, the maximum torque per ampere (MTPA) production is not guaranteed by
forcing phase current to decay at the aligned position using the endpoint detector.

This paper presents an improved DITC strategy of SRMs for EVs. The proposed
control uses a simple online torque estimator and calculates the instantaneous motor
torque as a function of current and position to avoid flux integration errors and improve
the low-speed operation capability. Furthermore, a torque error compensator is added to
compensate for the torque ripple. This, in turn, reduces the torque ripple and extends the
smooth torque-speed range. Moreover, the control parameters are optimized for the best
performance including maximum torque per ampere (MTPA), minimum torque ripples,
extended speed operation, and high efficiency. First, the turn-on (θon) angle is calculated
analytically for the MTPA production. Second, an optimization-based method is set for
the turn-off (θoff) angle. The optimization aims to achieve the minimum torque ripples and
the maximum efficiency at each operating point. The cost function is calculated within
the steady-state machine simulation model. The required torque to current conversions is
obtained from the finite element analysis (FEA) data of studied 8/6 SRM. Furthermore, this
paper provides a detailed comparison between the proposed DITC and the most applicable
torque control techniques of SRMs for EVs including the IITC and the ATC. Each control
strategy (IITC and ATC) is optimized for the best performance. The optimization details
are included in the next sections.

The paper organization is as follows: Section 2 shows the machine modeling and
performance indices. The proposed control, the optimization problem, the solution method,
and the optimization results are involved in Section 3. The simulation verification is
presented in Section 4. Finally, Section 5 provides the conclusions drawn from this research.

2. Machine Modeling

Due to the double saliency of SRMs, the flux-linkage λ(i,θ), inductance L(i,θ), and
torque T(i,θ) have nonlinear relations with current (i) and position (θ). Equation (1) shows
the voltage equation. The electromagnetic torque of kth phase (Tk) and the total electro-
magnetic torque (Te) with q-phases can be represented by Equation (2). The mechanical
dynamics is shown by Equation (3) [25].

vk = Rik +
∂λk(ik ,θ)

∂t ; λk(ik, θ) =
∫
(vk − Rik) dt (1)

Tk =
1
2

∂Lk
∂θ i2k ; Te =

q
∑

k=1
Tk (2)

Te − TL = Bω + J
dω

dt
(3)
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where J is the inertia, B is the frictional coefficient, ω is the rotor speed, and TL is the load
torque.

The finite element method (FEM) is employed to generate the magnetic characteristics
of the studied 8/6 SRM. The FEM data are used in form of look-up tables to build the
machine model in MATLAB/Simulink [25]. The studied motor is 4 kW, 1500 r/min,
600 V, 8/6 poles, 4 phases SRM. The flux linkage and torque characteristics are shown
in Figure 1a,b, respectively. These figures show only a few curves for simplification,
while the complete flux and torque characteristics are calculated for current [0:1:50]A
and position of [0:0.5:30]◦. The unaligned and aligned positions are defined by angle
θ = 0◦ and angle θ = 30◦, respectively. As seen, both the flux and torque have highly
nonlinear characteristics.

 
(a) (b) 

Figure 1. The finite element method (FEM)-calculated characteristics—(a) flux linkage and (b) torque.

Performance Indices

The performance indices include the calculation of average torque (Tav), torque ripple
(Tr), average supply current (Iav), efficiency (η), mechanical output power (Pm), the total
harmonic distortion (THD) of phase current, switching frequency of converter (fsw), and
root mean square (RMS) supply current (IRMS) [4,10,29].

The torque ripple (Tr) of SRM is calculated from the maximum and minimum instan-
taneous torque values (Tmax and Tmin) as expressed by Equation (4). The average torque
(Tav) is calculated over one electric cycle (τ).

Tr =
Tmax−Tmin

Tav
; Tav = 1

τ

∫ τ
0 Te(t)dt (4)

The efficiency (η) and average supply current (Iav) can be expressed as

η = ω Tav
VDC Iav

; Iav = 1
τ

∫ τ
0 is(t)dt (5)

The mechanical output power can be estimated as follows:

Pm = Tav(t)·ω(t) (6)

Equation (7) is the most adopted for spectrum performance for THD of phase current [35].

THD =

√√√√ I2
rms − I2

1,rms

I2
1,rms

(7)

where I1,rms represents the root mean square (RMS) value of the fundamental component
of phase current. Irms depicts the RMS value of phase current.

The RMS supply current (IRMS) and switching frequency (fsw) are seen by
Equations (8) and (9), respectively.

IRMS =

√
1
τ

∫ τ

0
i2k(t)dt (8)
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fsw =
1
τ

∫ τ

0
NTdt (9)

where NT is the total number of switching of IGBTs over one electric period τ.

3. The Proposed Direct Instantaneous Torque Control (DITC)

Figure 2 shows the block diagram of the proposed DITC. It has an outer loop speed
controller, middle loop torque controller, and inner loop current controller. The speed
controller outputs a reference torque signal (Tref). The torque error (ΔT) is the difference
between Tref and the estimated actual motor torque (Test). ΔT is processed through a
hysteresis torque controller that outputs the state signals. The reference current (iref) is
calculated as a function of Tref using a proposed torque to the current conversion scheme.
In addition, a torque ripple compensator is added, it uses a PI controller (probably a P
controller) to compensate for the torque errors. Moreover, the commutation angles (θon
and θoff) are estimated online for the best performance. A simple online torque estimator
using third-order polynomial is used to avoid the required big memory for the look-up
tables. The torque is estimated as a function of phase current and position, the details are
included in [36].

Test 

Tref T ωref 
ω

ω θon

Iph-ref 

iph 
on  off 

iref 

Tref 
iref 

θ

I 

θ
iph 

θoff

 

Figure 2. Block diagram of the proposed direct instantaneous torque control (DITC).

3.1. Torque to Current Conversion

Due to the high nonlinear torque characteristics of SRMs, the torque to current conver-
sion is not a feedforward transformation. For a precise torque to current conversion, the
control algorithm will be much complicated. However, in this case, the reference torque
signal (Tref) is required to be converted to a reference current signal (iref). This conversation
can be implemented simply using polynomial fitting. This, in turn, helps to simplify the
overall control algorithm.

For 8/6 SRM, the ideal conduction angle is 15◦. Each phase will produce torque
over 15◦. Moreover, the conditions for maximum torque per ampere (MTPA) include the
peak phase current to reach its reference value at the end of the minimum inductance
zone (angle θm) [37]. Therefore, for the best torque production is achieved over a period
[θm, θm + 15◦], as shown in Figure 3a. for each current magnitude, the average torque can
be estimated from the FEM-calculated torque data. Then, polynomial fitting can be simply
carried out, as seen in Figure 3b.

 
(a) (b) 

Figure 3. Torque to current conversion—(a) torque curves over most efficient 15◦ and (b) torque fitting.
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3.2. Switching Angles Optimization

To achieve the MTPA conditions, the turn-on (θon) angle is calculated using Equation (10) [37].
This Equation determines the optimum θon to provide the most efficient operation. It
considers accurately the effect of back-emf voltage at low and high speeds.

θon = θm +
Le f f (i, θ)

R + kb−e f f ω
ln
(

1 − ire f
R + kb−e f f ω

VDC

)
(10)

where R is the phase resistance, and VDC is the dc voltage.
On the other hand, an optimization problem is set for the turn-off (θoff) angle to

provide the minimum torque ripples, the lowest copper losses, and the highest efficiency.
The objective function is provided by Equation (11) with a combination of torque ripple
(Tr), copper losses (Pcu), and efficiency (η).

Fobj

(
θo f f

)
= min

(
wr

Tr

Trb
+ wcu

Pcu

Pcub
+ wη

ηb
η

)
(11)

wr + wcu + wη = 1 (12)

where Fobj is the objective function. Trb is the base value of torque ripples. Pcub is the base
value of the copper loss. ηb is the base value of efficiency. wr is the weight factor of torque
ripples. wcu is the weight factor of copper loss. ηr is the weight factor of efficiency.

Figure 4 shows the flowchart of the developed searching algorithm. At each operating
point, defined by the reference torque and speed, the turn-off angle (θoff) is changed in small
steps. The simulation model is employed to calculate the torque ripple, copper loss, and
efficiency at each step. At the end of the search, the minimum torque ripple, the minimum
copper losses, and the maximum efficiency are defined as the base values (Trb, Pcub, and ηb).
The turn-off angle (θoff) is varied from θoff-min = 15◦ to θoff-max = 28◦ in steps of 0.2◦. Then,
the optimum angle is defined using Equation (11). This procedure is repeated several times
according to the desired speeds and torque levels. In this paper, the torque is changed
with a step of 2 Nm. The speed step is taken as 200 r/min. Figure 5 presents the optimum
turn-off angles. As noted, for a given motor speed, the turn-off angle is almost constant. It
decreases with increasing motor speed.

Tr

Pcu

off < off

off = off+∆ off

θoff  = θoff

ω
Tref 

Trb

Pcub

 
Figure 4. The flowchart of the searching algorithm.
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Figure 5. The optimized turn-off angles.

The weight factors (wr, wcu, and ηr) are chosen according to the desired level of
optimization. The weighting factors are wr = 0.4, wcu = 0.3, and ηr = 0.3.

3.3. Simulation Results of the Proposed DITC

The simulation results of the proposed DITC are provided in Figure 6. A sudden
change of the commanded reference speed is made at 0.3 and 0.6 sec (Figure 6a). The load
torque has a constant value of 17 Nm. The motor can track the desired speed efficiently.
The generated torque has a very good profile as illustrated in Figure 6b. Till speed of
2000 r/min, the amount of torque ripple is very minor (Figure 6c); as the motor speed
increases, the torque ripples increase. The θon and θoff angle have smooth variation along
with the speed and torque level, as shown in Figure 6d,e, respectively. The mechanical
output power and the total motor efficiency are provided in Figure 6f,g, respectively. The
system has very good efficiency. As the motor speed increases, the efficiency also increases.

4. The Other Torque Control Techniques of SRM

This section involves the most applicable torque control techniques of SRM drives for
EVs. It provides the ATC, followed by the IITC.

4.1. Average Torque Control (ATC)

The block diagram of the adopted ATC is shown in Figure 7 [22,23]. The outer loop
speed control provides the reference torque (Tref). The torque error (ΔT) is processed by
the torque controller (PI) that outputs iref. The switching angles (θon and θoff) are estimated
as functions of motor speed (w) and reference torque/current.

4.1.1. Switching Angles Optimization

The optimization aims to achieve the lowest torque ripple, the lowest copper losses,
and the highest efficiency. Three groups multi-objective optimization function is used
as follows:

Fobj

(
θon, θo f f

)
= min

(
wr

Tr

Trb
+ wcu

Pcu

Pcub
+ wη

ηb
η

)
(13)

wr + wcu + wη = 1 (14)

subject to
θmin

on ≤ θon ≤ θmax
on ; θmin

o f f ≤ θo f f ≤ θmax
o f f (15)

where θmin
on and θmax

on are the minimum and the maximum limits of the θon, respectively. θmin
o f f

and θmax
o f f are the minimum and the maximum limits of the θoff, respectively.

The weight factors for (wr, wcu, and wη) are determined according to the required
optimization level. Due to the higher torque ripple of ATC, greater importance is directed
to reduce torque ripples. The weight factors are set to wr = 0.6, wcu = 0.2, and wη = 0.2.
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(g) 

Figure 6. The simulation results for DITC—(a) motor speed, (b) total torque, (c) torque ripple, (d) turn-on angle, (e) turn-off
angle, (f) output power, and (g) efficiency.

iref i 

iphTav 

Tref T 

θ

ω
Tref 

θon

θoff

ωref 
ω

 

Figure 7. Block diagram of average torque control (ATC) technique.

4.1.2. Simulation Results of ATC

The simulation results for the proposed ATC are presented in Figure 8. A sudden
change of the commanded reference speed is made at 0.4 sec and 0.9 sec (Figure 8a).
The load torque has a constant value of 17 Nm. The motor can track the desired speed
efficiently. The generated torque has a good profile as illustrated in Figure 8b. In general,
as the motor speed increases, the torque ripples increase, as seen in Figure 8c. As seen, the
torque ripple is high at very low speed. The θon and θoff angles have adaptive and smooth
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variations along with motor speed and torque level, as shown in Figure 8d,e, respectively.
The mechanical output power and the total motor efficiency are presented in Figure 8f,g,
respectively. The system has very good efficiency, especially at higher speeds.

 
(a) 

 
(d) 

 
(b) 

 
(e) 

 
(c) 

 
(f) 

 
(g) 

Figure 8. The simulation results for ATC—(a) motor speed, (b) total torque, (c) torque ripple, (d) turn-on angle, (e) turn-off
angle, (f) output power, and (g) efficiency.

4.2. Indirect Instantaneous Torque Control (IITC)

The block diagram of the IITC is presented in Figure 9. It has an outer loop speed
controller and an inner loop current controller. The middle loop torque controller contains
a TSF and torque inverse model i(T, θ). Moreover, the MTPA is achieved through the proper
estimation of turn-on angle (θon) using Equation (10). The torque to current conversion
is also used here. Furthermore, a torque compensation is carried out to compensate
for the torque ripple. The torque error (ΔT) is processed within the TSF to extend the
operating speed range. The modified TSF is provided by Equation (16). The torque error is
compensated with the incoming phase as it has the lower absolute changing rate of flux
linkage with rotor position.

TSF(θ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0, i f (0 ≤ θ ≤ θon)
Te
2 − Te

2 cos π
θov

(θ − θon) + ΔT, i f (θon ≤ θ ≤ θon + θov)

Te + ΔT, i f
(

θon + θov ≤ θ ≤ θo f f

)
Te −

(
Te
2 − Te

2 cos π
θov

(θ − θon)
)

, i f
(

θo f f ≤ θ ≤ θo f f + θov

)
0, i f

(
θo f f + θov ≤ θ ≤ θp

)
(16)

where θp is the rotor period. θov is the over-lap angle (θov ≤ 0.5θp − θoff).
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Figure 9. Block diagram of indirect instantaneous torque control (IITC) scheme.

Simulation Results of IITC

The simulation results for the proposed IITC are presented in Figure 10. A sudden
change of the commanded reference speed is made at 0.3 sec and 0.6 sec (Figure 10a). The
load torque has a constant value of 17 Nm. The motor can track the desired speed efficiently.
The generated torque has a very good profile, as illustrated in Figure 10b. At low speed
(below the base speed of 1500 r/min), the amount of torque ripple is very minor. As the
motor speed increases, the torque ripples increase, as seen in Figure 10c. The θon angle has
a smooth variation along with the speed and torque level, as shown in Figure 10d. The
smooth change means lower disturbance and less noise. The mechanical output power and
the total motor efficiency are presented in Figure 10e,f, respectively. The system has very
good efficiency, especially at higher speeds.

 
(a) 

 
(d) 

 
(b) 

 
(e) 

 
(c) 

 
(f) 

Figure 10. The simulation results for IITC—(a) motor speed, (b) total torque, (c) torque ripple, (d) turn-on angle, (e) output
power, and (f) efficiency.
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5. Comparative Analysis and Discussion

To develop the best control technique of SRMs for EV applications, a comparative
study with a detailed analysis of control performance is essential to gain the benefits of
each technique. This comparative study includes the DITC, the TSF with MTPA and ripple
compensation, and the ATC.

The study was conducted under variable loading conditions that represent the actual
EV load. The parameters for the simulated EV are included in [1]. The study was also
achieved under the full load conditions because EVs have a continuous change in operating
point. Therefore, the motor will be under the full load conditions in the acceleration times.

5.1. Under EV Loading

Figure 11 shows the steady-state characteristics under EV loading conditions. The
load torque proportionally increases with motor speed, as shown in Figure 11a. As noted,
the ATC has the capability to provide higher torque production under high speeds (beyond
2200 r/min). The DITC has the lowest torque ripples till the speed of 2500 r/min, as
illustrated in Figure 11b. After that speed, the ATC provides the lowest torque ripples.
The DITC has the highest Tav/IRMS ratio till the speed of 2200 r/min, after that, the ATC
provides the best Tav/IRMS ratio (Figure 11c). The ATC provides the lowest switching
converter frequency, as presented in Figure 11d. The maximum achievable switching
frequency is less than 10 kHz that fits most of the industrial applications. The IITC
provides the lowest THD of phase current, followed by DITC and then ATC, as illustrated
by Figure 11e. After 2500 r/min, the ATC yields the lowest THD of phase current. As seen
in Figure 11f, the DITC and ATC have the lowest dλ/dt. The efficiency curve is shown
in Figure 11g. The DITC and ATC have higher efficiencies (almost the same) under low
speeds (see Figure 11h), but the ATC provides higher efficiency.

5.2. Under Full Load Conditions

Figure 12 shows the steady-state characteristics under full load conditions. The motor
is loaded with a constant load torque of 26 Nm until it reaches the base speed (1500 r/min)
and then the torque decreases inversely with speed, as shown in Figure 12a. In general, the
ATC has the capability to provide higher torque production at high speeds. The DITC has
the lowest torque ripple at low speeds, while the ATC has a lower torque ripple at high
speeds (Figure 12b). The best Tav/IRMS ratio is obtained by the DITC (Figure 12c). The IITC
shows a higher switching frequency for low speeds (Figure 12d) compared to Figure 11d.
The IITC provides the lowest THD for phase current, followed by ATC and then DITC, as
seen in Figure 12e. Figure 12f shows the efficiency curves. As noted, the DITC has the best
efficiency at low speeds, while the ATC provides the highest efficiency at high speeds.

5.3. The Steady-State Torque Curves

The steady-state torque curves under different operating speeds are illustrated in
Figure 13. As observed, the DITC has the smoothest torque profile and hence the lower
torque ripple. Despite the higher torque ripples of ATC, its torque profile seems very
smooth especially at low speeds, as shown in Figure 13a,b. As the speed increases, the
torque ripple also increases. After 2000 r/min, the torque ripple appears even with DITC
and TSF, as seen in Figure 13c,d.
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Figure 11. The steady-state characteristics under electric vehicle (EV) loading—(a) average torque, (b) torque ripple, (c)
torque per current ratio, (d)switching frequency, (e) THD, (f) flux derivatives, (g) efficiency, and (h) zoom on efficiency.

5.4. Dynamic Torque Response

The dynamic torque performance of the three control techniques is illustrated in
Figure 14. The control techniques are tested with a sudden change in reference torque
signal from 5 Nm to 20 Nm at 0.05 sec. The DITC and IITC techniques have a fast dynamic
response. The ATC shows a slower torque response, but still acceptable because it employs
a PI controller that outputs reference current.
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Figure 12. The steady-state characteristics under EV loading—(a) average torque, (b) torque ripple, (c) torque per current
ratio, (d) switching frequency, (e) total harmonic distortion (THD), and (f) efficiency.
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Figure 13. The torque curves at speed of (a) 500 r/min, (b) 1000 r/min, (c) 2000 r/min, and (d) 3000 r/min.
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(a) 

 
(b) 

Figure 14. The dynamic torque curves at speed of (a) 500 r/min and (b) 2500 r/min.

6. Summary

Tables 1 and 2 show the detailed conclusion for the comparative study. As concluded
from Table 1, the DITC shows the best overall performance because it has a less com-
plex control algorithm, does not have a torque inverse model, provides a fast dynamic
torque response, and has a dynamic torque response, which is the requirement of torque
inverse model.

Table 1. Summary of comparison results.

Indices
Low Speed

DITC IITC ATC

Algorithm complexity Moderate Complex Complex
Requirement of torque inverse model No Yes No

Dynamic torque response Fast Fast Slow
Requirement of online torque estimation Yes Yes Yes

Required control period Short Short Long

Table 2. Summary of comparison results over speed ranges.

Low Speed High Speed
Indices

DITC IITC ATC DITC IITC ATC

Average torque High High High Low Low High
Torque ripple Low Medium High Medium Medium Low

Switching frequency High Medium Low Medium Low High
Torque/current ratio High Low Medium High Low High

THD Medium Low High High Medium Low
Flux derivatives Low High Low Low High High

Efficiency High Medium High Medium Medium High

Table 2 provides a comparison regarding the peed ranges. In conclusion, for low
speeds, the DITC provides the lowest torque, the highest torque/current ratio, the lowest
flux derivatives, and the highest efficiency. However, it has a moderate value for the THD
of phase current; it also has a higher switching frequency (<10 kHz) but still within the
applicable range.

On the other hand, for high speeds, the ATC can provide high average torque produc-
tion. It also shows the minimum torque ripple. Moreover, it has the highest torque/current
ratio, the lower THD of phase current, and the highest efficiency. However, it has a higher
switching frequency and higher flux derivatives.

7. Conclusions

This paper presents an improved DITC of SRM drives for EVs. The main concern is
to satisfy the vehicle requirements including MTPA, minimum torque ripple, wide speed
range, and high efficiency. First, the turn-on angle was estimated analytically to provide
the MTPA conditions. Second, an optimization-based method was used to estimate the
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optimum turn-off angles that provide the lowest torque ripple, the lowest copper losses,
and the highest efficiency. In addition, the proposed DITC compensates for the torque
error to provide a lower torque ripple with extended speed operation. A torque-to-current
conversion was conducted using the FEM-calculated torque data. Moreover, the IITC and
the ATC techniques were implemented and compared to the proposed DITC. The results
show the superior performance of the proposed DITC. As noted, the DITC can provide the
lowest torque ripple, the highest torque to current ratio, and the best efficiency over the low
and medium speed ranges. Moreover, the comparison presents a very good perspective to
develop a universal control technique of SRM drives for EVs. This paper recommends a
universal control that uses the proposed DITC over the low speeds and utilizes the ATC
for the high speeds.
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Abbreviations

ATC Average torque control
DC Direct current
DITC Direct instantaneous torque control
DTC Direct torque control
EVs Electric vehicles
FEA finite element analysis (FEA)
IITC Indirect instantaneous torque control
ITC Instantaneous torque control
MTPA Maximum torque per ampere
PMs Permanent magnets
RMS Root Mean Square
SRM Switched reluctance motor
THD Total harmonic distortion
TSF Torque sharing function
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Abstract: The torque density and efficiency of synchronous reluctance machines (SynRMs) are greatly
affected by the geometry of the rotor. Hence, an optimal design of the SynRM rotor geometry is highly
recommended to achieve optimal performance (i.e., torque density, efficiency, and power factor).
This paper studies the impact of considering the current angle as a variable during the optimization
process on the resulting optimal geometry of the SynRM rotor. Various cases are analyzed and
compared for different ranges of current angles during the optimization process. The analysis is
carried out using finite element magnetic simulation. The obtained optimal geometry is prototyped
for validation purposes. It is observed that when considering the effect of the current angle during
the optimization process, the output power of the optimal geometry is about 3.32% higher than that
of a fixed current angle case. In addition, during the optimization process, the case which considers
the current angle as a variable has reached the optimal rotor geometry faster than that of a fixed
current angle case. Moreover, it is observed that for a fixed current angle case, the torque ripple is
affected by the selected value of the current angle. The torque ripple is greatly decreased by about
34.20% with a current angle of 45◦ compared to a current angle of 56.50◦, which was introduced in
previous literature.

Keywords: current angle; design of electric motors; flux-barriers; optimization; synchronous reluc-
tance motor; torque ripple

1. Introduction

Recently, interest in synchronous reluctance machines (SynRMs) has increased remark-
ably thanks to their advantages compared to other types of electrical machines [1–5]. They
offer a good torque density, a high efficiency, and a wide range of operating speeds [6]. In
addition to their simple and robust structure, they have no windings, cages, and permanent
magnets in their rotor, resulting in very low rotor losses and hence good thermal man-
agement [2]. These advantages make SynRMs a good competitor compared to the other
electric machines in several electric drive systems in different industrial applications such
as hospitals and aerospace [7]. It is evident through the literature that the performance of
SynRMs (torque ripple, average torque, efficiency, and power factor) greatly depends on the
saliency ratio (the ratio between the direct and quadrature axis inductances) [8]. This ratio
is a function of several parameters of the machine design such as the winding, magnetic
material, and rotor flux-barriers [9–11]. Starting from the standard stator design of the
induction machine, the rotor flux barrier parameters are key elements in the performance
of the SynRM. There are several parameters in the rotor as sketched in Figure 1. Therefore,
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it is evident that an optimization process is necessary to optimally select the parameters of
the SynRM rotor.
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Figure 1. Rotor geometry of one pole of synchronous reluctance machines (SynRM).

Through literature, several research papers about the optimization of SynRMs can be
found [12–29]. Various optimization schemes have been reported and applied to SynRM
design. For example, in [12], the rotor of the SynRM was optimized using a multi-objective
differential evolution algorithm for high-speed applications focusing on selecting the
barrier angles and the magnetic insulation ratio. The other geometrical parameters of
the rotor were derived from these two parameters (the barrier angles and the magnetic
insulation ratio). In [13], the optimal number of flux barriers and rotor poles of the SynRM
were optimally selected by applying a weighted-factor using a multi-objective optimization
technique. A circular rotor shape was used in [14] to maximize the torque and to minimize
the torque ripple of the SynRM using a multi-objective genetic algorithm. In this design,
a circular rotor was adopted in order to minimize the number of parameters and to get a
time-efficient optimization process. Three different geometries for rotor flux barriers (one
rotor has a circular flux barrier and the other two rotors use a rectangular flux barrier)
were studied and compared in [15]. The design process uses the same optimization
algorithm proposed in [14]. It was shown that the rectangular flux barrier has fewer
structural challenges and lower inertia at high speed. In addition, it is preferred especially
for machines with inserted permanent magnet (PM inside the flux-barriers. In [16], an
alternative technique for the development of asymmetric flux barriers with rotor skewing is
proposed in combination with design optimization to enhance average torque and reduce
torque ripple. Although the torque ripple in this method is below 3%, the number of
optimization variables in this method is relatively high between 29 and 37. This results
in a slower and complicated optimization process. In [17], the rotor of the SynRM was
optimized using three different popular optimization algorithms (simulated annealing,
differential evolution, and genetic algorithm) to minimize the torque ripple and maximize
the torque per Joule loss ratio. The differential evolution algorithm has shown the best
result in terms of repeatability of the results and convergence time. It was demonstrated
in [18–21] that the rotors with skewing techniques have reduced torque ripple significantly.
In [22], the rotor of the SynRM was optimized to maximize the saliency ratio and minimize
the thickness of the iron ribs. The rotor was made ribless in [23] to obtain an improved
power factor, torque, and efficiency.

In [24], a generalized formula was proposed to select the widths and angles of the flux-
barriers considering additional factors such as stator and rotor slot opening and number
of slots. However, the torque ripple is still high. Furthermore, a preliminary design for
the flux-barrier widths was introduced in [25] without considering the influence of the
different number of stator slots. The effect of the number of stator slots was considered
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in [26] and the torque ripple was reduced from 23.38% to 12.3%. All the previous studies
about the rotor design of the SynRM did not consider the current angle as a design variable
during the design and optimization procedures. The current angle was fixed based on a
rule of thumb or primary simulation i.e., in the range of 45◦ to 60◦ as in [26]. In [27], a
simultaneous structural and magnetic topology optimization technique was developed for
the rotor of the SynRM using solid isotropic with material penalization. The total structural
compliance, torque ripple, and the average torque were simultaneously considered in
this method. In [28], a new technique was proposed to design the rotor of the SynRM.
A symmetrical rotor geometry with fluid shaped barriers was used in this optimization
method. The optimal design in this method was chosen using the communication between
MATLAB and Flux 2D. In [29], a line start SynRM was optimized using an optimization
topology that uses the normalized Gaussian network. The computational time was reduced
in this method as it separates out unpromising geometries. The effect of the current angle
on the final optimal geometry of the SynRM has not been investigated before as far as
we know.

This paper studies the effect of considering the current angle during the optimization
process on the final optimal geometry of the rotor of the SynRM. Different cases are
analyzed and compared for different ranges of current angles during the optimization
process. This way, in some cases, the saturation level in the machine is enforced during
the optimization process by varying the current angle range. Finite element magnetic
simulation is carried out and compared for the optimal geometries. Finally, experimental
results are conducted to validate the simulation results.

2. Design Optimization of SynRMs

2.1. Hybrid PSOGWO Technique

In this paper, the hybrid particle swarm optimizer and grey wolf optimizer (PSOGWO)
algorithm was used to determine the best parameters in order to obtain the optimal rotor
design of the SynRM. The following paragraphs briefly describe the core idea and the
updating process of the PSO, GWO, and hybrid PSOGWO.

PSO was originally proposed by Kennedy and Eberhart to simulate the social behavior
of a flock of birds [30,31]. In order to determine the best solution, every particle, represent-
ing a candidate solution, updates continuously its position and velocity. The following
relation can be used to estimate the new step size of each particle.

vt+1
i =

f irst_ sec tion︷︸︸︷
w.vt

i +

sec ond_ sec tion︷ ︸︸ ︷
C1.r1.(Pbesti − xt

i ) + . . . . . .
third_ sec tion︷ ︸︸ ︷

C2.r2.(Gbest − xt
i )

(1)

xt+1
i = xt

i + vt+1
i (2)

where w is the inertia factor; C1 and C2 denote the cognitive and the social coefficients; r1
and r2 denote random; t is the iteration number; i is the particle number; Pbest is the local
best; Gbest is the global best.

The first section of (1) provides the exploration capability of the PSO. Whereas, the
second section moves the particle towards the best position ever achieved by itself. The last
section of (1) moves the particle according to the best position achieved by all the particles
in the population. The core idea of GWO is extracted from the behavior of grey wolves.
GWO simulates the hunting process and the leadership hierarchy of grey wolves [32]. Grey
wolves exist at the highest level of the food chain and are regarded as predators.

The hunting mechanism contains two chief sections: tracking and catching the prey,
then encircling and attacking the prey until movement stops. During the hunting process,
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prey is encircled by the grey wolves. To simulate the encircling behavior, the next relations
can be considered [32]:

D =
∣∣C ∗ Xp(t)− X(t)

∣∣ (3)

X(t + 1) = Xp(t)− A ∗ D (4)

where t is the current iteration; Xp and X denote the position of the prey and the location of
grey wolves, respectively.

A and C denote the coefficients vectors that are estimated using the following relations:

A = a ∗ (2 ∗ r1 − 1) (5)

C = 2 ∗ r2 (6)

r1 and r2 are random values; a is constant that reduces linearly from 2 to 0 over the
optimization process.

The process update of grey wolves is carried out based on the following relation;⎧⎨
⎩

Dα = |C1 ∗ Xα(t)− X(t)|
Dβ =

∣∣C2 ∗ Xβ(t)− X(t)
∣∣

Dδ = |C3 ∗ Xδ(t)− X(t)|
(7)

For every iteration, the best three wolves are represented by Xα, Xβ, and Xδ;

⎧⎨
⎩

X1 = |Xα − a1 ∗ Dα|
X2 =

∣∣Xβ − a2 ∗ Dβ

∣∣
X3 = |Xδ − a3 ∗ Dδ|

(8)

Finally, the updated position of the prey is provided by the average of three values of
positions assessed as the best solutions:

Xp(t + 1) =
X1 + X2 + X3

3
(9)

The fundamental idea of the hybrid PSOGWO is to integrate the capability of social
thinking of the PSO with the local search ability of the GWO. A PSO suffers from short-
comings like catching the local minimum. Therefore, to avoid this disadvantage, the GWO
was used to reduce the chance of trapping on the local minimum. Moreover, the GWO
has the advantage of preserving a balance between exploitation and exploration during
the optimizing procedure. More details about the mathematical modeling and physical
meaning of the hybrid PSOGWO can be found in [33].

2.2. Optimization Process

In the optimization process, a stator of a standard induction machine of 5.5 kW with
the parameters listed in Table 1 was employed. The stator geometry was kept fixed during
the optimization process. Based on the number of stator slots and poles, the number
of rotor flux-barriers could be identified which was selected to be three per pole [34,35].
Twelve rotor parameters, θb1, θb2, θb3, Wb1, Wb2, Wb3, Lb1, Lb2, Lb3, pb1, pb2, and pb3,
sketched in Figure 1 were considered during the optimization process. To avoid the
conflicts in the obtained geometry, some constraints were made as shown in Figure 1
and Table 2. As mentioned before, the main core of this paper is to study the influence
of considering the current angle during the optimization process on the final optimal
geometry of the SynRM. Therefore, in this research, different ranges of the current angle
were considered (five cases) as in Table 3. The ranges of the current angles were selected
based on the fact that the current angle of the maximum torque of the SynRMs equaled 45◦
(i.e., d-axis current = q-axis current) when neglecting the saturation effect. Nevertheless,
when considering the saturation effect, the current angle deviated from 45◦. Therefore,
in this paper, we tried to enforce different ranges of the current angle to around 45◦
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to determine the impact on the final optimal geometry; this will be shown in the next
paragraphs. Although the range of case 5 locates within the case 4 range, there were
different optimal geometries obtained based on the two cases. This was why we were
trying to narrow the search region of the current angle as in case 5 and to increase this
range as in case 4 and even to keep the current angle fixed as in case 3.

Table 1. Parameters of the SynRM.

Parameter Value Parameter Value

Stator inner diameter 110 mm Air gap length 0.3 mm

Stator outer diameter 180 mm Slots 36

Rotor outer diameter 109.4 mm poles 4

Shaft diameter 35 mm Rated frequency 100 Hz

Axial length 140 mm Rated power 5.5 kW

Rotor flux barriers per pole 3 Number of phases 3

Stator/Rotor steel M270-50A/M330-50A Rms rated current 12.3 A

Table 2. Rotor variables upper and lower limits.

Variable Lower Limit Upper Limit

θb1 5◦ 9.3◦

θb2 15◦ 20◦

θb3 25◦ 30◦

Wb1 6 mm 8.3 mm

Wb2 5 mm 6.5 mm

Wb3 3 mm 4 mm

Lb1 20 mm 30 mm

Lb2 20 mm 25 mm

Lb3 10 mm 16 mm

pb1 20 mm 23 mm

pb2 9 mm 13.6 mm

pb3 8 mm 11.8 mm

radius1,2,3 25% of Wb1,2,3

Table 3. Range of current angle for different cases.

Case Number Range of Current Angle

Case 1 30◦: 40◦

Case 2 40◦: 45◦

Case 3 45◦

Case 4 45◦: 65◦

Case 5 50◦: 55◦

The hybrid PSOGWO algorithm presented before was implemented to obtain the opti-
mal rotor geometrical parameters and the current angle of each case in order to maximize
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the output torque and minimize the torque ripple of the machine. The cost function of the
optimization is given as follows:

cost f unction = T2
r +

1
Tav

(10)

where, Tr and Tav are the torque ripple in percent and the average torque of the SynRM.
The flow chart of the optimization loop is described in Figure 2. The finite element

model (FEM) of the machine, in which the equations that represent the machine were solved
numerically, was coupled with the PSOGWO technique to obtain the optimal geometry [1].
The losses were determined as in [8]. Later on, FEM is used to evaluate the performance of
the obtained optimal machine.
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Figure 2. Flow chart of the optimization process.

As mentioned before, five different ranges of the current angle were considered (see
Table 3). For each case, the range of the current angle was set and the optimization process
was completed. The number of designs for each case was 210. Figure 3 shows the variation
of current angle versus iteration number during the optimization process for different
cases. The cost function versus the iteration number is reported in Figure 4. Figure 5 shows
some performance indicators of the SynRM for different cases. Notice that the results in
this section were obtained at different current angles. Therefore, it was not possible to
compare the performance indicators of the five cases. However, this will be done in the
next section. Moreover, it was proved from Figure 5 that the average torque and the power
factor were greatly affected by the value of the current angle in a specific case (between
different designs), while the impact on the torque ripple was lower. Figure 6 and Table 4
reveal that the iron volume of the obtained rotor geometry depended on the considered
current angle during the optimization process. Figure 6 shows that the third case, which
considered a fixed value for the current angle (45◦), gave the largest rotor iron volume,
while the fourth case, which considered sufficient range of current angle variation in which
the current angle of maximum torque and minimum torque ripple of the SynRM existed,
gave the lowest iron volume of the rotor. The rotor iron volume of the third case was about
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11% higher than that of the fourth case. This meant that the inertia of the SynRM based on
the fourth case was lower resulting in a fast-dynamic machine.

Table 4. Final optimal geometry for the SynRM for different case studies.

Case 1 Case 2 Case 3 Case 4 Case 5

Current angle
range [Deg.] 30◦: 40◦ 40◦: 45◦ 45◦ 45◦: 65◦ 50◦: 55◦

Optimal angles
[Deg.]

θb1, θb2, θb3

9.3◦, 16.27◦ and
27.65◦

7.36◦, 19.42◦ and
25.98◦

7.14◦, 19.89◦ and
26.39◦

8.82◦, 16.3◦ and
28.39◦

7.84◦, 18.66◦ and
25.69◦

Optimal widths
[mm]

Wb1, Wb2, Wb3

8.3, 5.8 and 3.425 7.7, 6.49 and 3.44 6.76, 5.05 and 3.49 8.3, 5.8 and 4 6.71, 6.5 and 3

Optimal lengths
[mm]

Lb1, Lb2, Lb3

25.2, 24.52 and
12.38 30, 21.5 and 10.26 25.6, 22.7 and 11.5 30, 22.32 and 15.41 26.82, 21.5 and 16

Optimal positions
[mm]

pb1, pb2, pb3

22.06, 5.3 and 4.75 22.29, 3.13 and 3 22.71, 3.9 and 3.17 22.93, 3.74 and 3 20.95, 4.3 and 3.7

Rotor iron volume
[m3] 1.780 × 10−4 1.763 × 10−4 1.932 × 10−4 1.736 × 10−4 1.842 × 10−4

 
Figure 3. Variation of current angle versus iteration number for different cases.

 
Figure 4. Cost function at different iteration number of the optimization technique.
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(a) (b) 

(c) 

Figure 5. (a) Average torque, (b) torque ripple, and (c) power factor versus iteration number for different cases.

 
Figure 6. Rotor iron volume versus iteration number for different cases.

Figures 3–6 show that the steady-state response of the optimization process was not
delayed considering the current angle, while in some cases, the response became even
faster. The optimization process of cases 1 and 4 reached its steady-state after about 80 and
60 iterations respectively compared to about 70 iterations for the third case. In contrast, the
fifth case had a slower performance as shown in the zoomed view of Figure 4.

Figures 7–10 and Table 4 show the final optimal geometry of the rotor flux-barrier
angles, lengths, widths, and positions for different cases. In Figure 7, it is found that the
flux-barrier angles were greatly varied when considering different ranges of current angle
during the optimization process. For example, in the first case (with current angle range
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from 30◦: 40◦), the flux-barriers angles changed by about 2◦ to 6◦ compared to the optimal
geometry proposed in [26] and by about 2◦ to 3.5◦ compared to the third case. However,
when the current angle was kept fixed to 45◦ in the third case during the optimization
process, the obtained optimal geometry for this case was different compared to the optimal
geometry presented in [26] which used a current angle equal to 56.50◦. This proved that
the optimized geometry was sensitive to the chosen value of the current angle for fixed
current angle cases.

  
(a) (b) 

  
(c) (d) 

 

(e) 

Figure 7. Optimal geometry of flux barrier angles for different cases, (a) case 1, (b) case 2, (c) case 3, (d) case 4 and (e) case 5.
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 8. Optimal geometry of flux barrier widths for different cases, (a) case 1, (b) case 2, (c) case 3, (d) case 4 and (e) case 5.

40



Mathematics 2021, 9, 344

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 9. Optimal geometry of flux barrier lengths for different cases, (a) case 1, (b) case 2, (c) case 3, (d) case 4 and (e) case 5.

In addition, the optimal dimensions of the flux-barriers widths were also varied with
current angles as shown in Figure 8. The flux-barriers optimal widths, Wb1, Wb2, and Wb3
were changed by about 1.54, 0.75, and 0.7 mm respectively for the first case compared to
their values in the third case. In addition, the flux-barriers optimal lengths, Lb1, Lb2, and
Lb3 were changed by about 0.40, 1.82, and 0.88 mm respectively for the first case compared
to their values in the third case as shown in Figure 9. Moreover, Figure 10 shows that the
flux-barriers optimal positions, pb1, pb2, and pb3 were changed by about 0.65, 1.40, and
1.58 mm respectively for the first case compared to their values in the third case.
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 10. Optimal geometry of flux barrier positions for different cases, (a) case 1, (b) case 2, (c) case 3, (d) case 4 and
(e) case 5.

3. Performance Analysis of SynRM

The performance of the optimal geometry of the rotor of the three-phase SynRM for
different case studies was studied and compared using finite element magnetic simulations.
The optimal geometry for each case is shown in Table 5. Figure 11a shows the output power
of the three-phase SynRM for different cases at rated conditions (speed = 3000 rpm and
RMS current = 12.23 A) and at different current angles. It was been found from Table 5 and
Figure 11a that the first case gave the highest output power and the second case gave the
lowest output power at the rated condition and at the optimal current angle. The optimal
current angle was the angle that maximized the output power. The optimal current angle
was 52.11◦ for both the first, the second, and the third case as shown in Figure 11a and
Table 5, while it was 56.8◦ for the other cases. The output power in the first case was 5.65%
higher than the second case. Moreover, the first case had about 3.32% higher output power
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compared to the third case. Note that the current angle in the third case was fixed during
the optimization process while the effect of the current angle was considered in the first
case as discussed in the previous section.

Table 5. Performance of the optimal geometry for different case studies of the three-phase SynRM using finite element
model (FEM) simulation.

Case 1 Case 2 Case 3 Case 4 Case 5

Optimal current angle 52.11◦ 52.11◦ 52.11◦ 56.8◦ 56.8◦

Output power at optimal current angle [W] 5385 5097 5212 5273 5221

Torque ripple at optimal current angle [%] 7.4 6.5 7.9 5.85 10.58

Power factor at optimal current angle 0.6297 0.6185 0.6182 0.6628 0.6555

Saliency ratio at optimal current angle [%] 5.36 4.84 4.8 5.25 5.06

 

(a) (b) 

Figure 11. (a) Motor output power and (b) torque ripple at different current angles and at rated conditions for the optimal
geometry of different cases.

Figure 11b shows the torque ripple of the three-phase SynRM for different cases at
the rated conditions and at different current angles. The torque ripple decreased with the
increase in current angle till it reached its minimum value then it increased again. It was
found that the torque ripple had the lowest value in the fourth case, about 5.85%, while the
fifth case gave the maximum value of the torque ripple: about 10.58%. The torque ripple
for the first case was 7.4%. However, the torque ripple in the third case which used a fixed
current angle during the optimization process was about 7.9%. The chosen value of the
current angle for the fixed current angle cases significantly affected the obtained torque
ripple at the optimal current angle. This was highly obvious in [26], which used a current
angle equal to 56.5◦ and the obtained torque ripple with the optimal angle in [26] was
about 12%.

To summarize, the much higher output power and lower torque ripple of our work
compared to [26] justified research of the current angle in the geometrical optimization
process, as was the goal of this paper.

Figure 12 shows the power factor and the saliency ratio for the optimal geometry for
different cases studied at rated conditions and at different current angles. It is noted that
the fourth case had the highest value of the power factor. It was 0.6628. This was due to
its higher optimal current angle compared to the first case. The power factor of the first
case was 0.6297. Figure 12b shows that the first case gave the highest saliency ratio and the
second case gave the lowest saliency ratio. In addition, the saliency ratio of the first case
was about 11.7% higher than its value in the third case. The distribution of flux density at
the same instant of the optimal geometry is shown in Figure 13 for the various study cases.
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It was been found that the rotor geometry calculated from the first case had less saturated
area compared to other studied cases.

(a) (b) 

Figure 12. (a) Motor power factor and (b) saliency ratio at different current angles and at rated conditions for the optimal
geometry of different cases.

Figure 13. Flux density distribution of the optimal geometry for different cases.

From the previous analysis and discussion, it was evident that considering the current
angle during the optimization process of SynRMs was beneficial. Besides, it also observed
that the range of the current angle played a role in the maximum output torque and torque
ripple value.

4. Experimental Results

Figure 14a shows a complete experimental test bench to validate the simulation results
presented before. It consisted of a 5.5 kW three-phase SynRM with a 36-slot stator and four-
pole rotor as in case 4. The stator and the rotor are shown in Figure 14b. The three-phase
SynRM was coupled with a 10 kW three-phase induction motor. The SynRM implemented
in this paper required a control system, as it had no rotor cage. Hence, the desired speed
of the three-phase SynRM was achieved using an induction motor, as the three-phase
SynRM worked in the mode of torque control. A three-phase inverter based on space
vector modulation with a 6.6 kHz switching frequency and 600 V DC bus voltage was
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used to control the three-phase SynRM. A digital signal processing (DSP1103) was used to
obtain the required switching pulses. Incremental encoder and torque sensor were used to
measure the rotor speed and the average torque respectively. The input electrical power
for the three-phase SynRM was computed using a power analyzer.

(a) (b) 

Figure 14. (a) The complete experimental setup and (b) three-phase SynRM stator and rotor.

To validate the implemented simulation model, various measurements were obtained
on the prototype. Figure 15 shows the simulated and measured value of the SynRM output
torque at half the rated speed and current (speed = 1500 rpm and RMS current= 6.1 A) at
different current angles. There was good agreement between the simulated and average
values. The average torque and power factor measured and simulated values at different
line currents including overloading to double the rated current, at an optimal current angle,
and at one-third the rated speed as shown in Figures 16a and 16b respectively. The torque
was linearly varied with the current as shown in Figure 16a. Figure 16b shows that there
was a step-change in the power factor. This was due to the change of optimal current angle
with line current.

Figure 15. Simulated and measured output torque at different current angles at half the rated current
and half the rated speed.
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(a) (b) 

Figure 16. (a) Average output torque and (b) power factor at different line currents, at an optimal current angle, and at
Nr = 1000 rpm.

Figure 17 shows the measured and simulated values for the efficiency and total losses
of the SynRM at different line currents, at rated speed, and at an optimal current angle.
There was a slight difference between the simulated and measured values of efficiency and
losses. This was due to neglecting the effect of mechanical and switching losses and the
inaccurate iron loss simulation model parameters. Figure 18 shows the efficiency map of
the complete drive system at different rotor speeds and at optimal current angles including
the flux weakening region.

(a) (b) 

Figure 17. (a) Efficiency, (b) SynRM total losses at different line currents, optimal current angle, and
at rated speed.

Figure 18. Efficiency map of the complete drive system at optimal current angles.
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5. Conclusions

This paper has investigated the influence of considering the current angle on the final
optimal geometry when designing the rotor of a synchronous reluctance motor. Five cases
for different ranges of current angles have been studied and compared using finite element
simulation. It is proved that considering the current angle on the SynRM rotor design is
effective to obtain improved performance of the SynRM. It is observed that the output
power is increased by about 3.32% when the current angle is considered as a variable during
the rotor design optimization process compared to the fixed current angle case. In addition,
the selection of the appropriate current angle value for fixed current angle cases has a
significant influence on the torque ripple of the optimized rotor geometry. Further, it is also
noticed that the range of the current angle plays a role in the maximum output torque and
torque ripple value. Moreover, it is found that for a fixed current angle case (angle = 45◦),
the torque ripple of the optimal geometry is greatly decreased by 34.20% compared to a
case of current angle equal to 56.50◦, which is the reference case in literature [26]. In the
end, a test bench for a 5.5 kW three-phase SynRM has been carried out to validate the
simulated results.
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Abstract: This paper introduces a novel sensorless model-predictive torque-flux control (MPTFC) for
two-level inverter-fed induction motor (IM) drives to overcome the high torque ripples issue, which
is evidently presented in model-predictive torque control (MPTC). The suggested control approach
will be based on a novel modification for the adaptive full-order-observer (AFOO). Moreover, the
motor is modeled considering core losses and a compensation term of core loss applied to the
suggested observer. In order to mitigate the machine losses, particularly at low speed and light
load operations, the loss minimization criterion (LMC) is suggested. A comprehensive comparative
analysis between the performance of IM drive under conventional MPTC, and those of the proposed
MPTFC approaches (without and with consideration of the LMC) has been carried out to confirm
the efficiency of the proposed MPTFC drive. Based on MATLAB® and Simulink® from MathWorks®

(2018a, Natick, MA 01760-2098 USA) simulation results, the suggested sensorless system can operate
at very low speeds and has the better dynamic and steady-state performance. Moreover, a comparison
in detail of MPTC and the proposed MPTFC techniques regarding torque, current, and fluxes ripples
is performed. The stability of the modified adaptive closed-loop observer for speed, flux and
parameters estimation methodology is proven for a wide range of speeds via Lyapunov’s theorem.

Keywords: induction motor; model predictive; sensorless; high performance

1. Introduction

Several schemes for speed-sensorless vector-controlled induction motor (IM) drives
have been suggested for nearly a decade. Via flux and speed sensors positioned within the
machine will deteriorate the machine’s robustness and raise the associated maintenance
expenses. Speed sensor cost is within the same range as the price of motor itself, at least
for machines with ratings below 10 kW. In many applications, sensor mounting to the
motor is an obstacle. The majority of estimators proposed in sensorless IM drives for
combined flux and also speed estimation could be divided into three categories: (a) Model-
reference-adaptive system (MRAS) [1,2]. Although MRAS-based estimators are favored
due to simplicity, ease of implementation, and documented stability [3], they have certain
drawbacks in the low-speed zone, where open-loop integration can result in instability due
to stator resistance misestimating [4]. (b) Full-order observers (FOO) [5] providing both
stator current and stator or rotor flux estimates. In FOO, alteration is made throughout
the error between both measured stator current and its estimated value that is often used
to adjust estimated speed in an adaptation law. (c) Reduced-order observers (ROO) [6],
that are only rotor or stator flux estimators. It is the potential to make the ROO essentially
sensorless [7], i.e., speed will not appear in the observer equations. The major drawback for
sensorless velocity drives is their poor performance when IM operates at lowish velocity
range or near zero-velocity point. However, low-velocity and zero-velocity operating case
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of IMs is the popular for industrial applications, like hoists (sometimes operating at 0.5 Hz
to 1 Hz), marble cutting machines (operating at 0.3 Hz sometimes) and mine carrier cars
(sometimes operating at 0 Hz). Therefore, sensorless drives performance at low-velocity
ranges necessities to be improved.

To achieve an active decoupled control for flux and electromagnetic torque, the direct
torque control (DTC) was offered to replace the field-oriented control (FOC) in the drive
domain. DTC provides a simpler scheme, faster response, and lower machine parameter
dependency than FOC. Besides that, it does not include coordinates transformation or
current regulations [8,9]. The key problem of this technique is the excessive amount
of flux and also electromagnetic torque ripples created through the variable switching
frequency due to discrete nature of the hysteresis comparators and voltage vector selection
look-up-table (LUT) [10].

In order to address some weaknesses in classical DTC techniques, an effective control
approach called model predictive control (MPC), has recently been proposed. MPC’s key
advantages are its ability to recognize various control targets, the straightforward manage-
ment of nonlinearities and control limits of the model, and easy implementation [11–14].
Recent works have implemented MPC method to avoid limitations of classical LUT-based
DTC of IM drives [15–18]. The proposed MPDTC techniques implemented in these studies
contributed to improving the drive’s dynamic efficiency, but as an essential feature of the
regulated variables, the ripple content was still present. There are different explanations
for why the ripple phenomena in the MPDTC are presented. The foremost one would be
originated in view of the technique principle of MPDTC itself. After the minimization of
a cost function, it selects a voltage vector and inevitably applies this vector for the entire
subsequent sampling duration, even though this is deleterious in certain situations, as it
may occur that the regulated quantity (i.e., the torque) is therefore pushed out of reasonable
limits before the end of the loop.

Different methods have been established to eliminate unwanted ripples, such as
splitting the sampling interval into two parts and adding dual different voltage vectors
in each interval [19–21], for example. This has essentially helped to limit the ripples.
Otherwise, the complexities and computational burden of those methods are amplified
and this would affect the dynamic digital control response, which is intended to be very
rapid in many numbers of industrial applications.

Model-predictive current control (MPCC) was presented in [22,23] as a solution to
limit the use of the cost function weighting value. Two prediction horizons were suggested
in [23] to predict stator currents, which resulted in the reduction of the accompanying noise.
However, measurement time was increased, otherwise amplifying the commutations of
the inverter.

Due to its intuitive definition, high versatility, and simple incorporation of constraints,
model-predictive torque control (MPTC) has recently gained significant attention within
the academic and industrial communities [24,25]. Despite the MPTC’s intuitive definition
and rapid response, as stator flux and also torque control variables have different ampli-
tudes and units, a proper stator flux weighting factor should be built to achieve adequate
performance [13,26,27].

Model-predictive flux control (MPFC) is suggested in [28] and compared with the
conventional MPTC in [29] to prevent nontrivial weighting factor adjustment effort for
MPTC. While in [13], the prediction errors are translated into ranking values for different
control variables. As the finest one, the voltage vector leading to the minimum average
ranking value is chosen.

Model-Predictive torque and flux control (MPTFC) [30] for variable speed drives is
a significant member of the finite control set model-predictive control (FCS-MPC) family.
A significant level of robustness to model parameter deviations could be achieved by
directly controlling machine magnetization and electromagnetic torque [31]. Throughout
the cost function, the expected errors of torque and stator flux magnitude are enhanced.
A corresponding objective function, subject to inverter and machine model, is minimized
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online to this end. This results in an optimum switch position (i.e., control input) applied
to the power converter [32].

Another feature of IM drives is that they exhibit greater efficiency when working at
rated load [33,34]. However, owing to the persistence of iron losses and a part of copper
losses, efficiency deteriorates under light load operation. This factor would harm the ma-
chine service life; accordingly, a criterion should be adopted to mitigate losses, particularly
at light loads. Techniques for efficiency optimization are typically categorized into two
types: search methods and model-based methods centered on how to decide the steady-
state-optimal control variable [35]. Search-based methods are techniques of perturbation
and observation that push the control command in the direction of minimal power losses.
If closed-form solutions are not available, machine losses could either be calculated via
loss model or measured using a power analyzer. Search-based strategies still struggle from
a slow convergence rate and undesirable torque dynamics and fluctuations [36], despite
attempts to raise the convergence rate using mathematical algorithms.

As a consequence, approaches focused on search are limited to steady-state processes.
Multiple flux modes exist for industrial applications. The control minimizing loss is only
switched on at steady-state, and during transients, the rated flux is usually linked to fast
torque dynamics. There is no clear identification of transitions between flux modes during
torque transients [37]. When the stator flux linkage shifts rapidly during torque transients,
major losses are caused. Consequently, for highly dynamic load profiles, the steady-state
optimal solution causes even more losses than constant rated flux operation.

An adaptive observer for combined flux and speed guesstimate in rotor speed ref-
erence frame is suggested in this paper. Rather than the traditional rotor flux plus stator
current IM model, the rotor and stator flux models are utilized in the rotor speed reference
frame. This makes it probable to apply the suggested observer in both stator and rotor-flux
vector-controlled IM drives and in DTC-IM drives. It should also be mentioned that both
stator and rotor resistance values and estimated velocity are the uncertainties considered
in this article.

The current study introduces an efficient MPTFC technique for the IM drive in which
some of the MPTC shortcomings can be mitigated, in specific by reducing the ripples
of torque, stator flux and current. Furthermore, a loss minimization criterion (LMC) is
suggested to improve the drive efficiency, particularly under light loads and low-speed
operations, extending the IM’s lifetime. Drive efficiency is validated by comprehensive
simulation testing, in which the feasibility of the MPTFC strategy is demonstrated. The
combination of prediction and estimation, in this work, is the additional challenge of
sensorless MPTFC approach versus traditional sensorless approaches. The paper’s con-

tributions could be summarized as follows; the work intends to eliminate and replace
the mechanical sensor with novel soft sensorless algorithms to minimize the drive cost
and boost its reliability. Moreover, the paper offers a novel predictive torque-flux control
approach for IM drive. Representing the IM model with consideration of core-loss and
illustration of the used 2−level voltage source inverter has been implemented. Developing
a novel AFOO, which contributes to reducing the fluctuations and thereby enhancing the
method torque-flux and prediction, with the compensation of core-loss, for; rotor speed
estimation, stator flux estimation, rotor flux estimation, stator and rotor resistance estima-
tion, stator current estimation, electromagnetic torque estimation has been introduced. The
analysis and design of the proposed MPTFC strategy are described in a straightforward
manner that clarifies the suggested drive basic operation. To minimalize the copper and
iron losses, particularly at low-velocity and light loading, which enhances the IM efficiency,
an LMC is provided in steady-state operation. In order to assess IM dynamics under the
proposed MPTFC and MPTC approaches, comprehensive simulation tests are conducted.
Test results approve the suggested MPTFC reliability to be used as a stronger alternative
to the MPTC. All gain selections of controllers and controllers that have been designed to
ensure overall drive stability shall be found in Appendix A.
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The paper starts with the implementation of the IM mathematical model and 2−level
inverter, with consideration of core-loss. Then, the proposed AFOO is designed and
explained. The suggested MPTFC method is subsequently presented and explained in-
depth, and the proposed LCM is then presented and systematically evaluated. Eventually,
the complete system design and performance test results are introduced and discussed.

2. Mathematical Model of IM and Inverter

In the stationary (α− β) reference frame, indicated by the apex s for the stator and
rotor amounts, Figure 1 demonstrates the IM model. No transformation of stator amounts
(indicated by index s) is necessary for this frame, while the rotor amount (index rs) simply
refers to the stator. Even though all of them remain sinusoidal during steady-state activity,
this model makes it easier to formulate the predictive torque and flux control model
proposed. Stator and rotor voltage balance equations in Figure 1 are provided as in (1) and
(2) in the continuous time domain [38,39]:

p
→
Ψs =

→
v s − Rs

→
i s (1)

p
→
Ψrs = −R

′
r
→
i rs + j ωme

→
Ψrs (2)

where p is a differential operator, ωme = P ωm , with P is pole pairs and ωm is the shaft
speed. Additionally, Lσs and Rs are stator leakage inductance and resistance, respectively;
L

′
σr and R

′
r are rotor leakage inductance and resistance, respectively, both referred to the

stator; and Rfe, Lm are the equivalent resistance representing the iron losses, and the
magnetizing inductance, respectively. The relationships among currents and fluxes and are
assumed linear (no saturation) and are listed as follows:

→
Ψs = Lσs

→
i s + Lm

→
i m = Lσs

→
i s +

→
Ψm (3)

→
Ψrs = L

′
σr

→
i rs + Lm

→
i m = L

′
σr

→
i rs +

→
Ψm (4)

where
→
Ψm and

→
i m are magnetizing air-gap flux and magnetizing current, respectively.

Furthermore,

Rfe
→
i fe = Lm p

→
i m (5)

→
i m +

→
i fe =

→
i s +

→
i rs (6)

Figure 1. IM model in stationary (α− β) reference frame taking iron losses into account.

With some management of the equations, Equation (2) can be replaced by
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p
→
i s =

Lm

Lm L
′
σr + Lσs

(
L

′
σr + Lm

){(L
′
σr + Lm

Lm

)
→
v s −

[
Rs

(
L{′}
σr + Lm

Lm

)
+ R

′
r

]
→
i s + R

′
r

(→
i m +

→
i fe

)
− jωme

→
i r

}
(7)

Although dynamic IM performance is well represented in Equations (1) and (7), it is very
multifaceted to appreciate. We suppose to rewrite the following Equations (8)–(11) to characterize
the IM state-space model in terms of equivalent core-loss resistance, Rm, which is included in Rfe
where Rm is presumed to be proportional to ω1.6 [40].

p iαs = −
(

Rs

Ls σ
+

Rr L2
m

Ls L2
r σ

)
iαs +

[
Rr Lm + Rm(sLm − Lr)

Ls L2
r σ

]
Ψαr +

Lm

Ls Lr σ
ωr Ψβr +

1
Ls σ

vαs (8)

p iβs = −
(

Rs

Ls σ
+

Rr L2
m

LsL2
r σ

)
iβs +

[
Rr Lm + Rm(sLm − Lr)

Ls L2
r σ

]
Ψβr − Lm

Ls Lr σ
ωr Ψαr +

1
Lsσ

vβs (9)

p Ψαr =
Rr Lm

Lr
iαs −

(
Rr − s

Lr

)
Ψαr −ωr Ψβr (10)

p Ψβr =
Rr Lm

Lr
iβs −

(
Rr − s

Lr

)
Ψβr +ωr Ψαr (11)

where ωr is the rotor speed, s is the slip and ω is the excitation frequency. Cross product of rotor
and stator flux linkages vectors states the developed torque [28] as:

Te =
3
2

P
Lm

Lr Ls − Lm2

(→
Ψs ×→

Ψr

)
(12)

For both MPTC and MPTFC methods, a 2−level voltage source inverter (VSI) is used in this
work. The inverter topology and its feasible voltage vectors are shown in Figure 2. With every
phase A, B and C the responding switching state S can be described as:

S =
2
3

(
Sa + a Sb + a2 Sc

)
(13)

where A, B and C are motor terminals, a = ej2π/3, Si = 1 means Si on, Si means off and DC-bus
voltage is Vdc.

Figure 2. Inverter topology and its feasible voltage vectors (a) 2−level VSI circuit; (b) Voltage vectors.

The relation between inverter output voltage vector
→
v sαβ,k and the switching state S is stated as:

→
v sαβ = Vdc S (14)
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Voltage space vectors will regulate the output torque for the DTC technique, where two voltage
vectors are selected in each sector to decrease or increase stator flux amplitude. There are eight
switching states and seven separate voltage vectors V0, V1, V2, . . . ., V7 for a 2−level inverter-fed
IM drive, as seen in Figure 2b. Cost function G is evaluated for each voltage vector value, and the
vector generating minimum G is chosen as the best one.

3. Adaptive Full Order Observer Modification

In this work, accurate state estimation is a major step towards achieving good performance of
MPTFC in dynamic implementation. Owing to its precision and insensitivity to parameter variance
over a broad speed range [41], AFOO is approved for rotor speed-flux estimation. By compensating
for the impact of core-loss, AFOO mathematical model can be revealed as [42]:

p x̂ = Â x̂ + B vs + H
(
îs − is

)
+ D Ψ̂r (15)

where x̂ = [îsΨ̂r]
T is the estimated state for stator current and rotor flux, vs is stator voltage

vector, I =
[

1 0
0 1

]
, J =

[
0 −1
1 0

]
, B = [ 1

Lsσ
I 0 ]

T
, [ D ] is the core-loss compensating term,

Â =

[
Â11 Â12
Â21 Â22

]
=

⎡
⎣ −

(
R̂s

Lsσ
+ R̂rL2

m
Ls L2

r σ

)
I Lm

Ls Lr σ

(
R̂r
Lr

I − ω̂r J
)

R̂rLm
Lr

I − R̂r
Lr

I + ω̂r J

⎤
⎦, D =

[
D1 I
D2 I

]
=

Rm

[
− ( Lr−s Lm)

(σLs Lr
2)

I − s
Lr

I
]T

and the observer gain matrix, see appendix, is given as:

H =

[
h1 h2 h3 h4
−h2 h1 −h4 h3

]T

(16)

3.1. Stator Flux Estimation
DTC stator flux estimate is among the primary challenges that determine the accuracy and stabil-

ity of the drive’s operation, since it’s not measured. The simplest solution is the pure integrator-based
stator flux estimator voltage model, but it is susceptible to numerous problems [43]: (i) sensitivity in
respecting to the dc-drift present in the pure integrator input that causes saturation of the integrator,
and (ii) pure integrator initial conditions that cause an unwanted dc deviation in the estimation stator
flux signal. We can rewrite AFOO in Equation (15) for IM model assumed in Equations (8)–(11) with
the core-loss compensation concept as follows, in order to prevent the dc offset issue:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
p
→
î s = Â11

→
Î s + (Â12 + D1)

→
Ψ̂r + B vs + Hs

(
îs − is

)
p
→
Ψ̂r = Â21

→
î s + (Â22 + D2)

→
Ψ̂r + B vs + Hr

(
Âs − is

)
→
Ψ̂s = L1

→
Âs + L2

→
Ψ̂r

(17)

where, L1 =

[
Ls Lr−Lm

2

Lr
0

0 Ls Lr−Lm
2

Lr

]
and L2 =

[
Lm
Lr

0
0 Lm

Lr

]
.

The first benefit of the estimated stator flux in Equation (17) is that there is no need for motor
speed statistics to estimate the flux. This reduces any additional errors, particularly at lower frequen-
cies, associated with calculating or even measuring such signals. Another benefit is that estimated
stator flux independent on machine resistances that improve drive reliability. Estimated stator flux
→
Ψ̂s components in stationary (α− β) reference frame depending on estimated rotor flux

→
Ψ̂r and

stator current
→
î s in Equation (17) can be stated as:{

Ψ̂αs =
Lm
Lr

Ψ̂αr +
Ls Lr−Lm

2

Lr
îαs

Ψ̂βs =
Lm
Lr

Ψ̂βr +
Ls Lr−Lm

2

Lr
îβs

(18)

3.2. Rotor Speed Estimation
The cost and complexity of the system will be effectively minimized by a sensorless system

where the velocity is determined instead of measured. One of the key reasons for the success of
inverter fed IM drives is that it is possible to use any standard IM without modifications. It is
suggested with current and voltage measuring devices that IM speed can be guessed without the
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need for speed or flux sensors to be mounted. Through traditional AFOO, rotor speed estimate is
obtained via conventional adaptation law as in (15) [5,42]:

ω̂r = KIω

t∫
0

[
Ψ̂βr

(
iαs − îαs

) − →
Ψαr

(
iβs − îβs

)]
dt (19)

Like MRAs, the proposed scheme would be separated into two key components, which can be
seen in Figure 3; each model is supplied with the same input signal

→
v s. Additionally, the adaptive

model is tuned by dual closed loops. The first takes into account the error among measured current
→
i s and estimated

→
î s from (17), while the other considers the adaptively calculated speed (20).

The first closed-loop is being responsible for compensating the offsets that have the major source
in current sensors. The controller time constant is calibrated proportionally to a speed value for
proper compensation over the entire range of IM rotor velocity. Moreover, for two main reasons, the
controllers work slowly: to ensure a lack of effect on transient estimation and because it integrates
errors through sinusoidal signals. The second closed-loop provides the rotor velocity ω̂r, calculated

on the basis of difference among estimated and measured currents Δ
→
i s multiplied by estimated

stator flux conjugate vector
→

Ψ̂s
∗ as per as (17).⎧⎪⎨

⎪⎩
eω = Im

( →
Ψ̂∗

s Δ
→
i s

)
= Ψ̂βs

(
iαs − îαs

) − Ψ̂αs
(
iβs − îβs

)
ω̂r =

(
KPω + KIω

s

)
.eω

(20)

Figure 3. Proposed sensorless observer.

3.3. Other Parameter Estimation
IM stator resistance will vary thanks to temperature change during operation. To provide

stator resistance estimation, adaptive control observer could be extended. According to the same
Lyapunov’s theory, stator resistance Rs can also be estimated like rotor speed via a PI controller [39].{

eRs = îαs
(
îαs − iαs

)
+ îβs

(
îβs − iβs

)
R̂s =

(
KPRs +

KIRs
s

)
. eRs

(21)
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In addition to the temperature variation effect on stator resistance, various parameters in the sug-
gested observer will also adjust during operation. Owing to magnetic saturation, parameters Ls; Lr
and Lm differ. Although magnetic saturation variance can be compensated for through the nonlinear
magnetic model, rotor resistance variation would have a significant effect on the speed-accuracy of
our adaptive observer.

It is recognized that the misestimating of Rr gives correct estimates of the rotor and stator
fluxes during-steady state, but results in a speed misestimating [44]. Rotor resistance estimate can be
incorporated into adaptive observer using the approach followed in [42] or IM thermal model. The
influence of the core-loss on the estimation of both stator and rotor resistance and its compensation
has been well defined in our previous work [45]. Stator current and rotor flux error estimation can
give rotor resistance estimate utilizing Lyapunov theory via the suggested AFOO in (17) as:{

eRr = (Ψ̂αr − Lmîαs)
(
iαs − îαs

)
+ (Ψ̂βr − Lmîβs)

(
iβs − îβs

)
îr =

(
KPRr +

KIRr
s

)
. eRr

(22)

3.4. Torque Estimation
In this analysis, the proposed AFOO can also be used to determine the electromagnetic torque

to reduce the error between the reference and desired motor output torque based on estimated stator
current and flux. Delay between acquisition time and application time is important to be considered.

T̂e =
3
2

P Im
( →

Ψ̂∗
s

→
î s,k−1

)
(23)

where k is the sampling time index.
As indicated in Figure 4, our proposed observer can easily estimate stator flux angle as:

θ̂s = tan−1

(
Ψ̂βs

Ψ̂αs

)
(24)

 
Figure 4. Stator and rotor flux vectors relationship in stationary reference frame.

The angular speed of stator flux linkage relative to rotor flux linkage may also be computed as:

δ̂ = tan−1

(
Ψ̂βr

Ψ̂αr

)
− θ̂s (25)

To incorporate the system (17) into the digital processor, it is crucial to acquire a discrete-
time state-space representation of proposed system. It should be noted that matrix Âdepending
on instantaneous calculated rotor speed value ω̂r making Â = Â(ω̂r(t)) as a linear time-varying
system. Time dependence implies that variation of ωr, the offline numerical estimate of discrete-time
equivalent system cannot be obtained. The solution would be to achieve a discrete-time varying
method that can then be modified with the new estimated value of ω̂r at every sampling period.
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A direct computation or Euler approximation (first-order sequence expansion) [46] are the more
popular methods of obtaining the representation of sampled-data for the model. The approximation
of Euler is an easy way of obtaining the discrete-time model with a similar response of dynamic
behavior. The direct computation of state trajectory in (17) may not be simple as Euler approximation
of the first order but gives a more precise representation in the discrete-time (for example, see [47]
and references therein).

3.5. Conventional MPTC
For conventional MPTC, just one voltage vector is chosen and not applied till the next control

time owing to the updated mechanism for modern microprocessors. The conventional MPTC diagram
shown is in Figure 5. Using a PI controller, torque reference would be created via an outer speed
control loop and stator flux reference is kept constant at asset value since field weakening and
efficiency optimization process are not taken into account in this procedure [29]. In MPTC technique,
torque and stator flux are being predicted for all possible voltage vectors supplied by the inverter
based on the system model. Then, the best one is decided by minimizing an objective cost function
consisting of a torque-flux tracking error.

Figure 5. Conventional MPTC scheme.

3.6. Conventional MPFC
Torque and stator flux references are equivalently transformed into single reference for stator

flux vector in this process. The MPFC diagram can be seen in Figure 6.

3.7. Proposed MPTFC
MPTC’s cost function is generally defined as a linear combination with torque-flux errors to

determining the finest voltage vector, that is defined as:

G1 =
∣∣∣Tref

e − Tp
e,k+1

∣∣∣+ λΨ

∣∣∣∣Ψref
s −→

Ψ
p

s,k+1

∣∣∣∣ (26)

where λΨ is stator flux’s weighting factor in MPTC. Stator flux weighting factor is calibrated in actual
time to achieve minimum torque ripple, as suggested in [13]. The weighting factor λΨ value has a
decisive role in containing the unavoidable ripples if it properly chosen. Therefore, the λΨ value must
be correctly selected, which requires an online optimization process to choose the optimum value,
which results in a further increase in the microcontroller’s computational burden. To avoid the use
of weighting factor in MPTC, a new stator flux reference based upon IM model is suggested in [28],
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which is equivalent to the original reference of torque and stator flux. To pick the finest voltage vector
amongst the feasible ones, MPFC’s cost function described in (27) is minimized.

G2 =

∣∣∣∣Ψref
s −→

Ψ
p

s,k+1

∣∣∣∣ (27)

Figure 6. Conventional MPFC scheme.

It is clear that the weighting factor will be no longer needed, since only stator flux vector
tracking error is involved. The key shortcoming of this technique is that it relies on reference flux
angle estimate by using inverse-trigonometric function, which fails to estimate the angle during
particular operating conditions [28].

Most often for MPTC and MPFC drives, stator flux reference Ψref
s is usually set constant to its

rated value as:
Ψref

s =
∣∣∣Ψref

s

∣∣∣ (28)

In order to accurately regulate torque and stator flux, we propose the MPTFC design in Figure 7
where the predictive values of stator flux, current and torque are based on suggested AFOO in (17).

MPTFC model predicts electromagnetic torque and stator flux vector’s magnitude at next step
in discrete-time k + 1 as a switch position function to determine vopt at the present time step k.
Prediction accuracy of MPCC and MPTFC, is main issue, as he process of prediction begins with the
sampled of measured currents. Unless the measuring and sampling processes were not performed
well, noise level will increase, which will then be reflected in the expected values and hence exacerbate
voltage selection process, which eventually results in greater ripple content. To avoid that problem,
we assume both prediction of torque-flux is dependent on stator currents estimate instead of the
measured one.

Integrating estimated stator current in (17) with Euler method from t = k Ts to t = (k + 1) Ts
and inserting (1) into it relates to the representation of discrete-time:

→
Ψ̂

p

s,k+1 =
→
Ψ̂s,k + Ts

→
v s,k(i)− R̂S Ts

→
î s,k (29)

Hence, predicted stator flux appears as an estimated function.

→
i

p

s,k+1 =

(
1 +

Ts

τσ

) →
î s,k +

Ts

τσ + τs

{
1

Rσ

[(
kr

τr
− krj ω̂r

)→
Ψ̂r,k +

→
v s,k(i)

] }
(30)

where τr =
Lr
R̂r

, kr =
Lm
Lr

, ks =
Lm
Ls

, Rσ = R̂S + R̂r + kr
2, τσ = σ Ls

Rσ
, Ts is sampling-period and

→
v s(i) corresponding to 7 dissimilar voltage status, i is from 0 to 6.
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Figure 7. Proposed MPTFC diagram.

Predicted torque could be obtained after determining the predicted current and flux with:

Tp
e,k+1 =

3
2

P
[→

Ψ̂
p

s,k+1 ×
→
i

p

s,k+1

]
(31)

Therefore, a proper cost function would be developed for the proposed MPTF control centered
on G1 and G2 as:

G = λT

∣∣∣Te
ref − Tp

e,k+1

∣∣∣+ λΨ

∣∣∣∣Ψref
s −

→
Ψ̂

p

s,k+1

∣∣∣∣ (32)

where, torque-flux weighting coefficients are λT and λΨ respectively. All feasible inverter topologies
for the seven different flux and torque estimates are applied at every sampling stage. Then these
samples are being used for determining the cost function. In one sampling period, a switching state
that minimizes the G value is picked to be implemented. To drive 2−level-inverter, the switching
states are then becoming the output. The flow chart of the whole process is seen within Figure 8.
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Figure 8. Proposed MPTFC flowchart with weighting factor optimization.

4. Optimal Steady-State Flux for Losses Minimization Criterion

To achieve an optimal stator flux reference for LMC, efficiency optimization is being discussed
in this section. IM losses must be precisely defined to obtain a criterion from which whole losses
could be minimized. Figure 1 presents the overall IM losses, which consisting of stator copper, rotor
copper and core-losses; but not inverter, load, or mechanical losses.

PLoss = 3 [ PcuS + PcuR + Pfe ] (33)

where PcuS, PcuR are stator and rotor copper losses and Pfe is core-loss.

PcuS = Rs Is
2 = Rs

{
Im

2 + [Ir +
Rm

ωLm
Im]

2
}

(34)

PcuR =
′

Rr Ir
2 = (

Lm

Lr
)

2
Rr Ir

2 (35)

Pfe = Rfe Ife
2 =

ω2Lm
3

LrRm
[

Rm

ωLm
Im]

2
(36)

Whereas Rm
2 � (ω Lm)2, substituting (34) and (36) into (33) yields the total loss expression as:

PLoss = 3

{ [
Rs +

Rm Lm

Lr

]
Im

2 +

[
Rs + (

Lm

Lr
)

2
Rr

]
Ir

2 +
2 Rm Rs

ωLm
Im Ir

}
(37)
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where a = Lm/Lr , L
′
m = a Lm, R

′
r = a2Rr, Rfe = a ( ωLm )2

Rm
= ω2Lm

3

LrRm
, Ife = Rm

ω Lm
Im and Is =√

Im2 + (Ir + Ife)
2. Direct FOC equations of IM that take core loss into accounts are:

Rotorflux : Ψ
′
r = L

′
mIm (38)

Electromagnetictorque : Te = 3 P Ψ
′
r Ir (39)

Slipfrequency : ωsl = Rr
Ψ

′
r

Lr
(40)

The substitution of (38) and (39) into (37) helps us to rewrite the complete loss as:

PLoss = 3

⎧⎪⎨
⎪⎩
[

Rs +
Rm Lm

Lr

]
Lr

2

Lm4

∣∣∣Ψ′
r

∣∣∣2 +
[

Rs + (
Lm

Lr
)

2
Rr

]
Te

2

9 P2

∣∣∣∣∣∣
′

Ψ
′
r

∣∣∣∣∣∣
−2

+

[
2 Rm Rs

ωLm

]
Lr Te

3 P Lm2

⎫⎪⎬
⎪⎭ (41)

This implies that PLoss is a variable dependent on rotor flux Ψ
′
r. Assuming that under constant

load torque, none of machine parameters have any dependency upon rotor flux Ψ
′
r. By setting a

derivative of Equation (41) with respect to Ψ
′
r to zero, we could obtain a rotor flux that provides the

minimum losses.
∂ PLoss

∂
′

Ψr

= 0 (42)

∂ PLoss

∂
∣∣∣Ψ′

r

∣∣∣ = 3

⎧⎨
⎩

2
[

Rs +
Rm Lm

Lr

]
Lr

2

Lm
4

∣∣∣Ψ′
r

∣∣∣−
2
[

Rs + ( Lm
Lr

)
2

Rr

]
Te

2

9 P2

∣∣∣Ψ′
r

∣∣∣−3

⎫⎬
⎭ (43)

Solving Equation (43) gives us an appropriate rotor flux Ψ
′ A
r corresponding to the maximum

efficiency point, where. K =

[(
R̂s Lr

2+R̂r Lm
2

R̂s Lr
4 + Lm Lr

3 Rm

) 1
4 2 Rm Rs

ωLm

]
. Lm√

3 P
.

Ψ
′ A
r = K

√
Te (44)

Before applying Ψ
′ A
r to the direct FOC of IM, the coefficient with estimated parameters must

be multiplied as follows:
→
Ψ

A

r,k =
Lr

Lm
Ψ

′ A
r =

Lr

Lm
K̂
√

Te (45)

Corresponding suitable stator flux can also be determined based on the steady-state relationship
among stator-rotor fluxes as [33]:

→
Ψ

A

s,k =

√√√√√√
(

Ls

Lm

)2→
Ψ

A

r,k +

(
4 σ Ls Lr

3 P Lm

)2 Te2(→
Ψ

A

r,k

)2 (46)

The optimum stator flux’s reference amplitude required by suggested MPTFC in LMC is
provided by Equation (46). Expression of (46) updates (28) as:

Ψref
s =

∣∣∣∣→ΨA

s,k

∣∣∣∣ (47)

It thus completes the data necessary to apply (29) and so the cost function (32).
In order to calculate the efficiency of IM based on the total losses calculated in Equation (41), as

in [47]:

η =
POut

POut + PLoss
(48)

where η is the efficiency and the output power is POut = ωr Te.

5. System Layout

Complete approach layout is shown in Figure 9. Stator voltages and currents are the measured
quantities, that used by suggested AFOO to obtain the estimated values of; rotor velocity ω̂r,k,

rotor flux
→
Ψ̂r,k, stator current

→
î s,k, stator flux

→
Ψ̂s,k and torque T̂e,k to predict stator flux

→
Ψ̂

p

s,k+1 and
corresponding predicted torque TP

e,k+1. Estimated states are fed back toward the stator flux outer
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loop and inner loop of the torque to produce stator flux and torque references for cost function in
Equation (32). The LMC algorithm provides optimum stator flux’s amplitude; alternatively, stator
flux reference could be followed through fed back flux loop. Optimum voltage vector is selected
through applying cost function G on the base of the references and predicted values of both torque
and stator flux to complete the suggested MPTFC of IM drive.

Figure 9. Proposed MPTFC layout with LMC for IM drive.

6. Results and Discussion

The suggested MPTFC approach is simulated in MATLAB/Simulink environment to verify its
effectiveness. For simplicity, the proposed MPTFC performance is compared to conventional MPTC

that utilize cost function G1 in Equation (26) and constant stator flux reference
∣∣∣Ψref

s

∣∣∣ = 0.71 wb.
MPTC technique is referred to as method I, and the proposed one of MPTFC with the modified AFOO
is referred to as method II in the following phrases, respectively. Motor parameters are mentioned
in Table 1.

Table 1. IM Parameters.

Symbol Parameters Values

vs Rated voltage 380 V
np No. pole pairs 1
f Rated frequency 50 Hz

Rs Stator resistance 1.2 Ω
Rr Rotor resistance 1 Ω
Ls Stator self-inductance 175 × 10−3 H
Lr Rotor self-inductance 175 × 10−3 H
Lm Magnetizing inductance 170 × 10−3 H
J Moment of inertia 0.062 Kgm2

Ψsn Nominal stator flux 0.71 wb
Tn Nominal torque 20 Nm
Rm Core-resistance 2.186 KΩ
Ts Sampling-time 4 × 10−5 s
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The following hints about the simulating system should be noted; the IM has been considered
nonlinear and takes the core-loss influence into account. Moreover, the proposed observer-based
on the mentioned equations in the paper has been implemented using MATLAB® and Simulink®

environment. Furthermore, the inverter has been built from the Simulink libraries of Simscape
Electrical Specialized Power Systems library. However, no extra band-limited white noise was
introduced into the signals.

Figure 10 shows starting response from standstill to (100 rps) for the both methods. Stator flux
is first developed using preexcitation, and torque is restricted to 100 percent rated value (20 Nm)
during the accelerating stage. An external load with 50% of the nominal value (10 Nm) is suddenly
applied at (t = 0.7 s) to the tested IM. In MPTC, actual speed is compared with speed reference
unlike in the proposed system which utizes estimate speed.

Figure 10. Starting response simulation from standstill to 100 rps for: (a) method I of the conventional MPTC; (b) method II
of the proposed MPTFC.

Curves shown in Figure 10, through top to bottom are velocity, torque, stator flux and stator
current, respectively. It is obviously seen that in low-speed operation, proposed MPTFC works well
and exhibits high robustness regarding load disturbance. It can also be observed that method I has
similar dynamic performance, but it produces much higher flux, current and torque ripples.

A more extensive steady-state torque, current and stator flux waveforms with (50%) of rated
torque (10 Nm) is shown in Figure 11. The ripples of torque, current and stator flux in method II are
shown to be much smaller than in method I, demonstrating the efficiency of suggested approach
of MPTFC.

Conventional and suggested drive responses are shown in Figure 12a,b throughout speed
reversals. It could be said that the motor accelerates rapidly from (50 rps) to (−50 rps) for three full
cycles of forward and reverse speed to test the drive performance in low and reverse speed operation.
The load torque is held constant at (5 Nm) during the whole test period. The conventional MPTC
works at reverse speed operation while it suffers from unwanted ripples in the flux, torque and
the stator currents when compared to the proposed method, as shown in Figure 12a. Moreover,
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an acceptable error between actual, estimated velocity and measured one is shown in Figure 12b.
Furthermore, the error between the estimated stator current and actual ones through our proposed
drive is shown in Figure 12b, which validates the proposed observer’s operation. The actual and
estimate values of stator and rotor fluxes throughout the reverse speed operation are also shown in
Figure 12b. Figure 12c shows the comparison of the response of the stator currents and stator flux
with the operation of speed reversal at (50 rps) between the conventional MPTC and the proposed
MPTFC. The figure proves that the response of the flux and stator currents with the proposed MPTFC
is better than those of the conventional MPTC.

Figure 11. Steady-state response simulation at 100 rps for: (a) method I of the conventional MPTC; (b) method II of the
proposed MPTFC.

Figure 12. Cont.
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Figure 12. Performance with the operation of speed reversal at 50 rps: (a) Simulation responses of speed reversal at 50 rps
for conventional MPTC; (b) Simulation responses of speed reversal at 50 rps for proposed MPTFC; and (c). Comparison of
the response of the stator currents and stator flux with the operation of speed reversal at 50 rps between; (a) method I of the
conventional MPTC; (b) method II of the proposed MPTFC.
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Furthermore, the drive responses of the conventional and proposed method under step change
of the load disturbance are shown in Figure 13a,b at a very low speed operating range of (10 rps).
A load torque of (5 Nm) is applied at starting, then load torque is increased to (10 Nm) at (t = 2 s)
then decreased to (3 Nm) at (t = 4 s) and finally back to (5 Nm). Figure 13a shows a similar dynamic
performance of MPTC at load disturbance; nevertheless, it produces greatly higher flux, current, and
torque ripples when comparing it to the proposed MPTFC. Actual values of stator and rotor fluxes
are very robust in the suggested drive, as they were compensated by the estimated value of the stator
flux, as shown in Figure 13b. Moreover, both speed and current error can be seen as a rather pleasant
feature, demonstrating high robustness against external load disturbance of the proposed MPTFC. It
is also obvious that the both conventional and proposed method currents in Figure 13a,b seem to
be quite sinusoidal in shape. Moreover, Figure 13c displays the comparison of the response of the
stator currents, stator flux, and torque with the operation of load disturbance at (10 rps) between the
conventional MPTC and the proposed MPTFC. The figure verifies that the response of the flux, stator
currents and torque with the proposed MPTFC is better than those of the conventional MPTC.

In the second case, the IM being controlled under the suggested MPTFC with applying of LMC,

where stator flux’s reference is adjusted to optimal or appropriate flux
→
Ψ

A

s,k which is determined in (46)
to obtain the highest efficiency or lowest losses. Figure 14a indicates total steady-state losses of IM;
the conventional method is represented by dashed lines, while the proposed method is represented
by solid lines at various values of speed. Overall loss operated throughout suggested method is
certainly smaller than that of the conventional method with constant flux at each motor speed. It
is obvious that, as can be seen in Figure 14b, the rotor flux where the losses are minimal depends
upon load torque. In most other words, rotor flux that provides maximum IM efficiency stands as a
function of load torque.

Optimal rotor flux for maximum operating efficiency that calculated in (45), is drawn in
Figure 15 for various driving conditions. It is influenced by motor speed since the core-loss is taken
into account. This implies that rotor flux drops to decrease the core-loss, which raises through the
excitation frequency further than the other loses at high speeds. Corresponding optimal stator flux
for minimum losses that calculated in (46), is drawn in Figure 15b.

IM steady-state efficiency with constant rotor flux is plotted with dash lines and also solid lines
represents optimal suggested method, that shown in Figure 15c. It clearly shows that suggested
method here achieves higher efficiency over large range of load torques owing to adjusting rotor flux
rendering to torque. Thus, it can be said that the proposed system efficiency with LMC has improved
significantly in excess of the classical one.

To investigate dynamic performance, load torque will varied as in case of load disturbance in
Figure 13 and IM speed is kept constant with very low amount (10 rps). Stator flux’s reference is
held at its rated value (0.71 wb) for MPTC and suggested estimated value for MPTFC without the
LMC. For the suggested MPTFC with LMC, stator flux’s reference is adjusted on line through optimal
value, which is also presented in Figure 16.

The steady-state optimal flux, which achieves minimum steady-state losses, varies with the
operating conditions. To achieve balance among copper and iron losses, it rises with torque and
decreases as rotor speed increases.

In the proposed MPTFC with LMC, the optimal stator flux, that calculated in Equation (46),
achieves minimum losses, and varies with the operating conditions. To achieve balance among
copper and iron losses, it rises with the torque and decreases as rotor speed increases. It can also
be seen from Figure 16, in which a comparison of the three control procedures is demonstrated,
that proposed MPTFC (without and with LMC) exhibits better dynamic behavior compared to
MPTC technique. In addition, it should be noted that losses are effectively minimized during light
loading when following the LMC approach and consequently, IM drive efficiency is improved, as
clearly seen in Figure 16.

To clarify the speed response throughout low-speed region, that considered among the most
major aspects of this study, actual speeds is compared for MPTC and suggested MPTFC (without
and with LMC) approaches in Figure 17. Step change to reference speed at (t = 0.05 s) from (0 rps)
to (10 rps)is applied with constant load torque(5 Nm). Figure 17 shows a step response of the
conventional MPTC and the proposed one of MPTFC with and without considering LMC. To clarify
these values more precisely, the over shot, rise time, and settling time were calculated in Table 2.
The results show that the overshot of proposed one of MPTFC with LMC is better than those of the
conventional one and the proposed MPTFC without LMC. Moreover, the figure shows an increasing
in the rise time and settling time of the MPTFC with LMC. Moreover, in general, the speed response
of the three schemes is stable as shown in time domine analysis of Figure 17.
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Figure 13. Cont.
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Figure 13. Drive responses of the conventional and proposed method under step change of the load disturbance (a)
Simulation responses of load disturbance at 10 rps for conventional MPTC; (b) Simulation responses of load disturbance at
10 rps for proposed MPTFC. (c) Comparison of the response of the stator currents and stator flux with the operation of load
disturbance at 10 rps between; (a) method I of the conventional MPTC; (b) method II of the proposed MPTFC.

Figure 14. Steady-state overall losses versus: (a) load-torque with different rotor speeds; (the dash line is stand to the
conventional method while the solid line is for the proposed one); (b) rotor flux with different load-torque.
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Figure 15. Steady-state IM efficiency: (a) appropriate rotor flux map; (b) appropriate stator flux map; (c) efficiency map.

Figure 16. Total IM losses through three control procedures with actual and optimal fluxes.
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Figure 17. Actual speed response of MPTC and MPTFC (without and with LMC).

Table 2. Values of the over shot, rise time, and settling time for MPTC and suggested MPTFC
(without and with LMC) approaches.

Method Over Shot (%) Rise Time Settling Time

MPTC 2.8 0.0399 0.0952
MPTFC 1.1 0.0394 0.0541

MPTFC + LMC 1.5 0.0639 0.1183

7. Conclusions

Paper proposed a new MPTFC solution for 2−level inverter-fed IM drives to address the torque-
ripple-phenomenon issue in MPTC. A novel design for sensorless observer centered on AFOO has
been proposed. Stator flux estimation in the robust suggested observer provides a strong torque
response during very low-speed operations. By introducing the recommended approach, much
better steady-state stability in terms of flux/torque ripples is being observed without disturbing the
dynamic response. In our proposed MPTFC, a closed feedback-loop is added to the suggested drive;
consequently, uncertainties (error of estimated speed, unbalance current measurement and variance
of parameters) are being compensated. Therefore, the proposed prediction approach was conducted
more accurately. Moreover, the loss-minimization-criterion (LMC) is imposed that minimizes IM
losses, particularly at low-speed and light loading, thus improving drive efficiency. In addition to
minimizing the losses during steady-state operations, the comparative results affirm the proposed
MPTFC effectiveness in achieving fewer oscillations. The proposed MPTFC approach improves IM
drive robustness significantly. Finally, it should be noted that the experimental validations of the
proposed control system should be considered in future work, which is not considered because of
the lack of laboratory equipment and apparatus and the conditions of COVID-19.
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Appendix A

In this section, the performance of the suggested AFO observer with feedback gains is analyzed
to prove the robustness of the estimated speed algorithm. In addition to calculating the observer
feedback gains to achieve high performance over a wide range of speed.

The suggested estimate speed in (20) could be rewritten in rotary reference (d − q) frame as:

ω̂r =

(
KPω +

KIω
s

) (→
i qs − iqs

)
Ψˆds (A1)

A closed-loop schematic diagram of estimate speed is seen as Figure A1:

Figure A1. Proposed speed estimation algorithm.

It is potential to derive the open-loop transfer function (OLTF) between both estimated and
actual rotor speed from Figure A1.

Gop = −Ψ̂ds

(
KPω +

KIω
s

)
Gq(s) (A2)

Feedback gains can indeed be obtained on the basis of calculated speed stability as:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

h1 = σ Ls

[ −Rs
σ Ls

− (1−σ)Rr
σ Lr

+ K Rr
Lr

+ RrL2
m

L2
r

]
h2 = −K σ Lsω̂r

h3 = RrLm
Lr

h4 = 0

(A3)

where, Δωr = ωr
∗ − ω̂r and Gq(s) is designated as:

Gq(s) =
iqs − îqs

Δωr
=

s3 + q2s2 + q1s + q0
B

(A4)

B = s4 + b3 s3 + b2s2 + b1s + b0 (A5)

q2 =
Lr(Rs + h1) + RrLs − h3Lm

σ Ls Lr
= x (A6)

q1 = (ωe)
2 +

h1Rr + Rs Rr

σ Ls Lr
− h2ωr

σ Ls
= (ωe)

2 + y (A7)

q0 =
Lr(Rs + h1) + RrLs − h3Lm

σ Ls Lr
(ωe)

2 −
[

h2Rr
σ Ls Lr

+ h1 + Rs
σ Ls

ωr

]
ωe

= x(ωe)
2 + zωe

(A8)

All zeros of the OLTF must be placed within the left plane to ensure the stability of the speed
estimation. With (A2) and (A4) and using the Routh-Hurwitz criterion, where Routh-Table is shown
in Table A1, it is potential to obtain the required and adequate conditions for estimate speed stability
as [41]: ⎧⎨

⎩
x > 0

xy − zωe > 0
x(ωe)

2 + zωe > 0
(A9)
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Feedback gains H values are difficult to acquire because values of x, y and z in (A8) are
complicated. Deserting the second state in (A9) for easy analysis, the gains of H in (A3) can be
provided. To satisfy the conditions in (A9), in this study, the conditions of (A10) are achieved:⎧⎨

⎩
x > 0
y > 0
z = 0

(A10)

(a) Based on (z = 0), the relation among h1 and h2 can be optimized:

h2 =
−Lr(h1 + Rs)

Rr
ωr (A11)

(b) Based on (y > 0), a stability range of h1 for speed estimate can be achieved:

h1 > −Rs (A12)

(c) Based on (x > 0), relation among h1 and h2 can be optimized:

h1 >
Lm

Lr
h3 (A13)

Finally, it is potential to get the required and adequate conditions for stable estimation of speed:⎧⎨
⎩ h2 =

−Lr(h1+Rs)
Rr

ωr

h1 > Lm
Lr

h3 > −Rs
(A14)

If gains of feedback H satisfy (A14), speed estimation stability can be assured at all IM speed
ranges. It could be seen through (A14), that h4 does not affect the speed estimate stability. For
simplicity, feedback gains being given in our study as:⎧⎪⎨

⎪⎩
h1 = h3 = 0.048

h2 =
−Lr(h1+Rs)

Rr
ωr

h4 = 0
(A15)

As an 4th−order system, the observer has 2−pairs of conjugate poles. To guarantee the
observer’s stability, each pole must be in the left-hand s-plane side. Observer pole placement with
(A15) could be seen in Figure A2a, where the observer’s dynamic performance appears to be strong.
Via (A2) and (A15), the OLTF zeros with a full load is shown in Figure A2b (−40 π ≤ ωe ≤ 40 π).

It is observed that there are no unstable zeros in the low-speed area, even in regenerating mode.
Moreover, velocity estimation can indeed be stable within full load throughout all velocity range.

Table A1. Routh-Table.

s3 1 q1

s2 q2 q0

s1 q1 − q0
q2

0

s0 q0 0

72



Mathematics 2021, 9, 403

Figure A2. S-plane (a) observer poles placement (b) transfer function zeros of estimated speed.
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Abstract: The design of switched reluctance motor (SRM) is considered a complex problem to be
solved using conventional design techniques. This is due to the large number of design parameters
that should be considered during the design process. Therefore, optimization techniques are necessary
to obtain an optimal design of SRM. This paper presents an optimal design methodology for SRM
using the non-dominated sorting genetic algorithm (NSGA-II) optimization technique. Several
dimensions of SRM are considered in the proposed design procedure including stator diameter,
bore diameter, axial length, pole arcs and pole lengths, back iron length, shaft diameter as well
as the air gap length. The multi-objective design scheme includes three objective functions to be
achieved, that is, maximum average torque, maximum efficiency and minimum iron weight of
the machine. Meanwhile, finite element analysis (FEA) is used during the optimization process to
calculate the values of the objective functions. In this paper, two designs for SRMs with 8/6 and
6/4 configurations are presented. Simulation results show that the obtained SRM design parameters
allow better average torque and efficiency with lower iron weight. Eventually, the integration of
NSGA-II and FEA provides an effective approach to obtain the optimal design of SRM.

Keywords: optimal design; switched reluctance machine; NSGA-II optimization; finite element
analysis

1. Introduction

The switched reluctance motor (SRM) is the type of motor that has saliency in both
stator and rotor without permanent magnets or windings on rotor [1]. SRM develops
electromagnetic torque based on variation of reluctance values for rotor position change
with respect to phases when they are switched on. SRM provides several merits compared
to other types of electric machines [2]. For instance, the topology of SRM is simple and
very robust. Moreover, the power density, efficiency and torque output of SRM are high
over a wide speed range [3–5]. The previous merits have increased the research efforts
recently and made SRM preferred for high speed applications [1,6]. However, the torque
ripple of SRM is the major problem that results in a high noise and variation. The latter
can be improved by both control and design [7]. The control of this machine plays an
essential role in the operation and hence it is required to overcome its challenges, which
differ depending on the application [8–10].
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The SRM construction has a lot of geometric parameters. The design is achieved
by specifying all of these parameters values. Since SRM has salient poles in both stator
and rotor, a wide range of geometric parameters combinations exist for a certain design
objective. Searching for the best design is then not a simple task. Therefore, it is necessary
to obtain the geometrical parameters that achieve the required objectives (e.g., maximum
torque and efficiency and minimum volume and cost) in the best way (optimum design).

Optimization is a general term used to describe types of problems and solution
techniques that are concerned with the best (“optimal”) allocation of limited resources in
projects. The problems are called optimization problems and the methods optimization
methods [11,12]. Initially random values of variables are chosen for a number of solutions
then the objective function values are evaluated for all solutions and classified from best to
worst. The algorithm produces other solutions (variables) from these classified as the best .

If one objective function is desired to optimize, it is called single objective optimization.
If more than one objective functions are desired to optimize simultaneously, it is called
multi objective optimization. In this context, a set of solutions is obtained where their
objective values form what is referred to as the Pareto front or non-dominated front. For
the same Pareto front, all solutions are equally good because there is no way of telling
which one is better or worse. In other words, all solutions in the same Pareto front are the
optimal solutions (for optimal Pareto front) of the problem in a multi-objective sense [13].

In [14], the optimization of SRM design was made considering a certain ratio between
the length of SRM core to the pole arcs of stator and rotor. The stator and rotor pole arcs
were then varied between the limits that achieve self-starting not causing negative torque
as this reduces the total developed torque. With every variation in stator and rotor pole
arcs the objective functions—which were average torque and torque per volume—were
calculated. The arc’s values were chosen based on a compromise between the average
torque and the torque per volume values. However, this work assumed fixed ratios for the
lengths and arcs and did not study the other values, which give other designs.

In [15], the design optimization of a switched reluctance motor (SRM) by using a
combination of two-dimensional electromagnetic and thermal finite-element analysis,
three-dimensional correction factors and computer search techniques were presented.

The sub-problem approximation analysis was initially performed to locate an approxi-
mate optimum in the feasible design space, and then the first-order method was used to
perform the final search. The core losses were calculated from a 2-D finite element analysis
(FEA), based on a pre-calculated Fourier series of the flux density distribution in the SRM
with typical phase currents.

In [16], a method of the optimization design with multi-objectives for switched reluc-
tance motors for electric vehicle (EV) applications was proposed. From the requirements
of EVs on electric motors in [16], three objective functions were chosen to optimize. They
are the average torque, the average torque per copper loss and the average torque per
motor core volume. The stator and the rotor pole arc angles are selected as the optimized
parameters in this paper. The optimized parameters are only the stator and rotor pole arcs.

In [17], a multi-objective optimization for 16/20 SRM design and control were intro-
duced based on a non-dominated sorting genetic algorithm intended for high volume
traction applications. The proposed methodology considers a lot of parameters as variables
for optimization process, also it considers the optimal firing angles (on and off angles)
as an objective function in addition to frequently used objective functions like average
torque, efficiency and torque ripples. The optimization of firing angles has the advantage of
achieving minimum size of motor for specific requirements. The firing angles are optimized
for this design by trying 100 different combinations of turn-on and turn-off angles to get
the highest average torque and efficiency while concurrently minimizing the torque ripple.
The proposed optimization framework succeeded to achieve the optimal geometry design
for the special application intended for motor to be used.
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Hayashi and Miller [18] represented the different flux density waveforms in matrices
form and calculated eddy-current losses and hysteresis losses separately which was used
in this paper for core losses calculations as will come later.

SRM’s geometric parameters have an indirect and non-linear relationship with per-
formance indices, that is, efficiency and average torque. Hence, sensitivity analysis on
SRM geometric parameters is usually made as in [19–22] to reduce the complexity of
the optimization process. The sensitivity analysis is to study the degree of influence of
optimization problem’s variables on the objective functions. Most influencing variables
are only considered in optimization in order to reduce computational time. However,
eliminating some of variables in optimization problem eliminates some of the indirect
influence of these variables on the performance indices and makes the optimization limited
to the specified objective functions and variables. Therefore, the method presented in this
paper enables the optimization of 11 dimensions independently in order to include all
possible design candidates which are within search area. Note that only seven dimensions
are optimized in this paper as the remaining four are specified by application constraints
(outer diameter Do, axial length L and shaft diameter Dsh) or for practical reasons (air gap
length g).

Various methods of analyzing SRM include magnetic equivalent circuit (MEC), FEA
and regression methods exist [1,23]. In this paper, FEA is used for its accuracy. Multi
objective optimization of SRM design is achieved by the non-dominated sorting genetic al-
gorithm method (NSGA-II). The program of optimization is made in Lua script to run from
FEMM4.2 software. The FEA is performed each candidate design evaluation. The three
objective functions average torque (Tav), efficiency (η) and iron weight (Wiron) are chosen
to be optimized. Numerical methods are used to perform integration and differentiation
on flux density waveforms to calculate eddy current losses as demonstrated later on this
paper. The results of optimizations are compared and verified.

2. Design of SRM

The design procedure of switched reluctance machine starts with specifying the
available dimensions from space constraints, for example, frame size, shaft size and axial
length then continues until all other dimensions are obtained. The number of stator and
rotor poles are specified at the beginning as well. In the conventional analytic design
methods, the inductance in the aligned and unaligned is calculated. Using the values of
inductances in both aligned and unaligned positions the average torque is calculated. This
step is repeated with modified values of the main dimensions until the requirements are
justified. The number of turns per phase is calculated for every modification of dimensions
such that the flux density doesn’t saturate in stator poles for normal operation. This is
demonstrated in Figure 1. Many other characteristics can be calculated such as efficiency,
volume, weight and torque ripple. In this section, the SRM variables are discussed and the
methods of characteristics calculations are emphasized.

2.1. Pole Selection

The number of stator poles Ps and the number of rotor poles Pr are usually selected
based on previous experience with the application requirements and converter configu-
ration to be used. The combinations of stator and rotor poles are of few choices for good
overall design of SRM to be used in general; however, special applications may lead the
designer to explore more of less frequent combinations to achieve the application require-
ments. This paper primarily focuses on the popular combination of 6/4 and 8/6 machines.
The 6/4 machine has the advantage of using less switches in the converter, two less ter-
minals and less core losses because of less switching losses than 8/6 machine; however, it
has the disadvantage of higher torque ripple than the other common combination of (8/6
machine).
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Start

Available dimensions and No. of poles

Dimensions

No. of turns calculation
and λ − i by FEA

Calculate Tav, η
and Wiron

Do Tav, η and Wiron
match requirements?

Final design

Modify

end

No

Yes

Figure 1. Design process flow chart.

2.2. Rotor and Stator Poles Arcs Selection

Referring to [2], the minimum stator pole arc to achieve self starting :

min[βs] =
4π

PsPr
, rad. (1)

The angle between the corners of adjacent rotor poles must be greater than the stator
pole arc or there will be an overlap between the stator and rotor poles in the unaligned
position. This condition is represented as:

βs + βr ≤ 2π

Pr
. (2)

The implication of this condition not being followed is that the machine will start
having a positive inductance rate of change before reaching the minimum value. This
causes the unaligned inductance value to be higher and leads to a lower torque generation.

2.3. Main Dimensions

For the dimensions shown in Figure 2 and Table 1, the outer diameter (Do) is deter-
mined by the available space in the application. The shaft diameter (Dsh) is obtained from
the shaft’s standard sizes. The outer diameter(Do) and (Dsh) are fixed and they are not
changed while searching for the suitable design since they are space constraints. However,
the axial length (L) and the bore diameter (D) can be changed during the design process
(Note that the axial length increase is limited by the maximum axial length available in
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the application). The air gap length(g) can be changed too but here it is fixed of 0.5 mm.
The remaining dimensions are to be changed in order to reach the desired value of torque,
efficiency · · · and so forth.

Table 1. SRM dimensions.

Dimension Unit

outer diameter, Do mm
shaft diameter, Dsh mm

axial length, L mm
bore diameter, D mm
air gap length, g mm

stator pole length, hs mm
rotor pole length, hr mm

stator back iron length, bs mm
rotor back iron length, br mm

stator pole arc, βs degree
rotor pole arc, βr degree
stator poles, Ps NA
rotor poles, Pr NA

g

Dsh/2

bry hr

hs

bsy

D/2

βr βs

Do/2

Figure 2. Lamination dimensions considered in optimization process.

2.4. Limits of Variables

The limits of variables depend on the application and the available space. Here, the
frame size, shaft diameter, air gap length and axial length are kept constant by making
their limits at the same value. The rest of the limits are set by the previous experience.
Table 2 shows the maximum and minimum values of all variables.
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Table 2. Limits of variables.

Variable Min Max Unit

Do 130 130 mm
L 100 100 mm
D 44 95 mm
bsy 5 20 mm
bry 5 20 mm
hs 7 52 mm
hr 5 23 mm

Dsh 24 24 mm
g 0.5 0.5 mm
βs 0.85 × 720/(PsPr) 0.6 × 360/Ps degree
βr 0.85 × 720/(PsPr) 0.6 × 360/Ps degree

2.5. Windings Clearance

The clearance between two adjacent windings is calculated as in [14]. Taking a wedge
of hwed = 4 mm is required to hold the windings in place, the stator pole arc length ts at
the closest point of the winding to the center of the shaft is given by:

ts = (
D
2
)βs + 2hwed, mm. (3)

Accounting for the wedges that hold the windings in place leads to the calculation of
a modified stator pole pitch pb as:

pb =
π(D + 2hwed)

Ps
, mm. (4)

Assuming a suitable value of allowable current density (J = 6 A/mm2), the area of
conductor ac is calculated. Hence, the wire diameter (dw) including insulation is obtained
from standards wires tables. The maximum height of the winding (hw) is obtained by
subtracting a margin length (hwed) from stator pole height (hs):

hw = hs − hwed, mm. (5)

Assuming K f = 0.95 fill factor, the number of layers that can be accommodated in this
available winding height is given by:

Nv =
hwK f

dw
. (6)

The value of Nv is rounded off to the nearest lower integer. Now the number of
horizontal layers required for winding is given by:

Nh =
Tph

Nv
. (7)

The space between 2 stator pole tips at the bore is given by:

Z = pb − ts mm. (8)

The width of the winding wt is given by:

wt = dw
Nh
K f

mm. (9)

The clearance between the windings at the bore is given by:

CL = Z − 2wt mm. (10)
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This value has to be positive and preferably greater than 3 mm. Here it is allowed
greater than 0.5 mm.

2.6. Average Torque Calculation

Average torque of SRM is calculated based on the assumptions that flux linkage (λ) vs.
current (i) characteristics are available and phase current is kept constant at its maximum
value between the unaligned and aligned positions [2].The average torque is the total work
done per stroke multiplied by number of strokes of one revolution divided by 2π:

Tav =
WPsPr

4π
, N.m (11)

W = Waligned − Wunaligned, (12)

where Waligned and Wunaligned are the areas under λ − i curves at aligned and unaligned
positions, respectively. W is the area of energy loop and then calculated as in [22].

2.7. Losses and Efficiency Calculation

The prediction of switched reluctance motor efficiency requires knowledge of
losses [18,24]. The calculation of losses in the SRM, especially the assessment of core
losses, is a very difficult task mainly because the flux waveforms are non-sinusoidal and
the differences in shape of flux density waveforms in the different sector of SRM’s magnetic
circuit. Furthermore, core losses are also conditioned by the type of control used and
rotation speed(ω). For low speeds, the mechanical losses can be neglected. Hence losses
may be calculated as:

Losses(ω) = Core Loss + Copper Loss. (13)

Once the losses are obtained the efficiency is calculated as follows :

η =
ωTav

ωTav + Losses(ω)
. (14)

In this paper, the speed at which efficiency is calculated is the rated speed of 1000 rpm
for all SRM designs candidates. Copper losses value depends on the control technique
used as it impacts the value of phase current. Considering n is number of phases, Rj is
phase dc resistance and Ij is phase current, total copper loss instantaneous value may be
calculated by the equation:

Pcu(t) =
j=n

∑
j=1

I2
j (t)Rj. (15)

The average copper losses can be calculated by equation:

Pcu =
1
T

∫ T

0
Pcu(t)dt, (16)

where, T is the period of time for Ps/2 strokes. For sake of simplification, we assume no
overlap between phases. Since the current of phase is not pure dc. The peak value of it (Ip)
is considered for copper losses calculation as a pessimistic prediction. Copper loss is then
calculated straight forwardly by the equation:

Pcu = I2
pRph. (17)
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2.8. Eddy Currents Losses

Referring to [25] the eddy current losses in SRM can be calculated by the equation:

Pe =
e2

4kcirρ f eδ

1
T

∫
(

∂B
∂t

)2dt w/kg, (18)

where e: sheet thickness in meter, kcir: constant (1 < kcir < 3) introduced to account for the
fact that paths in the interior of the lamination will have smaller emfs than those near the
surface; ρ f e: the electrical resistivity of the ferromagnetic material (in Ωm); δ: density of
the ferromagnetic material (in kg/m3).

From Equation (18), the waveform of flux density (B) for all SRM sectors must be
known. Once they are available, Pe is calculated by numerical integration and differenti-
ation. There are a lot of methods to obtain these waveforms and many of them are time
consuming. In [18], a mathematical method using matrices is introduced to obtain the
waveforms of all the SRM sectors in a systematic manner. The calculation of B waveforms
for all sectors is achieved by modulation of triangular pulses. The stator poles waveforms
consist only of unipolar triangular pulses, while those of the rotor poles contain both
positive and negative pulses. The stator and rotor yoke waveforms have more complicated
relationship with the triangular pulses. This method is demonstrated in details in [18] and
used here for 8/6 and 6/4 SRMs.

2.9. Hysteresis Losses

Referring to [18], the hysteresis losses can be calculated for various sectors of SRM
using the following equations:

Ph = Psph + Prph + Psyh + Pryh (19)

Psph =
ω

2π
PsPrWspEh(0, Bspm) (20)

Prph =
ω

2π
PrPsWrp

[hrph

2
Eh(−Brpm, Brpm) + (1 − hrph)Eh(0, Brpm)

]
(21)

Psyh =
ω

2π
PsPr NphWsy

[hsyh

2
Eh(−Bsym, Bsym) + (1 − hsyh)Eh(Bsy0, Bsym)

]
(22)

Pryh =
ω

2π
P2

r NphWry

[hryh

2
Eh(−Brym, Brym) + (1 − hryh)Eh(Bry0, Brym)

]
, (23)

where :

Eh(−Bmax, Bmax) = Ch f B(a+bBmax)
max (24)

Or Eh(−Bmax, Bmax) = aBmax + bB2
max. (25)

Referring to [14], the second formula is used and the constants a, b are
−4.6445 × 10−3, 0.01652 respectively. The rest of symbols are shown in Table 3.

The flux density waveforms depend on the phase current waveform and the speed of
the motor. Flux density waveforms calculated in this paper rated the speed of 1000 rpm
and control is by a single pulse voltage. Hence, it is expected that the resulted designs will
have maximum efficiency at 1000 rpm and rated torque average. Note that phase current
has the peak of 6 ampere for all SRMs candidates.
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Table 3. Symbols in Equations (19)–(25).

Symbol Description Symbol Description

Ph Total hysteresis losses Brym Rotor yoke maximum flux density
Psph Stator pole hysteresis losses Bspm Stator pole maximum flux density
Prph Rotor pole hysteresis losses Brpm Rotor pole maximum flux density
Psyh Stator yoke hysteresis losses Bsy0 Stator yoke initial flux density
Pryh Rotor yoke hysteresis losses Bry0 Rotor yoke initial flux density

Eh(B1, B2)
Hysteresis loss energy per unit weight for a hys-
teresis loop where flux density changes between
B1 and B2.

hrph
Normalized count of the flux polarity
changes in rotor pole.

hsyh
Normalized count of the flux polarity changes in
stator yoke. Wsp Weight of stator pole in kg.

hryh
Normalized count of the flux polarity changes in
rotor yoke. Wrp Weight of rotor pole in kg.

Ch Hysteresis losses coefficient. Wsy Weight of stator yoke in kg.
f Frequency. Wry Weight of rotor yoke in kg.
Ps Stator poles number. Nph No. of phases.
Pr Rotor poles number. Bsym Stator yoke maximum flux density

Bmax
Magnitude of maximum flux density in hysteresis
loop

3. SRM Design Optimization Techniques

The optimization is a search problem that seeks better objectives. One of the most
popular techniques is the genetic algorithm. Wherein, better generations are produced
by crossover between the best individuals of the previous generation. To make a decision
which is the best, the objective of the optimization problem is needed to be defined. There
are two types of optimization, single objective and multi-objective optimization. The
decision making criteria is then different, in single objective optimization the criteria is
to choose the greater value in the maximization problem to be the best (the smaller for
minimization problem). At the end, the best value is considered as the optimal solution .

In the optimization of SRM ,the dimensions in Table 1 represent one possible solution
(individual). All individuals information are stored in a vector in suitable data structure.

3.1. Constraints

Since there are several SRM dimensions, there must be certain constraints on them
to prevent any non-logical values of variables with non-related physical meanings. The
dimensions are checked to satisfy the following constraints:

Dsh + 2bry + 2hr + 2g = D (26)

D + 2bsy + 2hs = Do (27)

βr > βs (28)
D
2
(1 − βrPr

2π
) ≥ hr. (29)

It is also needed to specify certain limits to each variable (dimension). The maximum
and minimum limits are then added to be constraints for all of the variables. If it is needed
to keep a certain dimension fixed, this can be simply achieved by setting both the minimum
and maximum limits to the desired value.

3.2. Objective Functions

The objectives of SRM optimization depends on the application and its conditions.
For general purpose SRM, average torque and efficiency are needed to be maximized
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and weight is to be minimized. In some applications other objectives (i.e. torque ripples,
acoustic noise, vibrations...etc.) are important.

4. NSGA-II for SRM Design Optimization

Non-dominated sorting genetic algorithm (NSGA-II) is one of the best and most
popular techniques, which is used in multi-objective optimization problems. It depends
mainly on the concept of dominance to judge the individuals of the same generation. This
concept takes all of objective functions in consideration with their direction to minimize or
maximize. It is required to check each individual with the rest on the dominance basis. As
in [26], assuming X1, X2 are two vector individuals, m is the number of objective functions,
if X1 ≺ X2 (X1 dominates X2) is true, Pareto dominance conditions must all be true and
they are:

f j(X1) � f j(X2)∀j = {1, ..., m} (30)

f j(X1) � f j(X2)∃j = {1, ..., m}. (31)

The non-dominated individual is the individual that is not dominated by any of the
other individuals in the population of a certain generation. After that, the individuals are
sorted in the form of groups depending on their degree of dominance. These groups are
called non-dominated sets or simply fronts. The first front is the group consists of the
best (non-dominated) individuals. Multi-objective optimization by NSGA-II eliminates
the need of weights in multi-objective optimization by a single function ( f = w1 f1 +
w2 f2 + · · ·wn fn). Moreover, it eliminates the conflict between weights (as the summation
of weights must equal to 1) and hence a wider search area is covered.

Crowding distance is a criterion used to compare between solutions, which are in
the same non-dominated front. The more space there is around a solution, the higher is
the crowding distance. Therefore, solutions with a high crowding distance should have
a rank better than those with a low crowding distance in order to maintain diversity in
the population. Crowding distance is computed in the same manner as mentioned in [26].
Crowding distance is computed for each solution using Equation (32). If solutions of the
same non-dominated fronts are numbered with their associate objective functions in lists,
crowding distances are calculated as follows:

CDj = CDj +
f j+1
m − f j−1

m

f max
m − f min

m
, (32)

where j is a solution in the sorted list, fm is the objective function value of mth objective,
f max
m and f min

m are the population-maximum and population-minimum values of mth
objective functions.

SRM optimization using NSGA-II requires the setting of variables, objective functions,
constraints, population size and number of maximum generations. Population size is
preferred to be high in order to enhance the possibility of finding better individuals. Since
Tav calculation by FEMM4.2 requires the SRM magnetic circuit to be analyzed several times,
the computation time must be taken into consideration while deciding the population size.
Hence, population size is chosen to be 30 candidates. A maximum generations number
is used as a termination condition. It is chosen to be more than 300 generations. The
constraints of the SRM design problem are mainly the limits of variables and the clearance
between windings as shown in Table 2.

Code Algorithm

The code is made using the Lua programming language. The code is executed using
Lua Console in FEMM4.2 software. The choice of the Lua programming language to
be used is due to its simplicity and that it is adopted by FEMM4.2, which provides the
FEA analysis in good accuracy. The code’s algorithm is shown in Figure 3. First, SRM
optimization data are entered. These data include the population size, problem variables,
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variables limits, objective functions, to specify which objective function to maximize and
which to minimize the maximum iterations limit and numbers of rotor and stator poles
(Pr and Ps). Then, solutions are initialized by random choice of variables within the search
space area. After that, constraints in Equations (26)–(29) are maintained in this step by
changing the values of variables resulted. Then, the FEA is accomplished using FEMM4.2
software to calculate average torque, maximum stator and rotor poles flux densities and
volume of iron. After that, the results of FEA analysis is used to calculate the remaining
objective functions (η and Wi). Then, non-dominated sorting is performed and crowding
distance is calculated for all solutions. Next, the selection of the best designs to be used in
crossover and mutation. Lastly, termination condition is checked such that if number of
iterations exceeds the maximum limit the whole process is finished and the highest rank of
all solutions (non-dominated front) is the given in the output of optimization process.

Start

SRM optimization data

Designs candi-
dates initialization

Modify designs

FEA Analysis

Calculate objec-
tive functions

Non-dominated sorting
and crowding distance

Selection of best designs

iterations > limit?

Optimal designs

New designs produc-
tion by crossover

and mutation

end

No

Yes

Figure 3. NSGA-II optimization program flowchart.
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5. Results and Discussions

Both 6/4 and 8/6 SRMs are optimized using the same technique. Since there are three
objective functions, it is difficult to show them all together in one figure to see the progress
of the optimization process with generations. Hence, the objective functions are taken
in pairs and shown as in Figure 4 for 8/6 SRM and Figure 5 for 6/4 SRM for more than
300 generations.

(a) Efficiency and torque (b) Iron weight and efficiency

(c) Iron weight and torque

Figure 4. Objective functions results for 8/6 SRM.
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(a) Efficiency and torque (b) Iron weight and efficiency

(c) Iron weight and torque

Figure 5. Objective functions results for 6/4 SRM.

These figures show the search direction or the optimization progress as more genera-
tions are produced. As we intended to maximize both average torque and efficiency and
minimize iron weight, it is obvious that the crowded area (which indicates the majority
of search) in Figure 4a, for example, exists in the upper right quarter (considering the
axes limits). Wherein, higher values for both efficiency and average torque are sought.
This means that the optimization program has searched a lot in the area of variables that
produce candidates with more average torque and efficiency in the same time. Figure 4b
shows the same concept with the difference that the objective functions are iron weight
and efficiency. The program tries to minimize iron weight while maximizing efficiency but
because of the complexity of the problem and the constraints, results have a unique shape.
The program tries to achieve better candidates by searching right or left of the crowded
area. The same goes for Figure 4c, replacing the efficiency in Figure 4b with average torque.
For 6/4 SRM, the results represented by Figure 5 show the same features of optimization
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as in 8/6 SRM. Figure 6 shows the candidates of final generation with the three objective
functions. The results shown confirm the accuracy of the search direction. Moreover, it
indicates the diversification of the method used as it shows variety in objective functions’
values.

(a) 8/6 SRM (b) 6/4 SRM

Figure 6. Objective functions 3D representation of the last generation (30 candidates).

The progress of optimization with generations for both 8/6 SRM and 6/4 SRM is
shown in Figure 7. It can be seen that average torque and efficiency are maximized as more
generations are produced and the iron weight is minimized at the same time.

(a) 8/6 SRM (b) 6/4 SRM

Figure 7. Objective functions progress with number of generations.

Table 4 shows the best selected candidates among the first non-dominated front (also
known as rank 1). Four candidates are selected for each configuration (set A for 8/6
SRM and B for 6/4 SRM). A1 and B1 achieve the maximum values of average torque
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and efficiency among the final generation candidates. A4 and B4 achieve the minimum
iron weight. A2, A3, B2 and B3 are compromise designs, which satisfy each objective
function in a certain degree. A1 and B1 designs are selected from these candidates for
further investigation. All designs of the selected sets in Table 4 are shown in Figures 4–6.
The values of objective functions, parameters, dimensions and other details for selected
sets are shown in Table 5. From Table 5, it can be seen that the variation of dimensions
to produce better designs matches with the SRM design experience, which indicate the
accuracy of calculation methods. For example, the difference between aligned inductance
(La) and unaligned inductance (Lu) is higher in designs of higher average torque. This
result matches with design experience as the energy conversion increases with higher
difference of flux level between aligned and unaligned positions. This is indicated by
Equation (12). Other important observations indicated in Table 5 should be highlighted
and they are:

• For the same axial length wider rotor and stator poles result in higher flux. Hence,
higher average torque. This is observed by values of βs, βr and Tav for all selected
designs.

• Higher torque densities are achieved by 8/6 configuration (A) due to their higher
number of phases and, hence, average torque.

• Efficiencies values are calculated for all candidates at 1000 rpm, which is a relatively
low speed. Hence, there is not much of a difference between iron losses of 8/6 (A) and
6/4 (B) configurations. However, B1 design is proven to give higher efficiency values
than that of A1 for a wide range of speeds as will be provided later. The same can
be indicated for all designs of sets A and B by all meaning that designs in set B (6/4
SRM) would have higher efficiency values than those in set A (8/6 SRM) for higher
values of speeds.

• Number of turns and inductance values are higher in B (6/4 SRM) due to wider stator
and rotor poles as the same flux density is assumed for both.

Table 4. Candidates in first non-dominated front (rank 1).

Candidate Configuration Average Torque (N.m) Efficiency (%) Iron Weight (kg)

A1 8/6 4.90 86.4 4.63
A2 - 4.41 84.86 4.41
A3 - 4.4 85.65 4.44
A4 - 2.22 79.6 3.8
B1 6/4 4.45 85.66 5.56
B2 - 4.22 82.97 5.28
B3 - 4.32 81.89 5.24
B4 - 2.91 77.86 4.33

Further investigations are made on the selected designs A1 and B1. The torque
is shown in Figure 8 for constant phase current from an unaligned position to aligned
positions for selected optimal designs. Note that the peak torque for B1 (6/4 SRM) is higher
than that of A1 (8/6 SRM) due to the higher difference between aligned and unaligned
inductances in 6/4 SRM. However, the average value of A1 (8/6 SRM) torque is higher than
that of B1 (6/4 SRM) due to the increased number of phases in 8/6 SRM configurations.

91



Mathematics 2021, 9, 576

Table 5. Parameters and objective functions values of the selected optimal designs.

Value A1 A2 A3 A4 B1 B2 B3 B4 Unit

Tav 4.9 4.41 4.4 2.22 4.45 4.22 4.32 2.91 N.m
η 86.4 84.86 85.65 79.6 85.66 82.97 81.89 77.86 %

Iron weight 4.63 4.41 4.44 3.8 5.56 5.28 5.24 4.33 kg
Torque density 8315 7848 7780 4589 6282 6238 6473 5283 N.m/m3

Tph 254 250 250 204 270 276 280 256 Turns
La 94.6 68 68.6 37.65 181.8 112.3 112.8 83.7 mH
Lu 13.15 14.2 14.5 9.75 18.8 18.9 18.8 17.2 mH

Rph 1.69 1.66 1.66 1.36 1.781 1.46 1.48 1.35 Ω
Do 130 130 130 130 130 130 130 130 mm
L 100 100 100 100 100 100 100 100 mm
D 73.77 64.32 63.83 54.88 72.35 70.76 72.26 57.86 mm
bsy 5.14 5.18 5.16 5.15 6.58 5.92 5.84 5.25 mm
bry 7.28 6.17 6.24 5.9 11.03 9.8 10.4 8.34 mm
hs 22.97 27.66 27.91 32.4 22.23 23.7 23.02 30.81 mm
hr 17.1 13.49 13.18 9.02 12.63 13.08 13.2 8.07 mm

Dsh 24 24 24 24 24 24 24 24 mm
g 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 mm
βs 16.6 17.26 17.5 13.76 31.5 30.66 30.31 25.85 degree
βr 18.3 19.14 19.68 21.68 33.9 32.3 30.61 29.58 degree

(a) A1 (8/6 SRM) (b) B1 (6/4 SRM)

Figure 8. Developed torque of one phase for different excitation levels.

Figure 9 shows the magnetic flux of both selected designs. It can be seen that the value
of flux density in the stator pole is about 1.8 T, which represents the knee point of B-H
curve for industrial steel used. The stator yoke flux density is obviously higher than stator
flux density for 6/4 SRM. This is because the stator yoke thickness does not impact the
objective functions strongly, that is, it can be neglected. Hence, the optimization program
tends to decrease it to a minimum to get less weight of iron. To achieve a good overall SRM
design, other objective functions must be added such as torque ripples, acoustic noise . . .
and so forth. When these functions are added, the program will not reduce the stator yoke
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thickness to a minimum as it influences other objective functions negatively (increases
acoustic noise for example).

(a) A1 (8/6 SRM) (b) B1 (6/4 SRM)

Figure 9. Flux density of selected optimal designs in an aligned position.

In Figure 10, the efficiency of optimal selected designs for a range of speeds up to 10th
of rated speed is shown. It can be seen that the values of efficiency for selected optimal
designs are almost identical to the value of speed before 1300 rpm. This result is due to the
lower core losses in this region as shown in Figure 11. The program was given the rated
speed of 1000 rpm to calculate core losses and efficiency and then seek better values at same
speed. It can also be seen that 6/4 SRM has a better efficiency profile than 8/6 SRM over a
wide speed range, which is expected due to higher core loss values as demonstrated in [14].
SRM with 8/6 configuration has a higher number of poles than 6/4 SRM and hence flux
changes are higher, which leads to core losses. Figure 11 shows the core losses of 8/6 SRM
is much higher than that of 6/4 SRM. Figure 12 shows a comparison between calculated
and FEA waveforms of flux density (B) of all sectors for the chosen optimal designs. It can
be seen that the results of the calculation are very close to FEA waveforms. The calculation
method is used to produce flux density (B) waveforms and to then calculate eddy currents
losses as introduced in Section 2.8.

Figure 10. Efficiency of selected optimal designs A1 (8/6 SRM) and B1 (6/4 SRM) at different speeds.
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Figure 11. Core losses of selected optimal designs A1 (8/6 SRM) and B1 (6/4 SRM) at different speeds.

(a) A1 (8/6 SRM) (b) B1 (6/4 SRM)

Figure 12. The flux density waveforms in all sectors of optimal SRM designs A1 (8/6 SRM) and B1 (6/4 SRM) for one
revolution at 1000 rpm.

The proposed techniques in [16,17,20,27] are considered for the evaluation of the
methodology presented by this paper, as they studied the same SRM configurations or multi
objective optimization. The methodology presented in this paper achieves high accuracy
in analysis due to the use of FEA. The optimization technique performance has also shown
successful progress towards the optimal. In [17], the same technique is used for a specific
application. The values of efficiency and torque density are higher than what is presented
in this paper. This is due to the generality of the approach in this paper. The approaches
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in [20,27] are general, however, they use mathematical models in analysis to reduce compu-
tational time, which makes the process more complex and needs more analytic work before
optimization starts. For torque density values, [27] achieves 1200–1580 N.m/m3 while [17]
reached 15,950–17,030 N.m/m3. In this paper, torque densities of 7780–8315 N.m/m3 and
6238–6473 N.m/m3 are achieved for 8/6 and 6/6 configurations, respectively. Efficiency
values are 75%–80%, 86%–91% and 80%–85% in [17,20,27], respectively, while in this paper
efficiency values of 80%–86% are achieved for most of the design candidates. The approach
proposed in this paper has shown success in optimization, as objective function values
indicate. Also, it can be used for almost any application if the suitable objective functions
are added.

6. Conclusions

This paper introduces a method of SRM design optimization by genetic algorithm.
Non-dominated sorting multi-objective genetic algorithm (NSGA-II) is used for its high
performance and intensification in optimization problems. Since the NSGA-II optimization
technique provides optimal set of solutions (non-dominated front), the final decision is left
to the designer to choose the most convenient design of optimal non-dominated front to be
picked. FEA analysis is adopted in optimization process as it provides high accuracy. Core
losses are calculated numerically based on flux density waveforms and hysteresis loops.
Three objective functions Tav ,η and Wiron were chosen to be optimized. The results show
the variation of variables to optimize these objectives only, regardless of other important
considerations like torque ripples, acoustic noise and mechanical vibrations. This proves
the success of the optimization program as a framework to optimize the specified objective
functions. However, further work is required to include more objective functions and to
use this framework for a specific applications.
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Abstract: The permanent magnet flux-switching machine (PMFSM) is one of the most promising machines
with magnets inserted into the stator. To determine in which applications the use of PMFSM is promising, it is
essential to compare the PMFSM with machines of other types. This study provides a theoretical comparison
of the PMFSM with a conventional interior permanent magnet synchronous machine (IPMSM) in the gearless
generator of a low-power wind turbine (332 rpm, 51.4 Nm). To provide a fair comparison, both machines
are optimized using the Nelder–Mead algorithm. The minimized optimization objectives are the
required power of frequency converter, cost of active materials, torque ripple and losses of a generator
averaged over the working profile of the wind turbine. In order to reduce the computational time,
the substituting profile method is applied. Based on the results of the calculations, the advantages
and disadvantages of the considered machines were revealed: the IPMSM has significantly lower
losses and higher efficiency than the PMFSM, and the PMFSM requires much less rare-earth magnets
and copper and is, therefore, cheaper in mass production.

Keywords: direct-drive; electric machine analysis computing; interior permanent magnet machine;
mathematical model; optimal-design; permanent magnet flux-switching machine; wind generator

1. Introduction

Interior permanent magnet synchronous machines (IPMSMs) have been widely used
in gearless generators of low-power wind turbines [1,2]. IPMSMs are used in direct-driven
wind turbines with power ratings from a fraction of kW to over MW [3–5]. Alternatively,
permanent magnet flux-switching machines (PMFSMs) can be used in this application,
which has several advantages over IPMSM, such as simpler and more reliable rotor and
higher specific torque at the same mass of magnets [6]. PMFSMs can also be used both
in low-power wind turbines [7] and in wind turbines with a power rating of more than
MW [8]. It is important for electrical generator designers to understand why permanent
magnet flux-switching generators (PMFSGs), with their obvious benefits, are not as widely
used in this application as the traditional machines with permanent magnets on the rotor.

There is a large volume of published studies that compares PMFSMs with synchronous
machines (SMs). For instance, in [9] a comparison of PMFSMs (44 kW, 350 N·m, 1200 ÷ 6000 rpm)
and IPMSMs with V-shaped magnetic poles (48 kW, 382 N·m, 1200 ÷ 6000 rpm) for traction
applications is presented. A PMFSM has 12 teeth on the stator, 10 teeth on the rotor, and an
IPMSM has eight poles on the rotor and 48 teeth on the stator and a distributed winding
with the number of slots per pole and phase q = 2. Both machines have an external diameter
of 269 mm and the stack length of 84 mm. It has been revealed that a PMFSM has higher
efficiency (losses are 1.1 times lower) and the torque ripple is 2.25 times lower. However,
the mass of rare-earth magnets used in a PMFSM is higher by 2.3 times. Additionally,
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the power factor at maximum output torque and based speed is higher for IPMSMs (0.92)
than for PMFSMs (0.76). This is a key reason why PMFSMs produce lower power and
torque when used with the same inverter. Thus, it has been shown that IPMSMs have lower
costs and higher torques [9]. However, this study is not entirely reliable since a PMFSM is
designed without optimization, while an IPMSM is optimized a priori.

In the case of traction applications of maximum torque 30 N·m and based speed
1200 ÷ 6700 rpm, the PMFSM has been compared with different SMs in [10–12]. In particu-
lar, the IPMSM with V-shaped magnetic poles, the surface permanent magnet synchronous
machine (SPMSM) and the IPMSM with flux concentration have been considered. In these
studies, the PMFSM has 12 teeth on the stator, 10 teeth on the rotor, and the SM has 10
poles on the rotor and 12 teeth on the stator. All machines have a concentrated winding,
their external diameter is 134 mm, and their stack length is 90 mm. The authors have shown
that the PMFSM has a torque ripple 1.4 times higher than the IPMSM with flux concentration,
and 3.5 and 2.2 times higher than the SPMSM and IPMSM with V-shaped magnetic poles,
respectively. At the same time, the cost of the magnets used in the PMFSM compared to
the cost of the magnets used in the IPMSM with flux concentration, SPMSM and IPMSM
with V-shaped magnetic poles is higher by 3, 2.4 and 2.4 times, respectively. On the other
hand, authors have reported that the PMFSM has a wider constant power-speed range,
while the IPMSM with flux concentration and the SPMSM rapidly lose power with increasing
speed [12]. This conclusion contradicts other studies [13,14], where the IPMSM with flux
concentration and the SPMSM have had a wider constant power-speed range in traction appli-
cations. Moreover, the studies [10–12] have a lack of data regarding the efficiency and power
factor. Therefore, the discussed comparison of the machines is concluded to be incomplete.

Y. Pang et al. (2007) have compared the gearless traction PMFSM (100 W, 400 rpm)
with the IPMSM with V-shaped magnetic poles. Overall, the maximum torque capability
of the PMFSM is about 10% higher than that of the IPMSM [15]. Nevertheless, the paper
does not contain any information regarding the efficiency of the machines, cost of magnetic
materials, their power factor and torque ripple.

Besides, an SPMSM with 14 poles and 12 slots on the stator has been compared
analytically with a PMFSM with 14 teeth on the rotor and 12 slots on the stator [16].
Both machines have an external diameter of 480.6 mm and the stack length 120 mm. It has
been shown that the PMFSM has a higher torque and less overheating. However, the paper
has a lack of data regarding the efficiency and power factor. Moreover, the comparison is
carried out without the design optimization of the machines.

Previously mentioned studies have been dedicated to the comparison of PMFSMs
with SMs working as a motor. However, there is little published data on the comparison of
PMFSMs with SMs working as a generator.

A study has been carried out in the comparison of a high-speed PMFS generator
(PMFSG) and SPMS generator (SPMSG) [17]. Both machines have an external diameter of
540 mm and the stack length of 80 mm. The PMFSG has 12 and 10 slots on the stator and
rotor, respectively. The SPMSG has 20 poles and 24 slots on the stator and a concentrated
winding with the number of slots per pole and phase q = 2/5. The air gap in the PMFSG is
2 mm, and in the SPMSG—1 mm. To avoid mechanical damaging and ensure the reliability
of the SPMSG, a thick retaining ring made from carbon fiber is required, which further
increases the complexity and the cost of the rotor manufacturing. Moreover, the use of
the retaining ring increases the effective air gap; subsequently, magnets on the rotor are
required to be thicker. The study has revealed that the PMFSM has lower copper losses at
the same torque. Nevertheless, the study has a lack of data regarding the efficiency and
power factor, as well as the torque ripple and mass of magnetic materials.

PMFSGs and SPMSGs have been compared theoretically as well [6]. Three-phase ma-
chines have been considered in gearless wind generator application (15 rpm, 1900 kN·m).
The PMFSG has 48 teeth on the stator and 56 teeth on the rotor, and the SPMSG has 225 teeth
on the stator and 150 poles on the rotor. The generators have approximately the same ex-
ternal radius of 2.6 m and the stack length of 1.9 m. It has been shown that the PMFSG
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has higher efficiency, but considerably lower power factor (0.69, while the SPMSG has 0.96).
Therefore, the PMFSG requires a frequency converter with 40% more power than the SPMSG.
Additionally, the PMFSG requires 1.27 times more usage of magnetic material than the
SPMSM. The authors have chosen magnets with residual induction (1.3 T) for the PMFSG
and cheaper magnets with less residual induction (1.23 T) for the SPMSG. Still, the paper does
not contain any information regarding the torque ripple and magnetic losses, which can be
significantly higher in the PMFSG. Besides, a rated voltage of 400 V has been chosen, which is
hardly possible for generators with a power of more than 2 MW. Particularly, the literature
has shown a successful application of a rated voltage of 600–1000 V [18,19], since there is no
industrial 2.5 kA transistor and a voltage of 400 V.

In [20], 12-phase PMFSGs and SPMSGs in gearless wind generator application (16 kW,
500 rpm) are considered. The PMFSM has 24 teeth on the stator and 22 teeth on the rotor.
The SPMSG has the best characteristics, with 48 teeth on the stator and 44 poles on the rotor.
The generators have the same external radius of 163 mm and the stack length of 185 mm.
The study has demonstrated that both machines have a low torque ripple (less than 1.5%).
At the same time, the magnetic material used in the PMFSG has a 1.15 times bigger mass.
Besides, the rated efficiency, torque and power output of the SPMSG are higher.

Nevertheless, previous studies that cover the comparison of PMFSGs and interior
permanent magnet synchronous generators (IPMSGs) for wind generator application [6,20]
did not use any formal optimization techniques (e.g., genetic algorithms or the Nelder–
Mead algorithm) for the machine design. Applying the optimization methods for the
PMFSG and the IPMSG will help to better estimate the potential of these generators and
their advantages and disadvantages. Therefore, this research aims to optimize PMFSGs
and SPMSGs and provide their comparison.

Various approaches have been described in the literature for optimizing PMFSGs and
IPMSGs. In [3], procedures for the manual optimization of efficiency and torque ripple
are described for a 4 kW IPMSG. In [5], a multicriteria optimization of an IPMSG with
a power rating of 0.6 kW using the Taguchi method is described. Efficiency, EMF THD
(total harmonic distortion of back electromotive force), and EMF amplitude were chosen
as optimization criteria. In [21], the optimization of the average torque of the PMFSG
with a power rating of 5 kW using the random optimization is described. In [22], a multi-
criteria optimization of a PMFSG with a power rating of 1.5 kW was described using the
particle swarm optimization method. The generator weight and EMF THD were chosen
as the optimization criteria. The optimization of PMFSGs with rare earth [7] and ferrite
magnets [23] using the Nelder–Mead method was also described. In [7,23], the objective
optimization function was selected to reduce losses, torque ripple, and the required power
of the semiconductor inverter. In [24], a comparison was made of PMFSGs with rare-earth
and ferrite magnets developed in [7,23]. However, no comparison has been made between
PMFSGs and IPMSGs with rare-earth magnets when using the Nelder–Mead method.

This paper considers three-phase PMFSGs and IPMSGs with V-shaped magnetic poles
in gearless wind generator application (332 rpm, 1784 W). The PMFSG has 24 teeth on
the stator and 22 teeth on the rotor. The IPMSG has 24 teeth on the stator and 20 poles
on the rotor. The generators have the same external radius of 80 mm and the stack length
of 100 mm. The machines are designed and optimized using the approach described in
the previous papers [7,23] based on the Nelder–Mead algorithm with the optimization
method, the mathematical models of the machines, and the substituting profile method.
An important advantage of the Nelder–Mead method over other methods that are often
used to optimize electrical machines [25,26] is the significant savings in computational
time [23].

Using substituting profiles instead of initial ones reduces the calculation efforts,
which is extremely significant for the optimization of electric machines. The optimization
objectives are to minimize the power required of the frequency converter, the cost of active
materials, the torque ripple, and the average generator losses for the working profile of the
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wind turbine. Additionally, optimization is carried out using a substituting two-mode load
profile that considerably reduces the computational time.

Section 2 outlines the general design parameters of the PMFSG and IPMSG, such as the
number of stator slots and the number of poles. Section 3 describes the application of the
substituting load profile method to reduce the computational time in design optimization.
Section 4 describes the optimization criteria and procedures for the PMFSG and IPMSG.
Initial geometry parameters are also listed in this section. Section 5 compares the calculated
characteristics of the PMFSG and the IPMSG before optimization. Section 6 compares the
calculated characteristics of the PMFSG and the IPMSG after optimization, and also lists
the optimized geometry parameters. Section 7 summarizes the general findings of the
comparative study.

2. General Design Parameters of PMFSG and IPMSG

Figure 1 shows an IPMSG with V-shaped magnetic poles (a) and a PMFSG (b). The stator
of the IPMSG has 24 teeth with half-open slots. The rotor is made of electrical steel laminations
and has V-shaped slots where rare-earth magnets are inserted. The number of poles is
2p = 20, and each pole includes two magnets, where p is the number of pole pairs in the rotor.
Concentrated stator winding has the number of slots per pole and phase q = 4/10.

  
(a) (b) 

Figure 1. Sketch of the machine geometry: (a) interior permanent magnet synchronous generator
(IPMSG); (b) permanent magnet flux-switching generator (PMFSG).

The supply frequency is fe,IPM = p × fm/60 Hz, where fm is the mechanical rotational
speed, rpm. The stator of the PMFSG has 24 teeth with half-open slots, while the magnets
are inserted in each stator tooth. The magnets located in the nearest slots are magnetized
in opposite directions. The stator integrity is ensured by thin ribs at the outer and inner
stator surfaces. Each second stator tooth is wound. Each magnet is divided into three
insulated parts to reduce the eddy currents losses in the magnets. The toothed rotor is made
of electrical steel laminations and has no magnets and winding. The supply frequency
fe,FSM = Zr × fm/60, where Zr = 22 is the number of rotor teeth. Consequently, the required
supply frequency is 2.2 times higher for the PMFSG than for the IPMSG at the same
mechanical rotational frequency.

3. Two-Mode Substituting Load Profile of Wind Turbine

In this study, minimizing the loss averaged over the load profile of the wind generator
is one of the objectives of the optimization because it results in a higher efficiency machine
over the entire load range. In order to reduce the calculation time of the losses without
considerable effect on the accuracy, this study applied an approach for designing a gearless
generator for wind turbines using a two-modes substituting load profile. This approach has
been described in detail while used for the design of a PMFSG with ferrite magnets [7,23].

100



Mathematics 2021, 9, 732

The authors considered PMFSGs and IPMSGs designed for the wind turbine that
operated at the wind speed range from 4 to 12 m/s [27]. Table 1 provides the data on
the rotational speed ni, mechanical power Pmech i, and torque Ti of the turbine at different
operating points (modes). Data on the wind speed Vi and statistical probability of an i-th
mode pi are also presented.

Table 1. Initial nine-modes profile of the wind generator. ni: rotational speed; Pmech i: mechanical
power; Ti: torque; Vi: wind speed; pi statistical probability of an i-th mode.

Mode, i Vi, MPS ni, rpm Pmech i, W Ti, N·m pi

1 4 111 82 7.02 0.134
2 5 140 142 9.69 0.144
3 6 163 237 13.9 0.146
4 7 196 362 17.6 0.138
5 8 221 542 23.4 0.124
6 9 247 761 29.4 0.107
7 10 276 1038 35.9 0.087
8 11 308 1383 42.9 0.069
9 12 332 1784 51.5 0.051

An annual wind speed distribution was approximated by the one-parameter Rayleigh
distribution [28], while the average speed was taken as 7 m/s. As long as the considered
wind speeds of the modes were integers, the probabilities of the modes were assumed
to be equal to the Rayleigh distribution density at the given wind speed. The values pi
were formed by normalizing the probabilities of the nine modes, in a way that they got
summed up as 1. The torque provided in Table 1 was interpolated by a cubic polynomial
as a function of the mechanical power Pmech using the least-squares method (“cftool”,
Matlab toolbox) with the adjusted R2 equal to 0.9997 and SSE (Error Sum of Squares) equal
to 0.3642 (Figure 2). The interpolated dependence is as follows:

T = 4.73 · 10−9 P3
mech − 1.904 · 10−5P2

mech + 0.04571 · Pmech + 3.571. (1)

 

Figure 2. Loading torque profile of the wind turbine. Individual points of the load profile from Table 1
are marked with asterisks. The polynomial interpolation dependence is shown with the solid line.

In Figure 2, the obtained relation between the torque and mechanical power is pre-
sented. This interpolated dependence allows one to consider various mode character-
istics (the torque, the losses, the torque ripple, etc.) as a function of the only argu-
ment Pmech. Then, the substituting load profile was created in a way that the means
< Pmech >,< P2

mech > . . . < Pn
mech > were coincident with the means of the original

profile [7]. Operator < . . . > denotes a (weighted) averaged over all points of a selected
load profile. Therefore, the means of the polynomial interpolated values over the original
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profile and substituting load profile were coincident. Additionally, the loading mode with
the highest power was included in the substituting mode. The loading mode determined
the required converter power used as one of the optimization objectives. The rest of the
modes of the substituting profile were characterized by two parameters: probability and
mechanical power, which determined the point on the turbine’s maximum power curve
(Figure 2). Generally, m-mode substituting load profile, (m − 1) modes can be adjusted,
and the polynomial degree becomes 2·(m − 1). For instance, when the values can accu-
rately be interpolated by quadric polynomial, the two-mode substituting profile is suffi-
cient. The substituting two-mode load profile of the wind turbine is presented in Table 2.
The proposed two-mode load profile significantly decreased the computational time with-
out considerable effect on the accuracy of calculations [7].

Table 2. Substituting two-mode profile.

Mode, i ni, rpm Pmech i, W Ti, N·m pi

1 194 362 17.8 0.873
2 332 1784 51.4 0.127

4. PMFSG and IPMSG Optimization Models

4.1. Optimization Objectives

The mathematical models of both machines, based on solving 2D magnetostatic
boundary problems, were used for the optimization. To reduce the computation time,
the model took into account the motors’ instantaneous symmetry and the periodicity of
the electromagnetic processes. The optimization model of the PMFSG consisted of three
objectives that were joined into one objective function [7]:

F = K1 · K2
2 · K3

0.5 (2)

where K1, K2, and K3 are the optimization objectives. Particularly, K1 = < Ploss > represents
the losses averaged over the substituting load profile and annual energy production. K2 is
the required power of the frequency converter:

K2 =
√

3 · Iampl,rated · VDC,rated/2 (3)

where Iampl,rated and VDC,rated are the current amplitude and the DC voltage of the frequency
converter required at the rated conditions (T = 100%, n = 100%), respectively. At these
conditions, K1 and K2 reach their peak. The objective K2 is coincident with the apparent
power when the current and voltage are sinusoidal and symmetric. Moreover, K2 includes
VDC,rated, which is the converter limitation. It is important to notice that VDC,rated should not
include the losses. The reason is that if the active power decreases, K2 would be reduced
and could be considered as a gain in the objective function. K3 represents the cost of
magnetic material:

K3 = L · (hmag + 0.001 m) · lmag (4)

where lmag = R1 − R3 − 2·Δ3 is the radial length of the magnets, hmag is their thickness,
R1 is the outer stator radius; R3 is the inner stator radius; Δ3 is the thickness of the outer
and inner stator ribs holding the magnets (see Figure 3) and L is the stack length. K3 is to
decrease the cost of the magnets and similar to the volume, i.e., equal to the product of
three dimensions of the magnets, but the magnet thickness is increased by 0.001 m (meters)
in (4) to take into account that thin magnets cost more than thick ones [29].
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Figure 3. PMFSG parameters.

The power of K2 and K3 in (2) represents the percentage of the decrease in K1 as
valuable as the decrease in K2 and K3 by 1%. Particularly, the change in K2 by 1% is as
valuable as the change in K1 by 2%, and the change in K3 by 1% is as valuable as the change
in K1 by 0.5%. Basically, the higher the exponent of the objective, the more valuable the
objective is.

It is worth mentioning that although the torque ripple of the initial design of the
IPMSM was not very high, it was much higher than that of PMFSG. Therefore, an additional
element K4 equal to the torque ripple averaged over the substituting profile was added in
(2) to construct the objective function used for the IPMSM optimization:

F = K1·K2
2·K3

0.5·K4
0.25 (5)

where K4 is the relative torque ripple averaged over the substituting profile. The factors
“1”, “2”, “0.5”, and “0.25” were not calculated by any formal method. The values simply
indicate the approximate relative importance of each of the K1–K4 optimization objectives,
according to the authors’ experience in the design of similar machines.

It is important to highlight that functions (2) and (5) had noise due to round errors
coming from FEM (Finite Element Method) calculations and differences in the grid for
multiple calls of the objective function. Therefore, the Nelder–Mead method was chosen
since it is able to deal with objective functions with noise [30].

The Nelder–Mead algorithm is well known [31] and is included in the basic MATLAB
software package (function “fminsearch”). The unconstrained one-criterion Nelder–Mead
method is applied in this work to optimize the PMFSG design. After the initial simplex
was built, the Nelder–Mead algorithm as it is described in [31] was applied. The reflection,
expansion, and contraction coefficients are 1, 2, and 1/2, respectively. The used generator
model based on the FEM is described in [7].

4.2. Optimization Parameters of PMFSG

Figure 3 shows the main dimensions of the PMFSG. Additionally, Table 3 shows the
geometric parameters fixed during optimization, while Table 4 provides the geometric
parameters varied during the optimization and their initial values.
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Table 3. Fixed parameters of the PMFSG. ts: the angular tooth pitch of the stator.

Parameter Value Units

Outer radius of the stator R1 80 mm
Air gap δ 0.35 mm

Rotor slot depth (R3 − δ − R4) 9 mm
Rotor yoke thickness (R4 − R5) 5 mm

Stator ribs thickness Δ3 500 μm
Remanent flux density of the magnets 1.2 T

Angular size of the stator slot opening α3 0.162 ts
Rotor and stator core length L 100 mm

Table 4. Initial values of the PMFSG parameters varied during the optimization. tr: the angular tooth
pitch of the rotor.

Parameter Value Units

Radius of the stator slot bottom R2 74 mm

Inner stator radius R3 61.7 mm

Angular size of the stator slot α1 0.45 ts

Angular size of the stator slot α2 0.5 ts

Magnet’s thickness 2 mm

Angular size of the rotor tooth surface
facing the air gap 0.265 tr

Current angle in the rated mode 0.1 electrical radians

In order to reduce the reactive power, the current angle was varied. The current angle
was supposed to be proportional to the torque. The zero current angle corresponds to the
maximum torque when the current does not influence the steel saturation.

In Tables 3 and 4 and below, ts is the angular tooth pitch of the stator; tr is the angular
tooth pitch of the rotor.

4.3. Optimization Parameters of IPMSG with V-Shaped Magnetic Poles

Figure 4 shows the main dimensions of the stator and rotor of the IPMSG. Table 5
shows the parameters fixed during the optimization and Table 6 reports the parameters
varied during the optimization and their initial values. It is important to mention that
during the optimization, the slot opening remained the same and was determined by the
winding technology. The geometry of the rotor was created by the following procedure.
Firstly, point 1 was set at the angle α in the circle with the radius R’ remoted from the outer
rotor boundary. D and d2 defined the position of point 2. Point 5 was located in a distance
of d5 from the outer rotor boundary and on the same radius as point 4. Segment 1–4
(the magnet thickness) was perpendicular to segment 1–2, whose length was chosen to
obtain the fixed values d. Point 7 was placed at the same circle with point 5, and the angular
distance between these points was fixed (see Figure 4b).
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(a) (b) 

Figure 4. IPMSG parameters: (a) Stator parameters; (b) Rotor parameters.

Table 5. Fixed parameters of the interior permanent magnet synchronous machine (IPMSM).

Parameter Value Units

Outer stator radius Rout 80 mm

Parameter of the stator slot h1 0.7 mm

Parameter of the stator slot h2 2.3 mm

Stator slot thickness α3 2 mm

Parameter of the rotor d 2 mm

Air gap δ 0.35 mm

Parameter of the rotor d1 2 mm

Thickness of the rotor ribs d5 1 mm

Angular distance between points 5
and 7 0.02 degrees

Table 6. Initial values of the IPMSM parameters varied during the optimization.

Parameter Value Units

Radius of the stator slot bottom Rbot 74 mm

Stator inner radius Rin 60 mm

Stator tooth thickness α1 7.1 degrees

Stator tooth thickness α2 7.1 degrees

Parameter of the rotor D 10 mm

Parameter of the rotor α 5.73 degrees

Current angle at the rated mode 0.3 electrical radians

5. PMFSG and IPMSG Comparison before Optimization

The initial geometry and magnetic flux density at the rated mode of the IPMSG and
PMFSG are shown in Figure 5a,b, respectively. The calculation of the cost of active materials
was based on the assumption that the steel price was USD 1/kg, the copper price was USD
7/kg, and the permanent magnet price was USD 126.6/kg [29,32]. Table 7 provides the
main characteristics of the PMFSG and IPMSG initial designs.
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(a) (b) 

Figure 5. Initial design and magnetic flux density at the rated mode: (a) PMFSG; (b) IPMSG.

Table 7. Characteristics of the PMFSG and IPMSG initial designs.

Specification PMFSG IPMSG Units

Rated mechanical power on the shaft
(332 rpm, torque 51.4 N·m) 1784 1784 W

Rated active output power 1314 1338 W

Required converter power 1973 1867 V·A
Active output power at low load

(194 rpm, moment 17.8 N·m) 305 305 W

Efficiency at rated speed 73.3 75.0 %

Efficiency at low load 83.7 84.4 %

Average efficiency 79.4 79.8 %

Average losses K1 112 109 W

Torque ripple at rated mode 1.6 9.8 %

Torque ripple at low load 3.5 15.7 %

Cogging torque 0.6 2.7 N·m
Mass of magnets 0.61 0.79 kg

Mass of copper 1 0.81 kg

Mass of stator core 3.88 5.43 kg

Mass of rotor core 2.17 3.34 kg

Active material mass 7.66 10.38 kg

Cost of active materials 90.3 114.5 $

6. Optimization Results and PMFSG and IPMSG Comparison after Optimization

Figures 6–8 show the changes in the efficiencies, the required converter powers,
and the objective function value during the process of the optimization. The left figures (a)
are for flux-switching machines (FSMs). The right figures (b) are for interior permanent
magnets (IPMs). Objective function (2) was used for the PMFSG optimization. Objective
function (5) was used for the IPMSG optimization. It is seen that the optimization goes
through the very bad solution with very high converter power and very low efficiency and
objective function value. However, there are trends of the efficiency growth and the decline
in the required converter power. The maximum efficiencies of both FSMs and in both
modes are achieved approximately at the middle of the optimizations. These efficiencies are
a little bit lower in the final optimization point because the optimization is a compromise
between the optimization objectives.
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(a) (b) 

Figure 6. The change in efficiency during optimization. (a) PMFSG; (b) IPMSG.

  
(a) (b) 

Figure 7. The change in the required converter power during optimization. (a) PMFSG; (b) IPMSG.

  
(a) (b) 

Figure 8. The change in the objective function call during optimization. (a) PMFSG; (b) IPMSG.
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The optimized designs of IPMSGs and PMFSGs and the magnetic flux density at the
rated mode are shown in Figure 6a,b, respectively. The optimized values of the varied
parameters are given in Tables 8 and 9. Although the stator inner radius of the PMFSG is
greater than that of the IPMSM by 19%, the moment of inertia of the active materials of the
PMFSG rotor is more than thrice as low. It is because the PMFSG rotor core is thin and has
thick teeth.

Table 8. Optimized values of the varied parameters of the PMFSG.

Parameter Value Units

Radius of the stator slot bottom R2, mm 77.2 mm
Inner stator radius R3, mm 63.3 mm

Angular size of the stator slot α1 0.28 ts
Angular size of the stator slot α2 0.558 ts

Magnet’s thickness, mm 2.41 mm
Angular size of the rotor tooth surface facing

the air gap 0.324 tr

Current angle in the rated mode 0.086 electrical radians

Table 9. Optimized values of the varied parameters of the IPMSM.

Parameter Value Units

Radius of the stator slot bottom Rbot 76.5 mm
Stator inner radius Rin 53.2 mm

Stator tooth thickness α1 6.95 degrees
Stator tooth thickness α2 7.45 degrees
Parameter of the rotor D 11.6 mm
Parameter of the rotor α 5 degrees

Current angle at the rated mode 0.31 electrical radians

Table 10 reports the main characteristics of PMFSGs and IPMSGs after optimization. During
the optimization, the torque ripple of both motors reduces significantly. The optimized values of
the varied parameters are given in Tables 8 and 9. Figure 6a presents the dependence of total
losses on mechanical power for both machines in the optimized condition. Figure 6b shows the
electric losses in different parts of the machines at the rated conditions. It can be clearly seen
that the most considerable losses for both machines were the copper losses. At the same time,
the copper losses, as well as the rotor steel losses, in the IPMSG were noticeably lower.

Table 10. Characteristics of the optimized PMFSG and IPMSG.

Specification PMFSG IPMSG Units

Rated mechanical power on the shaft (332 rpm, 51.4 N·m) 1784 1784 W
Rated active output power 1488 1538 W
Required converter power 1973 1867 V·A

Active output power at low load (194 rpm, moment 17.8 N·m) 318 325 W
Efficiency at rated speed 83.4 86.2 %

Efficiency at low load 87.8 89.7 %
Average efficiency 85.4 87.7 %
Average losses K1 79.0 66.5 W

Torque ripple at rated mode 1.3 3.9 %
Torque ripple at low load 2.4 1.8 %

Cogging torque 0.4 0.3 N·m
Copper losses at rated mode 262.5 221.9 W

Stator core losses at rated mode 22.9 21.8 W
Rotor core losses at rated mode 10.3 2.3 W
Magnets Losses at rated mode 0.5 0.4 W

Mass of the magnets 0.674 0.924 kg
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Table 10. Cont.

Mass of the copper 1.06 2.18 kg
Mass of the stator core 3.26 5.25 kg
Mass of the rotor core 2.46 2.87 kg

Momentum of inertia of the rotor active materials 7.4 24.2 g·m2

Active material mass 7.45 11.2 kg
Cost of active materials 98.5 140.4 $

Objective function F 5.90 · 105 6.37 · 105 W3·m1.5

What stands out in Table 8 that the average losses in the IPMSG are 1.2 times lower
than in the PMFSG. The active output power of the IPMSG is higher both at the rated
mode and at the low load mode of the two-point profile. Moreover, the IPMSG required
a frequency converter with less power than the PMFSG. Talking about the advantages of
the PMFSG, it is important to highlight that the torque ripple at the rated mode in the
PMFSG was three times lower than in the IPMSG, and the mass of the magnets is lower by
1.4 times. The optimized geometry and magnetic flux density at the rated mode of the
IPMSG and PMFSG are shown in Figure 9a,b, respectively.

  
(a) (b) 

Figure 9. Optimized design and magnetic flux density at the rated mode: (a) PMFSG; (b) IPMSG.

The losses in the PMFSG (blue asterisks) and the IPMSG (red asterisks) at nine modes
of the profile presented in Table 1 are shown in Figure 10a. The losses in the PMFSG are
higher than those in the IPMSG in a wide range of powers.

  

(a) (b) 

Figure 10. Comparative dependencies: (a) dependence of total losses on mechanical power of PMFSG and IPMSG;
(b) electric losses of PMFSG and IPMSG at the rated conditions.
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The two-profile approach is developed for the cases when the dependence of these losses on
the mechanical power can be approximated by a quadric polynomial [7]. Such approximations
shown in Figure 10a with continuous lines are rather accurate (R2 = 0.9998 for both cases),
which justifies the accuracy of substituting the initial nine-point profile with the two-point one.
Figure 11 shows a comparison of the efficiency and torque ripple of the optimized generators at
all points of the considered working profile.

  
(a) (b) 

Figure 11. Comparative dependencies on mechanical power: (a) efficiency (b) torque ripple.

The torque ripple in the IPMSG was quite low, namely, below 4%. Another revealed
advantage of the PMFSG was a lower cost of rare-earth magnets. Particularly, the PMFSG
required 1.4 times less rare-earth magnetic material than the IPMSG. Considering that
the mining of rare-earth materials and their manufacturing have a harmful effect on the
environment, this advantage of the PMFSG is highly valuable for mass production [33].
Furthermore, Table 8 shows that the demand for copper in the PMFSG was twice lower
than for the IPMSG. Consequently, the cost of active materials for the PMFSG was 1.4 times
lower than for the IPMSG, mainly due to the reduction in the magnets mass.

7. Conclusions

The aim of this study was to theoretically compare the PMFSG with a conventional IPMSG
in a direct-driven low-power wind application. To ensure a fair comparison, both machines were
first optimized using the Nelder–Mead algorithm. The optimization objective functions were
selected so as to take into account the required power of frequency converter, the evaluation of
the active materials cost, and losses in generators averaged over the working profile of the wind
turbine. Additionally, the torque ripple was included in the optimization function of the IPMSG,
since this parameter was significantly higher in the IPMSG than in the PMFSG. To reduce the
computational time, the substituting profile method was applied. As a result, the strengths and
weaknesses of the machines were revealed.

This study shows that the PMFSG requires 1.4 times less rare earth-earth magnet
material than the IPMSG. Considering that the mining of rare-earth materials and their
manufacturing have a harmful effect on the environment, this advantage of the PMFSG
is highly valuable for mass production. In addition, the PMFSG torque ripple is less.
However, the PMFSG requires a slightly higher power rating of the semiconductor inverter,
and the average losses in the IPMSG are 1.2 times lower than in the PMFSG.

The results of this comparative study can be used by developers of direct-driven
wind generators when selecting the type of electric machine suitable for a specific wind
power application.
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Abstract: This paper presents an enhancement method to improve the performance of the DC-
link voltage loop regulation in a Doubly-Fed Induction Generator (DFIG)- based wind energy
converter. An intelligent, combined control approach based on a metaheuristics-tuned Second-Order
Sliding Mode (SOSM) controller and an adaptive fuzzy-scheduled Extended State Observer (ESO) is
proposed and successfully applied. The proposed fuzzy gains-scheduling mechanism is performed
to adaptively tune and update the bandwidth of the ESO while disturbances occur. Besides common
time-domain performance indexes, bounded limitations on the effective parameters of the designed
Super Twisting (STA)-based SOSM controllers are set thanks to the Lyapunov theory and used as
nonlinear constraints for the formulated hard optimization control problem. A set of advanced
metaheuristics, such as Thermal Exchange Optimization (TEO), Particle Swarm Optimization (PSO),
Genetic Algorithm (GA), Harmony Search Algorithm (HSA), Water Cycle Algorithm (WCA), and
Grasshopper Optimization Algorithm (GOA), is considered to solve the constrained optimization
problem. Demonstrative simulation results are carried out to show the superiority and effectiveness of
the proposed control scheme in terms of grid disturbances rejection, closed-loop tracking performance,
and robustness against the chattering phenomenon. Several comparisons to our related works, i.e.,
approaches based on TEO-tuned PI controller, TEO-tuned STA-SOSM controller, and STA-SOSM
controller-based linear observer, are presented and discussed.

Keywords: doubly fed induction generator; DC-link voltage regulation; second-order sliding mode
control; extended state observer; fuzzy gain scheduling; advanced metaheuristics

1. Introduction

Increasing demand for energy, decreasing conventional fossil-fuel energy sources, and
environmental concerns are driving forces toward renewable energy sources [1]. Wind
energy as a renewable source turns is becoming an important, promising source [2]. It has
been the most growing source in terms of installed capacity. However, the dense researches
that are executed in the wind area market create various wind energy topologies. One of
the common configurations is the Doubly Fed Induction Generators (DFIGs) equipped
with variable speed Wind Turbines (WTs) [3]. This configuration is widely adopted due to
its significant merits, such as the independent control of active and reactive powers, low
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converter costs, and mechanical stress reduction [4]. The DFIG has rotor windings that are
connected to the grid through power converters which are composed of the Rotor Side
Converter (RSC) and the Grid Side Converter (GSC).

The classical control diagram of DFIG-based wind energy conversion systems is mainly
constructed based on a vector control strategy in which the well-known Proportional-
Integral (PI) regulators are commonly used [5]. At the GSC control part, the performance of
the DC-link voltage dynamics depends on the proper tuning of the PI regulator gains and
the system parameters, such as resistances and inductances [6]. Therefore, the performance
of the DC-link voltage may degrade due to the deviation of the real system’s parameters
from its nominal values. Besides, the DFIGs are very sensible to grid disturbances because
of the direct link of stator windings to the electrical net. Especially, the dip voltage action is
not accepted in wind conversion systems since it leads to over-voltages and over-currents
in the rotor windings. Moreover, such a phenomenon generates much oscillation in the
DC-link voltage as well as in the stator active-reactive powers’ dynamics, which leads to
disconnect the WT and stop the power generation [7].

Hence, there is a need to develop a robust control strategy that can deal with param-
eters’ mismatch, uncertainties, and external disturbances. To this end, the Sliding Mode
Control (SMC) approaches were proposed. In the DFIG-based WT framework, a conven-
tional SMC approach was adopted to regulate the DC-link voltage loop in [7,8]. However,
the chattering issue stays a grave challenge when implementing the SMC method, which
is highly undesirable in the DFIG systems. To tackle this problem, a new SMC law was
developed to enhance the tracking performance and the robustness regarding operational
uncertainties [9]. In [10], the fast exponential reaching law was performed and contrasted
with the conventional one. In these studies, the obtained results indicated better perfor-
mances in the DC-link voltage maintenance against parameters’ variations and grid voltage
disturbances in comparison with the classical PI controller. However, the DC-link voltage
ripples introduced by the SMC strategies still result in poor performance.

To enhance the performance of the DC-link voltage dynamics in the presence of
disturbances, feed-forward compensation methods were introduced. Several sensor-less-
based DC-link voltage control methods were proposed. However, the implementation
of these methods was adopted only for the AC-DC converters. The load current was
only considered as a constant DC-disturbance term as shown in [11–13]. On the contrary,
the load current that represented the DC rotor had severe ripples due to the RSC control
and switching behaviors of the IGBTs in the DFIG system. Therefore, the effect of load
current on the dynamics of the DC-link voltage should be studied [14]. To this end, an
Extended State Observers (ESO) combined with other controllers is proposed to improve
the performance of the voltage control loop. The ESO is used to offer estimations of internal
states and external disturbances with minimal data about the system. The ESO considers
the lumped disturbances, i.e., parameters’ mismatch and unmodeled dynamics, as an
extended state, which is estimated and compensated in the control law.

Nevertheless, in the design of an ESO, the selection of the bandwidth parameter is
a challenging task that affects the closed-loop system performance. Generally, the larger
the ESO’s bandwidth, the more accurate the estimation of states will be achieved. On the
other hand, the increase in such a bandwidth may lead to noise vulnerability and loss of
robustness. The design and tuning of an observer are a trade-off between the estimation
performance and noise action [15]. Usually, the bandwidth of the ESO is selected to be about
5 to 15 times the DC-link voltage controller’s bandwidth. This ensures that the estimated
state dynamics have a fast-tracking performance when the actual state dynamics change.
Also, to guarantee that the ESO does not affect the current controller’s performance, the
selected bandwidth of the ESO should prevent overlapping with the current controller’s
bandwidth [16]. To this end, the bandwidth of the designed ESO is selected to be between
1/200 and 15/100 of the switching frequency. However, to achieve a fast response of
the ESO dynamics during the perturbation, this paper introduces a novel adaptive fuzzy
method to tune the value of the ESO’s bandwidth within the limited region. Fuzzy gains-
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scheduling mechanism is introduced to adjust the appropriate values of the observer’s
bandwidth and further better the performance of the DC-link voltage control scheme. The
concept utilizes a fuzzy logic inference as adaptive supervisors to tune the bandwidth gain
in real-time.

Further, in this paper, a Second Order Sliding Mode (SOSM) controller based on the
well-known Super Twisting Algorithm (STA) is firstly developed to regulate the DC-link
voltage. The total disturbance in the DC-link voltage dynamics is theoretically investigated
and the proposed fuzzy tuned-ESO is adopted to estimate it. Thus, a combined control
law consisting of SOSM controller and disturbance compensation through the fuzzy gains-
scheduling based-ESO is elaborated for the DC-link voltage regulation loop. Moreover, this
paper investigates the stability conditions using the Lyapunov theory of nonlinear systems
to be used as operational constraints for the formulated optimization-based control problem
consisting of the tuning of all effective parameters of the designed ESO-based SOSM
controller. Such a hard and constrained optimization problem is solved thanks to advanced
competitive global metaheuristics, such as Thermal Exchange Optimization (TEO) [17,18],
Water Cycle Algorithm (WCA) [19], Particle Swarm Optimization (PSO) [20], Genetic
Algorithm (GA) [21], Grasshopper Optimization Algorithm (GOA) [22] and Harmony
Search Algorithm (HSA) [23]. The main advantages of the designed adaptive controller are:
(1) it presents a fast time-domain response and high robustness of the closed-loop DC-link
voltage loop under external disturbances, (2) it clearly reduces the chattering phenomenon
that is introduced by the SMC strategies, and (3) it ensures high tracking performance
through a selection of the optimal and adaptive gains for the proposed control method.

The rest of the paper is arranged as follows: An elaborated dynamical model of the
GSC component is described in Section 2. Section 3 investigates the second-order sliding
mode controller design based on constrained optimization methods. The established uncer-
tainties and stability conditions in the sense of Lyapunov for nonlinear systems are served
as operational constraints for the reformulated optimization problem. Section 4 discusses
the design of the fuzzy tuned-ESO-based DC-link voltage control loop. Comparative simu-
lation results, gained on a 1.5 MW DFIG, are investigated in Section 5. Finally, Section 6
states the conclusion and future works.

2. Modeling of the DFIG Based Wind Energy Converter

The GSC component is joined to the electrical net via an L or LCL filter. However,
for a better harmonics reduction of the grid currents, architecture with an LCL filter is
adopted [3,24]. The mathematical modeling of the GSC system is defined in the d-q
synchronous reference frame as given by Equation (1). In these dynamics, LT states the
sum of the converter and grid side inductances. Indeed, at the fundamental frequency,
the LCL filter can be considered as an L-one with an inductance equal to the sum of the
LCL-filter inductors [3]:⎧⎪⎪⎨

⎪⎪⎩
LT

didg
dt = −RTidg + ωgLTiqg + Vdg − Vd f

LT
diqg
dt = −RTiqg − ωgLTidg + Vqg − Vq f

dVdc
dt = 1

Cdc

(
3
2

Vdg
Vdc

igd − irdc

) (1)

where Cdc is the capacitance of the DC-link circuit and irdc is the current between the DFIG
rotor and the DC-link component.

3. Design of Second-Order Sliding Mode Controller

The main aim of the GSC control is to keep the DC-link voltage constant [5,7]. To
perform this goal, Figure 1 presents the proposed control scheme. In such a design setup,
the direct grid current is controlled thanks to the STA-based SOSM controller to maintain
the DC-link voltage constant. The quadrature grid current can be used to regulate the
reactive power’s flow between the GSC and the grid.
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Figure 1. General block diagram for the proposed control scheme method.

3.1. Controller Design

The DC-link voltage dynamics (1) can be rearranged under the following form [7,25]:

dVdc
dt

= Gdcidg − 1
Cdc

irdc = Gdcidg + ηdc (2)

where ηdc represents the uncertainties, parametric mismatch, and external disturbances of

the DC-link dynamics, and it is considered to be a bounded parameter and Gdc =
1

Cdc
3
2

Vdg
Vdc

.
Let us specify the dynamics of the DC-link voltage error as [7,25]:

sVDC = Vdc − V∗
dc (3)

The time derivative of the sliding surface sVDC is given as follows:

dsVdc

dt
= Gdcidg + ηdc −

dV∗
dc

dt
= udc + ηdc (4)

where udc is the new control input as follows:

udc = Gdcidg −
dV∗

dc
dt

(5)
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While using the concept of the super twisting algorithm, a SOSM control law is
designed to regulate the DC-link voltage as follows [15,25]:{

udc = −λdc
∣∣sVdc

∣∣0.5sgn
(
sVdc

)
+ ydc

dydc
dt = −αdcsgn

(
sVdc

) (6)

where λdc and αdc are parameters to be designed.
Finally, the reference direct grid current i∗dg can be derived from Equations (5) and (6)

as follows: {
i∗dg = 1

Gdc

(
−λdc

∣∣sVdc

∣∣0.5sgn
(
sVdc

)
+ ydc +

dV∗
dc

dt

)
dydc
dt = −αdcsgn

(
sVdc

) (7)

3.2. Operational Constraints

The selection of the control gains of the SOSM is a significant issue where the best
gains should guarantee good dynamic performances, stability, and robustness of the DFIG.
The tuning of the control parameter by the conventional trial-and-error strategy is a time-
consuming approach. Moreover, other classical methods such as the use of Hurwitz
stability criterion for the linearized model of the DC-link voltage dynamics can attain
the stability of the control law, but without securing that, the captured gains are the best
parameters [26]. To improve the chosen of the control coefficients of the SOSM controller,
advanced optimization algorithms are employed to process the tuning problem. In this
instance, the restrictions that are forced on the control parameters by the Lyapunov theory
are considered as inequality constraints for the optimization problem. This results in an
improvement in tracking execution and chattering reduction.

The Lyapunov stability theory of the DFIG dynamics generates nonlinear limita-
tions on the decision variables of the given control problem. By using the control law of
Equation (7) and taking into consideration the derivative of the sliding surface as stated in
Equation (4), the dynamics of sVdc will be defined as:{ dsVdc

dt = −λdc
∣∣sVdc

∣∣0.5sgn
(
sVdc

)
+ ydc + ηdc

dydc
dt = −αdcsgn

(
sVdc

) (8)

Let us consider that the perturbation term ηdc of the DC-link voltage dynamics (2) is
globally bounded and described as follows [27,28]:

|ηdc| ≤ Ψdc
∣∣sVdc

∣∣0.5 ; Ψdc ≥ 0 (9)

To draw sufficient conditions on the robust stability of the studied DC-link voltage
dynamics, let us define the following quadratic Lyapunov function:

Vdc
(
sVdc , ydc

)
= ξT

dcLdcξdc (10)

where ξdc = [ξ1ξ2]
T =

[∣∣sVdc

∣∣0.5sgn
(
sVdc

)
ydc

]T
and Ldc is a symmetric positive definite

matrix, which takes the following form:

Ldc =
1
2

[
4αdc + λ2

dc −λdc
−λdc 2

]
(11)

Then, the time derivative of the candidate Lyapunov function Vdc
(
sVdc , ydc

)
along the

trajectories of the system (6) is calculated as:

dVdc
dt

(
sVdc , ydc

)
= − 1

|ξ1| ξ
T
dcMTξdc +

ηdc
|ξ1|NTξdc (12)
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where M = λdc
2

[
2αdc + λ2

dc − λdc
−λdc 1

]
and NT =

[(
2αdc +

λ2
dc
2

)
− λdc

2

]
.

Using the bounds on the perturbations of Equation (9), it can be demonstrated that:

dVdc
dt

(
sVdc , ydc

)
= − 1

|ξ1| ξ
T
dcQdcξdc (13)

where Qdc is a symmetric matrix expressed as:

Qdc =
λdc
2

[
2αdc + λ2

dc −
(

4 αdc
λdc

+ λdc

)
Ψdc − (λdc + Ψdc)

−(λdc + Ψdc) 1

]
(14)

when this matrix is positive definite Qdc = QT
dc > 0, the stability condition of the dynamics

(2) is satisfied in the sense of Lyapunov until
.

Vdc
(
sVdc , ydc

)
< 0 as given in [29].

To have Qdc as a positive definite matrix, the range values of λdc and αdc should be
adjusted as follows: {

λdc > 2Ψdc = λmin
dc

αdc > λdc
5λdcΨdc+4Ψ2

dc
2(λdc−2Ψdc)

= αmin
dc

(15)

To enhance the performance of the DFIG system’s control, the optimization theory
is adopted to select and tune the effective parameters of the SOSM controllers for the
DC-link voltage, stator active/reactive powers, and grid current loops. Hence, the tuning
problem related with the STA-SOSM controllers is completely formulated as a constrained
optimization problem. Several time-domain performance metrics, i.e., maximum over-
shoot, steady-state error, rise and/or settling times, as well as the established stability
and robustness conditions of Equation (15), are included as inequality constraints for the
optimization problem defined as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minimize Jm(x, t), m ∈ {IAE, ISE, ITAE, ITSE}
x =

[
λQs , αQs , λdc, αdc, λidg , αidg

]T ∈ S ⊆ R6
+

subject to :
g1(x, t) = δPs − δmax

Ps
≤ 0

g2(x, t) = δQs − δmax
Qs

≤ 0
g3(x, t) = δdc − δmax

dc ≤ 0
g4(x, t) = δidg − δmax

idg
≤ 0

g5(x, t) = δiqg − δmax
iqg

≤ 0
λn,min ≤ λn ≤ λn,max

αn ,min ≤ αn ≤ αn ,max, n ∈ {Qs , Vdc, idg

}

(16)

where Jm : R6
+ → R are the cost functions, gq : R6

+ → R are the problem’s inequality con-
straints, and δdc, δidg , δiqg , δPs and δQs are the overshoots of the DC-link voltage, grid current
components, and stator power components, respectively. The terms δmax

dc , δmax
idg

, δmax
iqg

, δmax
Ps

and δmax
Qs

indicate their maximum specified values. The terms λQs , αQs represent the gains
of the SOSM controller for the stator power loop, and λidg and αidg are the gains of the
controller for the grid current loop.

In the formalism of optimal control theory, the objective functions of (16) are usually
described by common performance standards, such as Integral Absolute Error (IAE),
Integral Square Error (ISE), Integral Time-Weighted Absolute Error (ITAE), and Integral
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Time-Weighted Square Error (ITSE) [3,17,24,25]. Therefore, the global objective function
using the IAE index for all controlled dynamics is aggregated as follows:

JIAE(x, t) =
[
wVdc widg wiqg wQs wPs

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

∫ T
0 |edc(x, t)|dt∫ T
0

∣∣∣eidg(x, t)
∣∣∣dt∫ T

0

∣∣∣eiqg(x, t)
∣∣∣dt∫ T

0

∣∣eQs(x, t)
∣∣dt∫ T

0 |ePs(x, t)|dt

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(17)

where T denotes the total simulation time, wr ∈ {Qs , Ps, Vdc, idg, iqg
}

is the weighting
coefficient satisfying the convex summation ∑

r
wr = 1, and ei(.) is the tracking error

defined as ePs(x, t) = P∗
s − Ps(x, t), eQs(x, t) = Q∗

s − Qs(x, t), edc(x, t) = V∗
dc − Vdc(x, t),

eidg(x, t) = i∗dg − idg(x, t), and eiqg(x, t) = i∗qg − iqg(x, t).

4. Adaptive Fuzzy ESO-Based Sliding Mode Controller

In this work, a fuzzy gain-scheduling mechanism is proposed to design an adaptive
STA-SOSM controller for the DC-link voltage dynamics. An adaptive extended state
observer (ESO) is designed to asymptotically estimate the disturbances and allow the STA-
SOSM controller to reject them efficiently. Therefore, the adaptive fuzzy ESO is employed
in the DC-link voltage loop to improve the control performance and robustness as shown
in Figure 2.

Figure 2. Adaptive fuzzy ESO-based SOSM controller for the DC-link voltage.

4.1. Concept of Extended State Observers

The ESO treats the lumped disturbances of the system as a new system state which is
conceived to estimate not only the external disturbances but also the plant dynamics [30,31].

However, for any arbitrary second-order system, an ESO can be written in the follow-
ing state-space form [15,30]:⎧⎨

⎩
.
x1(t) = x2(t).
x2(t) = f (x1(t), x2(t), u(t)) + b0u(t) + w(t)
y(t) = x1(t)

(18)

where x1(t) ∈ R and x2(t) ∈ R are the state variables of the cascade integral form,
f (x1(t), x2(t), u(t)) ∈ R defines the dynamics of the system which is a so-called internal
disturbance, u(t) ∈ R is the control variable, y(t) ∈ R is the output variable, w(t) ∈ R is
an external disturbance, and b0 is a given constant, and

.
x(t) denotes the time derivative of

the variable x(t), i.e.,
.
x1(t) =

dx1(t)
dt , and so on.
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For a given second-order system, a three-order ESO can be used with the disturbance
as an additional state variable and defined as follows:⎧⎪⎪⎨

⎪⎪⎩
e(t) = z1(t)− x1(t).
z1(t) = z2(t)− β1e(t)
.
z2(t) = z3(t) + b0u(t)− β2e(t)
.
z3(t) = −β3e(t)

(19)

where β1, β2, and β3 are the gains of the extended state observer.
In the state-space form (19), the ESO takes the system’s output y(t) = x1(t) and control

variable u(t) as input and gives the state variables (z1(t), z2(t), z3(t)) which represent the
estimations of system state variables (x1(t), x2(t))

T ∈ R2 and total disturbances w(t),
respectively, i.e., z1(t) = x̂1(t), z2(t) = x̂2(t), and z3(t) = ŵ(t). By properly selecting the
feedback coefficients β1, β2, and β3, the estimation error e(t) converges asymptotically to a
small value. Besides, from Equation (19), it is clear that the ESO does not depend on the
system parameters and thus provides strong robustness for observer dynamics [30,31].

4.2. Extended State Observer for the DC-Link Voltage Loop

To design an extended state observer (19) for the DC-link voltage loop, the first state
variable of such an observer is chosen as z1(t) = Vdc(t). Therefore, the dynamics of the
DC-link voltage (2) can be reformulated as:

.
z1(t) =

dVdc(t)
dt

= Gdcudc0(t)− d(t) (20)

where udc0(t) = idg(t), ∀t ≥ 0 and d(t) = −ηdc(t).
The ESO treats the external disturbance as an extended state. Therefore, a second-order

ESO is used for the outer DC-link voltage loop, which is adopted as follows:⎧⎪⎨
⎪⎩

e1(t) = z1(t)− ẑ1(t).
ẑ1(t) = Gdcudc0(t)− d̂(t) + β1e1(t).
d̂(t) = −β2e1(t)

(21)

where ẑ1(t) is an estimate of the output, z1(t) d̂(t) is an estimate of the total disturbance
d(t) = −ηdc(t), and β1 and β2 are the ESO gains chosen as follows [13,30]:

[β1, β2] =
[
2ω0 ω2

0

]
∈ R2

+ (22)

In Equation (22), the real ω0 > 0 denotes the observer’s bandwidth that becomes the
only tuning parameter of the extended state observer (21). Based on the above studies and
the designed sliding-control law given in Equation (7), the proposed ESO-based control of
the DC-link voltage loop is achieved by:{

i∗dg = 1
Gdc

((
−λdc

∣∣sVdc

∣∣0.5sgn
(
sVdc

)
+ ydc +

dV∗
dc

dt

)
+ d̂(t)

)
dydc
dx = −αdcsgn

(
sVdc

) (23)

The choice of the adequate bandwidth of a given ESO is a difficult task action [32,33].
The appropriate selection can improve the closed-loop system’s performance, while the
poor selection could degrade the time-domain performances and robustness of the con-
trolled system. In general, the larger the ESO bandwidth, the more accurate the estimation
of states will be achieved. On the other hand, the increase of such a bandwidth may
lead to vulnerability against noise and loss of robustness. The design of an observer is
always a trade-off between the estimation dynamics performance and the noise vulnerabil-
ity [13,15]. Typically, the bandwidth of the ESO is selected to be 5 to 15 times the DC-link
voltage controller’s bandwidth. However, this last is limited from 1/1000 to 1/100 of the
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switching frequency as discussed in [34]. In this research work, the idea to design a fuzzy
gains-scheduling-based observer is proposed to overcome such a complex tuning problem.
Such an adaptive fuzzy supervisor is proposed to avoid the aforementioned drawbacks
and achieve high convergence performance and robustness of the designed ESO under
operational disturbances and high-frequency noises. Figure 2 shows such a proposed
adaptive-fuzzy extended state observer for the studied wind energy converter.

The approach taken here is to exploit the Mamdani type of fuzzy rules and reasoning
to generate the appropriate values of the ESO’s bandwidth ω0 ∈ R+ of Equation (21). Let us
consider as inputs of the proposed fuzzy gains scheduler the linguistic variables e(kTs) = ek
as the error between the actual and the estimated output, i.e., the sampled signals Vdc and
V̂dc, respectively, and Δe(kTs) = Δek as the change of error, where Ts denotes the sampling
period for the fuzzy supervisor. The designed fuzzy inference supervision mechanism
produces the tuned bandwidth of the ESO denoted as �0.

For this proposed fuzzy-based tuning mechanism, a Mamdani model is applied as
a type of inference mechanism. The decision-making output can be acquired using a
Max-Min fuzzy inference where the crisp output is computed by the center of gravity
defuzzification approach. As shown in Figure 3, all used membership functions for fuzzy
sets are triangular, uniformly distributed, and symmetrical on the universe of discourse.

Figure 3. Cont.
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Figure 3. Membership functions of the proposed fuzzy gains-scheduling mechanism.

A set of linguistic rules in the form of Equation (24) is utilized in the fuzzy reasoning
inference to define the output �0:

If ek is Ai and Δek is Bi, then �0 is Ci (24)

where Ai, Bi, and Ci are the fuzzy sets of the inputs/output linguistic variables ek, Δek, and
�0, respectively. The linguistic levels assigned to the fuzzy inputs and outputs are labeled
as follows: negative big (NB), negative (N), zero (ZE), positive (P), and positive big (PB). A
set of 25 rules are defined for this fuzzy inference as given in Table 1.

Table 1. Fuzzy rules for the �0 parameter’s tuning.

�0
Δek

NB N ZE P PB

ek

NB NB NB NB N ZE
N NB N N N ZE
ZE NB N ZE P PB
P ZE P P P PB

PB ZE P PB PB PB

As proposed in [32,33], and since it is assumed that the ESO’s bandwidth parameter ω0
varies in the prescribed range �ωmin

0 , ωmax
0 �, this effective parameter is calculated according

to the following linear transformation [34]:

ω0 =
(

ωmax
0 − ωmin

0

)
�0 + ωmin

0 (25)

where ωmax
0 and ωmin

0 are the maximum and minimum limits of ω0, respectively.

5. Results and Discussion

The proposed STA-SOSM controllers based on an adaptive fuzzy ESO for the DC-link
voltage loop are built using MATLAB/Simulink environment. The introduced algorithms
GA, PSO, HSA, WCA, GOA, and TEO were switched with the equal values for the mutual
factors, i.e., population size Npop = 50 and the maximum number of iterations Niter = 100,
and run on an Intel R CoreTMi5 CPU computer at 2.5 GHz and 8 GB of RAM. The parameters
of the DFIG (1.5 MW) used in this work are given in our previous works [3]. The gains of the
STA-SOSM controllers for the DC-link voltage and other control loops are tuned thanks to the
proposed advanced optimization algorithms for the problems (16) and (17).

Figure 4 shows the convergence curves of the cost functions for the considered time-
domain performance indices. Moreover, the TEO algorithm for the ISE and ITSE criteria
outperforms the other reported methods in terms of fast and non-premature convergence.
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Figure 4a,c show that the TEO for the IAE and ITAE indicators display the better conver-
gence as a second- and third-order, respectively, after the GA one.

Figure 4. Convergence curves comparison: (a) IAE; (b) ISE; (c) ITAE; and (d) ITSE criterion.

Since the TEO metaheuristic outperformed all the other reported ones, the effective gains
λdc and αdc of the STA-SOSM controller, retained for the rest of the control strategy, are selected
as the best results obtained by the TEO algorithm of the optimization problem (16) and (17).
Table 2 summarizes such decision variables for each time-domain performance criterion.

Table 2. TEO-based results for the STA-SOSM controllers’ gains tuning.

Performance Criteria
STA-SOSM Controllers’ Gains

λdc αdc

IAE 26.10 14.50
ISE 17.40 93.60

ITAE 1.90 90.50
ITSE 12.30 53.90

Besides, the bandwidth of the ESO is selected to be between 1/200 and 15/100 of
the switching frequency for the GSC circuit. The fuzzy gains-scheduling mechanism is
employed to adaptively tune the bandwidth of the ESO within the predefined limits. The
obtained fuzzy surface for the bandwidth gain is presented in Figure 5. On the other hand,
Figure 6 shows the histories of the scheduled gain of the proposed adaptive fuzzy ESO.
Figure 7 presents the performance of the DC-link voltage when different input steps are set.
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It can be noted that the chattering phenomenon is reduced using the proposed TEO and
fuzzy-based method in comparison with the STA-SOSM and PI controllers-based ones.

Figure 5. Fuzzy surface of the observer’s bandwidth parameter �0.

Figure 6. Time histories of the observer’s bandwidth control �0.
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Figure 7. Time-domain performances’ comparison of the DC-link voltage.

Moreover, the STA-SOSM controller based on different types of observers leads to
lower DC-link voltage overshoot and faster response compared with the STA-SOSM and
classical PI controllers-based cases as summarized in Table 3. Indeed, the proposed design
and tuning method is compared to the STA-SOSM controller associated with a linear
observer as well as without observers to show its superiority and effectiveness. Also,
Figure 8 presents the time-domain performance of the DC-link voltage controller under
severe voltage dips conditions. Since a 30% voltage drop is considered, the proposed
adaptive fuzzy observer and TEO-based tuning method are successfully able to mitigate
the voltage dip.

Table 3. Time-domain performances’ comparison for the controlled DC-link voltage dynamics.

Control Strategies
Unit Step Change Response

tr(s) ts(s) δ Ess

TEO-tuned PI controller 0.005 4.019 2.54 0.253
TEO-tuned STA-SOSM controller 0.004 4.012 2.95 0.246

STA-SOSM controller-based linear observer 0.002 4.006 2.38 0.115
STA-SOSM controller-based adaptive fuzzy ESO 0.002 4.005 1.81 0.086

Based on these demonstrative results, one can notice that the lower amplitude of the
fluctuations exists near the starting of the voltage dips in comparison with the STA-SOSM
controller only. However, the proposed robust and intelligent STA-SOSM controllers based
on linear and ESO observers present approximately the same performance in the case of
DC-link voltage dips. Further comparison in terms of Total Harmonic Distortion (THD)
variation is made in Table 4.
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Figure 8. Time-domain responses of the controlled DC-link voltage under drop conditions.

Table 4. Comparison of stator and rotor currents’ THD.

Control Strategies
THD (%)

Stator Current Rotor Current

TEO-tuned PI controller 0.77 0.85
TEO-tuned STA-SOSM controller 0.28 0.32

STA-SOSM controller-based linear observer 0.27 0.30
STA-SOSM controller-based adaptive fuzzy ESO 0.26 0.28

The currents THD of stator and rotor for the adaptive fuzzy ESO-based SOSM con-
trollers are about 0.26% and 0.28%, respectively. These values are better than the other
reported design methods, such as TEO-tuned PI controller, TEO-tuned STA-SOSM con-
troller, and STA-SOSM controller-based linear observer. In addition, these values agree
with the limits of the IEEE519-1992 standard which stipulate that the value of the THD
does not exceed 5%. The DC-link voltage states and their according estimations and obser-
vation errors are shown in Figures 9 and 10 for linear and adaptive fuzzy ESO observers,
respectively. The observation errors are obtained as the difference between the actual value
of the DC-link voltage and the value estimated by the observers, i.e., e = Vdc − V̂dc.

The estimation dynamics using the different proposed observers are perfectly ensured.
However, the adaptive fuzzy ESO presents a faster convergence and reconstruction of the
system’s state than in the linear observer-based case, i.e., an observation error reached
null value after 0.05 s with ESO compared to 0.3 sec with the linear observer. Moreover,
Figure 11 gives the total disturbance estimations for the linear and adaptive fuzzy ESO
observers, respectively. Such a convergence rate comparison and total disturbance estima-
tion of observers indicate the effectiveness and superiority of the proposed adaptive fuzzy
extended state observer for the DC-link voltage regulation.
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Figure 9. Convergence’s dynamics of the linear observer for the DC-link voltage.

Figure 10. Dynamic performance of the adaptive fuzzy ESO for the DC-link voltage.

In a wind conversion system, the external disturbances’ upper bound is unknown
and is hard to be estimated in an actual doubly-fed induction generator. Therefore, the
fuzzy gain-scheduled ESO is proposed in this work to compel observer parameters to vary
according to the disturbances’ upper bound in real-time. The uncertainty upper limit is
required when developing the DC-link voltage second-order sliding mode controller, yet
the upper limits are unknown in practical wind conversion systems and are difficult to
be estimated. Overestimation of these upper bounds may lead to a conservative choice of
controller parameters which will produce more control effectiveness, aggravate control
chattering, and shorten the service cycle of wind turbines.
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Figure 11. Total disturbance estimations’ comparison of the reported observers.

6. Conclusions

This paper discussed the robust design and intelligent tuning of super twisting-based
second order sliding mode (STA-SOSM) controllers for the DC-link voltage loop of a DFIG-
based wind energy conversion system. An adaptive fuzzy extended state observer (ESO) is
firstly proposed to estimate the external disturbance of the controlled system. Such a proposed
fuzzy gains-scheduling mechanism is performed to adaptively tune the bandwidth of the ESO
during the occurrence of disturbances. Such a hybrid control law based on a TEO-tuned SOSM
controller and adaptive extended state observer showed high superiority and robustness under
grid disturbances and model uncertainties as well as in terms of closed-loop time-domain
performance and chattering issue reduction. The simulation results as well as the conducted
comparisons proved that the proposed algorithm gives the best THD values for the stator and
rotor current with 0.26% and 0.28%, respectively. Moreover, the time-domain performance
indices were better than those with the reported methods, such as TEO-tuned PI controller,
TEO-tuned STA-SOSM controller, and STA-SOSM controller-based linear observer, which had
the minimal value of overshoot with 1.81% for the DC-link voltage response. This clearly
highlights the effectiveness of the proposed intelligent and adaptive fuzzy-based control
approach for the DC-link voltage dynamics.

The current research work is restricted by supposing that the wind speed is fixed.
Moreover, the proposed approach investigated a low voltage dip condition. Stability
enhancement of the DFIG system under the previous concerns will be deeply investigated
in future work. This will be implemented through interactions among DFIGs with various
control methods, such as adaptive gain SOSM controllers and sensor-less control methods.
Indeed, these methods deserve attention because they solve the difficulty of estimating the
disturbance upper bounds for WECSs.
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Abstract: The switched reluctance machine (SRM) design is different from the design of most of
other machines. SRM has many design parameters that have non-linear relationships with the
performance indices (i.e., average torque, efficiency, and so forth). Hence, it is difficult to design
SRM using straight forward equations with iterative methods, which is common for other machines.
Optimization techniques are used to overcome this challenge by searching for the best variables
values within the search area. In this paper, the optimization of SRM design is achieved using
multi-objective Jaya algorithm (MO-Jaya). In the Jaya algorithm, solutions are moved closer to the
best solution and away from the worst solution. Hence, a good intensification of the search process is
achieved. Moreover, the randomly changed parameters achieve good search diversity. In this paper,
it is suggested to also randomly change best and worst solutions. Hence, better diversity is achieved,
as indicated from results. The optimization with the MO-Jaya algorithm was made for 8/6 and
6/4 SRM. Objectives used are the average torque, efficiency, and iron weight. The results of MO-Jaya
are compared with the results of the non-dominated sorting genetic algorithm (NSGA-II) for the
same conditions and constraints. The optimization program is made in Lua programming language
and executed by FEMM4.2 software. The results show the success of the approach to achieve better
objective values, a broad search, and to introduce a variety of optimal solutions.

Keywords: optimal design; switched reluctance machine; MO-Jaya optimization; finite element anal-
ysis

1. Introduction

The switched reluctance machine (SRM) is the type of machines that develop output
torque due to reluctance variation without using permanent magnets or rotor excitation.
The switching of phases is made according to position of rotor in such a way to produce
torque (induce voltage in generation mode). Reluctance variation happens with rotation as
a function of certain geometric parameters. The currents of SRM are mainly in the form
of pulses. The flux inside the machine is not sinusoidal. All of the previously mentioned
facts of SRM give this type of machines its unique features. The SRM has shown attractive
characteristics, such as simple and robust construction, low manufacturing cost, and
high efficiency, over wide range of speeds [1,2]. SRM’s construction simplicity and low
manufacturing cost have motivated both researchers and manufacturer.
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However, the pulsative behaviour of currents results in torque ripples that are con-
sidered a problem of SRM and a challenge. The saliency of poles and non-sinusoidal
wave-forms of flux in SRM result in noisy operation and radial vibrations. In addition, SRM
structure is not simple from geometric perspective due to the wide range of probabilities
for dimensions of a certain design. Moreover, the relationships between SRM’s geometric
parameters and performance indices are indirect and non-linear. Hence, the search for a
good design is difficult despite the search for the best (optimal) design.

Optimization is the search for the best solution (the optimal solution) for a certain
problem [3]. Various types of optimization algorithms exist, including traditional optimiza-
tion techniques that have many limitations and advanced population-based meta-heuristic
algorithms [4–6]. Optimization is needed with a switched reluctance machine (SRM) design
to reach better designs. Sensitivity analysis is the study of the degree of influence of each
parameter on the final objectives of the design. Subsequently, the most influencing parame-
ters are chosen to be optimized to save computation time. Because of the large number of
geometric parameters or design parameters of SRM, sensitivity analysis is usually made to
make the optimization process less complicated, as in [7–9].

It is essential to have a mathematical model of SRM in order to evaluate its perfor-
mance and include this evaluation in the optimization process. The performance of SRM
is mainly evaluated by rated torque, torque per weight, torque per volume, rated speed,
and efficiency. Other quantities can be added to give more detailed evaluation, such as
torque ripples, acoustic noise, mechanical vibrations, and maximumtemperature rise, and
so forth. All of these performance indices are calculated by various methods that differ
from each other according to their accuracy and computational time. These method can
be classified to numerical methods, such as finite elements analysis (FEA) and boundary
element method (BEM), and analytical methods, such as curve-fitting methods, magnetic
equivalent circuits (MECs), and Maxwell’s-equation-based approaches [1]. Numerical
methods provide high accuracy with the cost of its high computational time. Analytical
methods can be simplified to achieve a fast calculation process. However, in most cases,
this results in a reduction of accuracy. FEA is commonly used in SRM modelling to achieve
accurate results, as in [10–14]. Magnetic equivalent circuit (MEC) is faster than FEA, as
shown in in [15–17]. However, it is less frequent because of its reduced accuracy. Fuzzy
logic and regression methods are also used, as shown in [18,19]. However, they are less re-
liable and have complex structures when compared with FEA and MEC. Each performance
index (i.e., rated torque, torque ripples and so forth) of SRM is called “objective function”
when it is used in the optimization process.

Each possible solution (candidate) of the optimization problem has a corresponding
objective function value. According to this value, the candidate solution is ranked. Solution
Optimization techniques may be classified according to the objective of optimization into
single-objective and multi-objective. In single-objective optimization techniques, only
one objective function is considered and solution candidates are ranked based on their
corresponding objective function value. For example, if it is required to maximize the
objective function, the optimal solution is the one that results in the maximum value of
objective function (and vice versa). In multi-objective optimization techniques, more than
one objective functions are considered and solution candidates are treated in a different way,
as will come later. Multi-objective optimization provides a set of optimal solutions instead
of one in single-objective optimization. Optimization techniques have been used together
with a modelling method to obtain optimal designs. The enumeration optimization method
with FEA is used in [20–22]. A genetic algorithm with FEA is used in [10,13,14]. In [18], a
genetic algorithm is used with fuzzy logic. The non-dominated sorting genetic algorithm
(NSGA-II) method is used in [23] with FEA. Differential evolutions are used in [24,25] with
FEA. Particle swarm optimization (PSO) is used in [26–29] with different SRM modelling
techniques. The increase in computation time in most approaches is due to time-consuming
SRM electromagnetic modelling. Using other methods instead of FEA is even less accurate
or complicated to build.
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In this paper, FEA is chosen for SRM modelling to complement the mathematical
formulas for average torque and core losses calculations. FEA usage is limited to inductance
calculation and to obtain flux density for some points inside SRM core. This simulation has
proved to be achieved in a very short time while using free software FEMM4.2. Accordingly,
the computational time is reduced to an acceptable limit while achieving high accuracy.
The Jaya algorithm is introduced to optimize SRM design due to its inherent characteristics,
as it takes the path directly toward optimal solutions, saving computational time and
achieving better objective functions values [30]. The multi-objective version of Jaya (MO-
Jaya) algorithm is considered with three objective functions, and they are rated average
torque, efficiency, and iron weight. The three objective functions calculation methods are
presented in details. The results of optimization and the performance of the Jaya algorithm
are compared with those of the non-dominated sorting genetic algorithm (NSGA-II) under
the same constraints and for the same objectives [31]. The proposed method represents a
general frame work for SRM multi-objective optimization. Unlimited design parameters
and objective functions can be included. The objective of this study is to investigate the
performance of MO-Jaya algorithm in SRM design optimization.

2. Design of SRM

Before starting the design process of switched reluctance machine, available space
should be well investigated. The available space is represented as constraints of SRM
dimensions values. The most important space constraints are axial length, maximum
outer diameter (maximum frame size), and shaft diameter. The axial length and maximum
frame size are obtained from measurements of the available space. The shaft diameter is
calculated based on the maximum torque and speed. The difference between maximum
outer diameter and Shaft diameter is the space that is available for SRM cores and turns.
SRM cores are the stator and rotor, which are salient in producing reluctance variation. The
number of poles in both stator and rotor is specified at the beginning as will come later.

In conventional design approaches, lamination dimensions, coil diameter, and number
of turns are calculated analytically. Subsequently, the average torque is calculated and
compared with the rated required torque. The average torque is calculated based on the
flux-current (λ − i) curves for aligned and unaligned positions. Finally, the whole process
is repeated with modified dimensions values and the number of turns to match the output
average torque with the required torque. Other performance indices can also be considered,
such as torque ripples, efficiency, and so forth. This section demonstrates calculation
methods of the considered performance indices and characteristics.

2.1. Number of Poles Selection

Stator poles Ps number and rotor poles Pr number is specified mainly according to
general understanding of their influence on SRM performance. A higher pole number
produces higher average torque, lower torque ripples, and provides more reliable operation;
however, it requires more switching devices and reduces the maximum speed. Lower poles
number produces lower average torque and higher torque ripples; however, it requires less
switching devices and provides higher maximum speed. For general purpose SRM design,
6/4 and 8/6 SRM configurations are commonly used. Hence, these two configurations are
considered for optimization in this paper.

2.2. Poles Arcs Calculation

When considering βs,βr are stator pole arc and rotor pole arc, respectively. To achieve
self-starting SRM design, minimum stator pole arc may be expressed—as in [32]—by:

min[βs] =
4π

PsPr
, rad (1)
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The following condition prevents overlap between phases:

βs + βr ≤ 2π

Pr
(2)

If this condition not being followed, then the SRM machine inductance will start to
increase before reaching the minimum inductance value. This results in higher unaligned
inductance value and the developed torque becomes lower.

2.3. Main Dimensions

Referring to Figure 1 and Table 1, the maximum value of outer diameter (Do) and
maximum value of axial length (L) are obtained from space constraints. Shaft diameter
(Dsh) is obtained from the shaft’s standard sizes that are based on output torque value.
The values of outer diameter (Do) and axial length (L) can be changed during design within
their maximum values. However, keeping them at their maximum values results in the
maximum output torque of SRM design. The shaft diameter (Dsh) is kept constant during
design process. The air gap length (g) is assumed to have the commonly used value of
0.5 mm that can be obtained often in practical implementation. The rest of the dimensions
are modified to reach the requirements of design.

2.4. Variables Dimensions Limits

The limits of variables are determined by the application and the available space.
In this paper, outer diameter (Do), axial length (L), shaft diameter (Dsh), and air gap length
(g) are kept constant by making their maximum and minimum limits at the same value.
The remaining limits are set by the previous experience. Table 2 shows the maximum and
minimum limits values of all the variables.

g
Dsh

2

bry hr

hs

bsy

D
2

βr βs

Do/2

Figure 1. The lamination dimensions considered in the optimization process.
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Table 1. SRM dimensions.

Dimension Unit

outer diameter, Do mm
shaft diameter, Dsh mm

axial length, L mm
bore diameter, D mm
air gap length, g mm

stator pole length, hs mm
rotor pole length, hr mm

stator back iron length, bs mm
rotor back iron length, br mm

stator pole arc, βs degree
rotor pole arc, βr degree
stator poles, Ps NA
rotor poles, Pr NA

Table 2. Limits of variables.

Variable Min Max Unit

Do 130 130 mm
L 100 100 mm
D 44 95 mm
bsy 5 20 mm
bry 5 20 mm
hs 7 52 mm
hr 5 23 mm

Dsh 24 24 mm
g 0.5 0.5 mm
βs 0.85 × 720/(PsPr) 0.6 × 360/Ps degree
βr 0.85 × 720/(PsPr) 0.6 × 360/Ps degree

2.5. Winding Design

Winding design is achieved, as in [31,33]. The number of turns per phase is calculated
based on SRM dimensions, such that the flux density value at the knee point of iron’s
B-H curve is maintained. In this paper, the value of maximum flux density for the used
lamination steel is 1.65 T.

The conductor cross-sectional area is calculated from a specified maximum ampere
and current density. Subsequently, the number of horizontal layers, vertical layers, and coil
dimensions can be calculated. Finally, clearance between adjacent coils is calculated at the
point where the two coils are the closest to each other [31].

2.6. Average Torque Calculation

The SRM average torque is calculated based on assuming that flux linkage (λ) vs.
current (i) characteristics are available and the phase current is kept constant at its peak
value between unaligned and aligned positions [32]. The average torque is calculated from
the total work done of all strokes for one revolution, as follows:

Tav =
WPsPr

4π
, N.m (3)

W = Waligned − Wunaligned (4)

where Waligned and Wunaligned are the areas under λ − i curves at the aligned position and
unaligned position, respectively. W is the area of energy loop between two λ − i curves
and calculated as in [32].
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2.7. Efficiency Calculation

It is essential to know the losses of switched reluctance motor in order to calculate
efficiency [34]. SRM losses calculation, especially the assessment of core losses, is a very
difficult task mainly due to tha fact that flux wave-forms are non-sinusoidal and differ-
ent from each other based on the sector that they are located in SRM’s magnetic circuit.
Moreover, core losses are dependent on the type of control and operating speed (ω). In a
low speed region, it is acceptable to neglect the mechanical losses. Hence, losses may be
calculated as:

Losses(ω) = Core Losses + Copper Losses (5)

Once the losses are known, the efficiency may be calculated by:

η =
ωTav

ωTav + Losses(ω)
(6)

In this paper, efficiency is calculated at the rated speed of 1000 rpm for all SRM
designs candidates.

2.8. Copper Losses

Copper losses value depends on phase current, which is determined by the control
technique. When considering that Nph is number of phases, Rj is phase dc resistance,
and Ij is phase current, the total copper loss instantaneous value may be calculated by
the equation:

Pcu(t) =
j=Nph

∑
j=1

I2
j (t)Rj (7)

The average copper losses can be calculated by equation:

Pcu =
1
T

∫ T

0
Pcu(t)dt, (8)

where T is the period of time for Ps/2 strokes. For sake of simplification, we assume no
overlap between phases. Because the current of phase is not pure dc. The peak value of it
(Ip) is considered for copper losses calculation as a pessimistic prediction. Copper loss is
then calculated straight forwardly by the equation:

Pcu = I2
pRph (9)

2.9. Eddy Currents Losses

Referring to [35], the eddy current losses in SRM can be calculated by the equation:

Pe =
e2

4kcirρ f eδ

1
T

∫
(

∂B
∂t

)2dt , w/kg (10)

where e: sheet thickness in meter, kcir: constant (1 < kcir < 3) introduced to account for
the fact that paths in the interior of the lamination will have smaller emfs than those that
are near the surface; ρ f e: the electrical resistivity of the ferromagnetic material (in Ωm); δ:
density of the ferromagnetic material (in kg/m3).

From Equation (10), the waveform of flux density (B) for all SRM sectors must be
known. Once they are available, Pe is calculated by numerical integration and differen-
tiation. There are a lot of methods to obtain these wave-forms and many of them are
time consuming. In [34], a mathematical method using matrices is introduced in order to
obtain the wave-forms of all the SRM sectors in a systematic manner. The calculation of B
wave-forms for all sectors is achieved by the modulation of triangular pulses. The stator
poles wave-forms only consist of unipolar triangular pulses, while those of the rotor poles
contain both positive and negative pulses. The stator and rotor yoke wave-forms have a
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more complicated relationship with the triangular pulses. This method is demonstrated in
details in [34] and then used here for 8/6 and 6/4 SRMs.

2.10. Hysteresis Losses

Referring to [31], the hysteresis losses can be calculated for various sectors of SRM.
The flux density wave-forms depend on the phase current waveform and the speed of the
motor. The flux density wave-forms calculated in this paper rated the speed of 1000 rpm
and control is by a single pulse voltag. Note that the phase current has the peak of six
ampere for all SRMs design candidates.

3. Jaya Optimization Method

The population-based meta-heuristic optimization algorithms can be classified to
two groups, and they are the evolutionary algorithms (EA) and swarm intelligence (SI)
based algorithms. All of these algorithms have the same basic structure that is explained
by Figure 2. Firstly, the initialization of solutions in the beginning is made mainly by
random choice of variables. Then, the objective function values are obtained and evaluated.
After that, selection of the best solutions is made to use these solutions in the production of
new solutions. Finally, the termination condition of the process is checked if true, and then
end or else continue.

Optimization techniques differ from each other by the different methods that are used
to accomplish these steps. However, all of population-based meta-heuristic optimization
algorithms have a common limitation, which is the different parameters that are required
for proper working.

Start

Initialization of solutions

Evaluation of objec-
tive function values

Selection of
best solutions

Terminate

Producing
new solutions

Optimal solution

End

No

Yes

Figure 2. Flowchart of general optimization algorithm.

Referring to [30], the Jaya algorithm was introduced in 2016 by Ravipudi Venkata
Rao. "Jaya” is a Sanskrit word that means victory or triumph. The algorithm is simple to
implement and it does not require tuning of any parameters. In Jaya algorithm, the initial
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solutions are randomly generated within the search space. After that, the solutions are
updated using Equation (11).

A(i + 1, j, k) = A(i, j, k) + r(i, j, 1)
(

A(i, j, b)

− |A(i, j, k)|
)
− r(i, j, 2)

(
A(i, j, w)

− |A(i, j, k)|
)

(11)

where b and w represent the index of the best and worst solutions in the population. i, j, k
are the index of iteration, variable, and candidate solution, respectively. A(i, j, k) is the
jth variable in ith iteration of kth solution candidate. r(i, j, 1) and r(i, j, 2) are random
generated ratios in the range of [0, 1] to ensure good diversification.

3.1. Single Objective Jaya Algorithm

In single objective optimization, the required is to maximize or minimize a single func-
tion. Thereby, for two solution candidates a better solution is whether greater or smaller in
value. For objective function f (x1, x2, x3, · · · , xm), which has m variables and n population
size, the solutions are represented by a data structure i.e., matrix as in Equation (12). Each
solution may be represented by a column of different variables. The objective function
( f (X)) can be represented by a matrix (F) that has one row and n columns in the case
of single objective optimization, as in Equation (13). For multi objective optimization
problem with number of q objective functions, matrix F is of q rows and n column as in
Equation (14).

X =

⎡
⎢⎢⎢⎣

x1
1 x2

1 x3
1 · · · xn

1
x1

2 x2
2 x3

2 · · · xn
2

...
...

...
...

...
x1

m x2
m x3

m · · · xn
m

⎤
⎥⎥⎥⎦ (12)

F =
[

f 1
1 f 2

1 f 3
1 · · · f n

1
]

(13)

F =

⎡
⎢⎢⎢⎣

f 1
1 f 2

1 f 3
1 · · · f n

1
f 1
2 f 2

2 f 3
2 · · · f n

2
...

...
...

...
...

f 1
q f 2

q f 3
q · · · f n

q

⎤
⎥⎥⎥⎦ (14)

Solution matrix (X) is updated using Equation (11) based on the best and worst solutions
obtained by comparing all of the solution candidates with each other.

3.2. Multi Objective Jaya Algorithm

Solutions in multi objective Jaya algorithm are updated using the same Equation (11),
and the results of objective functions are represented in Equation (14). However, non-
dominated sorting approach and crowding distance computation mechanisms are to be
used in order to handle the conflicting objectives of optimization problem. It is essential
Jaya algorithm to obtain the best and worst solutions in order to produce new solutions
using Equation (11).

In multi objective optimization problem, obtaining the best and worst solutions is
not straightforward as in single objective optimization. After non-dominated sorting is
achieved and crowding distances are computed for solutions of the same rank (front),
the best solution would surely be in the first rank and the worst solution would be in the
last one. However, the solutions of the same rank cannot be compared with each other
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and, hence, the crowding distance is used to decide the best and worst solutions among
their ranks. The crowding distance is an indicator of the degree of diversity of solutions in
same front; hence, solutions with higher crowding distance are preferred, which enables
covering a wider search area. In [30], the solution with highest crowding distance among
first rank solutions is considered to be the best and the solution with the lowest crowding
distance among last rank solutions is considered to be the worst.

In this paper, the other method is used to decide the best and worst solutions. The best
solution is chosen randomly from the first rank, this choice is changed four times until all
population solutions are updated. In the same manner, the worst solution is chosen ran-
domly from the last rank. This method achieves a wide variety of solutions by distributing
the priority of search among different search directions. Finally, the designer has the option
to choose the best design that serves the application among best ranks of solutions.

Dominance

It is required to check each solution with the rest on the dominance basis. Assum-
ing that X1, X2 are two solutions, m is the number of objective functions, if X1 ≺ X2
(X1 dominates X2) is true, the Pareto dominance conditions must all be true, and they are:

1. f j(X1) � f j(X2)∀j = {1, ..., m}
2. f j(X1) � f j(X2)∃j = {1, ..., m}

Dominance is investigated for all of the solutions. The solution that is not dominated
by any of the remaining solutions is a non-dominated solution and it is removed from
the solutions matrix. This is repeated for all solutions and the resulted non-dominated
solutions are considered rank 1. The same process is repeated for the remaining ranks.

Crowding Distance

Crowding distance is computed in the same manner, as mentioned in [30] (page 15).
Crowding distance is computed for each solution using Equation (15).

CDj = CDj +
f j+1
m − f j−1

m

f max
m − f min

m
(15)

where j is a solution in the sorted list, fm is the objective function value of mth objective,
and f max

m and f min
m are the population-maximum and population-minimum values of mth

objective functions.

4. Multi-Objective Jaya Algorithm for SRM Design Optimization

In the optimization of SRM, the dimensions in Table 1 represent one solution. All of
the solutions are stored in the matrix (X), as follows:

X =

⎡
⎢⎢⎢⎣

D1
o D2

o D3
o · · · Dn

o
L1 L2 L3 · · · Ln

...
...

...
...

...
β1

s β2
s β3

s · · · βn
s

⎤
⎥⎥⎥⎦ (16)

where m is the number of variables and n is the size of population in one generation.

4.1. Objective Functions

The objectives of SRM optimization depend on the application and its conditions.
For general purpose SRM, average torque Tav and efficiency η are needed to be maximized
and iron weight Wi is to be minimized. In some applications, other objectives (i.e., torque
ripples, acoustic noise, vibrations · · · , and so forth) are considered.
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F =

⎡
⎣ T1

av T2
av T3

av · · · Tn
av

η1 η2 η3 · · · ηn

W1
i W2

i W3
i · · · Wn

i

⎤
⎦ (17)

4.2. Constraints

Because the SRM dimensions are significant, there must be certain constraints on them
to prevent any non-logical vector of variables. The dimensions in variables matrix (X) must
be modified to satisfy the following constraints:

Dsh + 2bry + 2hr + 2g = D (18)

D + 2bsy + 2hs = Do (19)

βr > βs (20)

D
2
(1 − βrPr

2π
) ≥ hr (21)

It is also a part of the constraints to specify certain limits to each variable(dimension).
If a certain dimension needed to be fixed, this can simply achieved by setting both the
minimum and maximum limits to the desired value.

Code Algorithm

The code is made using Lua programming language. The code is executed by
FEMM4.2 software. The choice of Lua programming language to be used is due to its
simplicity, and that it is adopted by FEMM4.2, which provides the FEA analysis in good
accuracy. Figure 3 shows the code’s algorithm. The code starts with inserting SRM optimiza-
tion data. These data include the population size, problem variables, variables limits, and
objective functions, to specify which objective function to maximize and which to minimize,
maximum iterations limit and numbers of rotor and stator poles (Pr and Ps). Subsequently,
solutions initialization are achieved for all solutions in the population by a random choice
of variables within the search space that is stored in matrix X as in Equation (16). After that,
the solutions are modified to satisfy constraints in Equations (18)–(21) by changing the val-
ues of variables that resulted from random choice. This change is to give the variable that is
out of its limits one of the acceptable limits value. For example, if a variable is greater than
maximum, then it is changed to the maximum value and vice versa. Subsequently, FEA
Analysis is accomplished using FEMM4.2 software to calculate average torque, maximum
stator and rotor poles flux densities and volume of iron. Next, remaining objective functions
(η and Wi) are calculated using the results of FEA analysis. After that, non-dominated sort-
ing is achieved and crowdingdistance is calculated for all fronts. Based on non-dominated
sorting and crowding distance, the best and worst solutions are specified. Susequently, the
termination condition is checked if the number of iterations exceeds the maximum limit or
not. Finally, output of optimization is provided, which is the non-dominated front of all
solutions. Note that the output also provides all solutions that have been produced for all
iteration, which is beneficial to provide more solutions for designer to choose.
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end

No
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Figure 3. Flowchart of MO-Jaya algorithm.

5. Results and Discussions

The evaluation of optimization algorithm performance may be mainly achieved by
two factors that are computational time and candidates. The less computational time,
the better is the performance for the same results of candidates. On the other hand,
the better candidates, the better performance for the same computational time. In this
paper, better candidates production are of significant interest than computational time.
SRM design candidates with higher average toque and efficiency and lower iron weight are
considered to be better candidates. Hence, it is expected that for a successful optimization
process, most of the search (crowded area) ought to be in the areas that maximize both
average toque and efficiency and minimize iron weight. For example, assuming that it us
desired to maximize both of objective functions f1 and f2, the results of the optimization
process that are the solution candidates should be at the upper right quarter, as shown in
Figure 4. The same goes for other quarters in cases of minimizing both f1 and f2, maximize
f1 and minimize f2, and maximize f2 and minimize f1. Additionally, it is expected that
the optimization program will find more solutions in the correct quarter (direction) with
increased iterations until the search area is fully covered.
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Minimize f1

Figure 4. Search directions in multi objective optimization.

The objectives of optimization in this paper are to maximize average torque (Tav)
and efficiency (η) and minimize iron weight (Wi). The results of optimization process are
considered in pairs, as shown in Figures 5 and 6. In Figure 5c, efficiency is increased and
iron weight is decreased while iterations are increasing. The search direction is correct
according to Figure 4. The search direction is also correct with respect to iron weight and
average torque, as shown in Figure 5b. In Figure 5a, the search direction is not clearly
obvious, as in Figure 5b,c, which is due to the non-linear relationships of dimensions and
objective functions (efficiency and average torque). The program changes the direction to
cover all the search area to provide a various groups of solutions.

In Figure 7, objective functions of SRM are shown with respect to the number of
iterations. It can be seen that the objectives are conflicting with each other. The optimization
program is made, such that the iterations are continued while the algorithm is not biased for
any of the objectives by changing the best and worst solutions in the way mentioned earlier
in Section 3.2. Hence, better solutions are found in all of search directions (objectives).
Figure 8 shows how objective functions interact with each other and confirms the wide
search area.

Every point represents a solution and some solutions are invalid due to dimensions
constraints, as they cause a negative clearance between windings. The penalty for these
solutions is to eliminate them by making their corresponding objective functions the worst
of their values. Hence, the invalid solutions take zero average torque and efficiency and
iron weight of the whole volume (2πDLρi), where ρi is the density of iron.

It can be seen that search direction is changing while iterations increases as the ups and
downs in objective functions values indicate. In other words, the program is exploring new
areas with more iterations. This is because of two reasons, the first reason is the random
chosen ratios r(i, j, 1) and r(i, j, 2) in Equation (11). The second reason is the random
choice of the best and worst solutions from the highest and lowest ranks (fronts). This
is beneficial, as the algorithm does not repeat it self and provide more various solutions.
However, a drawback is that optimal solutions (non-dominated front) are distributed over
iterations. In other words, the best candidates do not exist in the last iteration exclusively.
The designer then has to take this into consideration while choosing a design to implement.

For further evaluation, the optimization results by multi-objective Jaya algorithm
(MO-Jaya) are compared with optimization results by non-dominated sorting genetic algo-
rithm (NSGA-II) in [31]. Two optimization processes have the same constraints, objective
functions, calculation methods, and common parameters (population size and maximum
iterations). The results that are shown in Figures 5–7 in this paper are compared with
results that are shown in Figures 4, 5k and 7 in [31]. The comparison can be summarized in
the following point:
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1. It can be seen that MO-Jaya provides much better coverage of search area. The results
in [31] are more concentrated in small area. The reason for this is the constant
parameters of cross over and mutation in NSGA-II method, unlike MO-Jaya, where
the parameters are randomly changed. This is obvious by comparing Figures 5 and 6
in this paper with Figures 4 and 5 in [31].

2. Figure 7 in this paper shows that the optimal solutions may be lost with increased
iterations, unlike in [31], as shown in Figure 5. This is a consequence of changing
direction of search, as demonstrated earlier. This has no effect on the total design
candidates that Jaya algorithm provide and the designer can choose various design
candidates from any iteration’s population.

(a) Efficiency and torque. (b) Iron weight and efficiency.

(c) Iron weight and torque.

Figure 5. Objective functions results for 8/6 SRM.
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(a) Efficiency and torque. (b) Iron weight and efficiency.

(c) Iron weight and torque.

Figure 6. Objective functions results for 6/4 SRM.

(a) 8/6 SRM. (b) 6/4 SRM.

Figure 7. Objectives with iterations for 8/6 and 6/4 SRM using MO-Jaya.
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(a) 8/6 SRM (b) 6/4 SRM

Figure 8. 3D representation of objective functions values through optimization process.

Four optimal solutions are chosen for both 8/6 and 6/4 configurations. Table 3 sum-
marizes the selected designs and their corresponding objective functions. Most of designs
do not belong to the last iteration, as they provide better characteristics. For 8/6 SRM
configuration, design A1 achieves the highest average torque, A2 achieves highest effi-
ciency at rated speed, A3 has the lowest iron weight, and A4 is a compromise design which
gives a higher priority for average torque and efficiency. For the 6/4 SRM configuration,
design B1 achieves both the highest average torque and efficiency at rated speed, B3 has
the lowest iron weight, and B2 and B4 are the compromise designs. Figures 5 and 6 show
the location of the selected designs among the remaining designs. It is worth mentioning
that the resulted optimal designs by Mo-Jaya optimization method are close to these that
result from NSGA-II for the same constraints. However, the Mo-Jaya method achieved
better diversification than NSGA-II.

Table 4 shows the details of selected designs. It can be noticed that the parameters and
dimensions of SRM are changed with iterations to produce better designs in such a way
that matches with the SRM design experience. This indicates that the calculation methods
of objective functions mainly succeeded to represent SRM. For example, when rotor pole
length (hr) is increased and rotor yoke thickness (bry) is reduced, the impact on SRM is
to produce average torque. This result matches with design experience, as the difference
between anligned and unaligned inductances is increased and, hence, energy conversion
increases Equation (4).

Torque per phase is shown in Figure 9 for 8/6 and 6/4 SRM configurations before and
after optimization. The peak torque is increased in optimal designs (A1 and B1) over initial
designs. It can be also noticed that torque ripples also increase. This is because torque
ripples minimization is not considered as an objective for optimization. However, so far,
the program succeeded in achieving what is requested and specified in the objectives. More
work is taking place to include torque ripple minimization in optimization objectives in
the future.

Further study on selected SRM design candidates are made to evaluate efficiency
over a wide range of speeds Figure 10. It can be noticed that 6/4 SRM (B group) achieves
higher efficiency values. This is due to lower iron losses that are caused by flux variation in
magnetic circuit of SRM. Figure 11 shows the iron losses.
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Table 3. Chosen optimal candidates.

Candidate Configuration Average Torque (N.m) Efficiency (%) Iron Weight (kg)

A1 8/6 4.8 86.43 4.86
A2 - 3.79 87.1 5.48
A3 - 1.55 71.85 3.51
A4 - 4.68 85.9 5.86
B1 6/4 4.24 87.9 5.12
B2 - 3.49 88.6 5.6
B3 - 2.38 80.5 4.31
B4 - 4.1 87.8 5.144

Table 4. Parameters and objective functions values of the selected optimal designs.

Value A1 A2 A3 A4 B1 B2 B3 B4 Unit

Tav 4.8 3.79 1.55 4.68 4.24 3.49 2.38 4.1 N.m
η 86.43 87.1 71.85 85.9 87.9 88.6 80.5 87.8 %

Iron weight 4.86 5.48 3.51 5.86 5.12 5.6 4.31 5.144 kg
Tph 242 210 204 220 270 238 256 264 Turns
La 72.9 65.55 29.54 72.3 112.7 100.6 77.2 109.6 mH
Lu 11.8 15.2 10.6 12.97 13.06 17.8 18.1 12.92 mH

Rph 1.6 1.4 1.4 1.46 1.43 1.26 1.35 1.39 Ω
Do 130 130 130 130 130 130 130 130 mm
L 100 100 100 100 100 100 100 100 mm
D 75.9 68.62 44.99 80.06 78.26 62.1 47.22 76.67 mm
bsy 6.01 6.42 6 6 7.2 7.31 7.2 7.2 mm
bry 5 6.17 5 9.3 5 5 5 5 mm
hs 21.045 24.27 36.508 18.97 18.67 26.64 34.18 19.5 mm
hr 20.46 12.78 5 17.99 21.63 13.44 6.1 20.83 mm

Dsh 24 24 24 24 24 24 24 24 mm
g 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 mm
βs 16.46 20.24 12.75 19.04 25.5 32.12 25.5 25.5 degree
βr 19.38 32.4 18.8 28.54 25.6 42.37 25.63 26.9 degree

(a) 8/6 SRM (A1). (b) 6/4 SRM (B1).

Figure 9. Torque per phase of initial and optimal SRM designs.
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Figure 10. Efficiency over wide range of speeds.

Figure 11. Core losses of selected optimal designs over wide range of speeds.

6. Conclusions

In this paper, the Jaya algorithm is introduced to solve SRM optimization problem.
The proposed approach considers the multi-objectives optimization of SRM design problem.
Results show the success of Jaya algorithm to achieve good diversification and good inten-
sification.The contribution in this paper can be summarized by the comparison between
MO-Jaya and NSGA-II methods for the same design requirements and constracompared-
ints. MO-Jaya showed much better performance and a wider search area with results of
NSGA-II. The reasons for this is the random choice of parameters, best and worst solu-
tions in Jaya algorithm that achieve considerably more search diversity. The introduced
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approach represents a framework that can adopt any application requirements and cal-
culation methods. Further work is required to develop the calculation methods and the
design parameters to include other important requirements of SRM, such as torque ripple
minimization, thermal modelling, and so forth. Finally, the decision is left to the designer
to pick the most convenient design from a wide variety of optimal of solutions.
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Abstract: Reliability, along with energy efficiency, is an important characteristic of pump units in
various applications. In practical pump applications, it is important to strike a balance between
reliability and energy efficiency. These indicators strongly depend on the applied control method
of the pump unit. This study analyzes a trade-off method for regulating a system with three
parallel pumps equipped with only one frequency converter (multi-pump single-drive system). A
typical operating cycle of a pumping system with variable flow rate requirements is considered.
The proposed trade-off method is compared with the traditional regulation, when a change in
the operating point of the pump is achieved only by changing the rotation speed, and with the
method for maximum reliability. It is shown that the proposed trade-off method makes it possible
to ensure sufficient reliability of the multi-pump system operation without a significant increase in
energy consumption.

Keywords: centrifugal pump; energy efficiency; induction motor; parallel pumps; throttling; variable
speed pump

1. Introduction

Pumps consume about 20% of the electricity generated worldwide [1]. Most of the life
cycle cost of a pump is the cost of the electricity it consumes. Therefore, pumps are one
of the most promising applications for the implementation of energy-saving technologies.
At the same time, maintenance and repairs account for a significant part of the life cycle
costs of a pump unit (Figure 1a). Therefore, when optimizing the total life cycle costs, in
addition to the initial cost of equipment and electricity costs, it is necessary to take into
account also the costs of maintenance and repairs, which are affected by the reliability of
the pump [2]. It was shown in [3,4] that mean time between failure (MTBF) can be used to
quantify pump reliability. In turn, MTBF depends on the deviation of the pump flow rate
Q from the Best Efficiency Point (BEP, Figure 1b) [5,6].

Parallel pumps are widely used in many applications, such as when high flow rates
or wide flow control ranges are required. When using parallel pumps, it is possible to
significantly reduce all components of the life cycle cost of a pumping station, in comparison
with a single-pump unit of the same rated power [3,7]. At the same time, due to a large
number of variable parameters and the nonlinearity of such systems, the problems of
optimizing the energy consumption of parallel pumps, taking into account the reliability
and cost of the life cycle, are complex and still not considered very often in the literature.

Many studies analyze the energy consumption of parallel pumps, without taking into
account their reliability. Thus, in [8], parallel operation of two pumps with the same rated
head and different rated flow is investigated. It is shown that the overall efficiency of the
system decreases with an increase in the ratio of the rated flow rates of individual pumps.
This study compared the performance of 28 different combinations of the pumping system
parameters. In [9], parallel operation of a multi-pump system consisting of four pumps is
considered, in which the flow is regulated by three different methods (throttling, bypass
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and speed control). A genetic algorithm and various optimization criteria were used to find
the most economical control strategy. It was shown that the lowest energy consumption is
achieved when the rotational speed of all pumps is simultaneously controlled at the same
value. In [10], an optimization of the total cost of systems of three parallel and three serial
pumps without rotational speed control is considered, taking into account the cost of the
pump, pipeline and energy consumption. In [11], an optimization of energy consumption
of a system of seven parallel pumps with various ratings, some of which are equipped with
variable speed drive (VSD), is considered. In [12], energy consumption of three parallel
pumps when changing the number of VSDs is compared. In [13], energy consumption of
pumping systems with 2–4 parallel pumps without speed control is compared. In [14],
a predictive control algorithm is proposed for a system of 3 parallel pumps, each of
which is equipped with a VSD, which allows, based on look-up tables, to increase the
system efficiency.

 
(a) (b) 

Figure 1. Pump statistics: (a) Components of the pump lifetime cost [2]; (b) Pump head (H), reliability (MTBF) and efficiency
(η) curves versus flow rate Q [3].

Several works on parallel pumps consider not only energy consumption, but also
the deviation of the pump operating points from the BEP. In [15], an optimization of
the energy consumption of a system of two parallel pumps using a genetic algorithm
is considered. The results show that the lowest energy consumption of the system is
obtained by equalizing the flows of the two pumps. Furthermore, [15] compares the energy
consumption of the two pumps equipped with a different number of VSD: one or two. It
is shown that in the latter case, it is possible to achieve a lower energy consumption. The
deviation of the operating point of the pumps from the BEP in various considered cases is
compared, but not optimized.

In [6], an optimization of a single-pump unit is considered to increase its reliability
using a genetic algorithm. However, some aspects were not taken into account: the
optimization criterion is only the maximum reliability of the pump unit. Achieving a
trade-off between reliability and power consumption is not considered. The study also
does not consider the use of bypass regulation to obtain a better operating point. The static
head in the hydraulic system is assumed to be zero, which also reduces the range of cases
to which the results of this study are applicable.

In [16], a control strategy is proposed for a variable speed multi-pump system to
reduce energy consumption. It was shown that the system of parallel pumps has the
highest efficiency when the pumps operate at the same speed and flow rate than when
one of the pumps operates at the rated speed and the speed of the other one is adjusted to
obtain the required flow rate. It is also shown that in the former case, the deviation of the
pump operating point from the BEP is less.

In [17], an analysis of a single-pump unit with a power rating of 11 kW is carried out
and the issues of reducing energy consumption and increasing reliability are investigated.
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A trade-off regulation is proposed that provides good pump reliability with the energy
consumption close to the minimum. The energy consumption is calculated for three cases:
the conventional rotational speed regulation, regulation with maximum reliability and
trade-off regulation. It is shown that when using the trade-off regulation, it is possible
to significantly reduce the energy consumption of the pump unit in comparison with the
case of maximum reliability, while maintaining all pump operating points in the preferred
operating range with sufficient reliability.

In [3], an optimal trade-off control method using particle swarm optimization is
proposed for a system of two identical parallel pumps, each equipped with a frequency
converter (FC). The optimization parameters are the number of simultaneously operating
pumps and the rotational speed of the pumps. The optimization criterion is the minimiza-
tion of energy consumption. The deviation of the pump operating point from the BEP is
used as an optimization constraint. It is assumed that both pumps rotate at the same speed
at each operating point, and the throttle is used to regulate the flow in the common pipeline
section of the parallel pumps. However, the results of this study are only applicable when
the speed of both parallel pumps is controlled by VSD. Meanwhile, in practice, parallel
pumping systems are often used in which some of the pumps do not have a VSD and are
powered directly from the mains [18]. The literature overview carried out shows that not
all configurations of parallel pump systems have been analyzed from the point of view of
reliability. In particular, multi-motor pumping stations with a single frequency converter
(multi-pump single-drive systems), which are also actively used in practice to reduce the
total cost of a multi-pump system, were not considered.

This paper analyzes the effectiveness of applying the trade-off regulation method
proposed in [17] to a system of 3 parallel pumps. This trade-off method is compared with
the traditional regulation and regulation with maximum reliability proposed in [3]. In
contrast to [3], a pumping system of the “multi-pump single-drive” type is considered, in
which only one frequency converter is used to alternately drive several pump units (in this
case, 3 units). Such systems are widely used in parallel pumping stations equipped with
low-power electric motors. However, analysis of such systems is not very common in the
literature [7].

In such pumping systems, one frequency converter controls two or more pumps. At
the same time, in contrast to systems without a frequency converter, a smooth start-up of
each pump unit and a smooth flow/pressure adjustment are ensured. In contrast to the
case where each pump unit is equipped with an individual frequency converter, the capital
cost of the system is significantly reduced. This advantage is especially important if the
system uses low-power pump units, for which the cost of the frequency converter is the
largest part of the total cost, as well as in systems containing a large number of pumping
units [18,19].

Since in multi-pump single-drive systems it is possible to control the rotational speed of
only one pump at a time, the load range of the pumps in such a system is significantly different
from the case when each of the pumps is equipped with a VSD. Therefore, the conclusions
carried out in [3] cannot be directly applied to the multi-pump single-drive systems.

Therefore, the contribution of this article is as follows: the effectiveness of the control
principle, which provides a trade-off between reliability and energy efficiency, was theoret-
ically verified in the case of a multi-pump single-drive system, which was not covered in
previous studies on the topic.

It should be noted that many studies discuss the selection and setting of dynamic
controllers for pumping systems [6,20–25]. Several studies show the effectiveness of
fractional-order proportional-integral-derivative control (FOPID) [20] for improving the
dynamics of complex non-linear pumping systems. Thus, [21] provides a theoretical and
experimental comparative study of a simple single-pump system with different types of
regulators, including PI, PID and FOPID. Several papers [22,23] show the advantages of
the FOPID over conventional PIDs in controlling pumping systems that provide liquid
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level in a connected tank system. Further improvement of pumping system dynamics can
be achieved by adding fuzzy logic to the FOPID [24,25].

Our paper does not discuss the selection and setting of dynamic controllers; however,
it evaluates the benefits of applying the proposed approach to the selection of operating
points for pumps in a multi-pump system. The novelty of the proposed approach is that it
considers both the energy efficiency of the system and its reliability. At the same time, it is
assumed that a controller is used that provides a satisfactory quality of transients.

Using the traditional mathematical model of parallel pumps and polynomial interpola-
tion of data from the manufacturer’s catalogs, the energy consumption and reliability of the
considered multi-pump single-drive system using different regulation methods are com-
pared. The conventional rotational speed regulation and the previously proposed method
providing maximum reliability [6] are considered. The benefits of using the proposed
trade-off regulation method for the considered pumping system are also evaluated.

The aim of this study is to develop a regulation method that increases the reliability
of multi-pump single-drive systems, in which, as will be shown below, when using the
traditional control method, individual pumps can operate for a long time in conditions
that shorten their service life. Reliability issues have already been discussed in detail in the
literature for both single pump systems and systems of parallel pumps, each of which is
equipped with a frequency converter [3,6,15]. The objective of this study is a comparative
analysis of a particular case of a pumping system consisting of three parallel low-power
pump units, one of which is powered by a frequency converter and the other two are
powered directly from the grid, using different control methods.

2. Mathematical Equations of the System and Methodology of the Study

The article uses the traditional analytical method of mathematical analysis of pumping
systems, based on the calculation of Q-H (head versus flow) and Q-P (mechanical shaft
power versus flow) characteristics, to analyze the performance of the pumping system with
various regulation methods. The characteristics corresponding to the rated rotational speed
are interpolated using polynomials according to the pump datasheet. The characteristics
at the arbitrary rotational speed are calculated using the characteristics at the rated speed
and the affinity laws [26]. This study examines the change in energy consumption of
the considered multi-pump single drive system when applying to it various restrictions
on the deviation of its operating points from the BEP curve which is also the maximum
reliability curve.

The parallel pump system serves to provide the required flow rate Qreq with a constant
static head Hst in an open hydraulic system from point A to point B (Figure 2) [26].

 

Figure 2. Hydraulic diagram of the pumping system.

Depending on the geometric dimensions of the pipelines (length, section, shape, etc.),
the physical properties of the pumped liquid (density, viscosity, etc.) and the difference
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in heights of the basins A and B, a curve of the hydraulic system is constructed, which is
described by the Equation (1) [26]:

HREQ = HST + k · QREQ
2, (1)

where HREQ is the required hydraulic head; HST is the static head; k is the hydraulic
friction coefficient.

Figure 3 shows the various characteristics of the hydraulic system. Curves labeled
with 1 and 2 are the curves of the system at a non-zero value of the static head HST at
different values of k. Numbers 3 and 4 mark the curves of the hydraulic system, at different
values of k and HST = 0. Number 5 marks the dashed curve on which the BEP points lie
at different pump speed (BEP curve). The maximum reliability and maximum efficiency
of the pump are reached when the system curve matches the BEP curve (dashed curve
5 in Figure 3). The BEP curve is defined according to the affinity laws by the following
equation [3]:

H = kBEP · Q2, (2)

where QBEP and HBEP are the flow and the head of the pump at the BEP with n = nrate;
kBEP = HBEP/QBEP. QBEP and HBEP are defined according to the pump datasheet.

 

Figure 3. Q-H curve of the pump, hydraulic load curves (marked with numbers 1–4) and BEP curve
(marked with number 5).

The selection of the pump unit is carried out based on the maximum values of the
required flow rate and head.

In practice, however, they do not match, and the pump operating point may be far
from the BEP curve. Therefore, depending on the parameters of the hydraulic load curve
(1), it is necessary to shift the pump operating point closer to the BEP curve to increase the
pump reliability.

If the hydraulic system curve is located to the right of the BEP curve (as curve 4 in
Figure 3), then to increase the pump reliability, it is necessary to regulate the water flow by
adjusting the rotational speed and throttling [6]. If the hydraulic system curve is located
to the left of the BEP curve (as curve 3 in Figure 3), then bypass also must be applied.
However, the use of throttling and bypass along with the regulation of the pump rotational
speed leads to additional energy consumption.

This study considers a hydraulic system with a curve like curve 2 in Figure 3. With
this relationship between the system curve and the BEP curve, for maximum reliability, it is
necessary to regulate the water flow by bypassing and throttling along with speed variation.
It is assumed that in the considered parallel system centrifugal monoblock pumps Calpeda-
B-50/12A with a power rating of 4 kW and a rated rotational speed of 2900 rpm are used.
Table 1 and Figure 4 show the catalogue characteristics of this pump [27].
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Table 1. Catalogue characteristics of centrifugal pump Calpeda-B-50/12A (4 kW, 2900 rpm).

Flow Q, m3/h 30 33 37.8 42 48 54 60 66
Head H, m 24 24 23 22.5 21 19.5 17.5 15

Efficiency η, % 63.4 66.9 69.4 72.4 73.8 74.2 73.6 69.6

  

(a) (b) 

 
(c) 

Figure 4. Data sheet characteristics for the pump Calpeda-B-50/12A versus flow rate (a) head; (b) mechanical power;
(c) efficiency [27].

The maximum required flow rate of the pumping system is Qmax = 120 m3/h. To
simplify calculations, the Q-H pump characteristic and characteristic of the pump required
mechanical power P = f (Q, s) are interpolated as polynomials with two variables of the
2nd and 3rd order, respectively [10]:

H = a·Q 2 + b·Q·s + c·s 2; (3)

P = c0·Q 3+c1·Q 2·s+c2·Q·s 2+c3·s 3, (4)

where s = n/nrate is the relative rotational speed; a = −0.0012, b = 0.166, c = 21.505,
c0 = −0.0047, c1 = −0.053, c2 = 60.76, c3 = 1449 are the coefficients of Equations (3) and (4).

Figure 5 shows the pump H-Q curve at the rated speed (nrate), the hydraulic system
curve and the BEP curve. The BEP curve is defined according to Equation (2).
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Figure 5. Q-H pump characteristic, hydraulic load characteristic and BEP curve.

3. Calculation of Characteristics of the Pumping System at Different Methods
of Regulation

This section describes the results of calculating the characteristics of the pumping sys-
tem under consideration with three considered regulation methods: maximum efficiency,
maximum reliability and trade-off.

Due to the wide range of variation in water flow and head in a real pumping system,
the pump operating point is very rarely near the BEP. However, to ensure an acceptable
service life, the pump operating point must be in the so-called preferred operating region
(POR). According to [5], the POR is located between the points 0.7·QBEP and 1.2·QBEP on
the Q-H characteristic. This condition can be considered as a constraint when regulating the
pumping system. Therefore, this paper compares the energy consumption of the pumping
system in three cases:

(1) maximum efficiency (minimum power consumption) regulation, without applying
any reliability constraints. In this case, the flow rate is regulated by changing only the
rotational speed of the regulated (first) pump and throttling of the unregulated (second
and third) pumps. When two and three pumps operate together, an equal distribution
of the flow rate between them is achieved. In this case, energy consumption is
minimized, but at the same time not all pump operating points are in the POR [6].

(2) maximum reliability regulation. In this case, the flow rate is regulated by changing
the rotation speed of the first pump, throttling and bypass regulation of all three
pumps. With this regulation, the operation of all turned-on pumps is achieved at
points with maximum reliability. Due to the use of throttling and bypass, the energy
consumption of the pumping system increases in comparison with the first case.

(3) trade-off regulation taking into account the POR reliability constraint. Flow rate is
regulated by changing the rotation speed of the first pump, throttling and bypass the
regulation of all three pumps. With this regulation, the operation of all turned-on
pumps is achieved at operating points in the range from 0.7·QBEP to 1.2·QBEP in the
entire required control range.

In all three considered cases, when the flow rate changes from 0% to 40%, only the
regulated pump runs, then the second (unregulated) pump turns on. When the flow rate
reaches 80%, the third (unregulated) pump also turns on.

The rest of this section describes the results of calculating the pump operating points
for each of the considered regulation methods.

3.1. Characteristics of the Pumping System with the Maximum Efficiency Regulation
(Conventional Speed Regulation)

The rotational speed of the first pump in the parallel system can be adjusted. The
speeds of the second and third pumps running in parallel are not adjusted. With this
control, the operating points of the variable speed pump are along the hydraulic load curve
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(“head required” curve) and the operating points of the fixed speed pumps are along the
catalog Q-H curve (Figure 6).

 

Figure 6. Operating points of the pumps when using the conventional rotational speed regulation.

The characteristics of the pumps when using this regulation method are determined
as follows. The head of the variable speed pump H1 = HREQ is determined by Equation (1),
the head of the unregulated pumps is determined by Equation (3), the pump mechanical
power P is determined by Equation (4). The rotational speed of the variable speed pump n
is determined by Equation (5) [7], the pump efficiency is determined by Equation (6) and
the deviation of the operating point from the BEP is determined by the Equation (7):

n1 = nrate ·
−b · Q1 +

√
(b · Q1)

2 − 4 · c(a · Q1
2 − Hreq)

2 · c
; (5)

ηj = g · ρ · Qj · Hj/P; (6)

θj = (Qj − QBEP)/QBEP, (7)

where g = 9.81 m/s2 is the gravitational acceleration; ρ = 1000 kg/m3 is the water density;
Qi and Hi are the flow and the head of j-th pump; ηj and θj are the efficiency and the
operating poit deviation of j-th pump; j = 1 . . . 3; QBEP = f(n) is the flow of the pump at
BEP according the BEP curve Equation (2); a, b and c are coefficients from Equation (3).

Table 2 shows the calculation results for flow rate in the range from 10% to 100% of the
maximum flow rate Qmax = 120 m3/h. In Table 2 and below the following characteristics of
pumps 1–3 are indicated: Q1 . . . Q3 are their flow rates; Qreq = Q1 + Q2 + Q3; H1 . . . H3 are
their hydraulic heads; P1 . . . P3 are their mechanical powers; n1 . . . n3 are their rotational
speeds; PΣ = P1 + P2 + P3; η1–η3 are their efficiencies; θ 1 . . . θ 3 are the deviations of the
operating point of the pumps. From Figure 6 and Table 2, it can be seen that the estimated
deviations θ exceed 30.8% and reach 63.9%, which are outside the POR in Table 2.

Such points with the large deviations occur at all stages of the flow regulation: when
the required water flow is less than 20% of the Qmax (when only the first pump is running),
at the flow rate in the range of 50–80% (the second pump turns on), and also when the flow
rate is more than 80% (the third pump turns on). If the flow rate is below 0.7·QBEP pump
operation may become unstable due to the flatness of the Q-H curve: a small deviation
in the rotational speed leads to a large deviation in the flowrate. In addition, due to the
unstable shape of the Q-H characteristic, the latter intersects the hydraulic system curve
in two points which leads to the occurrence of a surge. In this case, the pump operates
alternately in different operating points, the whole system is unstable, the loading on the
pump changes and hydraulic shocks occur [28,29].
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Table 2. The characteristics of the parallel pumping system using the conventional speed control.

Point
Number i

Qreq,
%

Qreq,

m3/h

Q1,
m3/h

Q2,
m3/h

Q3,
m3/h

H1 = Hreq,
m

H2,
m

H3,
m

n1,
rpm

n2,
rpm

n3,
rpm

P1,
kW

P2,
kW

P3,
kW

PΣ,
kW

1 10 12 12 - - 10.1 - - 1851 - - 0.66 - - 0.66
2 20 24 24 - - 10.4 - - 1934 - - 0.99 - - 0.99
3 30 36 36 - - 10.9 - - 2110 - - 1.45 - - 1.45
4 40 48 48 - - 11.6 - - 2351 - - 2.07 - - 2.07
5 50 60 30 30 - 12.5 24.1 - 2155 2900 - 1.44 3.09 - 4.53
6 60 72 36 36 - 13.6 23.4 - 2301 2900 - 1.83 3.35 - 5.17
7 70 84 42 42 - 14.9 22.3 - 2466 2900 - 2.31 3.56 - 5.87
8 80 96 48 48 - 16.4 21.0 - 2644 2900 - 2.89 3.72 - 6.61
9 90 108 36 36 36 15.4 23.4 23.4 2421 2900 2900 2.09 3.35 3.35 8.79

10 100 120 40 40 40 16.7 22.7 22.7 2549 2900 2900 2.48 3.49 3.49 9.47
Point number i η1, % η2, % η3, % θ1, % θ2, % θ3, %

1 50.0 - - −63.9 - -
2 68.5 - - −30.8 - -
3 73.9 - - −4.8 - -
4 73.3 - - 13.9 - -
5 71.1 63.7 - −22.4 −42.3 -
6 73.0 68.5 - −12.8 −30.8 -
7 73.9 71.8 - −5.0 −19.2 -
8 74.2 73.7 - 1.2 −7.7 -
9 72.3 68.5 68.5 −17.1 −30.8 −30.8

10 73.1 70.9 70.9 −12.5 −23.1 −23.1

3.2. Characteristics of the Pumping System with the Maximum Reliability Regulation

For maximum pump reliability, the operating points of the variable speed pump must
be on the BEP curve (dashed line in Figure 3), and fixed-speed pumps must always run at
the BEP point on the catalog pump Q-H curve, regardless of the required flow rate. This
can only be achieved by using all three of the above-mentioned water flow regulation
methods together.

As shown in Figure 6, variable speed pump operating points 1–3, 5–7 and 9–10 are
located to the left of the BEP curve. To implement the condition of maximum reliability,
these points are to move horizontally until they coincide with the BEP curve. All operating
points of the fixed-speed pumps are also located to the left of the BEP curve. They need
to be moved along the catalog Q-H curve up to the BEP. This means that the pump flow
rate Qi will increase from Qi’ to QBEP at the same head. Excess flow Qi − Qi’ flows back
through the bypass to the suction pipe, where. In this case Qreq = Q1′ + Q2′ + Q3′ .

Points 4 and 5 are located to the right of the BEP curve. To move these points up to
the BEP curve, at a constant flow rate Qreq, the head at the pump outlet must be increased
by throttling (Figure 7).

 

Figure 7. Operating points of the pump when using the maximum reliability regulation.
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The required head Hreq is determined by the Equation (1). Hreq is the same for all
switched on pumps as they operate in parallel. The flow Q j and the head H j are deter-
mined by Equation (8) when regulating the bypass together with speed regulation or by
Equation (9) when regulating only the pump rotational speed. The rest of the parameters
are determined in the same way as in the previous section:

Q j =
√

(Hreq/kBEP); H j = Hreq, (8)

Q j = Qreq; H j = kBEP · Qreq
2, (9)

where Qreq and Hreq are the required output flow and head; Qj and Hj are the flow and
head of j-th pump.

Table 3 shows the calculated characteristics of the pump system with the maximum
reliability regulation. As the results in Figure 7 in Table 3 show, when the throttling and
bypass are used in combination with the speed control, the maximum pump reliability can
be achieved. Operating point deviation θ is zero.

Table 3. The characteristics of the parallel pumping system using the maximum reliability regulation.

Pump 1 (j = 1) Pump 2 (j = 2) Pump 3 (j = 3)

Point
Number i

Qreq,

m3/h

Hreq,
m

Q1′ ,
m3/h

Q1,
m3/h

H1,
m

n1,
rpm

Q2′ ,
m3/h

Q2,
m3/h

H2,
m

n2,
rpm

Q3′ ,
m3/h

Q3,
m3/h

H3,
m

n3,
rpm

1 12 10.1 12 37.0 10.1 2066 - - - - - - - -
2 24 10.4 24 37.6 10.4 2096 - - - - - - - -
3 36 10.9 36 38.5 10.9 2146 - - - - - - - -
4 48 11.6 48 48.0 16.9 2677 - - - - - - - -
5 60 12.5 30 41.2 12.5 2298 30 52.0 19.9 2900 - - - -
6 72 13.6 36 43.0 13.6 2397 36 52.0 19.9 2900 - - - -
7 84 14.9 42 45.0 14.9 2509 42 52.0 19.9 2900 - - - -
8 96 16.4 48 48.0 16.9 2677 48 52.0 19.9 2900 - - - -
9 108 15.4 36 45.7 15.4 2551 36 52.0 19.9 2900 36 52.0 19.9 2900
10 120 16.7 40 47.6 16.7 2654 40 52.0 19.9 2900 40 52.0 19.9 2900

Point number i P1, kW P2, kW P3, kW PΣ, W η1, % η2, % η3, % θ1, % θ2, % θ3, %
1 1.37 - - 1.37 74.2 - - 0 - -
2 1.44 - - 1.44 74.2 - - 0 - -
3 1.54 - - 1.54 74.2 - - 0 - -
4 2.99 - - 2.99 74.2 - - 0 - -
5 1.89 3.80 - 5.70 74.2 74.2 - 0 0 -
6 2.15 3.80 - 5.95 74.2 74.2 - 0 0 -
7 2.46 3.80 - 6.27 74.2 74.2 - 0 0 -
8 2.99 3.80 - 6.79 74.2 74.2 - 0 0 -
9 2.59 3.80 3.80 10.2 74.2 74.2 74.2 0 0 0

10 2.91 3.80 3.80 10.5 74.2 74.2 74.2 0 0 0

The pump efficiency throughout the entire flow regulation range remains at its max-
imum (74.2%). However, power consumption increases compared to the conventional
speed regulation due to the increase in QPUMP when using the bypass and the increase in
HPUMP when using the throttling.

3.3. Characteristics of the Pumping System with the Trade-Off Regulation

It is also possible to apply a trade-off regulation method to reduce energy consumption
and, at the same time, reach sufficiently high reliability. To achieve this, it is necessary to
ensure that all pump operating points are located within the POR. According to Figure 6,
when using only the speed control, points 1, 2 of the first regulated pump, points 5, 6 of the
second pump and point 9 of the third pump are outside of the POR.

In this case, as in the case of the maximum reliability regulation, points 1, 2 of the
first pump are moved horizontally but only to the right to the border of the POR (1.2·QBEP
line) using a bypass (Figure 8). Furthermore, points 5, 6 of the second pump and point 9
of the third pump move along the Q-H-curve to the left border of the POR (0.7·QBEP line).
Thus, all operating points are restricted by the POR. As in the previous case, Hreq is the
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same for all switched on pumps as they operate in parallel and Qreq = Q1′ + Q2′ + Q3′ . This
ensures high reliability and low power consumption. Throttling is not applied in this case.
The characteristics of pumps with the trade-off regulation are determined as follows. The
required head of the variable speed pump Hreq is determined using Equation (1).

 
Figure 8. Operating points of the pumps when using the trade-off regulation.

The flow through the pump Qj and the head Hj are determined by Equation (10) with
bypass regulation. The rest of the parameters are determined in the same way as in the
case of the conventional speed regulation:

Qj =
√

(HREQ/k0.7BEP); Hj = HREQ, (10)

where k0.7BEP = H(0.7·QBEP)/(0.7·QBEP).
Table 4 and Figure 8 show the calculated characteristics of the pump system applying

the proposed trade-off regulation. As the results in Table 4 show, with the proposed trade-
off regulation method, the efficiency of the pumps in the entire range of the flow control is
not less than 68.8%. The flow deviation θ of the operating points from the BEP is no more
than 30%, and the energy consumption is reduced compared to the maximum reliability
regulation method.

Table 4. The characteristics of the parallel pumping system using the trade-off regulation.

Pump 1 (j = 1) Pump 2 (j = 2) Pump 3 (j = 3)

Point
Number i

Qreq,

m3/h
Hreq, m

Q1′ ,

m3/h
Q1,

m3/h
H1, m

n1,
rpm

Q2′ ,

m3/h
Q2,

m3/h
H2,
m

n2,
rpm

Q3′ ,

m3/h
Q3,

m3/h
H3, m

n3,
rpm

1 12 10.1 12 24.0 10.1 1909 - - - - - - - -
2 24 10.4 24 24.3 10.4 1937 - - - - - - - -
3 36 10.9 36 36.0 10.9 2110 - - - - - - - -
4 48 11.6 48 48.0 11.6 2351 - - - - - - - -
5 60 12.5 30 30.0 12.5 2155 30 36.4 23.3 2900 - - - -
6 72 13.6 36 36.0 13.6 2301 36 36.4 23.3 2900 - - - -
7 84 14.9 42 42.0 14.9 2466 42 42.0 22.3 2900 - - - -
8 96 16.4 48 48.0 16.4 2644 48 48.0 21.0 2900 - - - -
9 108 15.4 36 36.0 15.4 2421 36 36.4 23.3 2900 36 36.4 23.3 2900
10 120 16.7 40 40.0 16.7 2549 40 40.0 22.7 2900 40 40.0 22.7 2900

Point number i P1, kW P2, kW P3, kW PΣ, W η1, % η2, % η3, % θ1, % θ2, % θ3, %
1 0.96 - - 0.96 68.8 - - −30.0 - -
2 1.00 - - 1.00 68.8 - - −30.0 - -
3 1.45 - - 1.45 73.9 - - −4.8 - -
4 2.07 - - 2.07 73.3 - - 13.9 - -
5 1.44 3.36 - 4.80 71.1 68.8 - −22.4 −30.0 -
6 1.83 3.36 - 5.19 73.0 68.8 - −12.8 −30.0 -
7 2.31 3.56 - 5.87 73.9 71.8 - −5.0 −19.2 -
8 2.89 3.72 - 6.61 74.2 73.7 - 1.2 −7.7 -
9 2.09 3.36 3.36 8.82 72.3 68.8 68.8 −17.1 −30.0 −30.0

10 2.49 3.49 3.49 9.47 73.1 70.9 70.9 −12.5 −23.1 −23.1
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4. Comparison of Energy Consumption and Reliability of the Parallel System with
Different Regulation Methods

Figures 9–12 summarize the results of Tables 2–4. Figure 9 compares the flow rates of
individual pumps with different control methods. With the maximum efficiency method,
the flow of each pump is minimized, but the deviations of θ at some points are below
the POR limit. When applying maximum reliability regulation, the pump flow is always
increased by applying a bypass to keep all pumps running at the BEP. When applying the
trade-off regulation, if θ < −30%, then the pump flow increases so that θ = −30%.

  

(a) (b) 

 
(c) 

Figure 9. Comparison of flow rates of individual pumps with different regulation methods (a) pump 1 (j = 1); (b) pump 2
(j = 2); (c) pump 3 (j = 3).

Figure 10 compares the efficiency of individual pumps with different control methods.
With the maximum reliability method, the efficiency of all pumps is always maximized
since they always run at the BEP. However, the total energy consumption of the pumping
system in this case is also maximum (Figure 11) since the additional energy consumption
from throttling and bypass exceeds the benefit from improving the efficiency of the pumps.

Figures 11 and 12 compare the required mechanical power and the pump operating
point deviation from BEP θ at the various regulation methods considered. Figure 11
shows that when using the maximum reliability regulation, the required mechanical power
significantly increases compared to the conventional speed regulation due to the use of
bypass and throttling. At the same time, when using the trade-off regulation, the required
mechanical power only slightly increases at two operating points.

According to the proposed trade-off regulation principle, it is necessary to correct
only the operating points which deviations θ are outside the POR boundaries (marked in
red in Table 2). As Figure 6 and Table 2 show, most of the operating points of the three
pumps are already within the POR when the “maximum efficiency” control is applied.
Therefore, when the trade-of regulation is applied, most of the operating points remain
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unchanged, in comparison with the maximum efficiency regulation method. In addition, 4
of 6 points with an unacceptable deviation θ have a deviation value of 30.8%, which is very
close to the permissible limit value of 30%. Therefore, the correction of these points when
using the trade-off regulation does not require significant additional energy consumption.
Significant deviations θ only need to be corrected for the first pump (j = 1) at point 1 (i = 1)
and for the second pump (j = 1) at point 5 (i = 5). This results in a very similar shape of the
graphs for PΣ and θ in Figures 11 and 12. Only for the correction of operating points 1 and
5 significant additional power consumption is required, which is reflected in Figure 11d.
Figure 12 shows that the proposed trade-off regulation maintains pump duty points within
POR over the entire required flow range.

  

(a) (b) 

 
(c) 

Figure 10. Comparison of efficiencies of individual pumps with different regulation methods (a) pump 1 (j = 1); (b) pump 2
(j = 2); (c) pump 3 (j = 3).

  

(a) (b) 

Figure 11. Cont.
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(c) (d) 

Figure 11. Comparison of the mechanical power of the pumps with different regulation methods (a) pump 1 (P1); (b) pump
2 (P2); (c) pump 3 (P3); (d) sum of mechanical power (PΣ).

  

(a) (b) 

 
(c) 

Figure 12. Comparison of deviations θ of individual pumps with different regulation methods (a) pump 1 (j = 1); (b) pump
2 (j = 2); (c) pump 3 (j = 3).

Based on the obtained results (Figure 11), the energy consumption of the parallel
pumping system is compared when operating with a duty cycle corresponding to a typical
open-type pumping system [26]. Figure 13 shows the diagram of the duty cycle. The duty
cycle period is 24 h. Electricity consumption is compared at three regulation methods
under consideration.

When calculating the electrical power consumption of a pump unit, it is also necessary
to consider the characteristics of the components of its electric drive. It was assumed
that Sinamics G120C frequency converter with the rated power of 4 kW [30] and Simotics
1LE1001-1CA6 induction motors with the power of 4 kW and rated speed of 2955 rpm [31]
are used in the drive of the pump system. Data from SinaSave software [32] in 8 standard
loading points are used to determine the power losses and efficiency of the drive (motor
plus frequency converter) in the operating points with given values of the shaft torque
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T and speed n that were calculated in the previous section (Tables 2–4). The standard
loading points are determined according to IEC 61800-9-2, “Adjustable Speed Electrical
Power Drive Systems—Part 9-2: Ecodesign for Power Drive Systems, Motor Starters, Power
Electronics and Their Driven Applications—Energy Efficiency Indicators for Power Drive
Systems and Motor Starters” [33]. These data are used because the standard [33] requires
manufacturers to declare the loss values for variable frequency drives at these 8 operating
points. Table 5 shows the results of calculating the losses in the electric drive using the
SinaSave program at the standard points.

 

Figure 13. Flow-time diagram.

Table 5. Loss data for the 4 kW electric drive at the standard loading points.

Standard Operating Point 1 2 3 4 5 6 7 8

nrate drive, % 100 100 50 50 50 0 0 0
Trate drive, % 100 50 100 50 25 100 50 25

ΔP, kW 0.81 0.59 0.5 0.42 0.28 0.21 0.21 0.15

In Table 5, Trate drive = 100% = 12.93 N·m is the rated torque of the electric drive;
nrate drive = 100% = 2955 rpm is the rated rotational speed of the electric drive.

Using the data from Table 5, the sum of losses in the three pump drives ΔPΣ at the
considered operating points (Tables 2–4) using polynomial interpolation [34,35] were found.
The results of this calculation are shown in Table 6. Table 6 also shows the required total
mechanical power PΣ from Tables 2–4.

Table 6. Results of the loss calculation in the electric drive of the pump system applying the different regulation methods.

Qreq, % 10 20 30 40 50 60 70 80 90 100
Qreq, m3/h 12 24 36 48 60 72 84 96 108 120

ΔPΣ, kW

Maximum efficiency 0.24 0.27 0.33 0.43 0.93 1.05 1.18 1.33 1.75 1.88
Maximum reliability 0.32 0.33 0.35 0.60 1.17 1.21 1.27 1.37 2.06 2.12

Trade-off 0.27 0.27 0.33 0.43 0.99 1.05 1.18 1.33 1.75 1.88

PΣ, kW

Maximum efficiency 0.66 0.99 1.45 2.07 4.53 5.17 5.87 6.61 8.79 9.47
Maximum reliability 1.37 1.44 1.54 2.99 5.70 5.95 6.27 6.79 10.19 10.52

Trade-off 0.96 1.00 1.45 2.07 4.80 5.19 5.87 6.61 8.82 9.47

Due to the results of calculating the mechanical power and interpolation of losses in
the electric drive from Table 6, it can be concluded that the losses in the electric drive also
make up a significant part of the energy consumption, about 20–30%, and strongly depend
on the operating point of the pump. Therefore, the losses in the electric drive must also be
taken into account when calculating the total energy consumption of the pumping system.

Using the results obtained (Tables 2–6), it is possible to calculate the electrical power
consumed from the grid (Pelec), the daily consumed electrical energy (Eday), the annual
consumed electrical energy (Eyear), the annual energy cost (Cyear) and the cost of energy
over the entire life cycle of the pumping system (CLLC) [36]:

Pelec = PΣ + ΔPΣ; (11)
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Eday =
tΣ

1000
·

10

∑
i = 1

(
Pelec(i) · ti

tΣ

)
; (12)

Eyear = Eday · 365; (13)

Cyear= EyearGT; (14)

CLCC =
w

∑
k = 1

(
Cyear k

(1 + [y − p])k

)
, (15)

where PΣ is the mechanical power required by the pumps; ΔP is the loss in the electric
drive; tΣ = 24 h is the whole operating period; ti is the operation time of i-th loading point;
GT = 0.2036 €/kWh is the applied grid tariffs for non-household consumers for Germany in
the second half of 2019 [37]; Cyear is the annual electricity cost; Cyear k is the annual electricity
cost for k-th year; y = 0.06 is the interest rate; p = 0.04 is the expected annual inflation;
w = 20 years is the lifetime of the pump system.

Annual and life cycle cost savings Syear and SLCC for a given regulation method
compared to the maximum reliability method is calculated as:

Syear = Cyear max. reliab. − Cyear; (16)

SLCC = CLCC max. reliab. − CLCC, (17)

where Cyear max. reliab. is the annual energy cost with the maximum reliability control;
CLCC max. reliab is the lifetime energy cost with the maximum reliability control.

Syear year SLCC percentage are calculated according to:

Syear = 100% · (Cyear max. reliab. − Cyear)/Cyear max. reliab; (18)

SLCC = 100% · (CLCC max. reliab. − CLCC)/CLCC max. reliab, (19)

Tables 7 and 8 show the calculation results based on Equations (10)–(17).

Table 7. Results of the electric power calculation in the pump system at the different regulation methods.

Qreq, % 10 20 30 40 50 60 70 80 90 100
Qreq, m3/h 12 24 36 48 60 72 84 96 108 120

Pelec, kW
Maximum efficiency 0.90 1.27 1.78 2.50 5.47 6.22 7.04 7.94 10.53 11.35
Maximum reliability 1.70 1.77 1.89 3.59 6.87 7.16 7.53 8.16 12.25 12.64

Trade-off 1.23 1.28 1.78 2.50 5.79 6.24 7.04 7.94 10.57 11.35

Table 8. Results of the lifetime electricity costs in the pump system at the different regulation methods.

Control Method Maximum Efficiency Maximum Reliability Trade-Off

Eday, kWh 75.16 91.63 76.70
Eyear, kWh 27,433 33,445 27,980

Cyear, € 5585 6809 5697
Syear, € 1224 - 1112

Syear., % 18.0 - 16.3
CLLC, k€ 91.3 111.3 93.1
SLLC, k€ 20.0 - 18.2
SLLC, % 18.0 - 16.3

5. Discussion and Results

From the results obtained, as shown by the diagram in Figure 14, it can be concluded
that the highest electrical power consumption is required for maximum reliability control
under all considered load conditions. When applying trade-off regulation, a significant
increase in electrical power consumption is required only at a flow rate of 10% and 50%.
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Figure 14. Electric power depending on flow rate and regulation method.

Calculation of long-term energy indicators also confirms these conclusions. Figure 15
shows that the reduction in lifetime energy consumption compared to the maximum
reliability method differs only slightly in cases of maximum efficiency regulation and trade-
off regulation (18% and 16.3%, respectively). At the same time, the trade-off method allows
all pump operating points to be kept within the POR (Figure 12), which will significantly
increase the reliability of the pumping system.

(a) (b) 

Figure 15. Energy savings: (a) Life-cycle energy cost depending on the regulation method; (b) life-cycle savings depending
on the regulation.

6. Conclusions

In this paper, an analysis of the energy consumption of a pumping system consisting of
three 4 kW pumps operating in parallel is carried out, considering the reliability constraints.
One 4 kW variable frequency induction motor and two 4 kW fixed frequency induction
motors are used in the drive of the pumping system.

Energy consumption of the system when three methods of flowrate control regulation
are applied is compared: with minimum power consumption, with maximum reliability
and trade-off regulation. Comparison of energy consumption in the considered cases shows
that energy consumption is 18% higher with maximum reliability regulation compared
to minimum energy consumption regulation without any reliability constraints. At the
same time, when trade-off regulation is applied, the power consumption is only 2.3%
higher. It can be concluded that the proposed trade-off regulation is promising in terms of
minimizing the overall lifetime costs of the considered multi-pump single-drive system
when both energy costs and maintenance and repair costs are considered.
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In future works, it is planned to simulate the dynamics and select a controller
for the multi-pump system under consideration when applying the proposed trade-off
regulation principle.
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Abstract: Synchronous homopolar motors (SHMs) have been attracting the attention of researchers
for many decades. They are used in a variety of equipment such as aircraft and train generators, weld-
ing inverters, and as traction motors. Various mathematical models of SHMs have been proposed
to deal with their complicated magnetic circuit. However, mathematical techniques for optimizing
SHMs have not yet been proposed. This paper discusses various aspects of the optimal design of trac-
tion SHMs, applying the one-criterion unconstrained Nelder–Mead method. The considered motor is
intended for use in a mining dump truck with a carrying capacity of 90 tons. The objective function
for the SHM optimization was designed to reduce/improve the following main characteristics: total
motor power loss, maximum winding current, and torque ripple. One of the difficulties in optimizing
SHMs is the three-dimensional structure of their magnetic core, which usually requires the use of a
three-dimensional finite element model. However, in this study, an original two-dimensional finite
element model of a SHM was used; it allowed the drastic reduction in the computational burden,
enabling objective optimization. As a result of optimization, the total losses in the motor decreased
by up to 1.16 times and the torque ripple decreased by up to 1.34 times; the maximum armature
winding current in the motor mode decreased by 8%.

Keywords: optimal design; Nelder–Mead method; synchronous homopolar machine; synchronous
homopolar motor; traction drives; traction motor

1. Introduction

Hybrid electric powertrains are widely used in mining trucks; a combustion engine
rotates a wound rotor synchronous generator, producing AC voltage, which is then recti-
fied. This electric energy supplies traction to the electric motors mounted in the wheels of
a truck. Nowadays, both DC and AC motors are utilized as traction drives of these mining
trucks. The significant drawback of DC motors is well known: an unreliable brush-collector
unit. The rapid development of power semiconducting devices has led to the creation of
reliable frequency converters and the feasibility of using brushless AC traction motors in
truck powertrains. Currently, the induction AC motor is the most widespread solution
for mining trucks [1], and DC motor powertrains have been discontinued. The usage of
traction induction motors significantly increases the reliability of traction electric drives
in comparison with the brushed DC motor and reduces the operating costs associated
with the maintenance and replacement of brushes. However, induction traction motors
in mining trucks have the following main disadvantages: reduced reliability due to the
high risk of failure of the welded rotor winding [2], increased overheating due to high
losses in the rotor [3], reduced speed control range in comparison with synchronous ma-
chines [4], impossibility of reliable sensorless control over the entire speed range due to the
inapplicability of the self-sensing position estimation methods [3,5], and limitations in the
use of pure electric brakes during a standstill due to the thermocycling of semiconducting
devices.
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To eliminate the above-described disadvantages of powertrains with induction electric
motors, a traction synchronous homopolar motor (SHM) with the rated power of 320 kW
was developed for the BELAZ 75570 mining truck (manufacturer is Belarusian Automobile
Plant) with a carrying capacity of 90 tons. Two traction SHMs are installed in the two rear
wheels of the mining truck. In [4,5], the inverter was described and the development of
sensorless control algorithms for the traction SHM was highlighted.

The SHM has a complex magnetic core layout, which requires the calculation of a
three-dimensional magnetic field, which makes its magnetic analysis challenging. The
magnetic flux flows axially in the rotor sleeve and in the stator yoke; however, it changes
its direction to transverse in the stator and rotor laminated cores.

Three kinds of models were proposed for the evaluation of the characteristics of
the SHMs: the first is the 3D finite element method (FEM) [6,7]; the second is the 2D
FEM [8,9], where the axial and radial fluxes are evaluated using a magnetic circuit; and
the third is the 1D [6,10] lumped parameters-equivalent circuit. The 3D FEM provides
the most accurate field calculation; however, the use of any method of mathematical
optimization together with it is barely possible due to the very long time required by one
calculation. Two-dimensional FEM models of SHMs described in [8,9] have a much shorter
computation time, but they are not as accurate, due to the introduction of virtual windings
into the computational area, imitating the axial excitation flux due to the substitution
of the SHM with a salient-pole synchronous machine, which causes an additional error.
One-dimensional-equivalent circuits provide the shortest calculation time, but they do not
take into account the details of the machine geometry, and they give the largest error.

The article [11] described a new method of the mathematical modeling of SHMs,
which is based on the 2D FEM. In contrast to the mathematical models of SHMs based
on the 3D FEM [7,8], this method requires less computation time and is less demanding
on the available computing resources. The calculation results obtained using this model
were in good agreement with the experimental results. However, the traction SHM was
developed without using any optimal design methods such as the genetic algorithm or the
Nelder–Mead method. Therefore, the characteristics of the traction SHM described in [11]
can be improved.

Synchronous homopolar machines have been known for a long time and are used in
various equipment such as generators in aircrafts and trains [12], welding inverters [13], and
flywheel energy storage systems [14]. Moreover, in [4,5,11,15,16], SHMs were presented as
traction motors. In [17], the design of an SHM for a flywheel energy storage was considered
with the use of ‘manual’ optimization of the SHM parameters based on a lumped model to
obtain a higher efficiency of the machine. However, no mathematical methods of optimal
design have been adopted for traction SHMs yet.

This paper discusses various aspects of the optimal design of traction SHM, applying
the Nelder–Mead method. The objective function for the SHM optimization was designed
to reduce/improve the following main characteristics: total motor power loss, maximum
winding current, and torque ripple.

2. SHM Design Features

Figure 1a shows a sketch of the SHM with the number of stator and rotor stack
combinations (SRSCs) equal to 3. The rotor stacks are mounted on the sleeve pressed onto
the motor shaft. The stator stacks are pressed into the housing (back iron). The excitation
coils are located in the gaps between SRSCs. A single stator winding is placed in the slots
of all stator stacks. Each rotor core has 6 teeth, which corresponds to the number of pole
pairs p = 6 of the stator armature winding. The motor electric frequency can be expressed
through rotational speed n given in revolutions per minute by the formula: f = p × n/60.
The mechanical and electrical angular frequencies are defined as Ω = 2 × π × n/60 and ω

= 2 × π × f, respectively. The stator has Zs = 54 slots. The electromagnetic analysis was
carried out for 2 poles and Zs/p = 9 stator slots.
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(a) (b) 

Figure 1. (a) Sketch of the SHM design. Armature winding is not shown to avoid cluttering; (b) sketch of the SHM
cross-section.

To reduce the maximum current in the semiconductor switches and reduce the cost of
the traction inverter, a nine-phase armature winding whose phases are indicated by the
numbers 0–8 in Figure 1b was used, which consists of three separate three-phase windings,
each of which has its own neutral point. The currents in the adjacent phases are shifted
by 360◦/9 = 40 electrical degrees. The distributed double-layer winding has a coil pitch of
four stator slots. The analysis assumes that the phase currents are sinusoidal.

The SHM has two sets of SRSCs with the same mutual orientation of the stator and
rotor cores. In the considered case, the first set consists of only the central SRSC, and the
second set consists of two lateral SRSCs. The angular position of the lateral rotor stacks is
displaced relative to the position of the central rotor stack by 30 mechanical degrees (which
is 30 * p = 180 electrical degrees) so that SRSCs produce unidirectional electromotive forces
(EMF) in the armature winding. The total stack length of one set must be approximately
equal to the total stack length of the other set. For this reason, the length of the central
SRSC must be twice those of the lateral SRSCs, as the flux of both field coils flows through
it, and the flux of only one of the field coils flows through the lateral SRSCs.

In the case of sinusoidal armature currents, the two sets of SRSC under consideration
make the same contribution to the active and reactive power, as well as to the torque.
However, their instantaneous values of EMF and torque are not exactly the same. For this
reason, the calculation method of SHM performances includes two steps. In the first step,
it is assumed that the SHM has only one SRSC, the length of which is equal to the sum of
the lengths of all SRSCs. The dependences of torque, voltage, etc. on the rotor position
are calculated using a set of two-dimensional problems of magnetostatics. In the second
step, symmetrization is applied to take into account that the torque ripple and the total
harmonic distortion of the voltage wave produced by single SRSCs partially extinguish
each other, and these parameters of the total machine are much less than those obtained in
the first step. These magnetostatic problems are similar to those usually used in modeling
radial motors, except that the excitation field is modeled by a magnetic monopole. Then,
the symmetrization procedure is applied to spread the results to the real SHM. A detailed
description of the mathematical model of SHM is given in [11].

Figure 2 shows the inverter circuit diagram for the traction SHM. The considered
nine-phase inverter consists of 3 separate three-phase inverters, and it also has a one-phase
chopper for powering the field winding.
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Figure 2. Inverter schematic.

3. Construction of an Objective Function for Nine-Phase Traction Synchronous
Homopolar Motors

Figure 3 shows the traction characteristic of the electric drive of the BELAZ 75570
mining truck [3], limited by the maximum rotational speed and the maximum torque.
The constant power speed ranges from 400 to 4000 rpm (10:1). The maximum mechanical
power of the machine in the motor mode is 370 kW.

 
(a) (b) 

Figure 3. Traction characteristics of the motor. (a) Torque vs. rotational speed; (b) output mechanical power vs. rotational speed.

When optimizing the motor, three operating points were considered: the points with
speeds of 400 rpm (maximum torque) and 4000 rpm (maximum speed), as well as the point
with the geometric averages of speed and torque. These operating points are shown in
Table 1.

Table 1. Operating points of the traction SHM considered during the optimization.

Mode Number Torque, N·m Rotational Speed, rpm Mechanical Power, W

1 883 4000 370

2 2793 1265 370

3 8833 400 370

It is assumed that the SHM can operate with equal probability in the subranges 1–2
and 2–3. It is assumed that the average losses in the subranges are equal to the arithmetic
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mean of the losses at their boundaries (points 1 and 2 and points 2 and 3, respectively).
Therefore, as the first optimization objective, the weighted average loss is chosen:

<Plosses> = (Plosses1 + 2 × Plosses2 + Plosses3)/4. (1)

The other two optimization objectives are maximum symmetrized and nonsym-
metrized torque ripples: max(TR) and max(TRsym), respectively. A nonsymmetrized
torque ripple is produced by single SRSCs. A symmetrized torque ripple is produced by a
SHM as a whole. Details of TR and TRsym are given in [11].

The remaining optimization objective is the maximum stator armature winding current
I3 (it is achieved in operating point 3). Therefore, the objective function for the traction
SHM optimization is:

F0 = ln(<Plosses>) + 0.7 ln(I3) + 0.05 × ln[max(TRsym)] + 0.025 × ln[max(TR)]. (2)

This expression indicates that <Plosses> is considered as the most valuable objective. I3
is also a valuable objective. Decreasing I3 by 1% is as valuable as decreasing <Plosses> by
0.7%. max(TRsym) and max(TR) are much less valuable objectives. Decreasing max(TRsym)
and max(TR) by 1% is as valuable as decreasing <Plosses> by 0.05% and 0.025%, respectively.

In addition, the following constraints were adopted during the optimization:

UDC1 < 1000 V; B3 < 1.65 T, (3)

where UDC1 is the maximum voltage that is reached at operating point 1 and B3 is the
maximum flux density in the nonlaminated sections of the magnetic core (the rotor sleeve
or the housing).

The one-criterion Nelder–Mead method is applied in this study to optimize the SHM
design. The Nelder–Mead method belongs to unconstrained optimization methods. The
optimization constraints could be specified simply by assigning infinite values to the
objective function when the constraint conditions are not met. However, this would lead
to a rapid decrease in the volume of the simplex. For this reason, objective function (2) is
modified by using the ‘soft constraints’ with the penalty growing rapidly in the forbidden
area:

F = F0 + k1 × f 1(UDC1/1000[V] − 1) + k2 × f 1(B3/1.65[T] − 1), (4)

where f1(x) =
{

x, x > 0
0

.

Thus, during the optimization process, the constraint conditions can be violated,
which prevents a rapid decrease in the simplex. At the same time, if k1 and k2 are large
enough—they exceed the corresponding Lagrange multipliers—the optimized design will
satisfy the constraints. In this study, it was assumed that k1 = k2 = 1.5, and it turned out
that the optimized design satisfied constraints (3).

4. Initial Design and Parameters Varied during Optimization

Figure 4 demonstrates the main geometric parameters of the traction SHM. In the
initial design, the lengths of the stator stacks were Lstat1 = 101 mm, Lstat2 = 197 mm, and
Lstat3 = 101 mm. The total length of the stator lamination was Lstat = Lstat1 + Lstat2 + Lstat3 =
399 mm. The lengths of the rotor stacks were less than the lengths of the corresponding
stator stacks and were equal to Lrot1 = 92 mm, Lrot2 = 184 mm, and Lrot3 = 92 mm. The total
length of the rotor lamination was Lrot = Lrot1 + Lrot2 + Lrot3 = 368 mm. The parameters
changed during optimization, and some fixed parameters are shown in Tables 2 and 3, and
Figure 4. The main dimensions of the machine (outer radius of the stator housing Rhousing =
367 mm and machine length without end winding parts L = 545 mm) remained unchanged
during the optimization.
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(a) (b) 

Figure 4. SHM geometric parameters. (a) Rotor parameters; (b) stator and rotor parameters.

Table 2. Some geometric parameters fixed during the optimization.

Parameter Value

Machine length without end winding parts L, mm 545

Lstat − Lrot, m 31

Axial clearance between excitation winding and rotor, Δa, mm 25

Radial clearance between field winding and rotor Δr, mm 20

Number of turns per stator armature coil 5

Number of parallel strands per turn of the stator armature coil 2

Rotor sleeve outer radius Rsleeve, mm 161

Rotor slot bottom radius R1, mm 183.8

Shaft radius Rshaft, mm 70

Stator lamination height hlam, mm 65

External radius of the stator housing Rhousing, mm 367

Table 3. Geometric parameters varied during the optimization.

Parameter Initial Design Optimized Design

Housing thickness h, mm 36 32

Total stator stacks length Lstator, mm 399 445

Airgap width δ, mm 2.3 3.2

Rotor slot factor frs 1 1.084

Angles of field weakening at operating points 1,2,3, electrical radians 0.61; 0.3; 0.25 0.68; 0.32; 0.22

Magnetic monopole densities at operating points 1,2,3, Wb/m 0.48; 0.63; 1.2 0.38; 0.67; 1.07

The shape of the stator yoke, stator yoke thickness, and rotor yoke thickness did not
change. As the external radius of the stator housing Rhousing was fixed, the inner radius of
the stator changed as the housing thickness h changed. The outer rotor radius was also
influenced by the air gap width δ. As the outer radius of the rotor sleeve Rsleeve and the
thickness of the rotor yoke R1 − Rsleeve were fixed, the depth of the rotor slot changed with
the change in the outer diameter of the rotor.
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The angular distances between the rotor teeth on the outer radius of the rotor and on
the inner radius of the rotor slot R1 were changed consistently by multiplying with the
coefficient frs. As the outer radius of the rotor sleeve Rsleeve and the radial clearance Δr were
fixed, the inner radius of the field winding was also fixed. The axial length of the field
winding is Lex = (L − Lstat)/2 − Δa and changes with the variation of Lstat. Lex = 48 mm at
the initial design. The resistance of the excitation winding was assumed to be 10.2 Ohms
at the initial design. During the optimization, this resistance changed, depending on the
length of the field winding as 10.2 Ohm·48 mm/Lex. The number of turns of the field
winding equal to 340 did not change.

The lengths of the stator stacks were slightly longer than the lengths of the rotor stacks.
As a result, the excitation field, which is constant in the rotor reference frame, coming out
of the ends of the rotor stacks, was closed on the inner surface of the laminated stator.
Therefore, additional eddy current losses due to the penetration of the magnetic field
into the end surfaces of the stator laminations did not arise. However, the use of the 2D
FEM model required the calculation of the equivalent total length of the stator lamination
Lequ [18]. In this study, it was assumed that the equivalent length increased over the total
length of the rotor stacks by 1.26 × δ at each edge of the rotor stack; therefore, Lequ = Lrot
+ 6 × 1.2 × δ. The steel filling factor of the stator and rotor laminations was assumed to
be ksteel = 0.95. The following magnetization curves were adopted for the rotor and stator
laminations:

Hstator = H0

(
B Lequ

ksteel Lstator

)
,

Hrot = H0

(
B Lequ

ksteel Lrot

)
,

(5)

where H0(B) is the catalog steel magnetization curve.

5. Traction SHM Optimization Results and Discussion

The Nelder–Mead algorithm described in [19] was used in designing the traction SHM.
The number of optimization parameters was ten (listed in Table 3). The mathematical
model described in [11] was used to evaluate the objectives included in the optimization
function F (3).

Figure 5 shows plots of flux density magnitude up to 2 T at the initial and optimized
designs for the most saturated operating point 3. The contours of the regions of extreme
saturation with flux density greater than 2 T were also outlined. As a result of optimization,
the overall saturation and the areas of extreme saturation decreased.

  
(a) (b) 

Figure 5. SHM geometry and flux density magnitude; black contours mark the regions in which
the magnitude of the flux density vector exceeds 2 T (extreme saturation): (a) before optimization;
(b) after optimization; it can be seen that after optimization, the regions in which the flux density
exceeds 2 T have noticeably decreased.
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Table 3 (see above) shows the varied design parameters of the traction SHM before
and after the optimization. Among the varied parameters, the air gap width changed
most significantly: it increased 1.4 times. There is a trade-off when choosing the air gap
width of the SHM. On the one hand, reducing the gap makes it easier to produce the useful
excitation flux. This flux interaction with the current in the armature winding creates
the torque. On the other hand, with a small air gap, the leakage flux of the armature
winding increases; it does not create the useful torque but only saturates the magnetic core
and increases the reactive power. The synchronous homopolar machine has an effective
excitation system, in which one excitation winding with ring-shaped coils magnetizes all
the poles of the machine. Therefore, the trade-off in choosing the air gap width shifts from
increasing the excitation flux to reducing the reactive power and saturation. For this reason,
the air gap in the SHM must be increased compared to other types of electrical machines
such as induction and reluctance machines. In addition, increasing the air gap width of
the SHM increases its robustness, simplifies assembly, improves reliability, and decreases
torque ripple.

Figure 6 shows the change in the total losses <Plosses> and the maximum current of the
armature winding I3 in the SHM during optimization. Figure 7a shows the change in the
maximum symmetrized TRsym and nonsymmetrized torque ripples TR during optimization.
Figure 7b shows the change in the objective function F during optimization. Table 4 shows
the main results of the optimization of the traction SHM.

  
(a) (b) 

Figure 6. (a) Variation in the total losses <Plosses> during the optimization; (b) variation in the maximum current amplitude
in the armature winding during the optimization.

  

(a) (b) 

Figure 7. (a) Variation in the average efficiency during the optimization; (b) variation in the objective function during the
optimization.
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Table 4. Optimization results.

Value Before Optimization After Optimization

Operating point 1 2 3 Brake
mode 1 2 3 Brake

mode

Speed, rpm 4000 1265 400 1100 4000 1265 400 1100

Current, A ampl 197 408 886 643 223 356 816 589

Mechanical power, kW 370 370 370 −540 370 370 370 −540

Mechanical losses, kW 17.57 0.65 0.05 0.45 17.57 0.65 0.05 0.45

Conductive winding losses, kW 1.49 6.40 30.25 15.96 1.92 4.89 25.68 13.40

Eddy-current winding losses, kW 6.58 3.15 1.39 5.59 6.89 2.42 1.24 4.47

Stator core losses, kW 13.44 6.45 2.19 8.41 8.29 4.91 2.44 6.50

Rotor core losses, kW 2.53 0.63 0.09 0.59 0.98 0.37 0.06 0.33

Excitation losses, kW 0.32 0.67 7.06 1.16 0.74 1.92 11.39 2.43

Active power, kW 412 387 404 −508 406 383 399 −512

Efficiency, % 89.8 95.4 90.0 93.8 91.0 96.1 90.1 94.5

Total losses, kW 41.93 17.95 41.04 32.15 36.40 15.15 40.86 27.57

Line voltage, V ampl 940 472 196 462 772 462 211 446

Not symmetrized torque ripple, N·m 71.94 61.53 24.13 42.09 55.18 51.91 24.61 40.43

Symmetrized torque ripple, N·m 20.97 12.44 2.81 8.43 14.42 9.38 2.01 7.44

Excitation current, A 5.6 8.1 26.3 10.7 6.3 10.1 24.6 11.4

Flux density in nonlaminated parts of the
magnetic core, T 0.59 0.77 1.46 0.77 0.59 1.04 1.65 0.98

In the motor mode, at operating points 1 and 2, the total losses reduced by 1.13 and
1.16 times, respectively. At operating point 3, only a slight reduction in the total losses was
achieved. This loss reduction was probably due to an increase in the air gap width, leading
to a weakening in the leakage flux of the armature winding and a decrease in saturation
and reactive power. An increase in the air gap width also leads to a weakening in the high
harmonics of the flux density in the air gap, which makes it possible to reduce the torque
ripple. At operating points 1 and 2 of the motor mode, the symmetrized torque ripple
reduced by 1.45 and 1.32 times, respectively. The maximum armature winding current
occurring at operating point 3 of the motor mode decreased by 8%. The flux density in the
nonlaminated parts of the magnetic core reached a maximum value of 1.65 T at operating
point 3.

In [20], it was reported that in in the braking (generator) mode of the considered
application, the highest torque was reached at a speed of 1100 rpm (5200 N·m, 540 kW).
For this reason, the calculation results for the braking mode are also presented in Table 4.
In the braking mode, the total losses were also significantly reduced after optimization,
although this operating point was not optimized and was not included in the objective
function (2), as a mining truck, when driving from a mountain, dissipates all the energy
into the braking resistors. As seen in Table 4, in the braking mode, the voltage and currents
were within an acceptable range.

6. Conclusions

This paper discusses various aspects of the optimal design of a traction SHM, applying
the one-criterion unconstrained Nelder–Mead method. This SHM is intended for use in a
mining dump truck with a carrying capacity of 90 tons.

The objective function for the SHM optimization was designed to reduce/improve
the following main characteristics: total motor power loss, maximum winding current, and
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torque ripple. Optimization was carried out by taking into account the characteristics of the
SHM at three loading modes. The constraints of the supplied voltage and of the maximum
magnetic flux density in the nonlaminated parts of the magnetic core were imposed.

Among the varied parameters, after the optimization, the air gap width changed most
significantly; it increased 1.4 times, which makes it possible to reduce the saturation of
the magnetic circuit, reduce the reactive power of the motor, increase the reliability of the
motor, simplify assembly, and also to reduce the torque ripple.

As a result of optimization, in the motor mode, at operating points 1 and 2, the total
losses reduced by 1.13 and 1.16 times, respectively. At operating point 3, only a slight
reduction in the total losses was achieved. At operating points 1 and 2 of the motor
mode, the symmetrized torque ripple reduced by 1.45 and 1.32 times, respectively. The
flux density in the nonlaminated parts of the magnetic core reached a maximum value of
1.65 T at operating point 3. The maximum armature winding current in the motor mode
decreased by 8%. In the braking mode, the total losses of the SHM were also significantly
reduced after optimization, although this operating point was not optimized and was not
included in the objective function.

In addition, after the optimization, the regions of the motor magnetic core with extreme
saturation noticeably decreased, which is one of the reasons for the decrease in losses and
an increase in efficiency.

In future works, the SHM will theoretically be considered in other applications, for
example, as a traction motor for a light electric vehicle and electric bus. In addition, a
theoretical comparison of the SHM with a traction induction motor will be carried out.
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Glossary

List of Abbreviations

AC Alternating current
DC Direct current
EMF Electromotive force
FEM Finite element method
SHM Synchronous homopolar motor
SRSC Stator and rotor stack combination
List of Mathematical Symbols

B Flux density, T
B3 Maximum flux density in the nonlaminated parts of the magnetic core, T
f Electric frequency, Hz
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F Second objective function
F0 First objective function
f1 Auxiliary function
frs Rotor slot factor
h Housing thickness, mm
H0 Magnetic field strength according to the catalog magnetization curve, A/m
Hrotor Rotor magnetic field strength, A/m
Hstator Stator magnetic field strength, A/m
hlam Stator lamination height, mm
I3 Amplitude of the maximum stator armature winding current, A
k1, k2 Multipliers of terms of an objective function
ksteel Steel fill factor
L Total machine length without end winding parts, mm
Lequ Equivalent total length of the stator lamination, mm
Lex Axial length of the field winding, mm
Lrot Total length of the rotor lamination, mm
Lrot1, Lrot2, Lrot3 Lengths of individual rotor stacks, mm
Lstat Total length of the stator lamination, mm
Lstat1, Lstat2, Lstat3 Lengths of individual stator stacks, mm
n Rotational frequency, revolution per minute
p Number of pole pairs
Plosses Total power losses, kW
R1 Thickness of the rotor yoke, mm
Rhousing Outer radius of the stator housing, mm
Rsleeve Outer radius of the rotor sleeve, mm
Rshaft Shaft radius, mm
TR Torque ripple, %
TRsym Symmetrized torque ripple, %
UDC1 Maximum voltage, V
Zs Number of stator slots
δ Air gap width, mm
Δa Axial clearance between excitation winding and rotor, mm
Δr Radial clearance between field winding and rotor, mm
ω Electrical angular speed, radian per second
Ω Mechanical angular speed, radian per second
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Abstract: This paper discusses the design and analysis of a high-harmonic injection-based field
excitation scheme for the brushless operation of wound field synchronous machines (WFSMs) in
order to achieve a higher efficiency. The proposed scheme involves two inverters. One of these
inverters provides the three-phase fundamental-harmonic current to the armature winding, whereas
the second inverter injects the single-phase high-harmonic i.e., 6th harmonic current in this case,
to the neutral-point of the Y-connected armature winding. The injection of the high-harmonic
current in the armature winding develops the high-harmonic magnetomotive force (MMF) in the
air gap of the machine beside the fundamental. The high-harmonic MMF induces the harmonic
current in the excitation winding of the rotor, whereas the fundamental MMF develops the main
armature field. The harmonic current is rectified to inject the direct current (DC) into the main
rotor field winding. The main armature and rotor fields, when interacting with each other, produce
torque. Finite element analysis (FEA) is carried out in order to develop a 4-pole 24-slot machine
and investigate it using a 6th harmonic current injection for the rotor field excitation to both attain
a brushless operation and analyze its electromagnetic performance. Later on, the performance of
the proposed topology is compared with the typical brushless WFSM topology employing the 3rd

harmonic current injection-based field excitation scheme.

Keywords: high-harmonic injection; brushless field excitation; wound field synchronous machines

1. Introduction

In contrast to the widespread range of applications and the speedy production increase
of the permanent magnet (PM) machines due to their high efficiency, power density, and
power factor, the price of rare-earth permanent magnets with high magnetic properties
have ridiculously increased. On the other hand, the rare-earth material industry is facing
serious environmental issues in keeping the prolonged and stable supply of rare-earth
materials to the PM machines manufacturing industry [1].

In order to deal with these problems and to attain high flux-weakening-based perfor-
mances of electrical machines in electrical vehicle (EV) and hybrid vehicle (HV) applications,
other possibilities, such as PM-assisted synchronous reluctance machines and wound field
synchronous machines, have sparked interest among the researchers [2–10].

The rotor field is excited in a typical WFSM, utilizing an excitation approach that
includes brushes, slip rings, and a separate exciter. On the rotor side, a brushes and slip
rings assembly connects the machine field winding to the excitation system [11–14]. The
usage of brushes in a typical WFSM increases its maintenance cost due to their periodic
replacement and continuous sparking. On the other hand, an additional exciter rises the
overall size and cost of the system [15–18].
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Therefore, to get rid of the obligation of brushes, slip rings, and additional exciters, a
number of brushless topologies have been presented by various researchers in the available
literature. In general, for the brushless operation of WFSM, a distinct excitation winding is
housed in the rotor in addition to the field winding. However, another winding, named
the auxiliary winding, is housed in the stator along with the main armature winding. This
auxiliary winding produces an additional MMF in the air gap that induces a harmonic
current in the excitation winding of the rotor. The induced harmonic current is then rectified
and supplied to the field winding of the rotor. This field current generates a rotor field that
becomes coupled with the armature field to produce torque. A basic diagram of such a
system is presented in Figure 1.

Figure 1. Typical 3rd harmonic injection-based brushless WFSM topology employing two dual-stator
winding configurations.

Many researchers have proposed various schemes to attain the brushless operation
of WFSMs by modifying the typical brushless topology in order to attain the maximum
advantages of brushless excitation. These schemes are either based on space–harmonics
generation or on time–harmonics generation.

A brushless WFSM topology based on a sub-harmonic field excitation scheme is
proposed in [6]. In the proposed brushless topology, a dual-inverter configuration is
utilized to provide two different magnitudes of current to the armature winding that
is divided into two halves with a distinct star connection distributed in a symmetric
arrangement. The difference in the magnitudes of the current supplied by the inverters
produces sub-harmonics, besides the fundamental-harmonic, which can be utilized to
induce currents in the excitation winding of the rotor. This topology is further investigated
using a single inverter with a different number of turns for each half of the armature
winding in [7]. In order to generate unbalanced radial forces associated with the sub-
harmonically excited BL–WFSM topology and to attain its variable speed operation, an
eight-pole machine topology is proposed in [8].

In [19], a brushless WFSM topology based on the 3rd harmonic field excitation scheme
is presented. In this topology, two inverters are utilized to develop an armature current
shape which comprises of a fundamental and 3rd harmonic. The required armature current
shape is attained using thyristor switches operating at −180◦ phase-shifted after the
completion of each cycle of the phase. The 3rd harmonic component of the armature current
is utilized to induce a harmonic current in the excitation winding of the rotor in order
to attain a brushless operation. The proposed topology is further investigated using an
open-winding pattern in [13]. In this topology, the required armature current shape is
attained using a dual-inverter configuration without employing the thyristor switches. The
proposed topology is also realized by using a modified inverter that has a different number
of switches when compared to the typical three-phase inverter topology in [20].
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In [14], a 3rd harmonic-based brushless WFSM topology using zero-sequence currents
is proposed. In this topology, the armature winding is supplied current from an inverter
by the thyristor switches that operate a zero-crossing of each phase, generating a zero-
sequence current which predominantly contains a 3rd harmonic current component for the
armature winding. The generated 3rd harmonic current is induced in the exciter winding
of the rotor to provide DC to the main rotor field winding after rectification in order to
attain brushless operation.

A brushless WFSM topology that employs an additional armature winding beside the
main winding is proposed in [15]. Both windings are electrically connected by a rectifier
and are supplied current from a single inverter. The main armature winding current
produces the main armature field, whereas the rectified current flowing in the additional
armature winding produces the harmonic field that is not coupled with the main armature
field and is utilized in order to induce a harmonic current in the rotor exciter winding.

In general, the typical brushless WFSM topologies employ either sub-harmonic or the
3rd harmonic field excitation schemes in order to achieve a brushless operation.

In this paper, a high-harmonic injection-based field excitation scheme for the brushless
operation of WFSMs is proposed. In the proposed topology, two inverters are utilized.
One of the inverters gives the regular three-phase current i.e., fundamental-harmonic to
the armature winding, whereas the second inverter injects a single-phase 6th harmonic
current to the neutral-point of the Y-connected armature winding. The inverters are of
customary design, without holding any modification in their structure. The fundamental-
harmonic current produces the main armature field, whereas the high-harmonic i.e., 6th

harmonic current, in this case, develops the high-harmonic field in the air gap of the
machine. The high-harmonic field induces the harmonic current in the exciter winding
of the rotor that is connected to the field winding by means of the rectifier. The induced
harmonic current is rectified and utilized to excite the main rotor field winding. The
interaction of the main armature and rotor fields produces electromagnetic torque. Unlike
the conventional brushless WRSM topologies, which require dual three-phase inverter
configurations with a parallel or open-winding pattern-based operation, or a modification
in the stator armature winding to hold a dual-winding configuration, the proposed topology
just utilizes customary three-phase and single-phase inverters. The operation of the single-
phase inverter does not require any sophisticated control strategy, which eliminates the
complications related to the control of the inverters associated with conventional brushless
topologies based on an open-winding pattern. In addition, the operation of the proposed
topology does not require any additional power electronics components, such as thyristor
switches, as in the case of the conventional brushless topologies presented in [14] and [18].
The proposed topology along with its operating principle and electromagnetic analysis are
discussed in subsequent sections. A comparative performance analysis of the proposed
topology with the typical brushless WFSM employing the 3rd harmonic injection-based
field excitation scheme is carried out and is presented in these sections.

2. Methodology

2.1. Proposed Topology

The proposed high-harmonic injection-based WFSM topology is presented in Figure 2.
This topology employs two inverters, namely inverter-1 and inverter-2. Inverter-1 provides
the regular three-phase input armature currents (Iabc1) to the armature winding (ABC) of
the machine, whereas inverter-2 injects the single-phase high-harmonic current (IH) i.e., 6th

harmonic current in this case, to the neutral-point of the Y-connected ABC winding. The
input armature currents of inverter-1 are responsible for the fundamental-harmonic current
of the armature winding that produces the fundamental MMF in the air gap. However,
the single-phase 6th harmonic input current of inverter-2 is responsible for generating a
high-harmonic current component of the armature winding. This current develops the
high-harmonic MMF in the air gap. Although the fundamental and high-harmonic MMF
components are produced by the same armature winding, the difference in their frequencies
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makes them uncoupled. On the rotor side, the rotor has two windings, namely excitation
winding and field winding. Both windings are electrically connected by an uncontrolled
rectifier. The fundamental MMF component produces the main armature magnetic field,
whereas the high-harmonic MMF component induces the harmonic current in the rotor
excitation winding. The induced harmonic current is rectified to inject DC to the field
winding of the rotor to produce the rotor main field. The produced rotor field interacts
with the equal number of stator poles to produce torque. A 4-pole 24-slot (4p24s) machine
is utilized to validate the operation of the proposed high-harmonic injection-based WFSM
topology. This machine is adopted from [16]. The structure of the employed machine along
with its armature and rotor winding configurations are presented in Figure 3. As seen in the
figure, the stator core is equipped with 4-pole, 24-slot, double-layered armature winding
whereas the rotor is fitted with 4 rotor main teeth and 8 rotor sub-teeth to accommodate
the excitation and field windings. The parameters of the armature winding used for the
employed machine are presented in Table 1, which shows that the winding factor of the
winding is 0.933. The winding factor and the three-phase MMF for the different harmonic
numbers generated for armature winding used for the employed machine are presented in
Figure 4a,b, respectively. The winding configuration used for the armature of the machine
is chosen from the various options available on online tool named as Emetor-Electric motor
winding calculator [21].

Figure 2. Proposed brushless WFSM topology.

Figure 3. Two-dimensional machine layout and its winding configuration.
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Table 1. Winding parameters for the employed machine.

Parameter Value

Number of poles/slots/layers 4/24/2
Coil span 5 slots
Pole pitch 6 slots

Periodicities 2, 4
Winding factor 0.933

Figure 4. (a) Winding factor and (b) three-phase MMF for different harmonic numbers generated for
the armature winding used for employed machine [21].

2.2. Mathematical Modelling

In order to explain the operation of the proposed high-harmonic injection-based field
excitation scheme for the brushless operation of WFSMs, a mathematical model is presented
in this sub-section.
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For the typical WFSM topology employing 3rd harmonic injection-based field excita-
tion scheme [12], the magnetomotive force (MMF) for each phase is expressed as:

MMFA = iANϕ1(sin θs +
1
3 sin 3θs)

MMFB = iBNϕ1

{
sin(θs − 2π

3 ) + 1
3 sin 3θs

}
MMFC = iC Nϕ1

{
sin(θs +

2π
3 ) + 1

3 sin 3θs

} (1)

where,

Nϕ1 =
2
π
(per phase number o f turns)

θs = electrical angle (spatial), and
ω = angular frequency (electrical).
The armature winding currents can be expressed as:

iA = I1 sin(ωt) + IH
iB = I1 sin(ωt − 2π

3 ) + IH
iC = I1 sin(ωt + 2π

3 ) + IH

(2)

where I1 is the fundamental and IH is the supplied single-phase harmonic current into the
armature winding.

When you bring Equation (2) to Equation (1), and add the MMF of three-phase
armature windings A, B, and C, the net MMF of the armature winding is expressed as:

MMFABC(θs, i) = MMFA + MMFB + MMFC (3)

MMFABC(θs, i) =

⎡
⎢⎢⎢⎣

Nϕ1

{
sin(θs) +

1
3 sin 3θs

}
{I1 sin(ωt) + IH}

+Nϕ1

{
sin(θs − 2π

3 ) + 1
3 sin 3θs

}{
I1 sin(ωt − 2π

3 ) + IH
}

+Nϕ1

{
sin(θs +

2π
3 ) + 1

3 sin 3θs

}{
I1 sin(ωt + 2π

3 ) + IH
}
⎤
⎥⎥⎥⎦ (4)

MMFABC(θs, i) = Nϕ1

⎡
⎣ I1

{
sin(ωt) sin(θs) + sin(ωt − 2π

3 ) sin(θs − 2π
3 )

+ sin(ωt + 2π
3 ) sin(θs +

2π
3 )

}
+IH sin 3θs

⎤
⎦ (5)

MMFABC(θs, i) =
3
2

I1Nϕ1 cos(ωt − θs) + IH Nϕ1 sin 3θs (6)

Equation (6) gives the net MMF produced in the air gap, which consists of two parts:
(1) the fundamental MMF component, which produces the main armature field of rotating
nature, and (2) spatial-location-fixed MMF component that develops a harmonic field in
the air gap. This MMF component is utilized by the injected single-phase harmonic current.
Since the main armature and the harmonic fields are produced by the currents having
different frequencies, both the fields are not coupled.

Assuming that θ0 is the rotor excitation winding initial position angle, the spatial
position of the excitation winding can be calculated as under:

θs = ωt + θ0 (7)

The generated flux of each winding pole will be:

ψE = nEPgNϕ1
{ 3

2 I1 cos(ωt − θs) + IH sin 3θs
}

ψE = nEPgNϕ1
{ 3

2 I1 cos θ0 + IH sin(3ωt + 3θ0)
} (8)

where nE is the rotor excitation winding number of turns, and Pg is the air gap permeance.
When IH is the 3rd harmonic current, as in the case of [12], we have:

IH = I3 sin 3(ωt) (9)
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and the magnitude of the induced EMF in the rotor excitation winding can be calculated
as [22,23]:

eE = 6 dψE
dt

eE = 6nEPgNϕ1{0 + 3I3ω cos 3(ωt) sin(3ωt + 3θ0)}
eE = 18nEPgNϕ1 I3ω sin(6ωt + 3θ0)

(10)

As the proposed high-harmonic field excitation scheme is based on the injection of
single-phase 6th harmonic current, IH in this case will become:

IH = I3 sin 6(ωt) (11)

and the magnitude of the induced EMF in the rotor excitation winding for the proposed
high-harmonic injection-based field excitation scheme can be calculated as:

eE = 6 dψE
dt

eE = 6nEPgNϕ1

{
0 + 6I3ω cos 6(ωt) sin(3ωt + 3θ0)
+3I3ω sin 6(ωt) cos(3ωt + 3θ0)

}
(12)

eE = 3nEPgNϕ1 I3ω{9 sin(9ωt + 3θ0)− 3 sin 3(ωt − 3θ0)} (13)

The induced EMF in the rotor excitation winding is rectified by an uncontrolled
rectifier in order to inject DC to the field winding of the rotor to create the main rotor field.
This field, when interacting with the 4-pole armature field, generates torque and archives
brushless operation for WFSM.

3. Electromagnetic Analysis

To support the presented theory and to attain the electromagnetic performance of
the proposed high-harmonic injection-based WFSM topology, a finite element method
(FEM) is utilized in order to carry out a finite element analysis (FEA) in JMAG-Designer
ver. 19.1. For the comparative performance analysis, typical brushless WFSM topology
based on a 3rd harmonic injection field excitation scheme (as presented in Figure 1) is also
implemented. Both topologies are investigated under the same loading conditions and for
the same machine (as presented in Figure 3). The parameters of this machine are presented
in Table 2. A slide mesh is generated to carry out the FEA. 50H1300 material manufactured
by NIPPON STEEL is used for the stator and rotor cores. The FEA parameters along with
the attributes associated with the generated mesh are presented in Table 3.

Table 2. Machine specifications.

Parameter Value

Rated power 3 kW
Machine poles/Stator slots 4/24

Rated speed 1800 rpm
Frequency 60 Hz

Stator outer/inner diameter 130/80 mm
Air gap 0.5 mm

Rotor diameter 79 mm
Rotor main/sub-teeth 4/8

Exciter/Field winding number of turns 25/250
Armature winding number of turns 100

Stack length 90 mm
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Table 3. FEA parameters.

Attribute Value

Boundry conditions 195 mm
Number of divisions 21,600
Time interval/1 step 92.5 μs

Number of steps 21,601
Number of elements (for Mesh) 5508

Number of nodes (for Mesh) 4024
Radial divisions (for Mesh) 7

Circumferential divisions (for Mesh) 360

3.1. No-Load Analysis

To examine the no-load operation of the machine used for the validation of 3rd and
6th harmonic injection-based brushless WFSM topologies, no-load analysis is carried out
in JMAG-Designer ver. 19.1. A field current of 2 A is directly supplied to the rotor field
winding in order to generate the main rotor field. The rotor of the machine is rotated at
1800 rpm, as in the previous case. The magnetic flux density plot of the machine under
such a condition is shown in Figure 5. This flux density plot shows that the operation of
the machine is under a saturation level of 1.98 T. A back-EMF of 546.30 Vrms is generated.
The generated back-EMF of the machine is shown in Figure 6a; however, the FFT plot of
this back-EMF is presented in Figure 6b to show its harmonic contents. The peak-to-peak
cogging torque of the employed machine is 1.68 Nm. The generated cogging torque is
shown in Figure 7.

Figure 5. Magnetic flux density plot of the employed machine.

3.2. Full-Load Analysis

The three-phase input armature current of inverter-1 (Iabc1) for the 3rd and 6th harmonic
injection-based brushless WFSM topologies is 5 A (peak) at a 60 Hz frequency. This current
is presented in Figure 8a. In the case of the 3rd harmonic injection-based WFSM topology,
the magnitude of the single-phase input armature current for inverter-2 is 1 A (peak) at a
180 Hz frequency, whereas it is 1 A (peak) at a 360 Hz frequency in the case of the proposed
high-harmonic injection-based WFSM topology, as presented in Figure 8b,c, respectively.
Figure 8d,e show the three-phase armature currents flowing across A, B, and C windings
employing the 3rd and 6th harmonic injection-based brushless WFSM topologies. Fast
Fourier transform (FFT) plots for phase A of the armature currents are produced to show
the amplitude of the fundamental and harmonic current components for the 3rd and 6th

harmonic injection-based WFSM topologies. These graphs are presented in Figure 9a,b,
respectively.
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Figure 6. (a) Back-EMF of the employed machine, and (b) its FFT plot.

Figure 7. Cogging torque of the employed machine.
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Figure 8. Cont.
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Figure 8. (a) Inverter-1 current, (b) inverter-2 current for the 3rd harmonic injection-based topology,
(c) inverter-2 current for the 6th harmonic injection-based topology, (d) armature currents for the 3rd

harmonic injection-based topology, and (e) armature currents for the 6th harmonic injection-based
WFSM topology.

Figure 9. Cont.
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Figure 9. FFT plot of phase A of the armature currents for (a) typical brushless WFSM topology based
on 3rd harmonic field excitation scheme, and (b) proposed high-harmonic injection-based WFSM
topology.

The shaft of both machines is rotated at a speed of 1800 rpm, whereas the simulations
are performed for 1 s. The flux linkages of the machine using the conventional and
proposed WFSM topologies are presented in Figure 10a,b, respectively. Figure 11a,b
show the magnetic field density plot of the analyzed machines employing the 3rd and 6th

harmonic injection-based brushless WFSM topologies, respectively. These figures show
that the operation of the investigated machines is under a saturation level of 2.24 T, and
none of its parts become saturated during the operation. The rotor harmonic and field
currents for the 3rd and 6th harmonic injection-based brushless WFSM topologies are
presented in Figure 12a,b, respectively. As seen in the figures, the magnitude of the average
field current for the brushless WFSM topology based on the 3rd harmonic field excitation
scheme is around 2.007 A, whereas, for the proposed high-harmonic injection-based WFSM
topology its magnitude is 2.08 A, which is 3.63% higher than the 3rd harmonic injection-
based topology. Figure 13a,b show the output torque of the analyzed machines. The
comparative performance analysis of the 3rd and 6th harmonic injection-based brushless
WFSM topologies is presented in Table 4.

Table 4. Comparative performance analysis.

Attribute
3rd Harmonic

Injection-Based Topology
6th Harmonic

Injection-Based Topology

Average output torque 12.4814 Nm 12.8048 Nm
Maximum torque 15.1361 Nm 15.3927 Nm

Torque ripple 42% 42.5%

Efficiency 82.91% 85.095%
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Figure 10. Flux linkages for (a) 3rd harmonic injection-based, and (b) 6th harmonic injection-based
WFSM topologies.

Figure 11. Cont.
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Figure 11. Magnetic flux density graph for (a) 3rd harmonic injection-based, and (b) 6th harmonic
injection-based WFSM topologies.

Figure 12. Rotor currents for (a) 3rd harmonic injection-based, and (b) 6th harmonic injection-based
WFSM topologies.

196



Mathematics 2021, 9, 1721

Figure 13. Output torque for (a) 3rd harmonic injection-based, and (b) 6th harmonic injection-based
WFSM topologies.

4. Conclusions

A high-harmonic injection-based field excitation scheme for the brushless operation of
WFSMs has been discussed in this paper. This scheme utilized two inverters. One inverter
provided the regular three-phase current, while the second inverter injected the single-
phase 6th harmonic current to the neutral-point of the Y-connected armature winding. The
regular three-phase current was used to produce the main armature field, whereas the
single-phase 6th harmonic induced the harmonic current in the rotor excitation winding.
The induced harmonic current was used to supply DC to the field winding of the rotor
after rectification, in order to attain a brushless operation.

A four-pole, 24-slot machine was utilized to validate the operation of the proposed
scheme and attain its electromagnetic performance by FEA. The proposed high-harmonic
injection-based field excitation scheme attains a better performance for the output average
torque, maximum torque, and efficiency. However, the torque ripple of the proposed
scheme is 0.5% higher than the typical brushless WFSM topology, based on the 3rd harmonic
field excitation scheme.
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Abstract: In this paper, a hexagonal magnet shape is proposed to have an arc profile capable of
reducing torque ripples resulting from cogging torque in a single-sided axial flux permanent magnet
(AFPM) machine. The arc-shaped permanent magnet increases the air-gap length effectively and
makes the flux of the air-gap more sinusoidal, which decreases air-gap flux density and hence causes
a reduction in cogging torque. Cogging torque is the basic source of vibration, along with the noise in
PM machines, since it is the main cause of torque ripples. Cogging torque is independent of the load
current and is proportional to the air-gap flux and the reluctance variation. Three-dimensional finite
element analysis (FEA) is used in the JMAG-Designer to analyze the performance of the conventional
and proposed hexagonal-shaped PM AFPM machines. The proposed shape is designed to reduce
cogging torque, and the voltage remains the same as compared to the conventional hexagonal-
shaped PM machine. Further, optimization is performed by utilizing an asymmetric overhang. Latin
hypercube sampling (LHS) is used to create samples, the kriging method is applied to approximate
the model, and a genetic algorithm is applied to obtain the optimum parameters of the machine.

Keywords: Axial flux permanent magnet machine; 3D FEA; Genetic algorithm; hexagonal-shaped
PMs; PM overhang

1. Introduction

Permanent magnet machines are divided into three categories—axial, radial, and
transverse machines—depending upon the direction of flux through the air-gap. AFMs
have several benefits over radial and transverse flux machines. They have high a power-
to-weight ratio and easily modifiable air-gaps [1,2]. The axial flux permanent magnet
(AFPM) machines are widely used, especially for power generation and electric vehicle
(EVs) applications, due to their high power density and their compressed structure [3–9].
Furthermore, AFPM machines perform exceptionally well at a wide range of rotational
speeds, which is appropriate for low-speed, high-torque characteristics. A single-sided
AFPM machine is discussed in this paper due to its compact size and low cost. However,
similar to other machines, single-sided AFPM machines also suffer from torque ripples,
mainly due to cogging torque [10].

In PM machine design, cogging torque is a concern since it adds undesirable harmonics
to torque. There are various techniques that exist to overcome cogging torque [11,12].
Skewing is the simplest, most common, and most effective technique used in PM machines
to decrease the cogging torque. It also decreases the high order harmonics in the back-EMF
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waveform [13]. Cogging torque reduction is still a considerable issue in PM machines.
Investigating methods of cogging torque minimization is of high importance, and various
methods are discussed and investigated in other work [14–19].

Another technique of reducing cogging torque is the stator slots-to-rotor poles ratio.
In the integral slot machines, components of cogging torque that are produced by all of
the magnets are in phase with each other, which results in a high resultant cogging torque.
However, in the fractional slot machines, components of the cogging torque are out of
phase with each other [11]. Hence, the resultant cogging torque is reduced since some of the
cogging components are partially canceled. Generally, it is desirable to use a combination
of slot and pole numbers that has a higher least common multiple [20]. There are also
different methods for reducing torque ripples; the shifting and stepping of rotor magnets
is one of the most effective methods [21]. Three-dimensional FEA is utilized for a more
precise performance analysis of the AFPM machine as compared to the analytical methods.
To achieve high efficiency, stator-sided iron must not be saturated, and torque ripples
should be nearby zero.

In the AFPM machine, the pole length is measured from the inner side to the outer
diameter of the rotor back iron. The circumference of the outer side of the rotor is larger
than the inner side. Consequently, to increase the active utilization of the surface area of
the rotor, a hexagonal shape is more advantageous than a rectangular or circular shape. In
practice, circular-shaped magnets may not be used in AFPM machines, especially when a
higher number of poles is required [22].

A symmetrical, sinusoidal-shaped radial flux permanent magnet machine (RFPM)
was designed, which removes the harmonics of back-EMF more effectively and has been
proposed as a method for obtaining reduced cogging torque [23]. In [24], a trapezoidal
arc-shaped is introduced to reduce torque ripples and cogging torque. In arc-shaped PM,
the effective length of the air-gap is increased, which is not identical across the one magnet;
it is at its maximum at the pole edges and reaches its minimum at the center of the pole.
Hence, the increased length of an air-gap reduces the magnetic flux between magnets;
therefore, cogging torque and torque ripples are reduced.

Generally, permanent magnet motors have an overhang structure in which the length
of PM is longer than the length of the stator’s stack. The overhang structure is commonly
installed in PM machines to increase the air-gap flux density by concentrating magnetic
flux [25]. The optimization of rotor overhang variation and PM overhang within the
tangential direction is proposed to enhance the performance of AFPM machines.

Multi-objective optimization has received the most attention recently and is used
in the optimization of electric machines. To improve the average output torque of the
switched reluctance motor, a multi-objective optimization analysis is investigated in [26].
In [27], another optimization technique, based on particle swarm optimization (PSO), is
discussed for cogging torque reduction and efficiency enhancement of the brushless DC
motor. A 3D Pareto front linear induction motor with finite element model evaluation is
optimized and analyzed in [28]. This paper performs the well-known, simple and practical
optimization approach due to its suitability for non-linear data, as implemented in [29,30].

In this paper, a single-rotor, single-stator AFPM with a proposed PM shape is intro-
duced. It utilizes the arc profile for the conventional hexagonal-shaped PM. The proposed
hexagonal-shaped PM decreases the air-gap flux density, thus decreasing the cogging
torque and torque ripple, which improves the performance of the machine. In addition, the
optimization of the proposed model, which is obtained through a genetic algorithm (GA),
further enhances its output characteristics by using asymmetric overhang. The research
methodology, as described in [31], is presented in Figure 1.
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Figure 1. Flow chart of design and optimization process.

2. Machine Topology and Design Process

The single-sided machine is the most fundamental of these topologies for AFPM’s.
This arrangement contains one stator disc containing coils and one rotor disc containing
magnets. Magnets in the rotor alternate between having south and north poles facing the
stator, as shown in Figure 2.

In this topology, it is possible to attain a high ratio between the diameter and machine
length. The topology normally consists of a compact design and offers low cost. The
main disadvantage of single-sided topology is the major force attraction problem; because
magnetic flux is coming from only one side, the attractive forces result in the bending of
the yokes and high bearing losses. Table 1 shows the parameters of the basic model. The
power of this machine is 2.5 kW and the frequency is about 700 Hz. A SRSS machine, with
14 poles mounted on the rotor and 12 slots on the stator having a double-layer winding, is
used in this research.
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Figure 2. Single-rotor, single-stator axial flux permanent magnet machine.

Table 1. Main dimensions and operating parameters of the conventional and proposed models.

Parameters Conventional/Proposed Units

Outer diameter 110 mm
Inner diameter 64 mm

Axial length 40/40.3 mm
Stator slots depth 15 mm
Stator slots width 5 mm

Stator core thickness 10 mm
Rotor core thickness 12 mm

Operating speed 6000 rpm
Number of turns 32 -

Length of magnet (Lm) 22.5 mm
Side length (Ln) 12.5 mm

Width (Wm) 18 mm
Top and bottom width (Wn) 9.5 mm

Magnetic gap 1 mm
Magnet thickness 2.5/2.8 mm

Arc height NA/1.8 mm
Flat portion (Hm) NA/1 mm

Height of center (Hn) NA/1.5 mm

The mathematical discussion of the basic model that is briefly discussed here is the
same as the one discussed in [21]. The input power calculations can be made as discussed
in (1).

Pin = 2
m
T

∫ T

0
Em sin(ωt)Im sin(ωt)dt (1)

where m, Em, and Im represent the phase numbers, the amplitude of back-EMF, and the
phase current, respectively. The output power calculations are depicted in (2), where γ
represents efficiency [29–31].

Pout = γmEm Im (2)

The flux can be computed as in (3)

ϕ = ϕm cos(Npαr) (3)

where ϕ denotes the magnitude of flux, αr shows the rotor position, and Np represents the
number of rotor poles, respectively. The back-EMF can be expressed as in (4).

e(t) = Nphωr NP ϕm sin(Npαr) (4)
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where Nph and ωr show the phase coil turns and the angular speed of the rotor, respectively.
By combining (1) and (2), back-EMF is determined as in (5).

e(t) = Nphωr NPkdk f Bgαi
1

Ns

π

4
(D2

out − D2
in) (5)

where kf, kd, Bg, Ns, Dout, and Din represent the air-gap flux density coefficient, the lux
leakage coefficient, the air-gap flux density, the slot numbers, the pole arc coefficient, and
the outer and inner diameters of the rotor, respectively. The armature current is computed
as in (6) [29–31].

Im =

√
2AeπDin
2mNph

(6)

where Ae shows the electrical loading. By putting the (3) and (4) in (2), the input power is
given, as shown in (7).

Pin =

√
2π3

240
Np

Ns
kdk f kio(1 − k2

io)AeBgαiD3
outnrpmγ (7)

where kio represents the ratio of the inner and outer diameters and nrpm represents the rotor
speed. Furthermore, the output torque can be computed as in (8).

Tout =

√
2

240
π2 NP

Ns
kdk f kio(1 − k2

io)AeBgαiD3
outγ (8)

It is very clear from (7) and (8) that the power and torque are dependent on the Ae, Bg,
and Np/Ns. From (7), the outer diameter can be represented as in (9).

Dout = 3

√
240PoutNs√

2π3Nrkdk f kio(1 − k2
io)AeBgαinrpmγ

(9)

3. Proposed and Optimized Model

The proposed design is generated using the creation of an arc in the conventional
model and is presented in the next subsection. Later, the proposed design is optimized to
further improve the results presented in the subsequent section.

3.1. Hexagonal Conventional and Proposed Model Magnets

The conventional and proposed hexagonal magnets’ shapes are shown in Figure 3.
The length and width, as shown in Figure 3, are kept the same in both the conventional
and proposed models. Moreover, the volume of both of the models is also kept constant.
However, the height of the PMs is different in order to keep the volume of the magnets
constant. In order to preserve the constant volume, magnetic thickness is increased.

3.2. Optimization of Proposed Model

The asymmetric magnetic overhang concept is utilized to optimize the proposed
model. The dimensions of the PM are varied by the inner and outer overhang. Extending
the magnet on the upper side is termed as the upper overhang, and that on the lower side
is the lower overhang. The volume of the magnet is kept constant. The magnets’ inner
width, outer width, and height are also varied, as shown in Figure 4. The limits of the
variables are shown in Figure 4.
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Figure 3. Conventional and proposed hexagonal-shaped magnets for AFPM machines.

Figure 4. Variables (overhang, height, and width) for optimization of the axial flux permanent magnet machine.

4. Results and Discussion of Conventional vs Proposed Model

In this section, the various types of results are produced using the 3D transient FEA of
both the conventional and proposed models. The proposed model is compared with the
conventional model to show its improvements. The comparison is performed for cogging
torque, back-EMF, three-phase voltage, VTHD, torque, torque ripples, and power.

4.1. Comparison of Cogging Torque and Back-EMF of Conventional and Proposed Models

The cogging torque and back-EMF of the conventional and proposed models are
shown in the graphs in Figures 5 and 6. The peak-to-peak cogging torque of the conven-
tional model is 0.705 Nm and that of the proposed model is 0.45 Nm. The cogging torque is
reduced in the proposed model due to the change in PM shape. There is a significant reduc-
tion in the cogging torque due to the proposed magnet shape. The percentage reduction in
the cogging torque of the proposed model is 36.17%. This reduction in the cogging torque
is due to the large, effective air-gap in the proposed model, which decreases the air-gap flux
in the machine. Back-EMF in the proposed model is lower than in the conventional model
due to the enhancement of the effective air-gap length. The back-EMF of the proposed
and conventional models is 109.361 Vrms and 109.092 Vrms, respectively. The decrease in
back-EMF is 0.245%. As can be seen, the decrease in cogging torque is more significant
as compared to the decrease in the back-EMF. This is mainly because cogging torque is
proportional to the square of the air-gap flux.
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Figure 5. Cogging torque comparison for the conventional and proposed models.

Figure 6. Voltage comparison of the conventional and proposed models.

4.2. Voltage Total Harmonic Distortion (VTHD) of the Conventional and Proposed Models

The VTHD of both the conventional and proposed models is shown in Figure 7. The
VTHD of the conventional hexagonal model is 1.33% and the VTHD of the proposed hexago-
nal model is 0.789%. The percentage decrease in VTHD is 40.6%. Thus, the proposed model
has enhanced the fundamental back-EMF component as compared to the conventional
model, due to the arc hexagonal-shaped PM. Thus, with the proposed PM shape’s smooth-
ness in the back-EMF is enhanced, which will be helpful in further reducing the torque
ripples.
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Figure 7. Voltage Total Harmonic Distortion of the conventional and proposed models.

4.3. Torque Analysis of Conventional and Proposed Models

The conventional and proposed models’ output torque is shown in Figure 8. The
output torque of the conventional and proposed models is 3.5984 Nm and 3.56787 Nm,
respectively. The output torque of both of the models is almost equal because both models
have the same back-EMF. The torque ripples of the conventional model are 18.89% and
those of the proposed model are 12.1%. Hence, with the proposed model, the amount
of torque ripple is reduced significantly by 35.94%, and there is no significant change in
average output torque.

Figure 8. Comparison of output torque for the conventional and proposed models.

206



Mathematics 2021, 9, 1738

4.4. Comparison of Conventional and Proposed Models

The performance comparison of the conventional flat hexagonal and the proposed
arc hexagonal magnet models is specified in Table 2. Table 2 shows that the conventional
model provides the most Vrms, Bg, torque ripples, VTHD, and Tcogging. Table 2 shows
that cogging torque and torque ripples are reduced in the proposed model. Further, the
air-gap flux density of the proposed model is reduced compared to the conventional model.
Moreover, the results show that the reduction in VTHD is achieved with the proposed model
in comparison to the conventional model. Furthermore, the back-EMF and torque levels in
both of the models are almost the same.

Table 2. Performance Comparison of Conventional and Proposed Model.

Model Conventional Proposed Units

Voltage (Vrms) 109.361 109.092 V

Cogging torque 0.705 0.45 Nm

Bg (rms) 0.548 0.496 T

VTHD 1.33 0.789 %

Torque 3.59 3.56 Nm

Torque ripples 18.89 12.1 %

5. Optimized Model Results and Discussion

The asymmetric magnetic overhang concept is utilized to optimize the proposed
model, as shown in Figure 9. The dimensions of the PM are varied by the inner and the
outer overhang. Extending the magnet on the upper side is termed as the upper overhang,
and that on the lower side is the lower overhang. The volume of the magnet is kept constant.
The inner width, outer width, and height of the magnets are also varied. Latin Hyper Cube
(LHS) sampling is used to create the experiments. The krigging is used to approximate the
function, and a genetic algorithm is used for the minimization of the objective function.
The volume of the magnet is kept constant. The minimization of the cogging torque and
the maximization of the back-EMF are the objective functions. The objective functions,
constraints, and limits of the variables are described in (10), (11), and (12), respectively.

Maximize the voltage
Minimize the cogging torque

(10)

Cogging torque < 0.45Nm
Voltage > 109.092

(11)

20 ≤ X1 ≤ 26
16 ≤ X2 ≤ 19
0.8 ≤ X3 ≤ 1.7

(12)

Figure 9. Variables for optimization.
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The convergence process of optimization for the objective functions and design vari-
ables is shown in Figures 10 and 11, respectively. The cogging torque is reduced from
0.45 to 0.35, and voltage is increased from 109 V to 112.59 V. Then, the results are verified
through finite element analysis.

Figure 10. Convergence process for design variables.

Figure 11. Convergence process for objective functions.

5.1. Voltage and Cogging Torque Improvement in the Optimized Model

Voltage is improved in the optimized model, from 109.361 Vrms to 112.592 Vrms. The
voltage comparison graph of the proposed and optimized models is shown in Figure 12. A
considerable reduction in cogging torque is achieved during the optimization process, and
the cogging torque is reduced from 0.45 Nm to 0.356 Nm. Figure 13 shows the improve-
ments in cogging torque. The increase in back-EMF is obtained due to the asymmetric
overhang effect, and the increase of 3.232 V is achieved while the reduction in cogging
torque is 20.88%.
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Figure 12. Voltage comparison of the proposed and optimized models.

Figure 13. Cogging torque comparison of the proposed and optimized models.

5.2. Power and Torque Analysis of Proposed and Optimized Models

The output power of the machine is improved, through optimization, from 2.26 kW to
2.47 kW. The output torque of the machine is improved from 3.859 Nm to 3.643 Nm peak-
to-peak in the proposed model. The enhancement achieved in the output power is 0.21 KW,
and 0.2 Nm torque enhancement is achieved in the optimized model. Moreover, a reduction
in the torque ripple is achieved, from 12.1% to 9.55%. during the optimization process.
Figures 14 and 15 show the output power and torque of the proposed and optimized
models.
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Figure 14. Comparison of power for the proposed and optimized models.

Figure 15. Torque comparison of the proposed and optimized models.

5.3. Comparison of Performance for Proposed and Optimized Models

The performance comparison of the proposed arc hexagonal magnets and the opti-
mized model is provided in Table 3, which includes Vrms, Bg, torque ripple, and Tcogging.
The table illustrates that minimum cogging torque, output torque ripples, and maximum
voltage are achieved in the optimized model, and all of these performance parameters are
summarized in Table 3.

Table 3. Performance Comparison of Conventional and Proposed Models.

Model Proposed Optimized Units

Voltage (Vrms) 109.092 112.592 V

Cogging torque 0.745 0.356 Nm

Bg (rms) 0.496 0.481 T

VTHD 0.789 1.9 %

Torque ripples 12.1 9.55 %
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6. Conclusions

An AFPM machine with an arc hexagonal magnet shape is proposed to decrease
cogging torque. In the proposed model, cogging torque is reduced, and output torque
has been reduced due to an increase in air-gap length as compared to the conventional
model. The VTHD of the conventional hexagonal-shaped model is 1.33%, and the VTHD
of the proposed model is 0.789%; hence, the VTHD is reduced in the proposed model.
The arc hexagonal-shaped proposed model is then further optimized to achieve reduced
cogging torque and increased output torque. In the optimized model, cogging torque and
torque ripples are reduced, the output torque is improved, and power is also increased
as compared with the proposed hexagonal model. The performance characteristics of
the optimized model exhibit improved results relative to the proposed and conventional
models.
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Abstract: This paper proposes a novel brushless excitation topology for a three-phase synchronous
machine based on a customary current-controlled voltage source inverter (VSI). The inverter employs
a simple hysteresis-controller-based current control scheme that enables it to inject a three-phase
armature current to the stator winding which contains a dc offset. This dc offset generates an
additional air gap magneto-motive force (MMF). On the rotor side, an additional harmonic winding
is mounted to harness the harmonic power from the air gap flux. Since a third harmonic flux is
generated in this type of topology, the machine structure is also modified to accommodate the
third harmonic rotor winding to have a voltage induced as the rotor rotates at synchronous speed.
Specifically, four-pole armature and field winding patterns are used, whereas the harmonic winding
is configured for a twelve-pole pattern. A diode rectifier is also mounted on the rotor between the
harmonic and field windings. Therefore, the generated voltage on the harmonic winding feeds the
current to the field winding for excitation. A 2D-finite element analysis (FEA) in JMAG-Designer was
carried out for performance evaluation and verification of the topology. The simulation results are
consistent with the proposed theory. The topology could reduce the cost and stator winding volume
compared to a conventional brushless machine, with good potential for various applications.

Keywords: brushless topology; third harmonic flux; dc offset; wound field synchronous machines

1. Introduction

High cost of rare earth magnets and flux control method complexity in permanent
magnet synchronous machines (PMSMs) are serious problems in making the PMSM suit-
able for many applications [1]. However, alternatives such as wound field synchronous
machines (WFSMs) can be used in a variety of applications ranging from small capacity
motors to large capacity power generation applications [1–3]. In [2], it was specifically
investigated for use in automotive driving compared to permanent magnet excited ma-
chines. Given the potential in WFSM, due to its low-price benefit, an inherent problem of
its assembly of brushes and slip rings must be solved for comparison. In small capacity
applications, operating it without brushes and slip rings will be convenient [3–7].

In [8], utilizing space harmonics power, a brushless WFSM was designed with an
additional winding on the rotor. The additional rotor winding in that case will retrieve the
space harmonics power and feed a current to the field winding of the machine as a voltage
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source, removing the need for any external dc power source for excitation. A similar
approach has been explored in [9] to design a brushless WFSM using space harmonics
for excitation.

In [10], a self-excited brushless synchronous generator was designed and investigated
to utilize the fifth space harmonic of armature MMF to excite main field winding in a
cylindrical rotor design.

In [11,12], brushless excitation was achieved by injecting a third harmonic in the same
armature windings to create a harmonic air gap flux for rotor excitation. In a similar
attempt, an additional winding on the stator was used for more controllability of the
harmonics in [13].

In [14], to reduce the components, a thyristor-generated harmonic current was used
to feed and control the current, employing an additional harmonic winding on the stator
with a similar machine structure as in [13]. However, these brushless machines have some
disadvantages, such as high stator/rotor winding or core volume compared to a benchmark
machine. Otherwise, the machine performance is not comparable to a conventional PMSM
or WFSM.

However, recently new topologies have been designed and investigated to solve the
remaining problems in the brushless excitation of WFSMs [15–18].

In [15], stator armature winding was connected in such a way that the three phase
armature winding terminals were connected to an exciter winding mounted on the stator
through diode rectifier. This topology will generate two types of fluxes in the air gap
creating both the fundamental and harmonic flux through single power supply. However,
it is limited to small scales due to load insensitivity and unwanted harmonics.

In [16,17], stator armature winding was connected in such a way that the ampere-turns
resulting from supplying current were unequal in two portions of the machine structure.
This attempt results in sub-harmonic air gap flux in addition to the fundamental flux.

In all these types of machines, the additional flux is generally created to be induced
in a rotor harmonic winding which acts as power source for the field winding excitation.
However, changing the conventional winding connection patterns generally results in
unwanted harmonics along with the desired harmonic frequencies.

Recently, a brushless WFSM based on a single rectifier is proposed in [18]. This
topology is presented in Figure 1. The proposed WFSM is based on two power sources.
One is directly connected to the main armature winding, whereas the second power source
is connected to the three-phase rectifier whose output is connected to the neutral point of
the armature winding which is Y-connected. This results in a dc offset for the armature
currents which generates a third harmonic air gap flux. The rotor harmonic winding
harnesses the third harmonic power from the air gap flux for brushless operation.

In this paper, a dc offset for the armature winding currents, previously realized
using two power sources in [18], is produced using a single customary current-controlled
voltage source inverter (CCVSI). The inverter operation is based on a simple and easy to
implement current control scheme. This control scheme involves a hysteresis controller
that enables it to generate three-phase currents for the stator winding which contains a
dc offset for each phase. The magnitude of the dc offset can be varied by varying the
reference currents of the controller. This dc offset generates an additional air gap MMF
which produces a third harmonic air gap flux. The generated flux is intercepted by the
rotor harmonic winding wound along with the field winding for brushless excitation. In
the proposed WFSM topology, the conventional armature winding is exploited to reduce
any additional unwanted harmonics which can reduce the machine performance. In
addition, the proposed topology requires a single customary CCVSI employing a simple
control scheme, which makes it cost-effective compared to the brushless WFSM topology
presented in [18]. The proposed inverter topology and its operating principle are discussed
in subsequent sections. Finite element analysis (FEA) in JMAG-Designer 19.1 is employed
to validate the proposed topology and achieve its electromagnetic performance.
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Figure 1. Conventional three-phase rectifier-based brushless WFSM topology.

2. Proposed Inverter Topology

A simplified representation of the proposed brushless WFSM topology, in which
the inverter generates an armature current with a dc offset for the stator winding of the
machine, is presented in Figure 2. The armature winding in the proposed brushless WFSM
is connected to the customary three-phase, two-level, current-controlled voltage source
inverter. The rotor of the machine has harmonic and field windings connected through a
rotating diode rectifier. The comprehensive illustration of the proposed topology is shown
in Figure 3a, in which the inverter uses a control scheme for the required commutation
of the inverter which switches based on a typical hysteresis controller. The employed
hysteresis controller controls the phase currents of the armature winding with a specific
hysteresis band over the given reference current signals. The controlled output currents
with the required dc offset, which essentially contain the fundamental and the bias/dc
current components, are given to the armature winding of the machine. Consequently,
the proposed inverter topology involves two dc sources connected in series as shown in
Figures 2 and 3a. The coupling point of the dc source is connected to the neutral point
of the Y-connected armature winding of the machine. The switching potentials of the
inverter switches are used to decide the bandwidth of the current controllers. The reference
current signals i*a, i*b, and i*c used for the employed hysteresis current control scheme are
generated through the following equation:

i∗a = I sin(ωt) + Ibias
i∗b = I sin(ωt − 2π

3 ) + Ibias
i∗c = I sin(ωt + 2π

3 ) + Ibias

(1)

Figure 3b shows the reference and controlled inverter output currents for phase A of
the proposed inverter topology. In the given figure, the black color waveform represents
the reference signal, whereas the red color waveform denotes the inverter output current.
Figure 3c illustrates the three-phase input armature currents, which produces the following
neutral current:

IN = ia + ib + ic = 3Ibias (2)

The generalized voltage equation for the armature winding is as follows:

vx = Rix + L
dix

dt
(3)

where x ε{a, b, c}, vx, and ix represent the proposed CCVSI output voltage and current, respec-
tively. R and L represent the armature winding resistance and inductance of the machine.
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Figure 2. Simplified diagram of the proposed brushless WFSM drive topology.

 

(a) (b) 

 
(c) 

 

Figure 3. (a) Proposed inverter topology, (b) reference and controlled output current for phase A, and (c) controlled
three-phase output currents of the inverter.

3. Machine Topology and Working Principle

The input armature currents (iabc) generated through the method discussed in Section 2
are given to the machine’s armature winding. A 4-pole, 42-slot (4p42s) machine with a
concentrated, double-layered armature winding, which has a winding factor of 0.932, is
employed to validate the proposed brushless WFSM topology. The employed machine
along with its stator and rotor winding configurations are shown in Figure 4a,b, respectively.
As seen from Figure 4b, the rotor of the machine has four main teeth to accommodate
the four-pole rotor field winding, whereas each main tooth is further altered to have two
sub-teeth to house the rotor harmonic winding. The rotor harmonic winding is based on a
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twelve-pole winding configuration to harness the harmonic power generated in the air gap
flux. The detailed winding specifications are presented in Table 1.

 

 

(a) (b) 

Figure 4. (a) Machine model with stator winding and (b) rotor winding configurations.

Table 1. Winding parameters for the employed machine.

Parameter Value

Number of poles/slots/layers 4/42/2
Coil span 9 slots
Pole pitch 10.5 slots

Periodicities 2
Winding factor 0.932

The operation of the proposed brushless WFSM topology is investigated considering
four different cases, each is based on the supply of input armature currents (iabc) with a
different magnitude of dc offset/bias. In case 1 and 2, the armature winding is supplied
with currents having a dc offset of 0.6 A and 1.2 A for each phase, respectively. However, a
dc offset of 1.8 A and 2.4 A is achieved for the stator armature currents of the employed
machine in case 3 and 4, respectively. The input armature currents during all operating
conditions, i.e., case 1 to 4, are presented in Figure 5a–d.

These currents produce a magnetomotive force (F) for each phase of the armature
currents, as given under:

Fa = iaNϕ1(sin θs +
1
3 sin 3θs)

Fb = ibNϕ1

{
sin(θs − 2π

3 ) + 1
3 sin 3θs

}
Fc = icNϕ1

{
sin(θs +

2π
3 ) + 1

3 sin 3θs

} (4)

In the above equation
Nϕ1 = 2

π (per phase number o f turns)
θs = electrical angle (spatial), and
ω = angular frequency (electrical).
The controlled armature winding currents can be expressed as:

ia = I1 sin(ωt) + Ibias
ib = I1 sin(ωt − 2π

3 ) + Ibias
ic = I1 sin(ωt + 2π

3 ) + Ibias

(5)
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where I1 is the fundamental and Ibias is the magnitude of the dc offset for the armature
winding currents for each phase.

  
(a) (b) 

  
(c) (d) 

Figure 5. Armature winding currents with (a) 0.6 A, (b) 1.2 A, (c) 1.8 A, and (d) 2.4 A dc offset for each phase.

Bring Equation (5) to Equation (4), and add the MMF of three-phase armature wind-
ings a, b, and c. The net MMF (Fabc) of the armature winding is expressed as:

Fabc(θs, i) = Fa + Fb + Fc (6)

Fabc(θs, i) =

⎡
⎢⎢⎢⎣

Nϕ1

{
sin(θs) +

1
3 sin 3θs

}
{I1 sin(ωt) + Ibias}

+Nϕ1

{
sin(θs − 2π

3 ) + 1
3 sin 3θs

}{
I1 sin(ωt − 2π

3 ) + Ibias
}

+Nϕ1

{
sin(θs +

2π
3 ) + 1

3 sin 3θs

}{
I1 sin(ωt + 2π

3 ) + Ibias
}
⎤
⎥⎥⎥⎦ (7)

Fabc(θs, i) = Nϕ1

⎡
⎣ I1

{
sin(ωt) sin(θs) + sin(ωt − 2π

3 ) sin(θs − 2π
3 )

+ sin(ωt + 2π
3 ) sin(θs +

2π
3 )

}
+3Ibias

⎤
⎦ (8)

Fabc(θs, i) =
3
2

I1Nϕ1 cos(ωt − θs) + 3Ibias (9)

The above equation shows that Fabc consists of the normal fundamental MMF rotating
at synchronous speed and the spatial-location-fixed MMF generated by the dc offset
component of the armature currents. These two fields are not coupled due to the difference
of frequencies.

If the rotor rotates at synchronous speed, the fundamental component of MMF will
not produce any EMF in the harmonic winding of the rotor as the speed of the rotor and
the fundamental MMF is same; however, the stationary MMF component caused by the
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dc offset component of the armature currents will induce a rotating EMF and transformer
action-based EMF in the harmonic winding of the rotor.

Assuming that θ0 is the rotor excitation winding initial position angle, the spatial
position of the excitation winding can be calculated as:

θs = ωt + θ0 (10)

The generated flux of each winding pole will be:

ψh = nhPgNϕ1

{
3
2

I1 cos(ωt − θs) + 3Ibias

}
(11)

where nh is the rotor excitation winding number of turns, and Pg is the air gap permeance.
The magnitude of the induced EMF in the rotor harmonic winding can be calculated

as:
eh = 6 dψh

dt
eh = 18nhPgNϕ1 Ibiasω cos(3ωt + 3θ0)

(12)

From Equation (12), it can be seen that the induced EMF in the harmonic winding
of the rotor is three times as much as the synchronous angular frequency. The induced
EMF (eh) in the rotor harmonic winding is rectified by a rotating rectifier to supply dc to
the rotor field winding to archive brushless operation for WFSM [19,20].

4. Finite Element Analysis

To validate the proposed single inverter-controlled brushless WFSM topology, finite
element analysis (FEA) was carried out in JMAG-Designer. The electromagnetic perfor-
mance of the proposed topology was achieved by developing a 4-pole, 42-slot machine
as presented in Figure 4. The machine was investigated under four different operating
conditions i.e., case 1, case 2, case 3, and case 4. In case 1 and 2, the armature currents had
a dc offset of 0.6 A and 1.2 A for each phase, respectively. However, a dc offset of 1.8 A and
2.4 A was achieved for the armature currents in case 3 and 4. The input armature currents
under these cases are shown in Figure 5a–d and the machine specifications are presented
in Table 2.

Table 2. Machine specifications.

Parameter Value

Rated power 1 kW
Machine poles/Stator slots 4/42

Rated speed 1800 rpm
Frequency 60 Hz

Stator outer/inner diameter 88.5/50 mm
Air gap 0.5 mm

Rotor diameter 49.5 mm
Rotor main/sub-teeth 4/8

Harmonic/Field winding number of turns 9/150
Armature winding number of turns 20

Stack length 80 mm

The machine was operated at a speed of 1800 rpm. The simulations of the proposed
brushless WFSM were carried out for 0.6 s. The flux linkages of the machine under all four
cases are shown in Figure 6a–d. Fast Fourier transform (FFT) plots for phase A of these flux
linkages were carried out to show its harmonic contents. The FFT plots for the flux linkages
of the machine under the investigated operating cases are presented in Figure 7a–d. These
figures show that a considerable magnitude of third harmonic is present in the flux linkages
produced by rotating the shaft of the machine at synchronous speed and the armature
currents generated through the proposed CCVSI. Figure 8a–d show the magnetic field
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density plot of the machine under the investigated operating cases. These plots show that
the operation of the machine is under the saturation level of 1.6 T in case 1, 1.7 T in case 2
and 3, and 1.8 T in case 4.

The third harmonic flux induces the harmonic current in the twelve-pole rotor har-
monic winding, which is rectified through a diode rectifier to excite the rotor field winding.
The induced harmonic and rectified field currents of the employed machine under investi-
gated operating cases are shown in Figure 9a–d.

A four-pole rotor field can get locked with the four-pole main stator field and develop
torque. In case 1 and 2, the magnitude of the average torque generated through the
proposed brushless WFSM topology is 3.198 Nm and 5.252 Nm, respectively. However, in
case 3 and 4, the magnitude of the average torque is 6.4478 Nm and 7.2367 Nm. The output
torque of the machine under the investigated operating cases is shown in Figure 10a–d.
The magnitude of the generated output torque and its torque ripple during the investigated
operating conditions are presented in Table 3. From the table, it can be seen that as the
magnitude of the dc offset increases, the average torque of the machine increases. However,
the torque ripple also increases. It is because the increase in the magnitude of the dc offset
increases the additional harmonics in the machine air gap.

The torque ripple of the machine can be minimized by using parametric optimization
techniques and skewing.

  
(a) (b) 

  
(c) (d) 

Figure 6. Flux linkages of the machine having (a) 0.6 A, (b) 1.2 A, (c) 1.8 A, and (d) 2.4 A dc offset for each phase of
armature currents.
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(a) (b) 

  
(c) (d) 

Figure 7. FFT of flux linkages of the machine having (a) 0.6 A, (b) 1.2 A, (c) 1.8 A, and (d) 2.4 A dc offset for each phase of
armature currents.

  
(a) (b) 

  
(c) (d) 

Figure 8. Magnetic field density plots of the machine having (a) 0.6 A, (b) 1.2 A, (c) 1.8 A, and (d) 2.4 A dc offset for each
phase of armature currents.
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(a) (b) 

 
(c) (d) 

Figure 9. Rotor currents of the machine having (a) 0.6 A, (b) 1.2 A, (c) 1.8 A, and (d) 2.4 A dc offset for each phase of
armature currents.

 
(a) (b) 

  
(c) (d) 

Figure 10. Output torque of the machine having (a) 0.6 A, (b) 1.2 A, (c) 1.8 A, and (d) 2.4 A dc offset for each phase of
armature currents.
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Table 3. Comparative performance analysis.

Attribute Case 1 Case 2 Case 3 Case 4

Average output torque (in Nm) 3.1980 5.2520 6.4478 7.2367
Torque ripple (in %) 60.97 65.689 71.342 76

Maximum torque (in Nm) 4.36 7.25 8.85 10.15

No-Load Analysis

To examine the operation of the machine used to validate the proposed single inverter-
controlled brushless WFSM topology under no-load condition, no load analysis of the
machine was carried out in JMAG-Designer. The machine was provided with a field current
of 1 A dc and was operated at 1800 rpm. The flux linkage of the machine under such
conditions is presented in Figure 11a, whereas the magnetic flux density plot is presented in
Figure 11b. A back-EMF of 76.671 Vrms was generated in the stator winding of the machine
and is presented in Figure 12a. To show the harmonics present in the induced back-EMF, a
FFT plot of the back-EMF was generated and is shown in Figure 12b. The cogging torque
of the machine is 0.04 Nm (peak-to-peak). The generated cogging torque is presented in
Figure 13. The no-load analysis results are presented in Table 4.

 
 

(a) (b) 

Figure 11. (a) Flux linkage and (b) magnetic flux density plot.

  
(a) (b) 

Figure 12. (a) Back-EMF of the employed machine and (b) its FFT plot.
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Figure 13. Cogging torque.

Table 4. No-load analysis.

Attribute Case 4

Back-EMF (in Vrms) 76.671
Cogging torque (in peak-to-peak Nm) 0.04

5. Conclusions

This paper proposes and investigates a single inverter-controlled brushless WFSM
topology in which the inverter injects a three-phase armature current having a dc offset. In
this arrangement, the volume of the machine can be reduced compared to a conventional
brushless WFSM where an additional winding is used on the stator for excitation purpose.
In addition, the proposed topology uses a single inverter and a simple current control
strategy which makes it cost-effective compared to the brushless WFSM topologies of
same kind. In particular, a 4-pole, 42-slot machine was used to simulate in JMAG for
performance evaluation and verification of the working principle. The results show that
a significant amount of torque is produced with the proposed brushless WFSM topology.
This conclusion is, however, only based on the verification of the topology with reference
to its working principle. The performance can be enhanced with an improved machine
structure and optimized for various applications.

The limitation of the proposed single inverter controlled brushless WFSM topology
includes the selection of the magnitude of dc offset for armature currents within a limit
which may never cause any saturation for the stator and rotor cores.
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Abstract: The paper compares the economic effect of using capacitors in fixed speed drives of a
pumping station when using energy-efficient motors of various types. Induction motors of IE2 and
IE3 energy efficiency classes, a direct-on-line synchronous motor with a permanent magnet in the
rotor, and a direct-on-line synchronous reluctance motor are considered. The comparison takes into
account not only the efficiency of the motors, but also their power factor, on which the losses in
the cable and transformer depend. The possibility of using static capacitors to compensate for the
reactive power of motors and reduce the losses is also considered. The feasibility analysis takes
into account that the motors have different initial costs. The cost of capacitors is also taken into
consideration. The analysis shows that the use of static capacitors can have a significant impact on
the comparison between different motors in this application. Without considering capacitors, the
permanent magnet motor has the shortest payback period, otherwise the synchronous reluctance
motor has the shortest payback period.

Keywords: centrifugal pump; direct-on-line permanent magnet synchronous motor; direct-on-line
synchronous reluctance motor; energy efficiency; induction motor; permanent magnet motor; reactive
power compensation

1. Introduction

The high energy intensity of modern industry makes it necessary to improve the en-
ergy efficiency of production processes. About 70% of the electricity generated worldwide
is consumed by electric motors, the most significant part of which is powered directly from
the electrical grid [1]. Electric motors connected directly to the AC mains consume both
real and reactive power. Reactive power does not produce any useful work, but a reactive
current creates additional losses in supply cables and transformers. Therefore, to reduce the
power consumption of an electric drive, the reactive power must be compensated [2]. Many
studies have been devoted to the analysis of the feasibility of reactive power compensation
for electric motors powered directly from the grid. The following methods for improving
the power factor have been proposed [2,3]:

− reduction in the motor voltage at partial load operation (Figure 1a);
− the use of a double motor winding, one section of which is connected to the grid, and

capacitors are connected to the second. Capacitors can be connected in series (Wanlass
connection, Figure 1b) or in parallel to the winding (Roberts’ connection, Figure 1c);

− the use of static capacitors at the motor terminals (Figure 1d);
− the use of semiconductor devices for reactive power compensation.

A particular and most common case of voltage reduction schemes is switching the
winding connection from triangle to star (Δ/Y) [4]. However, such a solution provides
an effective increase in the power factor only when the motor is running at low loads.
Therefore, it will not be effective in most applications [2].

Existing dual-winding solutions (Figure 1b,c) can effectively improve the power factor
of the motor, however, the overall motor losses increase significantly. In addition, the motor
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cost increases, and the reliability deteriorates. Therefore, motors with double windings
have not found wide application [2,3]. The Roberts’ connection was also proposed for
direct-on-line synchronous motors, however, such solutions also did not find wide practical
application [3,5,6].

Another possible way to increase the power factor is to use a semiconductor device
connected in parallel with the motor, or an induction machine with a wound rotor, the
stator of which is directly connected to the mains, and the wound rotor is connected to two
static inverters with a common DC-link (doubly fed induction machine). This method is
effective, but not suitable for low-power motors due to its high cost [7,8].

Static capacitors have long been used for reactive power compensation and are the
most effective method of the above [2]. Non-switchable and switchable capacitor banks
can be used [9]. However, the feasibility analysis of the use of capacitors for various types
of motors, including modern DOL-SynRM and DOL-PMSM, is still poorly covered in
the literature.

  
(a) (b) 

  
(c) (d) 

Figure 1. Reactive power compensation methods for low power AC motors: (a) reducing the voltage at the motor terminals;
(b) Wanlass connection motor winding; (c) Roberts’ connection motor winding; (d) Static capacitors at the motor terminals.

A number of studies are devoted to the analysis of energy savings in a pumping
station due to an increase in the power factor of electric motors. In [10], energy savings are
calculated when using capacitors to compensate for the reactive power of a pumping station
with eight pumps equipped with induction motors. A different number of simultaneously
operating pumps is considered. It has been shown that when the station is fully loaded, the
capacitors will have a very short payback period: about 2 weeks. However, the absolute
value of losses in the transmission line, taking into account the parameters of the cable and
transformer, is not calculated. Only the percentage reduction in losses in the transmission
line and an approximate reduction in electricity costs according to the formula for large
consumers in Egypt are estimated, which is not universal and is not suitable for the case of
small consumers.

In [11], the energy savings of the pump drive were estimated, taking into account the
losses in the cable without taking into account the losses in the transformer. The article
compares annual energy savings and lifetime energy savings for induction motors (IM)
of different efficiency classes, direct-on-line permanent magnet synchronous motor (DOL
PMSM) and direct-on-line synchronous reluctance motor (DOL SynRM) (Figure 2).
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(a) (b) (c) 

Figure 2. Schematic representation of the motor design (a) induction motor (IM); (b) direct-on-line permanent magnet
synchronous motor (DOL-PMSM); (c) direct-on-line synchronous reluctance motor (DOL-SynRM).

All three types of motors under consideration have approximately the same stator
design, but different rotor designs. IM operates in an asynchronous steady-state mode
and has significant electrical losses in the rotor. DOL PMSM and DOL SynRM usually
have a higher efficiency than IM due to the absence of electrical losses in the rotor from
the first (fundamental) current harmonic when operating in a synchronous steady-state
mode. In [11], it is shown that the power factor of the motor has a significant effect on
the cable losses, but the losses in the transformer are not taken into account. However,
transformer losses also significantly depend on the reactive component (power factor) of
the load current.

Paper [12] also discusses a comparison of the energy consumption of IM, DOL PMSM
and DOL SynRM in a pumping application. In this case, the influence of the motor
power factor on the losses in the cable and transformer is taken into account. It has been
shown that the increased power factor can significantly increase energy savings, shorten
the payback period and make the use of DOL PMSM most profitable after several years,
despite its higher cost compared to IM and DOL SynRM and its lower efficiency compared
to DOL SynRM.

This article, in contrast to [11,12], evaluates the energy savings when using static
capacitors for reactive power compensation of various types of motors (IM of energy
efficiency classes IE2 and IE3, DOL PMSM, DOL SynRM) in a pumping application. The
energy savings when using motors of 3.7 kW, 60 Hz, four poles of various types in a
pumping station and their payback period are assessed. Various characteristics of the
motors are taken into account, including their cost, efficiency and power factor. The cost of
capacitors and their effect on cable and transformer losses are also taken into account.

2. Evaluating Pump Station Power Consumption

The article compares the power consumption of a pumping station when using differ-
ent motors with a cyclical law of change in flow, shown in Figure 3a. It is shown in [13]
that this flow-time diagram is typical for pumps without a variable speed drive (VSD). It
is assumed that 100% flow demand corresponds to the best efficiency point (BEP) of the
pump. This choice is justified by the fact that if the pump is chosen in such a way that its
BEP corresponds to this flow rate, then the pump efficiency will be maximum, and the wear
of the pump components will be minimal [14]. Figure 3b shows a diagram of the losses in a
pumping unit. To calculate the electrical power P1 consumed from the mains, it is necessary
to calculate the mechanical power Pmech on the motor shaft at a certain flow rate Q, as well
as the corresponding value of the power losses in the motor, cable and transformer.
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(a) (b) 

Figure 3. Accessing a pump unit energy consumption: (a) variation of the pump flow during operation; (b) diagram of
power losses in a pump unit.

Figure 4 shows the diagram of the pumping station. Five pumps are connected to
the mains through one transformer and cable. Each of the motors has the rated power of
3.7 kW, the rated frequency of 60 Hz and four poles.

 
Figure 4. Diagram of connecting the motors of the pumping station to the grid.

The mechanical power of the motor is calculated using the dependence Pmech(Q)
provided in the catalog of the pump manufacturer. For the calculation, a pump of the
HV105 type, 1800 rpm is considered (Figure 5) [15].

 
Figure 5. Dependence of the mechanical power on the motor shaft on the flow rate.

The real electrical power consumed by the pumping station from the grid can be
calculated as:

P1 Σ = N1 · Pmech/ηmotor + pcable + pT = N1 · P1 + pcable + pT, (1)

where Pmech is the input mechanical power of the pump; ηmotor is the motor efficiency; pcable
is the electrical loss in the cable; pT is the electrical loss in the transformer; N1 = 5 is the
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number of motors of the pumping station; P1 is the real power consumed by an individual
motor of the pumping station.

The motor efficiency is determined by polynomial interpolation of the catalog data
depending on the mechanical power. The losses pcable and pT depend on the load current:

pcable = 3·Rcable·Iload
2, (2)

pT = A + B·(Iload/IT rate)2, (3)

where Iload is the loading current of the cable and the transformer; Rcable = 0.12 Ohm is the
cable phase resistance; IT rate = 43.4 A is the rated phase current of the transformer; A = 121
W and B = 568 W are determined based on the value of the transformer losses at Iload = 0
and Iload = IT rate A (121 and 689 W, correspondingly, according to [16]).

For the calculation, a cable with a cross section of 16 mm2 and a length of 100 m and
a transformer with a power rating of 30 kVA were considered (Figure 4). The total load
current is the sum of the currents of all motors of the pumping station:

Iload = N1 · Imotor. (4)

The single motor current without capacitive compensation is calculated as:

Imotor = Pmech/(
√

3 · Vmotor · cosϕ · ηmotor). (5)

3. Reactive Power Compensation Using Capacitors

The paper evaluates the reduction in power consumption of motors when using
static capacitors to compensate for reactive power. The capacitors are assumed to be delta
connected (Figure 1d). The reactive power generated by the capacitors is calculated by
the formula:

QC = m · ω · C · V2, (6)

where m = 3 is the number of phases of the capacitor bank; ω = 2·π·f rad/s is the angular
electric frequency; f = 60 Hz is the electric frequency; C is the line-to-line capacity of the
capacitor bank; V = 400 V is the linear voltage.

The reactive power generated by the motor at a certain load is calculated using
the formula:

Q1 =
√

S1
2 − P1

2 =

√(√
3 · Imotor · V

)2 − P1
2. (7)

Therefore, the capacitance C required for full compensation of the reactive power at a
certain motor load can be calculated as:

C = Q1/(3 · ω · V2). (8)

The current with which the motor loads the cable and the transformer, taking into
account the capacitance compensation, is calculated by the formula:

Imotor =

√
P1

2 + (Q1 − Qc)
2/
(

V ·
√

3
)

. (9)

4. Motor Performances in the Pump Operating Cycle

For the calculation, the characteristics of four different motors were considered:
DOL-PMSM (manufacturer WEG [17]), IE3-IM (manufacturer WEG [18]), IE2-IM (man-
ufacturer WEG [19]) DOL-SynRM (characteristics taken from the article [20]) (Figure 2).
Tables 1 and 2 and Figure 6 show the characteristics of the considered motors.
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Table 1. Motor characteristics.

Type of Motor
Rated Mechanical

Power, kW
Poles Frame Size Frame Material Weight, kg Rated Voltage, V

DOL SynRM 3.7 4 IEC 112 No data No data 400
DOL PMSM 3.7 4 IEC 112 Cast iron 47.2 400

IE2 IM 3.7 4 IEC 112 Cast iron 43.2 400
IE3 IM 3.7 4 IEC 112 Cast iron 44.0 400

Table 2. Motor characteristics.

Type of Motor
Motor Efficiency, % Motor Power Factor

50% Load 75% Load 100% Load 50% Load 75% Load 100% Load

DOL SynRM 91.0 92.1 92.1 0.564 0.658 0.709
DOL PMSM 88.5 90.7 91.6 0.74 0.86 0.92

IE2 IM 86.5 87.5 87.5 0.6 0.72 0.80
IE3 IM 88.1 89.3 89.5 0.61 0.74 0.80

  
(a) (b) 

Figure 6. The motor catalogue characteristic comparison (a) efficiency; (b) power factor.

The characteristics of motors for a certain value of mechanical power are determined
using polynomial interpolation of the data shown in Figure 6. The characteristics of
the motors calculated in this way at the considered three operating points of the pump
(Figure 3a) are shown in Table 3.

Table 3. Interpolated motor performance under various pump load conditions according to Figure 3a.

Q, % Q,
m3/h

Pmech,
W

Motor Efficiency Motor Power Factor Motor Current

DOL
SynRM

DOL
PMSM

IE2
IM

IE3
IM

DOL
SynRM

DOL
PMSM

IE2
IM

IE3
IM

DOL
SynRM

DOL
PMSM

IE2
IM

IE3
IM

110 66 3816 0.92 0.916 0.874 0.894 0.712 0.924 0.809 0.803 8.41 6.51 7.79 7.67
100 60 3654 0.921 0.916 0.875 0.895 0.708 0.919 0.798 0.799 8.09 6.27 7.55 7.38
75 45 3204 0.921 0.913 0.876 0.895 0.683 0.897 0.764 0.778 7.35 5.65 6.91 6.65

When using delta-connected capacitors at the motor terminals (Figure 1d), the effi-
ciency of the motor does not change, but the magnitude of the current with which the
motor loads the cable and transformer, and, consequently, losses in these elements change,
which also affects the total energy consumption. The phase capacitance of the capacitor
bank is calculated according to the formula (8) in order to fully compensate for the reactive
power of the motor at Q = 100% (the longest loading condition, according to the diagram
in Figure 3a). For the IE3 IM case, the phase capacitance of the compensating device (the
capacitance of a separate capacitor) is 16 μF. For the IE2 IM case, the capacitance is 17 μF.
For DOL SynRM the capacitance is 20.5 μF. For the DOL PMSM case the capacitance is 9.55
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μF. At Q = 75% and Q = 110%, a slight undercompensation or overcompensation of reactive
power is obtained. Table 4 shows a comparison of the current with which the motor loads
the cable and transformer, with and without capacitors.

Table 4. Comparison of the current loading the cable and the transformer for different motors.

Q, % Pmech, W
Imotor, A

DOL
SynRM

DOL
PMSM

IE3 IM IE2 IM
DOL SynRM
(+capacitors)

DOL PMSM
(+capacitors)

IE3 IM
(+capacitors)

IE2 IM
(+capacitors)

110 3815.7 8.41 6.51 7.67 7.79 6.01 6.01 6.17 6.30

100 3653.9 8.09 6.27 7.38 7.55 5.74 5.76 5.90 6.03

75 3204.2 7.35 5.65 6.64 6.91 5.02 5.07 5.17 5.28

5. Cable and Transformer Losses

When calculating the losses of a station of five pumps (Figure 4), the losses in the
cable and transformer are taken into account. For the calculation, the parameters of a
30 kVA transformer from the catalog [16] and the parameters of a cable with a cross-
section of 16 mm2 and a length of 100 m were selected. The cross-section of the cable was
selected according [21]. The losses in the cable pcable were calculated using formula (2).
The losses in the transformer pT were calculated using the formula (3). Figure 7 shows the
results of calculating the cable and transformer losses. Total loss in the pumping station is
also shown.

  
(a) (b) 

  
(d) (c) 

  
(e) (f) 

Figure 7. Comparison of losses when using different motors: (a) cable loss without using capacitors; (b) cable loss using
capacitors; (c) transformer loss without using capacitors; (d) transformer loss using capacitors; (e) total pumping station
loss without using capacitors; (f) total pumping station loss using capacitors.
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Figure 7a,c compare cable and transformer losses for various motor types without
capacitive compensation. Figure 7b,d compare the cable and transformer losses for various
motor types using capacitive compensation. It can be seen that the use of capacitive
compensation significantly reduces these losses for the induction motors and for the DOL
SynRM, and that the losses in the cable and transformer become approximately the same
for all types of motors when using capacitors. Since the DOL PMSM initially has a high
power factor, capacitive compensation does not reduce pcable and pT significantly in the case
of the DOL PMSM.

Figure 7e,f compare the total losses of the pumping station (five motors (N1 = 5), cable
and transformer) psum = P1Σ − N1 · Pmech with and without using capacitors. It can be
concluded that the use of capacitive compensation significantly reduces the total losses of
the pumping station in the case of the induction motors and DOL SynRM. When using
capacitors, the lowest losses are provided by using the DOL SynRM.

Considering all types of losses, the power P1Σ consumed by the pumping station from
the grid can be calculated using the formula (1).

6. Lifetime Energy Savings Using Different Motors

Based on the calculated results on the power P1Σ consumed from the medium voltage
network by the pumping station and the power P1 consumed by an individual motor,
a comparison was carried out for the lifetime electricity savings for various considered
variants of the electric drive. Daily electricity consumption is calculated using the formula:

Eday = tΣ ·
3

∑
i=1

(P1 i · ti/tΣ). (10)

where i = 1 . . . 3 is the index of a loading point; P1i is the eclectic power P1 in i-th loading
point; ti is the operation time of a loading point; tΣ is the whole time period (24 h).

Then the annual energy consumption can be obtained as:

Eyear = Eday · 365. (11)

The cost of electricity consumed (in Euro), considering the applied grid tariffs
GT = 0.2036 €/kW·h for non-household consumers [22] for Germany in the second half of
2019, was calculated as follows:

Cyear = Eyear · GT. (12)

The expected lifetime of a pump is often evaluated to be about 20 years [23]. In this
section, the energy cost is estimated for a service life of n = 20 years, excluding maintenance
costs and the initial cost of the motors. The net present value (NPV) of the lifecycle cost
was obtained as follows:

CLCC =
n

∑
j=1

(
Cyear j/[1 + (y − p)]j

)
, (13)

where Cyear j is the energy cost of jth year; y is the interest rate (y = 0.04); p is the expected
annual inflation (p = 0.02); n is the lifetime of the pump unit (n = 20 years) [23].

Lifecycle cost savings SLCC for a given motor is calculated as:

SLCC = CLCC−CLCCIE2, (14)

where CLCC is the lifecycle electricity cost of the considered motor; CLCCIE2 is the lifecycle
electricity cost of the IE2 IM without capacitors.

SLCC percentage is calculated as:

SLCC = 100% · (CLCC−CLCCIE2)/CLCCIE2, (15)
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Table 5 and Figure 8 show the results of the calculation of the lifecycle energy sav-
ings for various motor types. The savings are calculated compared to IE2 IM motor
without capacitors.

Table 5. Comparison of motors 3.7 kW, 4 poles when operating in the pumping unit, taking into account losses in the cable
and transformer.

Parameter DOL SynRM DOL PMSM IE3 IM IE2 IM
DOL SynRM
(+capacitors)

DOL PMSM
(+capacitors)

IE3 IM (+
capacitors)

IE2-IM
(+capacitors)

P1, W (Q = 110%) 4406 4330 4487 4591 4291 4310 4419 4522

P1, W (Q = 100%) 4208 4143 4287 4389 4101 4123 4222 4320

P1, W (Q = 75%) 3682 3639 3751 3840 3587 3619 3693 3774

Eday, kW·hour 99 98 96 103 101 97 99 102

Eyear, kW·hour 36,146 35,601 35,214 37,689 36,819 35,422 36,257 37,092

Annual energy savings,
kW·hour 1543 2088 871 – 2475 2267 1432 597

Annual energy savings, % 4.1 5.5 2.3 – 6.6 6.0 3.8 1.6

Annual cost savings Cy.m,
EUR 314 425 177 – 504 462 292 122

Life cycle energy cost
CLCC, kEUR (per 20 years) 120.3 118.5 122.6 125.5 117.2 117.9 120.7 123.5

Life cycle cost savings
SLCC, kEUR (per 20 years) 5.1 7.0 2.90 – 8.2 7.5 4.8 2.0

Life cycle cost savings
SLCC, % (per 20 years) 4.1 5.5 2.3 – 6.6 6.0 3.8 1.6

 
Figure 8. Energy cost savings over 20 years for different motors compared to IE2 IM without
capacitors.

It can be concluded that the DOL SynRM without capacitors consumes more energy
than the DOL PMSM. At the same time, the energy savings of the DOL SynRM without
capacitors are significantly higher than that of the IE3 IM without capacitors. If using
the capacitors, the power consumption of the DOL SynRM is lower than that of the DOL
PMSM. The savings when using IE3 IM with capacitors are almost the same as when using
the DOL SynRM without capacitors. The savings when adding capacitors to the IE2 IM are
slightly less than those of the IE3 IM without capacitors.

7. Payback Period of the Motors and Capacitors

Since different motors under consideration have different initial costs, it is necessary
to compare not only the energy savings they provide, but also their payback periods. The
payback period is calculated for all motors in case of replacement of the IE2 IM without
capacitors. For this purpose, the data on the market prices of IE2 IM [24] and AC capacitors
of various capacities [25] were used.
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Studies [26,27] show that the difference in the market value of the IMs of neighboring
energy efficiency classes is usually in the range of 15–30%. A comparison of market price
information for specific IM models confirms these findings. For this calculation, we will
assume that the IE3 IM price is 22.5% higher than the IE2 IM price. Let us also assume that
the IE4 IM price is 22.5% higher than the IE3 IM price.

In the literature, there are various estimates of the increase in the cost of the DOL
PMSM in comparison to the IE3 IM. Thus, in [26] it is said the increase in cost is about
100%. However, the authors of this paper see no objective reason for such a large increase
in cost. Comparison of information on market prices for specific models, as a rule, leads
to a difference in the price of IE3 IMs and DOL PMSMs in the range of 30–40%. For this
calculation, we will assume that the price of the DOL PMSM is 35% higher than the price
of the IE3 IM. Many studies point out that there are no objective reasons for a significant
difference in the cost of DOL SynRMs and IE3 IMs [26,28,29]. For this calculation, we will
assume that the DOL SynRM price is equal to the IE3 IM price (see Table 6).

Table 6. Initial costs of motors and capacitors.

Motor Motor Price, € C, uF N1·C, uF
Capacitor Bank

Price (Case
Figure 9a), €

Capacitor Bank
Price (Case

Figure 9b), €

Price: Motor +
Capacitors (Case

Figure 9a), €

Price: Motor +
Capacitors (Case

Figure 9b), €

IE2 IM 398.3 17 85 50.94 20.94 449.2 419.2

IE3 IM 487.9 16 80 50.94 20.94 538.8 508.8

DOL SynRM 487.9 21 105 54.00 29.40 541.9 517.3

DOL PMSM 658.6 10 50 41.94 11.99 700.5 670.6

  
(a) (b) 

Figure 9. Methods of installing capacitor banks: (a) installation of an individual battery with linear capacity C on each
motor; (b) installation of a battery with linear capacity N1·C at the common connection point of the motors.

To compensate for reactive power, capacitors can be installed either individually
for each motor (Figure 9a) or connected to the common connection point for all motors
(Figure 9b). Capacitor banks (Figure 9a) connected individually to the motor terminals
have the advantage that individual pump units can be taken out of operation without
generating excess capacitive power (“reactive power overcompensation”). In the consid-
ered application, this need can appear if the flow rate of the pumping station changes
significantly over time [30].

Similarly interesting is the case of connecting one large capacitor bank with linear
capacitance N1·C to the common connection point of the motors (Figure 9b). In this case,
the total current in the cable and transformer will be the same as when using individual
capacitor banks on each of the N1 motors with linear capacitance C. However, the final
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cost of the capacitor bank will be lower, because as the rated capacitance of a capacitor
increases, its cost per capacitance unit decreases, based on market price analysis [25]. This
makes it possible to shorten the payback period, in comparison with the case of installing
capacitors on each motor, if the pumping station has an approximately constant flow rate,
as in the case under consideration.

Table 6 also shows the prices for capacitor banks for the cases under consideration. For
ease of comparison, all prices are for one motor, that is, in the case shown in Figure 9b, the
capacitor bank price is divided by the number of motors. For the case of Figure 9b, the cost
of the capacitor bank in terms of one motor turns out to be much less, which also makes it
possible to significantly reduce the cost of the entire electric drive of the pumping station.

Based on the initial cost of motors and capacitors, as well as the annual energy savings
(Table 5), the payback period was calculated for different types of motors for the pumping
station drive (Table 7, Figure 10). The results are shown for both the case without capacitors
(Figure 4) and for the two cases with capacitors (Figure 9).

Table 7. Motor payback period.

Value

IE2 IM +
Capacitors

(Case
Figure 9a)

IE3 IM

IE3 Motor +
Capacitors

(Case
Figure 9a)

DOL
SynRM

DOL SynRM
+ Capacitors

(Case
Figure 9a)

DOL
PMSM

DOL PMSM +
Capacitors

(Case
Figure 9a)

Annual cost savings, EUR
(per 20 years) 122 177 292 314 504 425 462

Payback period (new pump
unit commissioning), years 0.419 0.505 0.482 0.285 0.285 0.612 0.655

Payback period (replacing
the motor in an exploiting

pump unit), years
0.419 2.752 1.848 1.553 1.075 1.549 1.518

Value

IE2 IM +
Capacitors

(Case
Figure 9b)

IE3 motor + Capacitors
(Case Figure 9b)

DOL SynRM + Capacitors
(Case Figure 9b)

DOL PMSM + Capacitors
(Case Figure 9b)

Annual cost savings, EUR
(per 20 years) 122 292 504 462

Payback period (new pump
unit commissioning), years 0.172 0.379 0.236 0.59

Payback period (replacing
the motor in an exploiting

pump unit), years
0.172 1.745 1.026 1.453

  

Figure 10. Comparison of payback periods when replacing IE2 IM without capacitors in a pumping unit in service.

Without considering the possibility of installing capacitors, the most profitable solution
is the DOL PMSM, which in this case provides the greatest savings and the shortest
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payback period, despite its highest initial cost. Due to its lower initial cost, the DOL SynRM
without capacitors has approximately the same payback period as the DOL PMSM without
capacitors, but provides significantly less savings over the lifetime (Figure 8).

The IE3 IM without capacitors has the longest payback period of 2.75 years, which is
significantly higher than DOL PMSM and DOL SynRM without capacitors. Comparing
the options for installing capacitors, it can be concluded that the solution with installing
capacitors on IE2 IM has the shortest payback period. With a limited upgrade budget, this
is the most cost-effective solution.

However, in the long term, the most profitable is the use of the DOL SynRM with
capacitors, providing the most energy savings. When using capacitors, the payback periods
of the IE3 IM and DOL SynRM are significantly reduced. The payback period of the DOL
PMSM varies little with using capacitors.

8. Discussion

This article investigated the impact of using static capacitive compensation on energy
consumption and payback period for energy efficient electric motors in a pumping ap-
plication. Compared to the IE2 induction motor, motors such as the IE3 induction motor,
direct-on permanent magnet synchronous motor and direct-on-line synchronous reluctance
motor are considered.

The comparison considers not only the efficiency of the motors, but also their power
factor, on which the losses in the cable and transformer supplying the pumping station
depend. The possibility of installing static capacitors to compensate for the reactive power
of motors is also taken into account. The analysis takes into account that the motors have
different initial costs, and also takes into account the cost of capacitors.

Without taking into account the possibility of using capacitors, the DOL PMSM has
the shortest payback period (1.549 years), despite the highest cost, due to its high efficiency
and high power factor, which can significantly reduce losses in the cable and transformer.
The payback period of the DOL SynRM (1.553 years) is approximately equal to the payback
period of DOL PMSM due to its higher efficiency and lower initial cost. At the same time,
the payback periods of the DOL PMSM and DOL SynRM are significantly lower than that
of IE3 IM (2.75 years).

The analysis shows that considering the possibility of installing static capacitors can
significantly affect the results of comparing different motors in the application under
consideration. Capacitors have a low initial cost compared to the price of motors, however,
they allow you to compensate for the reactive component of the motor current, eliminate
losses from this component in the cable and transformer, and therefore significantly reduce
total losses. When using capacitors, the DOL SynRM has the shortest payback period
(1.07 years).

The use of static capacitors will shorten the payback period of all the motors under
consideration. When installing them, the payback period for the IE3 IM decreases most
significantly (from 2.75 to 1.75 years). The DOL SynRM payback decreases from 1.553 to
1.07 years. The payback period of the DOL PMSM also decreases, but only slightly (from
1.549 to 1.52 years), since the DOL PMSM has a high power factor even without capacitive
compensation.

If a pumping station has an approximately constant flow rate without the need for
frequent shutdown of individual pump units, then installing one capacitor bank at the
common connection point of the motors is more profitable than installing separate batteries
of smaller capacity for each motor.

It is also shown that in the absence of the possibility of replacing the IE2 motor with
more energy efficient ones, installing static capacitors on the terminals of the IE2 motor can
be a good energy saving solution with a short payback period. In this case, the payback
period of the capacitors is only 0.38 years.
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The results of this study can be applied not only to pumps, but also to other mecha-
nisms in which electric motors are powered directly from the AC mains and operate for a
long time with little changing load, for example, fans, blowers, compressors, mixers, etc.
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Abstract: This study carried out a comparative analysis of indicators of electricity consumption
and CO2 emissions for four-pole induction motors (IMs) of efficiency classes IE3 and IE4 with a
rated power of 2.2–200 kW in a variable speed pump unit. In addition, innovative IE4 converter-fed
synchronous reluctance motors (SynRMs) were evaluated. The comparison was derived from the
manufacturer’s specifications for the power drive systems (PDSs) at various rotational speeds and
loads. The results showed that the emission indicators for IE3 class motors were significantly worse
compared with IE4 class motors for low power ratings, which make up the vast majority of electric
motors in service. This justifies expanding the mandatory power range for IE4 motors to at least
7.5–200 kW or even 0.75–200 kW, as it will dramatically contribute to the achievement of the new
ambitious goals for reducing greenhouse gas emissions. In addition, the operational advantages
of IE4 SynRMs over IE4 IMs were demonstrated, such as their simpler design and manufacturing
technology at a price comparable to that of IE3 IMs.

Keywords: carbon dioxide emissions; climate change mitigation; electric motors; energy conversion;
energy efficiency; energy efficiency class; energy policy and regulation; energy saving; sustainable
utilization of resources

1. Introduction

Recently, the European Union has set new ambitious targets to achieve a climate-
neutral economy by 2050 according to the European Green Deal plan [1]. In addition,
the Council of Europe has raised the target for reducing greenhouse gas emissions by 2030
from the 1990 level of 40% to 55% [2]. The main greenhouse gas is carbon dioxide (CO2).
The most modern methods of electricity generation result in CO2 emissions. Therefore,
the CO2 emissions can be limited by reducing the electricity consumption of the most sig-
nificant consumers [3,4]. Electric motors are the largest consumers of electricity. Reducing
their consumption will have a significant positive impact on climate change mitigation.
According to [5], electric motors consume about half of all electricity in the European
Union, which is about 2000 TWh per year; the number of electric motors is about 8 billion;
and the volume of associated annual greenhouse gas emissions is 800 MtCO2-eq. It is also
known that electric motors account for approximately 53% of all electric power generated
worldwide, or 10,700 TWh per year [6]. As a result, ever more stringent legal requirements
for the energy efficiency of mains [7] and frequency-converter-powered motors [8] are
being adopted.

In accordance with the European Commission Regulations 2009 and 2014 [9] of
1 January 2017, in the European Union, every direct-on-line motor with a power rating of
0.75–375 kW must be at least as efficient as the IE3 energy efficiency class, and the converter-
fed motors must not be less efficient than the IE2 class. In 2019, these requirements were
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updated: in accordance with European Commission Regulation 2019 [10] of 1 July 2021;
both motors with the mains supply and converter-fed motors from 0.75 to 1000 kW with the
number of poles from 2 to 8 must correspond to at least IE3 class. In many other countries,
the IE3 efficiency class has already been adopted as mandatory for newly installed motors,
as Table 1 suggests [11,12]. Moreover, in accordance with [10], the European Union plans
to adopt the IE4 class as mandatory for motors with a power rating from 75 to 200 kW with
the number of poles from 2 to 6.

Table 1. Adopting national regulations for the mandatory IE3 class.

Country Power Range
First Year

of Implementation
Country Power Range

First Year
of Implementation

Switzerland,
Turkey 0.75–375 kW 2017 Japan 0.75–375 kW 2014

USA 0.75–200 kW 2007 Saudi Arabia 0.75–375 kW 2018
USA 0.18–2.2 kW 2015 Brazil 0.75–185 kW 2017

Canada 0.75–150 kW 2017 Taiwan 0.75–200 kW 2016
Mexico 0.75–375 kW 2010 Singapore 0.75–375 kW 2013

South Korea 0.75–200 kW 2017 - - -

It is known that electrically driven fluid-processing mechanisms such as pumps, fans,
and compressors use about 70% of electric power consumed by all electric motors [6]. In this
regard, reducing the energy consumption of pumping units becomes critical. There are
many ways to reduce the energy consumption of a pump unit. For instance, it is well
known that the reduction of their energy consumption is possible with the help of variable-
speed drives (VSDs) [13]. A further improvement in the energy efficiency of a pump
unit equipped with a VSD can be achieved through the use of a more energy-efficient
electric motor.

2. Literature Review and Novelty of the Study

The energy efficiency of three-phase AC electric motors such as induction motors (IMs,
Figure 1a), permanent magnet synchronous motors (PMSMs), and synchronous reluctance
motors (SynRMs, Figure 1b) has been extensively compared in previous studies.

  
(a) (b) 

Figure 1. Machine general design representations: (a) IM; (b) SynRM.

Some studies were not devoted to the analysis of pumps driven by VSDs, but to the
analysis of pumps with motors powered directly from the mains. For instance, in [14],
a comparison of the efficiency and power factor of the IE1-IE3 induction motors and a
direct-on-line permanent magnet motor of the IE4 class was provided. It was concluded
that direct-on-line PMSMs could be competitively capable with IMs in the power range
of ≤15 kW due to significantly higher efficiency, despite their significantly higher cost.
The article claimed that PMSMs cost 2.2–38 times more than IE2 IMs. However, it should
be noted that the paper was published more than 7 years ago, motor manufacturers
have further mastered PMSM production, and the market price of PMSMs has dropped
significantly. In any case, it is shown that PMSMs can have a payback period of fewer than
3 years, even if their cost is 2.3 times higher than IE2 IMs.
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In [15], the energy consumption of induction and direct-on-line permanent magnet
motors of the IE3 and IE4 energy-efficiency classes and with a power rating of 2.2 kW was
assessed for a pump application. A number of energy-efficiency metrics were compared for
these motors, such as annual energy costs and lifetime energy costs, as well as cost savings.
The study demonstrated that for maximum energy savings, it was necessary to ensure high
motor efficiency not only under maximum flow conditions, but also under reduced flow
conditions, which have the longest duration in the typical duty cycle of pumping systems
with VSDs. In [16], the energy consumption and payback period of IE1 and IE2 induction
motors with a rated power of 15 kW were compared. However, CO2 emissions were not
evaluated in [12–16].

A number of papers were devoted to accessing the energy consumption of pump
units controlled by VSDs. In [17], the dependencies of efficiency on speed and torque were
determined for a pump drive based on 15 kW IMs of IE3 class, 15 and 18.5 kW SynRMs of
IE4 class, and 15 kW PMSM of IE5 class. A typical pump load profile with a variable flow
rate was considered. Annual energy indicators such as electricity consumption and cost, as
well as electricity savings, were assessed. Paper [18] compared experimental data on the
energy consumption of IE1 and IE2 IMs and an IE3 SynRM with a power rating of 45 kW
in a pumping application. In [19], an IE2 IM and an IE5 SynRM with a power rating of
0.75 kW were compared in the case of a VSD pump application. In [20], an IM and SynRM
with a power rating of 1.1 kW were considered in a pump unit with an approximately
constant flow rate. The annual energy consumption, annual electricity costs, and annual
cost savings were determined. In [21], efficiency maps for an 11 kW IM and SynRM were
experimentally obtained and compared.

Paper [22] was devoted to the comparison of the service life of induction motors of
various IE classes in various conditions; for example, with an asymmetric and distorted
power supply. Paper [23] showed the effect of an overvoltage and undervoltage imbalance
on the temperature and performance of IMs of the classes IE2, IE3, and IE4. Paper [24]
presented issues related to motor protection, and compared a 7.5 kW IM and PMSM
under various operating conditions: thermal steady state at full and partial load, starting,
locked rotor, voltage unbalance, and undervoltage. Paper [25] developed and validated
simple energy models for pump systems with a VSD drive. In [26], an estimate of energy
savings for single pump systems for a storage fill application was developed using various
control strategies.

All the previous studies mentioned above [15–26] did not assess CO2 emissions.
In addition, in [15–24], the analyses were carried out only for one specific power rating of
the pump and PDS, which did not allow the authors to draw conclusions about the energy
savings, cost savings, and CO2 emissions for the wide range of power ratings commonly
used in the industry.

Based on the literature overview presented above, it can be concluded that the energy
efficiency metrics and CO2 emissions for IMs and SynRMs of the IE3 and IE4 classes over a
wide range of power outputs in the application of variable speed pumps have not yet been
investigated in previous studies.

This paper presents a comparative analysis of the main metrics of energy efficiency,
cost savings, and CO2 emissions of PDSs with four-pole IMs of the IE3 and IE4 classes and
SynRMs of the IE4 class with rated outputs of 2.2, 15, 75, 200 kW in a variable-speed pump
unit. An analysis of PMSM metrics was not included in this study, as they are rarely used
in variable speed pumps due to their higher cost compared to IMs and SynRMs. The main
advantage of PMSMs is their reduced weight and dimensions, but this is not in demand in
the considered application [20]. The authors believe that the converter-powered PMSMs
are more suitable for use in applications such as traction and servo drives. The power
ratings of 75 and 200 kW were selected for the analysis, as they are the upper and lower
limits of the mandatory range of IE4 motors according to the directive [10].

For the comparative analysis, data from catalogues of pump manufacturers [27–30]
and a typical flow-time diagram for the application under consideration were used.
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The pump characteristics from the catalogues were interpolated by the second-order poly-
nomial, which was most often used in previous works [31–33]. The semianalytical pump
model based on interpolation of catalogue data at the rated rotational speed is commonly
used for pumping system analysis [15,33]. When analyzing pumping systems, methods of
multicriteria optimization [34,35], statistical methods of reliability analysis [36], and neural
networks [37] are also often used.

Typical pump operating conditions and flow-time diagrams are well described in
the literature [38,39]. The flow-time diagram with the approximately constant flow rate
given in [38,39] was selected for analysis as the most suitable for considered power range.
As shown in Figure 2, it was considered: 75% flow for a quarter of the total duty cycle
(below this case marked as i = 1, where i is the index of the duty cycle load point); 100% flow for
half of the total duty cycle (i = 2); and 110% flow for another quarter of the total duty cycle (i = 3).

 

Figure 2. Flow versus time for the constant flow pump units [38,39].

The PDS efficiency depends on the torque and rotational speed. We considered the
PDS as a power drive system in terms of the standard IEC 61800-9-2: 2017 [40]. It consisted
of a complete drive module (CDM) and an electric motor. The CDM included a frequency
converter and protection devices. Nowadays, sensorless field-oriented control is commonly
used as a method for controlling AC motors in applications that do not require high-
precision control, such as pumps and fans [41]. According to [40], the PDS power loss
measurement must be provided at eight loading points (Figure 3a). Values of the motor
efficiency under variable speed operations and partial load conditions can be calculated,
for example, according to [42], but this does not provide values for the entire PDS efficiency.
Some manufacturers already provide such information; therefore, their experimental data
were used for analysis as the most reliable source. Information on PDS loss at these eight
points is available in the online application Sinasave [43]. Since the range of the power
rating of the Siemens SynRM was limited to 45 kW, a PDS based on ABB’s SynRMs were
considered for 75 and 200 kW ratings. Efficiency data for the ABB PDSs at 16 loading points
(shown in Figure 3b) were provided in the manufacturer’s statements [44,45].
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(a) (b) 

Figure 3. Data formats for PDS efficiency interpolation: (a) Siemens (losses according to IEC 61800-9-2:2017 [40];
source: Sinasave software [43]); (b) ABB (efficiency; source: manufacturer’s statements [44,45]).

3. Evaluation of Pump and PDS Performances

Data from the Grundfos NB 50-200/210 [27], NB 80-315/305 [28], NB 150-400/375 [29],
and NB 250-500/445 [30] pumps with the rated powers PRATE.pump consequently of 2.2,
15, 75, and 200 kW were considered in the analysis. All considered pumps had a rated
rotational speed of 1450 rpm. The key parameters of these pumps at the best efficiency point
(BEP) are specified in Table 2, where H is the pump head, Q is the pump flow rate, and η is
the pump efficiency. Let us evaluate the power consumption of the PDS in combination
with a pump of a certain power rating. First, a polynomial interpolation of the head-flow
curve for the rated rotational speed was carried out according to Equation (1):

H(Q) = a2·Q2 + a1·Q + a0. (1)

Table 2. Nameplate data of pumps.

No. of Pump Type PRATE.pump, kW
nRATE.pump,

rpm
QBEP, m3/h HBEP, m ηBEP, %

1 NB 50-200/210 2.2 1450 35.2 13.7 69.8
2 NB 80-315/305 15 1450 125.0 29.0 76.8
3 NB 150-400/375 75 1450 441.3 45.0 84.4
4 NB 250-500/445 200 1450 852.5 60.1 81.5

At nonrated rotational speed npump, according to the hydraulic affinity laws [33],
which were applicable for the considered flow variation range (75 . . . 110%), the H-Q curve
is described as:

H(Q) = a2·Q2 + a1·
npump

nRATE.pump
·Q + a0·

(
npump

nRATE.pump

)2

(2)

The rotational speeds required to provide 75% and 110% of the rated flow were
determined according to the reference control curve C(Q) [38], which was a straight line (3)
passing through points (0, HBEP/2) and (QBEP, HBEP), where QBEP and HBEP are the flow
and head of the pump in the BEP:

C(Q) = k·Q + b. (3)
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The rotational speed npump.i (in rpm) for each required value of a flow was deter-
mined by jointly solving Equations (2) and (3). Using the results of the pump operating
performances (ni, Qi, Hi) and the manufacturer’s ISO efficiency curves [27–30], the pump
efficiency ηpump.i was evaluated at each operating point considered (75, 100, and 110%
of the rated flow). According to Equations (4) and (5), the motor mechanical power and
torque were evaluated at i-th loading point:

Pmech.i = ρ·g·Qi·Hi/ηpump.i. (4)

Tpump.i = 9.55 Pmech.i/npump.i (5)

where g = 9.81 m/s2; ρ = 1000 is the water density, kg/m3; and i = 1, 2, 3 (see Figure 1).
The rated rotational speed nRATED.motor and rated torque TRATED.motor of the motors

employed in the considered PDSs are shown in Table 3.

Table 3. Catalogue data of motors.

m Type of Motor, IE Class nRATED.motor, rpm TRATED.motor, N·m
Rated Output, kW 2.2 15 75 200 2.2 15 75 200

1 SynRM, IE4 1500 1500 1500 1500 14.0 95.0 478 1272
2 IM, IE4 1465 1480 1490 1490 14.3 97.0 480 1280
3 IM, IE3 1465 1475 1485 1488 14.3 97.0 480 1280

In the case of the data format shown in Figure 3a, the loss of the m-th PDS at the i-th
load point Ploss.i.m was calculated using two-dimensional interpolation of the initial loss
points according to the methodology givenin [40]. In the case of the data format shown in
Figure 3b, the traditional bilinear interpolation was used. The PDS efficiency ηPDS.i.m was
determined using Equation (6):

ηPDS.i.m = Pmech.i/(Pmech.i + Ploss.i.m). (6)

4. PDS Energy Consumption

The mechanical power obtained according to Equation (4) and the interpolated PDS
efficiency were used to calculate the electrical power consumed from the grid (7):

P1.i.m = Pmech.i/ηPDS.i.m. (7)

The annual electricity consumption of each PDS with the adopted flow-time diagram
(Figure 2) of the pump unit was determined according to Equation (8):

Ey.m = 365·tΣ·
3

∑
i=1

(
P1.i.m· ti

tΣ

)
. (8)

where ti is the time of running the pump at each point of the flow-time diagram; and tΣ is
the total duration of the daily operation of the pump (24 h).

The electricity cost was calculated using Equation (9):

Cy.m = Ey.m·GT. (9)

where GT = EUR 0.1781/kWh is the electricity tariff for nonhousehold consumers in
Germany in the first half of 2020, excluding VAT [46].

To compare the cost of energy consumed by different electric motors in a certain pump
unit, the difference in the electricity cost relative to case m = 3 (PDS with the IE3 motor)
was calculated as Equation (10):

Sy.3m = Cy.3 − Cy.m. (10)
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It is known that the service life of a pump unit is about 15–20 years, and the most
significant contribution to the lifetime expenses of a pump is made by the cost of consumed
electricity, which can exceed 50–60% of the total cost [47,48]. In this study, we assumed that
the design life of the pump unit was n = 20 years.

The net present value (NPV) for the lifetime energy cost was calculated according
to Equation (11):

CLCCen.m = Cy.m/(1 + (y − p))n, (11)

where p = 0.02 is the assumed annual inflation rate; and y = 0.04 is the interest rate [47,48].
The lifetime cost savings of PDSs with different IE4 motors (m = 1, 2) compared to a

PDS with IE3 motors (m = 3) was evaluated as:

ΔCLCCen.3m = CLCCen.3 − CLCCen.m. (12)

5. Evaluation of CO2 Emission Intensity

The yearly CO2 emission intensity was evaluated according to Equation (13):

CDEy.m = Ey.m·EFE. (13)

where EFE = 418.8 g/kW·h is the CO2 emission factor for electricity consumption for Germany [49].
The yearly avoided CO2 emissions were estimated as:

ΔCDEy.3m = CDEy.3 − CDEy.m. (14)

The emission intensity estimation using Equations (13) and (14) did not take into
account the total volume of emissions. CO2 emissions arise from the consumption of
primary energy sources in power plants. Therefore, to assess the CO2 emissions associated
with the electricity calculated by Equation (8), it was necessary to use the primary energy
factor (PEF) characterizing the average efficiency of conversion of primary energy into
the final one [50,51]. Therefore, the annual emission including PEF CDE*y.m and the
corresponding avoided CO2 emissions ΔCDE*y.3m were evaluated as the follows:

CDE*y.m = CDEy.m PEF. (15)

ΔCDE*y.3m = CDE*y.3 − CDE*y.m. (16)

where PEF = 2.2 is the primary energy factor evaluated.
A default PEF value of 2.5 should be applied in accordance with directive 2012/27/EU [50].

However, recent studies indicated the need to revise this factor to 1.8–2.2 [52,53]. Based on
this, PEF = 2.2 was adopted in this study.

6. Results and Discussions

Figure 4 shows the catalogue points of the pump head-flow characteristic calculated
according to Equation (2) head-flow curves and reference control curve for the 2.2 kW
pump as an example. Table 4 shows the calculation results for the pump performances
during the operating cycle. Table 5 shows the interpolated PDS efficiency at the pump
operating points indicated in Figure 2 for the four power ratings considered.
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Figure 4. Calculated head-flow curves of the pump at 75, 100, and 110% flow and initial points of the
2.2 kW pump, and reference control curve.

Table 4. Performances of the pumps of different power ratings during the operating cycle.

No. of Pump
1

(NB 50-200/210,
2.2 kW)

2
(NB 80-315/305,

15 kW)

3
(NB 150-400/375,

75 kW)

4
(NB 250-500/445,

200 kW)

No. of Load Point (i) 1 2 3 1 2 3 1 2 3 1 2 3

Qi, % 75 100 110 75 100 110 75 100 110 75 100 110
Qi, m3/h 23.4 35.2 38.7 93.8 125.0 137.5 331.0 441.3 485.4 639.4 852.5 937.8

Hi, m 12.0 13.7 14.4 25.4 29.0 30.5 39.4 45.0 47.2 52.6 60.1 63.1
a2 −0.0038 −5.5371 × 10−4 −8.8848 × 10−5 −3.7879 × 10−5

a1 0.066 0.0398 0.0318 0.286
a0 16.27 33.18 48.83 63.00
k 0.195 0.116 0.051 0.0352
b 6.855 14.5 22.49 30.05

npump.i, rpm 1310 1450 1508 1310 1450 1508 1310 1450 1508 1310 1450 1508
npump.i, % 90.3 100.0 104.0 90.3 100.0 104.0 90.3 100.0 104.0 90.3 100.0 104.0
ηpump.i, % 68.9 69.8 69.5 75.9 76.8 76.3 82.9 84.4 84.1 79.6 81.5 81.2
Pmech.i, kW 1.25 1.88 2.18 8.54 12.86 14.95 42.82 64.09 74.29 115.1 171.3 198.6
Pmech.i, % 56.9 85.5 99.2 56.9 85.7 99.7 57.1 85.5 99.1 57.6 85.7 99.3

Tpump.i, N·m 9.18 12.44 13.87 62.50 85.32 95.52 313.2 424.4 473.3 838.1 1126 1255

Table 5. Interpolated efficiencies of selected power drive systems.

m Type of Motor,
IE Class

Interpolated Motor Efficiency ηM.i.m, % in the Load Points

2.2 kW 15 kW 75 kW 200 kW

1 2 3 1 2 3 1 2 3 1 2 3

1 SynRM, IE4 86.8 88.5 89.1 91.6 92.2 92.4 93.1 93.5 93.6 94.2 94.5 94.4
2 IM, IE4 84.1 85.4 85.7 89.9 90.4 90.6 92.4 92.7 92.8 93.7 93.8 93.8
3 IM, IE3 82.1 82.4 82.6 88.5 89.1 89.3 91.8 91.9 92.0 93.1 93.2 93.2

Table 6 summarizes the results of calculations using Equations (8)–(12). The annual
energy consumption is shown in Figure 5. According to these results, the PDS based
on SynRM demonstrated the lowest annual electricity consumption and the highest cost
savings. Based on the annual Sy.3m and lifetime savings ΔCLCCen.3m, replacing the IE3
IM with the IE4 SynRM provided approximately 2 times more savings than replacing it
with the IE4 IM for all power ratings considered. Table 7 summarizes the results for the
CO2 emissions according to Equations (13)–(16). The results for CO2 emissions in Table 7
showed similar patterns; i.e., the PDS with IE4 SynRM allowed the highest avoided annual
emissions: ΔCDEy.3m and ΔCDE*y.3m.
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Figure 5. Annual energy consumption (MW·h).

Table 6. Results for the PDS electricity costs and cost savings.

m Type of Motor, IE
Class

Ey.m,
MW·h Cy.m, k€ Sy.3m, k€

CLCCen.m,
k€

ΔCLCCen.3m,
k€

2.2 kW

1 SynRM, IE4 17.84 3.18 0.23 51.94 3.743
2 IM, IE4 18.47 3.29 0.12 53.80 1.884
3 IM, IE3 19.12 3.41 - 55.68 -

15 kW

1 SynRM, IE4 117.0 20.83 0.73 340.6 11.90
2 IM, IE4 119.2 21.24 0.32 347.3 5.216
3 IM, IE3 121.0 21.56 - 352.5 -

75 kW

1 SynRM, IE4 574.8 102.38 1.66 1674 27.22
2 IM, IE4 579.4 103.20 0.846 1688 13.83
3 IM, IE3 584.2 104.04 - 1702 -

200 kW

1 SynRM, IE4 1522 271.14 3.62 4437 59.12
2 IM, IE4 1533 272.97 1.79 4464 29.21
3 IM, IE3 1543 274.76 - 4493 -
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Table 7. Results of calculating the annual CO2 emissions.

m
Type of
Motor,

IE Class

Emissions Considering the Final
Energy

Emissions Considering the
Primary Energy

CDEy.m, Tons ΔCDEy.3m, Tons CDE*y.m, Tons ΔCDE*y.3m, Tons

2.2 kW

1 SynRM, IE4 7.465 0.538 16.43 1.184
2 IM, IE4 7.737 0.271 17.02 0.596
3 IM, IE3 8.008 - 17.62 -

15 kW

1 SynRM, IE4 48.98 1.711 107.75 3.764
2 IM, IE4 49.94 0.750 109.87 1.650
3 IM, IE3 50.69 - 111.52 -

75 kW

1 SynRM, IE4 240.7 3.914 529.64 8.611
2 IM, IE4 242.7 1.989 533.87 4.376
3 IM, IE3 244.7 - 538.24 -

200 kW

1 SynRM, IE4 637.6 8.502 1402.7 18.70
2 IM, IE4 641.9 4.201 1412.2 9.242
3 IM, IE3 646.1 - 1426.6 -

The percentages shown in Table 8 and Figure 6 were the same for the cost savings and
avoided CO2 emissions.

Table 8. Cost savings (avoided CO2 emissions, in%) relative to the PDS with an IE3 motor.

m Type of Motor, IE Class 2.2 kW 15 kW 75 kW 200 kW

1 SynRM, IE4 6.72 3.38 1.60 1.32
2 IM, IE4 3.38 1.48 0.81 0.65

 

Figure 6. Cost savings/avoided CO2 emissions (in %) for an output power range of 2.2–200 kW
relative to the PDS with an IE3 motor.

As seen in Figure 6, the relative savings were about 5 times greater for low-power
motors compared to high-power motors. Nevertheless, according to [54], for Europe, in the
power range of 0.75–200 kW, the share of motors with rated power from 0.75 (1 hp) to
7.5 kW (10 hp) is 79.1%, and the share of motors with rated power from 7.5 (10 hp) to
75 kW (100 hp) is only 19.8%. Therefore, to fulfill the tasks of the European Green Deal,
it is recommended to legislatively expand the mandatory power range for electric motors
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of the IE4 class to at least 7.5–200 kW, or even to 0.75–200 kW. However, the authors are
aware that in the range of 0.75–7.5 kW, it is more difficult to achieve the IE4 class for
induction motors [55].

Using the results shown in Table 8, the interpolation polynomials (17) for the PDS with
SynRM and (18) for the PDS with IE4 IM were obtained, which can be used to calculate the
cost savings, CS, % (avoided CO2 emissions taking into account the final energy, ΔCDE, %;
avoided CO2 emissions taking into account the primary energy, ΔCDE*, %) for intermediate
power ratings not specified in Table 8, without carrying out a detailed calculation using
Equations (1)–(16).

CS SynRM = −0.02·P3 + 0.91·P2 − 5.93·P + 11.76, (17)

CS IE4 IM = −0.125·P3 + 1.37·P2 − 5.135·P + 7.27. (18)

7. Payback Period Assessment

Studies [56,57] described SynRMs of the IE4 class designed using the same stator as
an IE3 IM. Based on this, the cost of the IE4 SynRM was taken to be equal to the cost of
the IE3 IM. At the same time, the SynRM has a simpler rotor design (Figure 1), is more
reliable, and requires fewer active materials for their production [58,59]. The SynRM
was characterized by higher efficiencies at lower loads than IMs [55,59]. The IE4 energy
efficiency class (and even IE5) for SynRM can be achieved relatively easily, without the use
of expensive solutions typical for the class IE4 of IMs [55]: the use of copper conductors
in the rotor, the use of higher-quality electrical steel, and an increase in the mass and
volume of active materials, which, in turn, leads to an increase in the dimensions of the
motor and, in some cases, the transition to the next frame size for the same rated power.
Thus, the SynRM can be expected to cost no more than the IE3 class IM in mass production.

The disadvantages of SynRMs are that they have a slightly lower power factor than
IMs [59], and therefore a slightly higher rated current. The current values of the considered
electric motors, taken from the manufacturers’ catalogues, are shown in Table 9. The rated
currents of the IE3 IM and the IE4 IM of the same power rating were approximately the
same. The rated current of the IE4 SynRM was 15–33% higher than the IE3 IM, which was
higher than the overcurrent limit usually provided by frequency converter manufacturers.
Due to this, it is required to use a more expensive converter with a higher power rating
when using a SynRM, in comparison with an IM. The cost of the converter turned out to be
10–40% higher, which led to an increase in the cost of the PDS.

Let us calculate the payback period of using a PDS based on a SynRM and IE4
IM instead of PDS based on IE3 IM, for two cases, according to Formulas (19) and (20),
where Ciic.m is the turnkey costs of the m-th PDS, which are presented in Table 9. Formula (19)
describes the calculation of the payback period for the case of a newly commissioned pump
unit. Replacing the motor in a pump unit already put into operation is implied when
calculating according to Formula (20):

Tm1 = (Ciic.m − Ciic.3)/Sy.3m, (19)

Tm2 = Ciic.m/Sy.3m. (20)

To evaluate the cost of frequency converters and IE3 class IMs, their market prices
were taken from manufacturers’ websites [58,60]. It was assumed that the cost of the
SynRM was the same as the cost of the IE3 IM. An analysis of recent studies [5,61–63] and
available market prices showed that the difference in the turnkey price of motors of related
energy efficiency classes was usually 15–30%. In this paper, it was assumed that the cost
of the IE4 class IMs was 22.5% higher than the cost of the IE3 class IMs. Table 9 shows
the assumed costs. For the considered power range, the cost of the frequency converter,
as shown in Table 9, was 60–140% of the motor cost, and the difference in the price of
the PDS based on SynRM and IM was in the range of −8–+5%. Based on the results in
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Table 9, it can be concluded that the PDSs with SynRM and IE4 IM had similar initial costs.
However, despite this, the payback period of the SynRM turned out to be significantly
shorter (Figure 7) due to the greater energy savings, Sy.3m.

Table 9. Motor payback period.

m Motor Type
Motor

Current, A
Motor
Price, €

Converter
Price, €

PDS
Price,

Ciic.m, €

Payback
Time 1,

Tm1, Years

Payback
Time 2,

Tm2, Years

2.2 kW

1 SynRM, IE4 5.7 286 242 528 0.09 2.32
2 IM, IE4 4.5 351 222 573 0.56 4.95
3 IM, IE3 4.4 286 222 508 - -

15 kW

1 SynRM, IE4 32.9 763 818 1581 0.34 2.22
2 IM, IE4 29 935 575 1510 0.54 4.71
3 IM, IE3 28.5 763 575 1338 - -

75 kW

1 SynRM, IE4 173 2954 3085 6039 0.27 3.61
2 IM, IE4 133 3618 2637 6255 0.78 7.32
3 IM, IE3 130 2954 2637 5590 - -

200 kW

1 SynRM, IE4 427 6883 9468 16,351 0.38 4.51
2 IM, IE4 345 8431 8092 16,524 0.87 9.28
3 IM, IE3 345 6883 8092 14,975 - -

 

Figure 7. Payback time versus motor power rating.

8. Conclusions

This study provided a comparative assessment of metrics of energy consumption
and CO2 emission for various PDSs with a rated power in the range of 2.2–200 kW.
The converter-fed PDSs with the IE3 IM, IE4 IM, and SynRM are considered. The analysis
was based on extensive data from the technical specifications of the PDS [43–45] and pump
manufacturers [27–30]. These data were processed using mathematical methods of polyno-
mial and bilinear interpolation, regression, and a semianalytical model of a variable-speed
pump unit. As a result of the analysis, the interpolating polynomials were constructed to
evaluate the metrics of interest for any PDS from the entire considered power range.

This study showed that to achieve the goals of reducing greenhouse gas emissions, it is
extremely important to use electric motors of higher energy-efficiency classes. The state
of the art (IMs and SynRMs of the IE4 class) already allows effectively implementing the
requirements of the European Commission [10], prescribing the mandatory use of IE4 class
motors in the rated power range of 75–200 kW from 1 July 2023. The results showed that
when replacing IE3 motors with IE4 motors, the largest reduction in CO2 emissions was
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shown by the low-power motors, which make up the vast majority of electric motors in
service [54]. This justifies the mandatory use of IE4 motors for lower power ratings.

In addition, it was shown that the SynRMs of the IE4 class demonstrated significantly
better indicators of reduction of CO2 emissions and energy savings than the IMs of the same
energy-efficiency class. Moreover, SynRMs have several operational advantages, such as
their simpler design and manufacturing technology, at a price comparable to the price of
the IE3 IMs. As a result, when replacing an IE IM, the energy savings of an IE4 SynRM will
be approximately 2 times higher, and the payback period will be approximately half that
of the IE4 IM for the entire considered power range. At the same time, the influence of
the SynRM’s lower power factor compared to IMs and the associated need for frequency
converters with a higher power rating does not significantly affect the payback period.

According to the results of this study, in order to achieve the goals of the European
Green Deal [1,2], it is recommended to legislatively expand the mandatory power range of
electric motors of IE4 class from 75–200 kW to at least 7.5–200 kW.

In future work, the potential for significant reductions in greenhouse gas emissions in
other mass applications of electric machines will be investigated. For example, fans and
compressors are in principle similar to pumps, but have different typical operating con-
ditions. The subject of future work may be an assessment of the energy-saving potential,
payback periods, and CO2 emissions for various typical operating profiles of such equip-
ment. Moreover, a fast-growing quantity of electric vehicles also consumes an increasing
share of electricity, which makes analysis in this area relevant.

In addition, on the basis of the developed model, it is possible to optimize the operating
points of multipump units, which include pumps operating in parallel on the same pipeline.
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Abstract: The efficient control of permanent magnet synchronous motors (PMSM) requires the
development of a technique for loss optimization. The best approach is the implementation of
power loss minimization algorithms, which are hard to model and design. Therefore, the developers
typically involve maximum torque per ampere (MTPA) control, which optimizes Joule loss only.
The conventional MTPA control requires knowledge of motor parameters and can only properly
operate when these parameters are constant. However, motor parameters vary depending on
operating conditions; thus, conventional techniques cannot be used. Furthermore, many industrial
drives are designed for self-commissioning, and they do not have prior information on motor
parameters. In order to solve this problem, various MTPA-seeking techniques, which track the
minimum of motor current, have been developed. The dynamic performance between these seeking
algorithms and maximum deviation from the true MTPA trajectory are defined by the constraints in
most cases, in which proper design improves the dynamic behavior of MTPA-seeking algorithms.
This paper considers a PMSM, which was designed to operate in the saturation area and whose
MTPA trajectory significantly deviates from the same curve constructed for the initial unsaturated
parameters. This paper considers existing approaches, explains their pros and cons, and demonstrates
that these methods do not utilize full potential of the motor. A new constraint design was proposed
and explained step by step. The experiment verifies the proposed technique and demonstrates
improvements in efficiency and dynamic behavior of the seeking algorithm.

Keywords: synchronous motor; adaptive control; MTPA control; parameter variation; constraints design

1. Introduction

Permanent magnet synchronous machines (PMSM) have a higher efficiency, torque-
to-weight ratio, and power per volume value, which causes their popularity in motor
drives, where efficiency and compactness are two of the main requirements. However,
efficient control of PMSM requires full utilization of their potential and minimization of
the consumed current at the commanded torque [1,2].

The feature of PMSMs is the presence of a reluctance torque component besides the
main magnetic torque component. The reason for this feature is magnetic asymmetry along
direct and quadrature axes, which is typically caused by the machine design. However,
even-surface-mounted permanent magnet synchronous motors (SPMSM), which have
equal direct and quadrature inductances at low-load conditions, typically demonstrate
magnetic asymmetry under load. Therefore, efficient control systems have to consider
this feature and utilize a reluctance torque component as well. Special control algorithms,
which provide full utilization of motor torque, are called maximum torque per ampere
(MTPA) techniques. These techniques differ by the type of operation (offline or online),
usage of motor parameters (used or not required), etc., but an MTPA control became an
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inevitable part of PMSM control systems, and it is hard to find a commercial motor drive
without one of the MTPA algorithms.

The conventional approach to the calculation of the MTPA trajectory is differentiating
the machine torque equation with respect to the amplitude of a stator current. For the
purpose of simplification, the motor parameters are supposed to be stable and their depen-
dencies on other variables are not considered [3,4]. However, motor parameters vary with
the change of operating conditions: steel saturation impacts inductances, rotor temperature
impacts flux-linkage, etc. Therefore, these variations have to be taken into account [5–7].

In order to adapt the MTPA control techniques to parameters variation, different online
approaches were proposed. The authors of [8–15] proposed the usage of conventional
MTPA equations together with the motor parameters online estimation techniques. The
papers [8–10] considered motor inductance variation and proposed estimators for online
inductance monitoring, whereas the papers [11,12] took into account only flux-linkage
change and [13–15] considered simultaneous variation of these motor parameters. All
these methods use the conventional MTPA equations obtained under the assumption
that motor parameters are constant and do not vary; however, the motor parameters are
updated using various estimation techniques. As a result, these approaches demonstrate
the acceptable tolerance for motor drives where motor parameters vary slowly and their
derivatives may be neglected, but they fail in the fast-dynamic systems, where motor
parameter derivatives are significant. One more disadvantage of these methods is the
necessity of motor parameter prior knowledge, which is used as a reference value for
estimators and includes tuning of the adaptation mechanism.

In order to exclude these inconveniences, a group of techniques, which do not require
motor parameters, have been proposed. These methods are called seeking algorithms,
and they track minimum current consumption, which corresponds to the MTPA trajectory,
using either injection of the additional signal [16–29] or perturbing the motor drive and
analyzing response [30–38].

The algorithms proposed in [16–18] were designed for the direct torque control (DTC)
and field-oriented control schemes, which use injections of high-frequency signals toward
the motor, followed by an analysis of its response, which is used for extremum tracking.
The main idea is to estimate the local torque derivative at a constant current and to find the
position of a zero derivative, which corresponds to the MTPA condition. Similar methods
adapted for open-loop v/f-constant control were studied in [21,22]. These techniques
may operate without information of motor parameters. However, the knowledge of their
approximate values may be used as a starting point for tuning and may significantly
improve the dynamic.

The main disadvantage of injection-based techniques is noise and vibration caused by
signal injection, which significantly restricts the application area of these methods; therefore,
recently, a virtual signal injection control (VSIC) [23–29] was proposed, which eliminates
the abovementioned drawback. The methods of this group inject a high-frequency signal
into the system mathematically, without real modification of the signals applied to the
motor. They use measured parameters: voltage current, speed, etc., and estimate the sign
of the motor torque local derivative, which indicates the position of the operational point
related to the torque extremum at the MTPA curve. At the next stage, this information is
used to shift the operational point toward the torque extremum and is used to track that
point. Since the stator resistance is neglected, when the authors developed VSIC, these
algorithms worked better at higher speeds, but may fail in the low-speed range, where the
applied voltage is comparable with the voltage drop across the stator. Furthermore, the
sensitivity to stator resistance makes implementation of VSIC for motor drives impossible,
which has a relatively high resistance (e.g., with aluminum windings) or which has to
operate in a wide speed range.

Another approach for online tracking of MTPA conditions includes methods for
real-time nonmodel-based optimization [39] and uses the perturb and observe (PandO)
principle. The main idea of this approach is to perturb a system by modification of its input
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signal in the “test” purpose and observe the response to the applied perturbation. For this
purpose, the authors of [31–34] suggested modification of the stator current phase with
the following analysis of changes in its magnitude, while the authors of [36] adopted a
similar idea to the stator voltage vector. The PandO techniques do not use either system
models or parameters, which makes them convenient for a wide range of applications
having unknown parameters or variables in a wide range. However, the main drawback
is poorer dynamic and stability issues. If the operation of a seeking algorithm is not
limited, it may incorrectly detect the gradient of the observing signal and move the system
far from extremum, significantly worsening the performance and sometimes making the
system unstable.

Most of the seeking techniques were designed under the assumption that the torque is
constant or changes slowly. Therefore, they may fail in transients, where speed and torque
are modified by the external factors. As a result, the system response to the injected signal
or applied perturbation is mostly defined by that external factor, so seeking algorithms fail
and move the operational point far away from the MTPA trajectory. As soon as the transient
ends, the system operates as expected and tracking algorithms can return the operational
point at the MTPA trajectory. In order to limit deviation from the MTPA trajectory, the
seeking algorithms have to use constraints, which limit uncontrollable modification of the
stator current and its phase. Furthermore, proper design of these constraints significantly
decreases deviation from the correct trajectory and notably decrease reaction time of the
system. In turn, lower deviations from the desired trajectory increase system efficiency in
the dynamic modes. Therefore, proper selection of constrains is extremely important for
the seeking techniques, where the dynamic response is one of the weakest points.

Despite numerous publications dedicated to the online techniques, the problem of
constraints design was not studied in detail, and it is hard to find recommendations on
their selection. In [37] it was recommended to limit the maximum phase of the stator
current with a predefined constant; however, recommendations on its selection were not
provided. The authors of [34] use the adjustment of the stator current phase in order to
track the MTPA trajectory. They suggested the limitations of this angle with theoretical
minimum and maximum values plus some gaps. This approach provides system stability,
however, it results in poorer dynamic stability, because this limitation does not depend
on the current operational point in the MTPA curve. In [17] it was suggested to use a
theoretical MTPA curve calculated for rated and unsaturated parameters, as a reference
value and slightly modify it with a small angle calculated by the MTPA tuning block.
However, recommendations on the selection of the maximum modification angle were
not provided.

As is clearly seen, the suggestions on the selection of constraints are general and quite
simple; therefore, online techniques demonstrate poorer dynamic behavior and efficiency.
Furthermore, the previous researchers did not consider the effects of motor parameters
variations and the corresponding change of MTPA trajectory. Therefore, after analysis of
the published research, it was decided to develop an algorithm for the design of constraints
for the MTPA trajectory.

The contribution of this paper is the development of a constraint design algorithm
for MTPA seeking techniques. The proposed algorithm was developed for operation
with control systems of commercial motor drives; however, it can be easily extended
to self-commissioning systems. The developed algorithm is compatible with all MTPA
seeking techniques such as [30–32] and improves their dynamic behavior and efficiency.
The proposed method was implemented and compared with existing algorithms. The
experimental results proved superiority of the proposed technique and improvement of
dynamic behavior and efficiency of the test motor drive.
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2. Conventional MTPA Approach

2.1. Motor Equations

The simplified design of the interior permanent magnet synchronous motor (IPMSM)
is shown in Figure 1. It has three pole pairs formed by the interior permanent magnets
in the rotor and three-phase winding at the stator. The interaction of the flux formed
by permanent magnets and the flux formed by the three-phase stator winding produces
the torque.

 
Figure 1. Simplified design of IPMSM.

The basic electrical equations of IPMSM in the synchronous reference frame dq under
assumption that hysteresis loss, eddy currents, etc., can be neglected, are:

ud = idrs +
dψd

dt −ωψq,

uq = iqrs +
dψq

dt +ωψd;

⎫⎬
⎭ (1)

where:

ud, uq—d- and q-axis voltage components, respectively,
id, iq—d- and q-axis currents components, respectively,
ψd, ψq—d- and q-axis flux linkages respectively,
rs—stator resistance,
ω—electrical angular velocity.

The flux linkages cab be expressed as:

ψd = Ldid + Ψm,
ψq = Lqiq;

}
(2)

where:

Ld, Lq—full d- and q-axis inductances, respectively,
Ψm—permanent magnet flux linkage.

Combining (1) and (2) the motor equations in synchronous reference frame dq can
be derived:

ud = idrs + Ldi f f
d

did
dt −ωLqiq,

uq = iqrs + Ldi f f
q

diq
dt +ωLdid +ωΨm;

⎫⎬
⎭ (3)

where Ldi f f
d and Ldi f f

q are differential inductances of d- and q-axis, respectively.
The torque produced by the motor is defined as and contains full inductances:

T =
3
2

piq
((

Ld − Lq
)
id + Ψm

)
(4)

where:
p—number of pole pairs.
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Equations (3) and (4) are conventional equations of IPMSM, which are used for the
design of an overwhelming majority of control systems.

2.2. MTPA Equations

As it could be found from the torque Equation (4), the total torque produced by ma-
chine includes magnetic component proportional to the rotor magnetic flux and reluctance
component proportional to the difference between direct and quadrature inductances. The
magnetic and reluctance torques depend on the phase of the stator current as sine and
sine of doubled angle, respectively, therefore the resulting torque of a machine also has a
maximum which has to be defined and used for efficient control.

In order to do this, the magnitude of the stator current vector is fixed at Is and the
relation between the current components, which corresponds to the maximum can be
found. The quadrature component of the stator current is:

iq =
√

I2
s − i2d (5)

Combining (5) and (4) with the following differentiation, with respect to id, results in
the expression, which is used for the calculation of the maximum of torque [16]:

id = − Ψm

4
(

Ld − Lq
) −

√√√√ Ψ2
m

16
(

Ld − Lq
)2 +

I2
s
2

(6)

Equation (6) can be rewritten in terms of the current components:

id = − Ψm

2
(

Ld − Lq
) −

√√√√ Ψ2
m

4
(

Ld − Lq
)2 + i2q (7)

The last two equations define the MTPA condition of synchronous machines with
constant parameters. They are used for the implementation of the conventional MTPA
control and move stator current vector along the trajectory, the typical shape is depicted
in Figure 2. Good examples of MTPA implementation according to this approach can be
found in [40–42].

id

iq

Figure 2. MTPA trajectory in idiq plane.
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Since Equations (6) and (7) are calculation intensive, the MTPA trajectory is frequently
written in terms of the stator current and its phase, which is a function of the stator current
amplitude. In this case, the MTPA trajectory is described by the following equations:

id = −Is sin(γ),
iq = Is cos(γ);

}
(8)

γ(Is) = arccos

⎛
⎝−Ψm +

√
Ψ2

m + 8
(

Ld − Lq
)2 I2

s

4
(

Ld − Lq
)

Is

⎞
⎠. (9)

Despite the MTPA angle being hard for calculation, it is a smooth function, which can
be easily approximated with a first- or second-order polynomial, which can be easily seen
from Figure 3. Good examples of MTPA implementation according to this approach can be
found in [43–45].

Is

γ, 

Figure 3. Dependence of the MTPA angle γ on the stator current amplitude.

3. Impact of the Motor Parameters Variation on the MTPA Trajectories

In order to design constraints properly, the impact of motor parameters on the MTPA
trajectory must be analyzed. The analysis was performed for the motor used in the
experimental verification. The rated parameters are demonstrated in Table 1.

Table 1. Motor rated parameters.

Parameter Value

Number of pole pairs p = 3
Rated power, kW 1.4

Rated torque, N·m 5.0
Phase resistance, Ω 2.05

d-axis inductance, mH 83
q-axis inductance, mH 115

Back-EMF constant, V·s/rad 0.2

3.1. Flux-Linkage Decrease

The rotor flux-linkage decreases with the rise of magnet temperature and may fall by
5–10%, depending on the magnet material. The degradation of magnets due to demagneti-
zation may result in an additional 10%; therefore, the maximum decrease of flux-linkage
can be considered as 20% [12]. A decrease of the rotor flux-linkages causes mitigation of
the magnetic component of the motor torque. Thus, if the reluctance component is not
changing, the MTPA angle increases, which is illustrated in Figures 4 and 5.
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id

iq

Rated m

80% of the rated m

Figure 4. MTPA trajectories in idiq plane at different flux-linkages.

Is

γ, 

Rated m

80% of the rated m

Figure 5. Dependence of the MTPA angles γ on the stator current amplitude at different flux-linkages.

3.2. Motor Inductances Decrease

The motor inductances decrease due to the steel saturation, which is caused by the
amplitude of the applied stator current. Their variation significantly depends on the
machine design and may be as high as 70–80% in synchronous reluctance motors (SynRM)
and PM assisted synchronous reluctance motors (PMASynRM). In IPMSMs the maximum
decrease of full inductance is typically about 50–60% [8].

At the same time, the reluctance torque of a synchronous motor depends on the differ-
ence between the direct and quadrature inductances; therefore, analysis of the inductance
variation on the MTPA trajectory is more complicated, because both inductances vary si-
multaneously. Furthermore, the motor may saturate in the direct and quadrature directions
in a different way, causing the inductance difference ΔL = Ld − Lq to rise, even if both
inductances are falling. A good example of this phenomena is a motor under test, which is
considered in this paper. The flux path of this electrical machine along the direct axis is
saturated faster than the path along quadrature axis. As a result, the direct axis inductance
decreases faster than the quadrature inductance and the inductance difference increases.
However, with the following increase of the stator current, the quadrature inductance
decreases, and the inductance difference reduces, reaching lower values than the initial
values for the zero current. This phenomenon is illustrated in Figure 6, which demonstrates
inductance variation with respect to the stator current.
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Ld

Lq

Is

Ld, Lq, mH

| L|

Figure 6. Motor inductances vs. current at the MTPA trajectory.

In this figure U, S and P denote unsaturated, saturated and partly saturated zones,
respectively. It can be observed, that the inductance difference in the unsaturated (with
rated parameters) zone ΔLu, is less than the inductance difference in the partly saturated
zone ΔLp; however, it is higher than the inductance difference in the saturated zone ΔLs. As
a result, the true MTPA trajectory of this machine, which reflects complicated dependencies
of motor inductances on the stator current, Figure 6, has complicated waveforms, which
are demonstrated in Figures 7 and 8. In Figure 8, γu and γs correspond to the MTPA angle
trajectories drawn for the unsaturated and saturated motor inductances, respectively, and
γ stays for the true MTPA angle.

id

iq

Figure 7. Test motor MTPA trajectories in idiq plane.

Is

γ, 

u

s

Figure 8. Dependence of the test motor MTPA angles γ with respect to the stator current amplitude.

It should be noted that some researchers consider unsaturated and saturated MTPA
curves as boundary conditions for motor operation and design algorithm using this as-
sumption [17]. However, the provided example demonstrates that such boundaries are
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incorrect for such motors. The MTPA trajectory may leave the area limited with curves for
unsaturated and saturated conditions, and this phenomenon should be taken into account.

4. Proposed Method for Design of Constraints

In order to solve the abovementioned problems, a new algorithm for the design of
constraints for MTPA seeking techniques has been developed and considered in this paper.
This idea will be explained using a test motor as an example and the corresponding con-
straints for an MTPA trajectory seeking algorithm are constructed. For higher convenience,
the MTPA trajectories are designed in the idiq plane and for an MTPA angle γ, simulta-
neously. Therefore, the proposed technique can be easily adapted for control schemes
involving MTPA formulation based on the Equations (6)–(8).

The proposed method is demonstrated in Figure 9 and includes the following steps.
Initially, the direct and quadrature inductances variations with the stator current increase
are measured, and the corresponding dependence of the inductance difference ΔL is
calculated. These measurements are repeated for several motor samples and the resulting
data are averaged. After that, the MTPA trajectory for the measured inductances is plotted,
i.e., curve “A” in Figures 10 and 11. At the next stage, the maximum possible decrease
of the rotor flux-linkage is calculated, and the corresponding curve is plotted. For the
test motor, which uses NdFeB magnets, the motor designers estimated the maximum
temperature decrease is 3% and the maximum aging and demagnetization degradation is
5%, which results in a maximum reduction of 8%. The corresponding MTPA trajectories
are depicted as curve “B” in Figures 10 and 11. After that, the maximum possible deviation
of motor parameters from their rated values at the stage of production is taken into account.
This deviation is not significant and is caused by assembling inaccuracies, materials from
different lots, etc. The factory quality assurance engineers reported that the possible
variation of the flux-linkage is less than 1%, while the inductance deviation may be as
high as 12%. At the same time, the character of inductance dependencies, demonstrated in
Figure 6, is almost unchanged and deviation results only in scaling of those curves. At the
next stage, the previously constructed curves “A” and “B” are modified using obtained
information on the maximum deviation of motor parameters, which results in curves “C”
and “D” in Figures 10 and 11, respectively. These curves define the zone, limiting the
possible location of the true MTPA trajectory for all motors in the series.

After the area containing the MTPA trajectory is defined, it must be extended with
the gaps necessary for the proper operation of the MTPA seeking technique and stable
detection of the torque extremum corresponding to the MTPA condition. The term “gap”
relates to the disturbed parameter, and its dimension is the same; however, implementation
of the constraints depends on the MTPA technique and typically is performed in the idiq or
Isγ planes. These gaps depend on the exact MTPA tracking algorithm and have to enclose
the area, which fully includes border trajectories and deviation from them caused by the
injection of additional signals. The MTPA algorithm involved in the experiments, was
a seeking technique, which permanently disturbs the phase angle of the stator current
and measures its amplitude, trying to minimize it [33]. This algorithm can stably detect
the maximum of the torque curve, when it lies in the middle of the disturbance step Δγ.
Therefore, the gap, necessary for proper operation of this technique, which can guarantee
the correct detection of extremum, is half of the disturbance angle, which was 2◦. Thus, the
curves “C” and “D” have to be moved at this gap angle, which results in “E” and “F” in
Figures 10 and 11, respectively. These curves, “E” and “F”, define our desired constraints,
which can improve the performance of seeking an MTPA algorithm.

These curves could be implemented as a look-up table (LUT), approximating polyno-
mial or a set of splines; however, the best way of approximation depends on the complexity
of the constraint curves.

The proposed method of constraints design was developed for operation with a series
of motors, where inductances could be measured in advance. However, it could be easily
adapted for self-commissioning drives, which operate without prior knowledge of motor
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parameters. In this case, at the stage of parameter identification, the control system has to
additionally identify dependence of the inductance difference on the stator current. After
that, the curve “A” can be constructed. The construction of the curve “A” is made using
data from Figure 6 by substituting inductances as functions from the current magnitude
and the current magnitude itself into (6). Then evaluation of (5) allows to obtain both
current components in idiq plane. If it is desired to evaluate MTPA angle γ with respect to
the current magnitude, then Equation (9) is used.

At the next stage, the maximum variation of the flux-linkage has to be defined. Since
this information is unavailable, the high-border estimation can be used: 12–15% for NdFeB
magnets and 25–30% for ferrite magnets. Thus, the curve “B” can be constructed. The
higher margin values increase response time of MTPA algorithms; therefore, it is desired to
decrease the margins as much as possible. The recommended values of the flux linkage
deviation came from the worst motor prototypes known to the authors and cover the
overwhelming majority of motor drives. However, if a developer is confident that the
maximum possible deviation of the flux linkage is less than the recommended values,
the margins have to be decreased. Since self-commissioning routine tunes the drive for
operation with the exact sample of motor, the curves “C” and “D”, which define motor
parameter variation at manufacturing, could be skipped. After that, the curves “E” and “F”
can be constructed by moving the curves “A” and “B” at the gap angle, which is equal to
the half of disturbance angle for the test algorithm.

 
Figure 9. Flowchart of constraints design algorithm.
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Figure 10. MTPA constraints design in idiq plane.
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Figure 11. MTPA constraints design for MTPA angle γ.
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5. Experimental Setup

The experimental verification of the proposed algorithm was performed using the
test rig demonstrated in Figure 12. It included a prototype of the three phase PMSM
developed for rotary and reciprocating compressors, the rated parameters are shown in
Table 1. However, motor direct and quadrature inductances strongly depend on the stator
current and vary as depicted in Figure 6.

 

Figure 12. Experimental setup.

The IPMSM control system implemented for verification of the proposed algorithm,
was taken from a commercial motor drive discussed in [46] (Figure 13). It performs a
sensorless control of IPM motors, using a back-EMF based speed and position estimation
technique discussed in [47]. In order to exclude reverse rotation at the start, the estimator is
enhanced with an initial rotor position estimation algorithm [48]. The performance of the
estimation algorithm was verified with the help of an incremental position encoder [49,50],
which demonstrated that it operates at speeds over 10 Hz with the maximum estimation
error of 3~4 electrical degrees. Since the control system was designed for operation with
compressors, it was enhanced with a silent stoppage algorithm considered in [51].

The control scheme contains an outer speed loop and inner current loops in the
synchronous reference frame, where the rotor speed and position are provided by the
estimation algorithm. The information on the motor electrical signals is provided by
the DC-link voltage and two shunt-based current sensors, placed at the bottom legs of
the inverter.

The IPMSM control system includes a field-weakening algorithm, which increases
the maximum operation speed by up to +50% of the rated one by demagnetizing the
rotor field with a negative id current. The motor drive includes an adaptive MTPA control
algorithm, required to increase efficiency. This algorithm uses a seeking technique, which
was considered in [31]; therefore, this method for MTPA control can be used for the
experimental validation of the proposed idea.

268



Mathematics 2021, 9, 2785

id

iq

ud c

uq c

Is

iq c

id c

d,q  α,β

αθ

β d
q

uDC

u  c

u  c

id

iq

iq

id ia

ic

u
u

ref r lim

id fwIs max

A,B  ,

α

βB

C A

i

i

,   d,q

d
q

 

Figure 13. Control block diagram of the IPM motor drive with seeking MTPA algorithm.

The motor under test was connected with a Magtrol water cooling power brake
1-PB-65 capable of providing load torque up to 10 N·m. This power brake was controlled
by the Magtrol DSP6001 dynamometer controller, which received commands from the
computer and reported speed and torque. This load equipment provided low-ripple and
precise torque application, which is necessary for the accurate measurements of speed-
torque characteristics of the motor drive. The electrical signals were measured by the
Yokogawa DL 850 oscilloscope, capable of operating with raw data and oscillograms and a
Yokogawa WT-1800E power analyzer used for measurements of power and efficiency.

The inverter involved in these experiments was a commercial device designed for
the control of rotary compressors of air conditioners. It was based on the FSBB15CH60F
(15 A/600 V) Fairchild smart power module and designated for operation in 220 V (50/60)
Hz standard grids. This inverter had a conventional structure for low-cost applications,
which involved two shunt-based current sensors in the inverter legs and one voltage sensor
in the DC-link. The signals from the sensors were pre-amplified by internal operational
amplifiers of the microcontroller and then processed by a 12-bit ADC. The control system of
the inverter used in the experiments included the iHart i910 Cortex M3 core microcontroller
operating at 80 MHz and controlled the inverter switches at 10 kHz. The experimental
sample of the inverter was extended with an RS-232 communication interface used for the
connection with the computer in order to send commands and monitor the internal data.

6. Experimental Results

In order to check the performance of the proposed method, a number of experiments
have been carried out. The seeking MTPA algorithm used for testing, involves the PandO
principle and permanently disturbs the phase of the stator current, analyzing changes of
its magnitude. Thus, the constraints for this technique were set as curves “E” and “F” from
Figure 11 and implemented using LUT, containing 33 points for each curve with linear
interpolation between them. The disturbance angle Δγ used by the seeking algorithm
was 4◦ and its calculation step N was selected as 20 electrical revolutions. The maximum
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calculation time Tmax of the MTPA tuning algorithm was set to 0.5 s, which results in a
minimum motor speed, at which an MTPA tuning algorithm can operate:

nmin =
60 · N

p · Tmax
=

60 · 20
3 · 0.5

= 800 rpm (10)

This speed perfectly fits the requirements of the control system of compressors, where
the operational area requires speeds over 900~1200 rpm.

In order to check the dynamic behavior of the seeking algorithm with different con-
straints, the load torque contained equal intervals of constant load, and positive and
negative ramps. For the performance evaluation of the proposed idea, the measurements
were performed at the lowest allowed operational speed, which is the most difficult condi-
tion for the seeking algorithms. Despite the minimum operational speed of the selected
seeking technique being 800 rpm, the experiments were conducted at 1200 rpm, which is
the minimum permitted speed for reciprocating the compressors utilizing the considering
drive. After obtaining the data on estimated MTPA angle, the efficiency of the motor
was measured in operation of the MTPA-seeking algorithm with the considered sets of
constraints. In this test, the data were averaged at the interval of ten load periods (200 s),
which minimizes the impact of random perturbations.

For comparison of the developed method with the prior art, the constraints were
designed according to their recommendations.

6.1. Fixed Limits

In this method the constraints for the stator current phase were selected to consider
the case where motor parameters are unknown and self-commissioning is not performed.
The fixed predefined numbers equal to the theoretical minimum and maximum values
where selected. As can be observed from Figure 11, the minimum value of the MTPA
angle γ is 0◦, whereas the maximum angle is defined by curve “F” (about 32◦). For a pure
reluctance motor the maximum angle cannot exceed 45◦ if it is desired to cover 100% of
all motor designs. These angles were selected as the limits for the variation of the seeking
algorithm disturbance factor. These limits are depicted in Figure 14 together with the
MTPA trajectories and curves used for the design.

Is

γ, 

u

Curve “F”

Higher limit

Lower limit

Figure 14. Constraints design for MTPA angle γ using fixed limits.

6.2. Rated MTPA Curve with Gaps

According to this method, the constraints are designed using the MTPA curve for
rated motor parameters, which is shifted to higher and lower directions at the fixed gap.
In this experiment, the gap was selected as the seeking algorithm disturbance angle Δγ,
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which is equal to 4◦. At the same time, the MTPA angle for the test motor may not be
negative; therefore, the lower limit is set to zero in this area, where parallel shift of the rated
MTPA curve resulted in negative values. These limits are depicted in Figure 15 together
with the MTPA trajectories and curves used for design.

Is

γ, 

u

Higher limit

Lower limit

Figure 15. Constraints design for MTPA angle γ using rated MTPA curve with gaps.

6.3. Operation at Low Load

In this experiment, the performance of the proposed technique was evaluated and
compared with existing algorithms at low loads, where the motor was not saturated
(zone “U”). Two cycles of the load torque used in this experiment are depicted in Figure 16a.
The performance of seeking the algorithm operation with “Fixed limits”, “Rated MTPA
curve with gaps” and proposed constraints are demonstrated in Figure 16b–d, respectively.
The measured efficiency for these constraint sets was: 47.4%, 51.9% and 52.1%, respectively.

6.4. Operation at Medium Load

In this experiment, the performance of the proposed technique was evaluated and
compared with existing algorithms at low loads, where the motor was partly saturated
(zone “P”). Two cycles of the load torque used in this experiment are depicted in Figure 17a.
The performance of the seeking algorithm operation with “Fixed limits”, “Rated MTPA
curve with gaps” and proposed constraints are demonstrated in Figure 17b–d, respectively.
The measured efficiency for these constraint sets was: 85.2%, 87.1% and 88.4%, respectively.

6.5. Operation at High Load

In this experiment, the performance of the proposed technique was evaluated and
compared with existing algorithms at low loads, where the motor was highly saturated
(zone “S”). Two cycles of the load torque used in this experiment are depicted in Figure 18a.
The performance of the seeking algorithm operation with “Fixed limits”, “Rated MTPA
curve with gaps” and proposed constraints are demonstrated in Figure 18b–d, respectively.
The measured efficiency for these constraint sets was: 85.6%, 86.1% and 86.3%, respectively.
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γ, 

γ, 

γ, 

Figure 16. Operation of seeking algorithm with different constraints at low load: (a) Torque profile;
(b) Fixed limits; (c) Rated MTPA curve with gaps; and (d) Proposed technique.
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γ, 

γ, 

γ, 

Figure 17. Operation of the seeking algorithm with different constraints at medium load. (a) Torque
profile; (b) Fixed limits; (c) Rated MTPA curve with gaps; and (d) Proposed technique.
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γ, 

γ, 

γ, 

Figure 18. Operation of the seeking algorithm with different constraints at high load. (a) Torque
profile; (b) Fixed limits; (c) Rated MTPA curve with gaps; and (d) Proposed technique.

7. Discussion

It is clearly observable from the provided experimental results, that the seeking
algorithm does not operate properly at transients. Furthermore, its behavior depends on
the sign of the torque derivative: if it is positive, the estimated angle fluctuates near its
previous value, if the derivative is negative, the estimated angle goes to a lower or higher
limit, depending on the direction at the previous stage. As a result, the constraints design
plays an important role in the dynamic performance by limiting this uncontrollable change.
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The experimental results showed that the operation of the seeking algorithm with
fixed constraints results in a poorer dynamic and significantly decreases motor efficiency
in dynamic modes. Therefore, this method may be recommended only for simple systems,
which mainly operate under constant load torque.

The seeking algorithm with constraints designed using a rated MTPA curve with
gaps, demonstrates better dynamic and efficiency than the same algorithm with the fixed
constraints. It demonstrates acceptable results in the regions, where the true MTPA curve
is close to the rated curve. However, its operation is not optimal at the loads, where the
true MTPA trajectory significantly deviates from the rated MTPA curve and leaves the
area enclosed by the constraints. The experimental motor is a good example of this case,
which is illustrated by Figure 17. As a result, this method of constraints design can be
suggested for motors, where the MTPA trajectory does not significantly deviate from the
rated MTPA trajectory.

It can be observed that the operation of the seeking algorithm with constraints, which
is designed according to the proposed method, demonstrated better efficiency and dynamic
behavior. Therefore, it is recommended for the motor drives, where the motor was designed
for operation with considerable saturation and where the MTPA curve significantly deviates
from the curve constructed for the unsaturated parameters.

At the same time, it should be noted that the operation of the seeking algorithm with
a different set of constraints at a constant or slowly changing load torque is similar and
they differ only in dynamic.

8. Conclusions

This paper proposes a new method for constraints design for MTPA seeking tech-
niques. This algorithm takes into account possible motor parameter variation due to
operational conditions and deviation at the stage of production. The authors considered
existing approaches to constraints design and experimentally compared performance of
the MTPA-seeking algorithm with constraints designed according to existing and proposed
algorithms. It was shown that the proposed method improves efficiency and dynamic
operation of MTPA seeking techniques, especially for the motors, which operate in the
saturation zone and whose MTPA curve significantly deviates from the MTPA trajectory
calculated for the unsaturated parameters.
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Abstract: The synchronous homopolar motor (SHM) with an excitation winding on the stator and a
toothed rotor is a good alternative to traction induction motors for hybrid mining trucks. The main
problem in the design of the SHM electric drives is that the magnetic flux forms three-dimensional
loops and, as a result, the lack of high-quality optimization methods, which leads to the need to
overrate the installed power of the inverter. This article discusses the procedure and results of
optimization of a commercially available 370 kW traction SHM using the Nelder–Mead method. The
objective function is composed to mainly improve the following characteristics of the traction SHM:
total motor power loss and maximum armature winding current. In addition, terms are introduced
into the objective function to make it possible to limit the voltage, the loss in the excitation winding,
and the maximum magnetic flux density in the non-laminated sections of the magnetic core. As a
result of the optimization, the motor losses and the maximum current required by the motor from
the inverter were significantly reduced. The achieved reduction in the maximum current allows the
cost of the IGBT modules of the inverter to be reduced by 1.4 times (by $ 2295), and also allows the
AC component of the DC-link current to be reduced by the same amount.

Keywords: Nelder–Mead method; mining dump truck; optimal design; synchronous homopolar
motor; traction drive

1. Introduction

Synchronous homopolar machines (SHMs) with an excitation winding on the stator
are used in a number of applications, such as aircraft and ground vehicle generators,
welding generators, and flywheel energy storage devices [1–3]. The main advantages of
the SHM are the structural simplicity of the toothed rotor and the high reliability of the
machine as a whole due to the absence of an excitation winding or a squirrel cage on the
rotor. A number of studies have proposed the use of SHM in traction applications, due to
the disadvantages of induction motors commonly used in these applications, such as the
low reliability of the welded rotor cage, high rotor losses, difficulties in sensorless control,
and difficulty of employing pure electric brakes at zero rotational speed due to the thermal
cycling of the inverter semiconducting devices [3]. The complex design of the magnetic
core causes difficulties in using traditional 2D FEM models to assess the performances of
the SHM. For this reason, a number of original calculation methods have been proposed
for the SHM, including 3D FEM, 2D FEM, one-dimensional magnetic circuits, and their
various combinations [4–7]. In [3], a method for mathematical optimization of the traction
SHM was proposed. It has been shown that by applying optimization, it is possible to
significantly reduce the losses and torque ripple of the SHM. However, in [3], the current
of the armature winding was not reduced sufficiently during the optimization to allow a
reduction of the power rating and the cost of the traction inverter.
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In this study, compared with [3], the objective optimization function is modified
to significantly reduce the armature winding current and, as a result, to use cheaper
IGBT modules (650 A) compared to those in the non-optimized SHM (1000 A). At the
optimization, the restrictions imposed by the standard cross-sections of rectangular wind-
ing wires are taken into account. Additionally, the optimization was aimed at the total
power loss reduction.

The one-criterion Nelder–Mead method is applied in this work to optimize the SHM
design. An important advantage of the Nelder–Mead method over other methods that are
often used to optimize electrical machines [8,9] is the significant savings in computational
time, which makes it possible to increase the number of parameters to optimize, as well as
to apply more complex optimization criteria, for the calculation of which it is necessary
to calculate several load points of the machine [10]. This advantage is important for
optimizing traction machines with a wide speed control range.

2. Geometry of the Traction SHM

Figure 1 shows the sketches of the nine-phase traction SHM. The machine has three
sets of stacks on the stator and on the rotor. A nine-phase six-pole armature winding
is placed on the stator. An excitation winding consisting of two coils is placed between
the stator stacks. The stator has 54 slots. The rotor has no windings. Each rotor stack
has 6 teeth, and the teeth of adjacent rotor stacks are offset by 30 mechanical degrees. In
Figure 2a, the dependence of the maximal torque on the rotational speed of the electric
drive of the BELAZ 75570 mining dump truck is shown. Figure 2b demonstrates the
circuit of the nine-phase traction SHM inverter. The SHM traction inverter consists of three
individual three-bridge inverters and a single-phase breaker for the supply of the excitation
winding [4]. A more detailed description of the nine-phase traction SHM and the inverter
is given in [4,11].

  
(a) (b) 

Figure 1. SHM design features: (a) general view of the SHM. The armature winding on the stator is
not depicted so as not to obstruct; (b) SHM cross-section.

  
(a) (b) 

Figure 2. SHM diagrams: (a) traction characteristic of the motor; (b) inverter schematic; the numbers from 1 to 9 are the
numbers of the phases of the SHM.
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3. Objective Function for Optimizing the Traction SHM

Figure 2b shows the required torque-speed characteristic of the rear wheel drive of the
considered truck [4]. The traction drive must provide the maximum torque of 8833 N·m
from zero (standstill) to the rated speed of 400 rpm. In the speed range of 400 rpm and
above, the drive must be capable of producing power of at least 370 kW. The maximum
required rotation speed while maintaining the mechanical power of 370 kW is 4000 rpm.
Table 1 indicates the motor operating points considered in the optimization procedure:
maximum torque at rated speed, rated power at maximum speed, and an intermediate
point with geometric mean values of the torque and speed.

Table 1. Operating points of the SHM taken into account in the optimization procedure.

Mode Number Torque, N·m Rotational Speed, rpm Mechanical Power, kW

1 883 4000 370

2 2793 1265 370

3 8833 400 370

In [3], during the optimization of the traction SHM, it was possible to significantly
reduce the motor losses, and the torque ripple in comparison with the non-optimized
SHM [4]. The line voltage is reduced from 940 to 772 V. However, the peak armature
current was reduced only slightly (from 886 to 816 A). Therefore, it is necessary to use the
inverter with IGBT modules FF1000R17IE4 [12] with a rated current of 1000 A for both the
non-optimized SHM [4] and the optimized SHM.

The aim of this paper is to demonstrate the possibility of using the cheaper and
less powerful power module FF650R17IE4 [13] for the considered powertrain. For this
purpose, it is necessary to increase the number of turns of the stator winding and change
the geometry of the slot. At the same time, the maximum voltage limitation constraint
must be set.

Therefore, when optimizing the traction SHM in this study, the following main goals
were set: (1) the armature winding current must be significantly reduced; this will make it
possible to switch to cheaper power IGBT modules FF650R17IE4 [13] in the inverter; (2) the
amplitude of the voltage must not exceed 1000 V; and (3) it is necessary to reduce the total
motor losses in comparison with the non-optimized design of the SHM [3].

When estimating the motor losses, ranges 1–2 and 2–3 on the motor torque-speed
curve (Figure 2a) are considered. It is assumed that average losses in the ranges are equal
to the arithmetic mean of the losses at their boundaries (points 1 and 2 and points 2 and
3, respectively) and that the motor will be equally likely to run between the points 1 and
2 and between points 2 and 3 on its torque–speed curve. For this reason, the weighted
average losses were chosen as the first optimization objective:

<Plosses> = (Plosses1 + 2·Plosses2 + Plosses3)/4. (1)

The motor torque ripples were also chosen as an optimization objective. Both non-
symmetrized (created by one combination of rotor and stator stacks) TR and symmetrized
(created by a whole motor consisting of three combinations of stator and rotor stacks)
torque ripple TRsym are considered [3]. The last optimization objective is the maximum
armature winding current I3 that is achieved at the maximum torque (operating point 3).
Taking into account all the objectives, the motor optimization function is formulated as:

F0 = ln(<Plosses>) + 0.7 ln(I3) + 0.05·ln[max(TRsym)] + 0.025·ln[max(TR)]. (2)

Formula (2) suggests that <Plosses> is the most valuable objective. The second most
important objective is I3. A 1% decrease in I3 is as valuable as a 0.7% decrease in <Plosses>.
The decrease in max(TRsym) and max(TR) is not so significant. Decreasing max(TRsym)
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and max(TR) by 1% is just as important as decreasing <Plosses> by 0.05% and 0.025%,
respectively. However, including the max(TRsym) and max(TR) terms allows the increase in
motor torque ripple during optimization to be limited.

The optimization procedure also takes into account the following constraints:

UDC1 < 1000 V; B3 < 1.65 T; Pexc < 12,000 W, (3)

where UDC1 is the maximum voltage reached at the maximum speed (operating point 1),
Pexc is the power loss in the excitation winding, and B3 is the maximum flux density in the
non-laminated sections of the magnetic circuit (the rotor sleeve and the motor housing).

The optimization procedure is based on the one-criterion unconstrained Nelder–Mead
method. There are various ways to implement constraints when using the Nelder–Mead
method. For example, an objective function can take an infinite value when constraints
are not met. However, this approach leads to a rapid decrease in the volume of the
simplex. Additionally, constraints (3) should be satisfied in the initial design and along the
optimization. To avoid these drawbacks, the ‘soft constraints’ are applied to the objective
function (2). The constraining terms begin to increase rapidly if constraints are not met:

F = F0 + k1 × f (UDC1/1000[V]− 1) + k2 × f (B3/1.65[T]− 1) + k3 × f (Pexc/12, 000[W]− 1),

where f (x) =
{

x, x > 0
0

.
(4)

As a consequence, the objective function allows constraints to be violated in order to
prevent a rapid decrease in the volume of the simplex. However, as it will be shown below,
the optimized design will still satisfy constraints (3), if the factors k1, k2, and k3 are large
enough (exceed the corresponding Lagrange multipliers). In this study, it is assumed that
k1 = k2 = k3 = 1.5. Due to the choice of the objective function (4), the choice of the initial
approximation is not limited by constraints (3). As will be seen below, constraints (3) will
be violated in the initial approximation.

4. Initial Design Parameters and Variable Parameters Used for Optimizing the
Traction SHM

Figure 3 shows the main geometric parameters of the non-optimized traction SHM [4].
The parameters that are fixed and varied during optimization are shown in Tables 2 and 3,
correspondingly. The outer dimensions of the motor (the length of the motor without
winding end parts L = 545 mm and the stator housing outer radius Rhousing = 367 mm)
did not change during optimization. The rotor yoke thickness and the stator stack height
were also not varied. Due to the fact that the outer radius of the stator housing Rhousing
remains constant, the inner radius of the stator changes as the thickness h of the stator
housing changes. The outer radius of the rotor also depends on the width of the air gap
δ. To ensure equal conditions of flow of the excitation magnetic flux in the axial direction
through the stator housing and the rotor sleeve, the areas of their cross-sections are assumed
to be equal.

  
(a) (b) 

Figure 3. Geometric parameters of the SHM: (a) rotor radial dimensions; (b) stator and rotor axial and radial dimensions.
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Table 2. Some geometric parameters of the SHM that were not varied during the optimization.

Parameter Value [4]

Machine length without end winding parts L, mm 545

Lengths of the stator stacks, Lstat1; Lstat2; Lstat3, mm 101; 197; 101

The lengths of the rotor stacks, Lrot1; Lrot2; Lrot3, mm 92; 184; 92

Axial clearance between excitation winding and rotor, Δa, mm 30

Radial clearance between field winding and rotor Δr, mm 27

Rotor yoke thickness R1-Rsleeve, mm 22.8

Shaft radius Rshaft, mm 70

Stator lamination height hlam, mm 65

External radius of the stator housing Rhousing, mm 367

Table 3. Parameters that were varied during the optimization.

Parameter Initial Value before the Optimization [4]

Housing thickness h, mm 36

Total stator stacks length Lstator, mm 399

Airgap width δ, mm 2.3

Rotor slot factor frs 1

Angles of field weakening at operating points
1,2,3, electrical radians 0.61; 0.3; 0.25

Magnetic monopole densities at operating
points 1,2,3, Wb/m 0.48; 0.63; 1.2

As a result, the outer radius of the rotor sleeve is determined by formula:

Rsleeve =
√

(Rshaft
2 + Rhousing

2 − [Rhousing − h]2). (5)

In [4], Rsleeve equals 161 mm, while (5) provides Rsleeve = 167 mm. Since the thickness
of the rotor yoke R1 − Rsleeve is not varied, the depth of the rotor slot changes not only with
a change in the outer diameter of the rotor, but also with Rsleeve.

Variation of the angular dimensions between the rotor teeth along the rotor inner
radius and along the rotor outer radius was carried out in concert by multiplying both
dimensions by the coefficient frs. The excitation winding resistance is 10.2 Ohms in [4]. The
longitudinal and radial dimensions occupied by the excitation winding between two stator
stacks are Lex = 43 mm and hexc = 78 mm [3]. During the optimization, Lex = (L − Lstat)/2 −
Δa changed along with the Lstat variation. hexc = Rhousing − h − hlam − Rsleeve − Δr changed
due to the variation in h, as well as due to the variation in Rsleeve which is a function of h (5).
The resistance of the excitation winding changes with the dimensions of the field winding
as 10.2 Ohm × 43 mm × 78 mm/hexc/Lex. The number of turns of the excitation winding
is equal to 340 and assumed to be unchanged. In this study, the number of turns of the
armature winding increased for better utilization of the supply voltage, which results in an
increased height of the stator slots and decreased thickness of the stator lamination yoke.
To restrict the growth of the stator slots, the thinner winding was chosen. The winding
details are provided in Table 4. The main characteristics of the motor prototype described
in [4] are shown on the left side of Table 5. The main characteristics of the motor obtained
after the above changes (initial design) are shown on the right side of Table 5.
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Table 4. Winding parameters that were non-varied during the optimization.

Parameter SHM Prototype Described in [4] New Initial Design

Number of turns per stator
armature layer 5 7

Number of parallel strands per turn
of the stator armature coil 2 2

Dimensions of armature wire
winding, mm2 3.15 × 4.5 2.5 × 4.5

The height of the stator slot part
filled with the wire, mm 36.4 41.1

Excitation winding resistance, Ohm 10.2 16.8

Table 5. Comparison of the characteristics of the SHM prototype described in [4] and the characteristics of the new initial
design used as the starting point for the optimization.

Value SHM Prototype Described in [4] New Initial Design (before the Optimization)

Operating point 1 2 3 Brake
mode 1 2 3 Brake

mode

Speed, rpm 4000 1265 400 1100 4000 1265 400 1100

Current, A ampl 197 408 886 643 142 296 669 485

Mechanical power, kW 370 370 370 –540 370 370 370 –540

Active power, kW 412 387 404 –508 412 387 405 −509

Efficiency, % 89.8 95.4 90.0 93.8 89.8 95.3 89.8 94.0

Total losses, kW 41.9 18.0 41.0 32.2 42.2 18.1 42.1 32.4

Power factor 0.99 0.82 0.91 −0.65 0.99 0.81 0.88 −0.62

Line voltage, V ampl 940 472 196 462 1303 661 272 642

Not symmetrized
torque ripple, N·m 71.9 61.5 24.1 42.1 71.9 62.1 24.1 43.5

Symmetrized torque
ripple, N·m 21.0 12.4 2.8 8.4 20.8 12.3 2.6 8.1

Excitation current, A 5.6 8.1 26.3 10.7 5.5 8.1 24.8 10.8

Flux density in
non-laminated parts of

the magnetic core, T
0.59 0.77 1.46 0.77 0.59 1.04 1.65 0.98

Therefore, according to (5), the drop of the excitation magnetomotive force (MMF) on
the rotor sleeve is reduced due to the increase in Rsleeve, in comparison with [3]. On the
other hand, the depth of the rotor slots and the rotor saliency decrease. The resistance of the
excitation winding also changes. In addition, the initial design used as a starting point for
optimization differs from [3] in the parameters of the armature winding as Table 4 indicates.
As can be seen from Table 5, the change in the parameters of the armature winding shown
in Table 4 led to a significant increase in the line voltage up to 1303 V at the first operating
point. This voltage value significantly exceeds the maximum allowable voltage in the
DC-link of the mining dump truck power supply and cannot be implemented in practice.
However, in the next section it will be shown that, using the objective function (4) and the
Nelder–Mead method, it is possible to significantly improve all the main characteristics of
the SHM without exceeding the voltage limit of 1000 V.
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5. Optimization of Traction HSM Using the Nelder–Mead Method

The traditional Nelder–Mead algorithm [14], the 2-D FEM based mathematical model
of the SHM, according to [4], and the objective function (4) were used in the SHM optimiza-
tion process. This optimization was applied to the new initial design with a larger number
of turns and a modified stator slot shape (see Table 4) to further reduce the armature
winding current and comply with the maximum voltage limitation simultaneously.

The optimization procedure varied the 10 SHM parameters listed in Table 2. Figure 4
shows the cross-section of the motor and the magnitude of the magnetic flux density before
and after optimization at the operating point 3 (see Table 1) with the maximum torque and
the most saturated conditions. Regions of the cross-section with an extreme saturation
level over 2 T are highlighted with black outlines. It can be seen that after the optimization,
the area of the regions with maximum saturation decreased. Table 6 shows the modified
design parameters of the SHM after optimization. Figure 5 demonstrates the change during
optimization of such values as the total losses <Plosses>, the armature current amplitude I3
at operating point 3, the maximum line voltage, and the value of the objective function F (4).
Table 7 compares the main characteristics of the motor before and after optimization. As
Table 6 shows, at operating points 1, 2, and 3 (motor mode operation), the total losses are
reduced by 1.09, 1.19, and 1.04 times, respectively. After the optimization, the torque ripple
only slightly decreased at operating point 1. The voltage at operating point 1 decreased
1.3 times; therefore, the maximum voltage is 988 V and does not exceed the constraint
of 1000 V indicated in (3). Additionally, at operating point 3, the amplitude value of the
armature winding current decreased from 669 to 601 A. Although in the initial design,
due to the increase in the number of turns, the amplitude value of the armature winding
current is much less than in [4], the initial approximation is not feasible due to the line
voltage constraint. The use of optimization made it possible not only to reduce the line
voltage in operating point 1 to an allowable level, but also to further reduce the armature
winding current.

  

(a) (b) 

Figure 4. The motor cross-section and the magnitude plot of flux density; black outlines mark the
extreme saturation level (>2 T): (a) before optimization; (b) after optimization; it can be observed that
after optimization, the area of regions with flux density >2 T noticeably decreased.

Table 6. Varied design parameters of the traction SHM after the optimization.

Parameter Optimal Design

Housing thickness h, mm 32.8

Total stator stacks length Lstator, mm 431

Airgap width δ, mm 2.41

Rotor slot factor frs 1.10

Angles of field weakening at operating points 1,2,3,
electrical radians 0.762; 0.400; 0.364

Magnetic monopole densities at operating points 1,2,3, Wb/m 0.331; 0.678; 1.139
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(a) (b) 

  
(c) (d) 

Figure 5. Variations in the objectives during the optimization: (a) total losses <Plosses>; (b) maximum
current amplitude in the armature winding; (c) maximum voltage amplitude in the armature winding;
(d) objective function F.

Although Table 7 demonstrates the SHM performances at only 3 points in the motor
mode indicated in Figure 2a, the calculation shows that the optimized drive can deliver the
target mechanical power of 370 kW over the entire speed range from 400 to 4000 rpm.

Since the maximum amplitude current value for the optimized SHM is less than
650 A, then the FF650R17IE4 IGBT modules can be used in the inverter, instead of the
FF1000R17IE4 modules, which are used in the commercially available prototype of the
traction SHM drive [4]. The cost of the FF1000R17IE4 module is $ 840 while the cost of
the FF650R17IE4 module is 1.4 times less and is $ 585. The prices are from the website of
the IGBT module manufacturer [15]. Thus, for the 9-phase inverter, the savings on IGBT
modules alone are (840 − 585) × 9 = $ 2295. In addition, the AC current component in the
capacitor bank of the DC link will decrease by 1.4 times, which will make it possible to
reduce the capacitance of the capacitor bank of the DC link, and will also lead to a decrease
in the cost of the inverter.

Table 7. Optimization results.

Value
New Initial Design

(Before the Optimization)
After Optimization

Operating point 1 2 3 Brake mode 1 2 3 Brake mode

Speed, rpm 4000 1265 400 1100 4000 1265 400 1100

Current, A ampl 142 296 669 485 176 255 601 429

Mechanical power, kW 370 370 370 –540 370 370 370 –540

Mechanical losses, kW 17.57 0.65 0.05 0.45 17.57 0.65 0.05 0.45

Conductive
winding losses, kW 1.4 6.1 30.9 16.2 2.1 4.5 25.0 12.7
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Table 7. Cont.

Value
New Initial Design

(Before the Optimization)
After Optimization

Eddy-current winding
losses, kW 5.2 2.5 1.1 4.3 6.0 2.1 1.0 3.8

Stator core losses, kW 15.1 7.5 2.4 9.4 10.9 5.9 2.5 8.2

Rotor core losses, kW 2.5 0.6 0.1 0.6 1.5 0.6 0.1 0.5

Excitation losses, kW 0.4 0.8 7.5 1.4 0.5 1.5 11.9 2.0

Active power, kW 412 387 405 −509 408 384 399 −514

Efficiency, % 89.8 95.3 89.8 94.0 90.5 96.1 90.1 94.9

Total losses (motor), kW 42.2 18.1 42.1 32.4 38.7 15.2 40.5 27.6

Line voltage, V ampl 1303 661 272 642 988 632 275 621

Symmetrized torque
ripple, N·m 20.8 12.3 2.6 8.1 18.9 12.5 3.0 9.4

Excitation current, A 5.5 8.1 24.8 10.8 5.5 9.5 26.6 10.8

Flux density in non-laminated
parts of the magnetic core, T 0.59 0.77 1.46 0.77 0.48 0.98 1.65 0.91

Power factor 0.99 0.81 0.88 −0.62 0.97 0.96 0.96 −0.74

6. Conclusions

Inadequate design methods for synchronous homopolar machines (SHMs) can result
in the need to significantly overrate the installed power of the traction inverter in applica-
tions requiring operation over a wide constant power speed range. This article discusses
the novel procedure and results of optimization of the commercially available 370 kW
traction SHM using the Nelder–Mead method. The objective function was composed to
improve/minimize the basic characteristics of the traction SHM, such as the total motor
power loss and maximum armature winding current. To obtain the feasible optimized
design, necessary constraints were imposed. As a result of the optimization, the motor
losses and the maximum current required by the motor from the inverter were significantly
reduced. The achieved reduction in the maximum current allowed the cost of the IGBT
modules of the inverter to be reduced by 1.4 times (by $2295), and also allowed a reduction
of the AC component of the DC link current.
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