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Preface to ”Advances in Molecular Simulation”

Rapid advances are taking place in the application of molecular simulations to the study of

complex systems. Molecular simulations are widely used in physics, chemistry, biology, material

science, engineering, and even medicine. Each study conducted in a purely theoretical manner

can be treated as a simulation. The behavior of a considered system can be modeled using

different computational approaches. First, the “usual” theories can be utilized for this purpose.

Among them are simple phenomenological theories, advanced quantum methods, and sophisticated

statistical–thermodynamic calculations. Second, we can apply various special procedures that allow

us to mimic real systems and their evolution over time, namely molecular dynamics, the Monte Carlo

method, cellular automata, or genetic algorithms. The most popular simulation techniques of this

type are molecular dynamics (MD) and the Monte Carlo method (MC). Impressive progress has been

made in the development of different versions of these methods.

A detailed description of molecular interactions is always crucial in simulations. Various force

fields are developed and permanently improved to estimate the interaction potentials between atoms

or coarse-grained particles. The traditional force field provides a specific function for potential

energy and a set of its best-fitted parameters. The potential is fit to the results of quantum

mechanical calculations and, usually, to certain experimental measurements. The accuracy of

molecular interaction description can be improved by the use of machine learning potentials.

During a typical molecular simulation, the trajectory of the system in the configuration space

can be generated stochastically, based on the laws of mechanics, or both. The rules for accepting

these states take into account changes in the energy of the system. Simulations can be carried out in

different statistical ensembles, including the extended ensembles used in multicanonical simulations

or the parallel tempering method. A great variety of enhanced sampling techniques have been

successfully implemented in molecular modeling. Numerous methods for the analysis of simulation

data have been also proposed; for example, the thermodynamic integration, the weighted histogram

method, finite-size scaling analysis, and many others.

The exceptional popularity of molecular dynamics results, among other things, from the

availability of many ready-made software packages that provide all major MD codes with a set of

accompanying programs performing most steps of the preparation for a simulation. The user-friendly

environment allows writing of the simulation scripts without the need for a deep knowledge of the

underlying procedures. Nevertheless, extracting reliable and useful information from the simulation

always requires a lot of care. The results should be interpreted in light of all available theoretical and

experimental data for the system under study.

The ever-increasing power of computers and the development of modern programming

methods make molecular simulations a very effective tool for studying more and more complex

systems. The main purpose of this Special Issue is to present a wide range of molecular simulation

methods and their applications in various fields.

The first section consists of two review articles concerning the methodology of molecular

simulations. The survey written by Roy and Kovalenko covers the applications of the statistical

mechanics-based three-dimensional reference interaction site model with the Kovalenko–Hirata

closure molecular solvation theory in different simulations. They show that this approach can be

an essential part of a multiscale modeling framework for the simulation of biochemical systems

involving liquid media of complex composition.
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Next, Cao and Tian present an excellent overview of the application of “dividing and

conquering” and “caching” principles in the development of molecular modeling algorithms.

They describe algorithms for the coarse-graining, the enhanced sampling, and the local free

energy landscape approach. Differences, connections, and potential interactions among these three

algorithmic lines are discussed.

The second part is a collection of original scientific articles devoted to the modeling of different

molecular systems. These works can be divided into three groups.

The first series of articles deals with the methodology of theoretical calculations. Mun,

Sakai, and Kim propose the quantum mechanical approach for strongly ionizing media. They

calculate time evolution operators, employing a time-dependent unitary transformation method

within the Kramers–Henneberger framework. The method can be applied to atoms or molecules

exposed to strong laser fields. In turn, Shtyrov et al. developed a simplified methodology to

study spectral properties of rhodopsins. This approach allows estimation of the direct effect of

a charged or polar residue substitution on the first absorption band maxima without extensive

quantum-mechanical calculations using only a rhodopsin three-dimensional structure and the data

provided in the article. The article written by Lai, Jia, and Chi shows new developments in the

open-source Monte Carlo simulation tool gMicroMC (Med. Phys. 2020, 47, 1958). They use this

method for the transport simulation of protons and heavy ions and the concurrent transport of

radicals in the presence of DNA. Herranz et al. present the simulator-descriptor suite (Simu-D)

and use it to model numerous polymer-based systems under extreme conditions of concentration,

confinement, and nanofiller content. The simulator involves different MC algorithms, including

localized, chain-connectivity-altering, identity-exchange, and cluster moves in various statistical

ensembles. The simulator includes various MC algorithms, namely localized changing links of the

chain, identity exchange, and cluster movements in statistical teams, while the descriptor identifies

similarity of computer-generated configurations with respect to reference crystals in two or three

dimensions. It has been shown that the Simu-D can be a useful tool in the studies of entropy- and

energy-driven phase transition, adsorption, and self-organization of polymer systems.

The second group of articles covers a broad spectrum of applications of molecular simulations

in biomedical research. The article by Ahmad et al. is devoted to the modeling of antibody–antigen

interactions. They investigate TLR4 antibody-binding epitope using the computational-driven

approach. This computational technique involves the construction of interaction networks, epitope

prediction, molecular docking, MD simulations, and binding-free-energy calculations. The method

can be a promising tool for the development of new monoclonal antibodies. Choi et al. demonstrate

the binding mechanism of selected ligands to the coronavirus 3-chymotrypsin-like-protease through

docking and MD simulations. The interactions with SARS-CoV-2 proteases and binding energy were

calculated. The study can be helpful for the development of novel and effective, antiviral compounds.

The article by Rzecki et al. is on the new computational approach for the comparison of antimicrobial

effectiveness among different types of Gemini surfactants. In this study, MD simulations are used to

investigate the incorporation of these agents into the model bacteria membrane. The development of

new antimicrobials is one of the most serious problems facing medicine today.
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The last group of works concerns simulations of various physical phenomena in complex

systems under different thermodynamic conditions. Eun presents the MD simulation study of

the osmosis-driven water transport through nanochannels. Kobayashi et al. propose a possible

mechanism of turbulence suppression in surfactant aqueous solution based on the performed

large-scale dissipative particle dynamics simulation. Adsorption on ligand-tethered particles is also

investigated using coarse-grained MD simulations (Borówko and Staszewski). Patrykiejew presents

the results of MC simulation of the phase behavior of two-dimensional systems of Janus-like particles

on a triangular lattice. Moreover, Szeleszczuk et al. investigate the isosymmetric structural phase

transition of chlorothiazide using periodic Density Functional Theory calculations and ab initio MD

simulations. They prove that DFT calculations enabled the prediction of the transitions of this type.

Finally, the structural and dynamical properties of colloids with competing interactions confined in

slit pores were investigated using MC and MD simulations (Serna, Góźdź, Noya).

We hope that this Special Issue reflects the power of molecular simulation as an effective research

tool in many fields and can provide an impetus for further fruitful studies.

Finally, I wish to express my sincere thanks to each of the authors for their contributions.

Małgorzata Borówko

Editor
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Abstract: The statistical mechanics-based 3-dimensional reference interaction site model with the
Kovalenko-Hirata closure (3D-RISM-KH) molecular solvation theory has proven to be an essential
part of a multiscale modeling framework, covering a vast region of molecular simulation techniques.
The successful application ranges from the small molecule solvation energy to the bulk phase be-
havior of polymers, macromolecules, etc. The 3D-RISM-KH successfully predicts and explains the
molecular mechanisms of self-assembly and aggregation of proteins and peptides related to neu-
rodegeneration, protein-ligand binding, and structure-function related solvation properties. Upon
coupling the 3D-RISM-KH theory with a novel multiple time-step molecular dynamic (MD) of the
solute biomolecule stabilized by the optimized isokinetic Nosé–Hoover chain thermostat driven
by effective solvation forces obtained from 3D-RISM-KH and extrapolated forward by generalized
solvation force extrapolation (GSFE), gigantic outer time-steps up to picoseconds to accurately cal-
culate equilibrium properties were obtained in this new quasidynamics protocol. The multiscale
OIN/GSFE/3D-RISM-KH algorithm was implemented in the Amber package and well documented
for fully flexible model of alanine dipeptide, miniprotein 1L2Y, and protein G in aqueous solution,
with a solvent sampling rate ~150 times faster than a standard MD simulation in explicit water.
Further acceleration in computation can be achieved by modifying the extent of solvation layers
considered in the calculation, as well as by modifying existing closure relations. This enhanced
simulation technique has proven applications in protein-ligand binding energy calculations, lig-
and/solvent binding site prediction, molecular solvation energy calculations, etc. Applications of the
RISM-KH theory in molecular simulation are discussed in this work.

Keywords: molecular solvation theory; three-dimensional reference interaction site model; Kovalenko-
Hirata closure; biomolecular simulation; multiple time step MD; protein-ligand binding; biomolecu-
lar solvation

1. Introduction

The developments of molecular simulations started first with statistical methods like
Monte-Carlo simulations (MC) to address the time-progression of multi-particle systems.
The use of macroscopic spheres to simulate atomic motions dates backs to early 1940. The
work on elastic collision in phase transition by Alder and Wainwright is attributed as the
first realistic simulation [1]. The progress in molecular dynamics (MD) simulations from
that point is phenomenal thanks to ever evolving computer architectures and development
of efficient algorithms. While the initial applications of the MD simulations were aimed
at material science applications, they covered biophysics and biomolecules very fast. The
applications in biomolecular systems are numerous: X-ray structure processing, protein
folding, and receptor-ligand interactions, to name a few [2–4]. Performance and accuracy

Int. J. Mol. Sci. 2021, 22, 5061. https://doi.org/10.3390/ijms22105061 https://www.mdpi.com/journal/ijms
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of MD simulations were verified by comparison with experimental data obtained from
diffraction and NMR experiments. An essential component of MD simulation, the force
field is developed by fitting against high-level quantum chemical calculations [5–7]. The
other variant of the force field, the Kirkwood-Buff (KB) force fields designed through
application of the KB theory in calculating densities and other physical properties of
multicomponent solutions, has shown immense potential for use in molecular simulations,
both with all atom and united atom settings [8–10]. The deviations of MD simulations from
experimental results are attributed to the shortcomings of the force field(s) used, as well as
inadequate simulation time frame. It is imperative to point to the local minima problem
faced by MC and MD methods for potential energy surfaces (PESs) with multiple minima
separated by large energy barriers [11–13]. A plethora of research has been devoted to
overcome such issues [14,15]. The explicit solvent simulations using MD techniques are the
most adequate ones for modeling biologically important molecules which often requires
specific environments. Explicit solvation simulations are quintessential for solvation free
energy as well as receptor-ligand binding energy calculations. All these theoretical and
computational techniques essentially deal with multiple interactions present in liquid
environment (e.g., solution). These interactions involve solvent-solvent and solute-solvent
interactions. The solute-solvent interaction further breaks down into the electrostatic and
non-polar components. To complete the interaction terms in order to calculate solvation
energy, solute polarization and deformation energies are important factors. The last term
becomes more significant for binding studies in biomolecular simulations. Incorporating
all these intra- and intermolecular terms in solvation process modeling is a daunting task,
and justifies development of several theoretical methods to address molecular solvation.

The differences in molecular properties between isolated systems and continuum
calculations are often the results of different scalabilities of the systems under consider-
ation. The “gold-standard” quantum mechanical (QM) methods can achieve accuracy
up to one-tenth of a kcal/mol, but limited to systems with small sizes [16–19]. Different
continuum solvation models (e.g., PCM and its variants, SMD, COSMO) are calibrated
against experimental solvation energy databases of small molecules, and are problematic
for absolute solvation energy calculations of systems beyond the chemical classes covered
in calibration databases (viz. transition metal containing systems) [20–24]. The difficulty
in achieving accurate solvation free energy prediction can be attributed to the absence of
specific solute-solvent interactions, limited (or most of the time, absent) sampling of the
solute conformal steps, etc. Application of quantum chemical calculations of biomolecules
(protein, DNA/RNA) are restricted due to system size resulting in a large number of
basis functions required to describe such systems. The ONIOM methodology as well as
QM/MM and QM/MM/MD techniques provide respite to this handicap by offering a
computationally more amenable scenario where site(s) of importance are treated with high
level QM calculations while the rest of the system is treated with molecular mechanics
potentials for specialized applications [25–28].

The applicability of different theoretical methods to solvation dynamics of systems
of different sizes and dimensions is quite compartmentalized. Thus, a theoretical model
that spans over a large scale of computational requirements with reasonable accuracy
and speed is desirable, and much research activity is devoted toward this goal. The
reference interaction site model (RISM) is based on first principle statistical mechanics,
with proven applications in the field of van der Waals fluid, biomolecules, material science,
and drug development [29–31]. The theoretical framework of RISM is suitable to couple
with MD-engines and QM self-consistent-field (SCF) iterations [32–35]. This makes the
RISM formalism an excellent candidate from the perspective of building materials of
desired properties, as the theory provides understanding of all the underlying interactions
between different constituent fragments. The RISM theory with the integral equation
formalism was developed and used for solvation structure and energetics calculations,
although the potential of this theory goes beyond regular solvation energy calculations and
expands to molecular partitioning, physical-chemical property calculation, and molecular
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simulations [36–48]. The key feature of the RISM theory is that it can provide reasonably
accurate result rapidly, a feature that made this the theory an essential part of the multiscale
modeling framework (Figure 1).

Figure 1. Computational simulation scale and versality of the 3D-RISM theory.

2. Theoretical Background

The foundation of the RISM theory is credited to the seminal works of Chandler and
coworkers [49–56]. This theory grew enormously over past forty years. The key theoretical
aspects are outlined in this section. Further theoretical backgrounds are provided for
individual applications in the respective sections. For a solute of arbitrary shape, the
3-dimensional (3D-) version of the RISM theory provides a probability distribution of all
possible interaction sites (γ) of solvent molecules around the solute at position r which
is a product of the average number density (ργ) in the bulk solution and the normalized
density distribution, gγ(r) (Figure 2). The density enhancement and/or depletion (gγ(r) > 1
and/or gγ(r) < 1) relative to the average density at a point in solution bulk where gγ(r) → 1
is provided by the average number density. The total correlation function of solvent sites
in 3D is related to the 3D direct correlation function cγ(r) and site-site bulk susceptibility
function for α-solvent sites around a solute by Equation (1).

hγ(r) = ∑
α

∫
dr′cα

(
r − r′

)
χαγ

(
r′
)

(1)

Additionally, gγ(r) = hγ(r) + 1 and cγ(r) ~ −uγ(r)/(kBT), where T is temperature and
kB is the Boltzmann constant. The bulk susceptibility function χ is an essential input to the
3D-RISM integral equation, and is constructed from the intramolecular correlation function
ωαγ from the dielectrically consistent RISM (DRISM) [57]:

χαγ(r) = ωαγ(r) + ωαγ(r) ργ hαγ(r) (2)

3
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Figure 2. The normalized distribution of the water oxygen sites around the scorpion toxin protein
(PDB ID: 1AHO) computed using the 3D-RISM-KH theory and the modified TIP3P water model. The
protein backbone is colored in cyan.

The intramolecular correlation function can be expressed in reciprocal k-space via
terms of a zeroth-order Bessel function:

ωαγ(r) = j0(klαγ) (3)

The intra- and inter-species correlation functions are renormalized through an analyti-
cal dielectric bridge function for solvents with high dielectric constant value, thus ensuring
that all inter- and intra-species interactions are considered for a few solvent layers around
a solute (or cosolvent, etc.). The renormalized form of the dielectric correction is written in
terms of zeroth- and first-order Bessel functions over the position of each atom rα = (xα, yα,
zα) with partial charge qα of site α on species with respect to its molecular origin:

χαγ(k) = j0(kxα)j0(kyα)j1(kzα)hc(k)j0(kxγ)j0(kyγ)j1(kzγ) (4)

The envelope function hc(k) determines the dielectric constant of the solution using
a non-oscillatory form with amplitude A falling off rapidly at wavevectors k larger than
the characteristic size l of the liquid. The characteristic length is important for DRISM
calculations, to avoid spurious non-physical distribution functions.

hc(k) = A exp
(
−l2k2/4

)
(5)

A =
1

ρpolar

(
ε

y
− 3
)

(6)

For a mixed solvent scenario, the total number density of polar species and solution
dielectric susceptibly y can be used in combination with Equations (4)–(6) to apply 3D-RISM
formalism as:

ρpolar = ∑
s∈polar

ρs (7)

y =
4π

9kBT ∑
s∈polar

ρs(ds)
2 (8)
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A closure function is required to integrate an infinite chain of correlation diagrams
generated from the direct and total correlation function. The functional form of such a
closure function in unknown, and several approximated forms were reported over time
for simplified computations. Closure functions differ from each other in the mathematical
form of the bridging function used in the construct. The Kovalenko-Hirata (KH) closure is
among the best closure relations till date in terms of both numerical stability and reasonable
accuracy [58,59]. The mathematical form of the KH closure is given as:

gγ(r) =
{

exp(−uγ(r)/(kBT) + hγ(r)− cγ(r)) for gγ(r) ≤ 1
1 − uγ(r)/(kBT) + hγ(r)− cγ(r) for gγ(r) > 1

(9)

The overall form of the KH closure can be explained as a coupling of the mean spherical
approximation for the regions of density enrichment (gγ(r) > 1) with the hypernetted chain
approximation for the region of density depletion (gγ(r) < 1). The excess chemical potential
and the solvation free energy is obtained from the analytical form of the KH closure as:

μsolv = ∑
γ

∫
V dr Φγ(r)

Φγ(r) = ργkBT
[

1
2 h2

γ(r)Θ(−hγ(r))− cγ(r)− 1
2 hγ(r)cγ(r)

] (10)

The Φγ(r) is the Heaviside step function. Important thermodynamic parameters are
derived from the excess chemical potential for solute sites (u) and solvent sites (v) as:

Δμ = Δεuv + Δεvv − TΔsV (11)

The entropy (ΔSV) and partial molar volume (PMV,
∼
V) are calculated as:

ΔSV = − 1
T

(
∂Δμ

∂T

)
V

(12)

∼
V = kBTχT

(
1 − ∑

γ

ργ

∫
dr cγ(r)

)
(13)

The errors in 3D-RISM calculations have several origins. Firstly, the internal pressure
calculated in the 3D-RISM molecular solvation theory is wrong. A few correction schemes
were developed to counter this error [60,61]. Another source of errors arises from the
choice of the Lennard-Jones potential used for calculating interaction potentials. A careful
calibration is warranted while selecting a force field for a specific application. For example,
the computational framework of 3D-RISM failed to converge for polar protic hydrogen
atom (e.g., water) with conventional force fields, as the hydrogen atoms has no van der
Walls parameters assigned. This problem is circumvented by using a non-zero van der
Wall’s terms for hydrogens [62,63]. The KH closure is known to shift the strongly associated
peaks while broadening them simultaneously; interestingly, this provides an adequately
correct solvation structure.

3. Biomolecular Simulations with the 3D-RISM-KH Molecular Solvation Theory

The center of simulations for biophysics related problems are structure-function fea-
tures of protein and nucleic acids. The structural landscape of biomolecular folding is
a high demand research field. Recent achievements in achieving millisecond time scale
simulation of protein structure opened further developments in order to explore the entire
folding landscape of proteins of reasonable sizes [64–66]. The molecular dynamics simula-
tion with the 3D-RISM-KH theory was first incorporated in the AMBER MD simulation
suite, using the Sander engine as well as standalone unit for single point solvation free
energy calculations [32]. The standard Sander implementation was modified to support
long time scale simulations using damped Langevin dynamics for a canonical ensemble
to address the instability of the multiple time step MD (MTS-MD). This is achieved by
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combining two simulation cycles for two different parts of the system (MTS-MD). The outer
time steps are obtained from 3D-RISM-KH calculation. For each inner step, the effective
solvation force is used to extrapolate solvation force coordinates, based on the outer time
steps. The force matrix {F}(k) working on each solute atom is approximated as a linear
combination of forces at N previous steps, at any given time step tk:

{F}(k) =
N

∑
i=1

aki{F}(i), i ∈ 3D − RISM steps (14)

The weighted coefficients aki for a given time step are obtained from the best projec-
tion of N previous steps. These non-conservative potentials provided a smooth transition
between steps. However, strong coupling through the Nosé-Hoover chain of thermostats
impeded structural transitions. The next generation of development provided the advanced
solvation force extrapolation scheme (ASFE). This development used the optimized isoki-
netic Nosé-Hoover thermostat (OIN) for each atom by imposing kinetic energy constraints.
The fast-dynamics (solute-solute) and slow dynamics (solute-solvent via 3D-RISM) are
separated in the ASFE implementation. The accuracy of extrapolation was estimated by
relative mean square deviation of the extrapolated effective solvation forces from their
original values calculated from converged 3D-RISM-KH for the outer time step. The ap-
plicability of the novel formalism containing two separate time cycles for MD simulation
of solute-solvent systems were validated against conformational space of alanine dipep-
tide in water. The subsequent developments, generalized solvation force extrapolation
(GSFE), used rotational transformation of the relative coordinates for each atom in order to
smoothen the force matrix described previously. In this new development which also used
OIN thermostats, a weighting function was introduced for each discretized space. The
new algorithm also takes into account that the nearest neighbors have maximum effect on
mean solvation forces for any given atom. The efficiency of this new algorithm was shown
by the MTS-MD/OIN/GFSE/3D-RISM-KH simulation of a miniprotein (PDB: 1L2Y) and
protein G with their reported folded forms [67–69]. The miniprotein folding was achieved
via the MTS-MD formalism, starting from a fully extend denatured state, at about 60 ns
simulation in comparison to the average physical folding time in the order of μs observed
via experiment [68].

4. Binding Site Mapping

Receptor-ligand binding is in the heart of early-stage drug discovery. A correct map-
ping helps to stop waste of resources, both financially and computationally. Traditionally,
lead-like molecules are used to find potential binding site(s) on a receptor surface. An
alternative option to this is fragment-based mapping. These processes will lead to a set of
fragments/probe molecules that are potential binders on a receptor surface with defined
binding sites [70,71]. Chemical linking based on available linker databases and knowledge
of chemical space yields potential leads. The success of this process depends on correctly
finding a binding site, usually using empirical scoring algorithms. The 3D-RISM-KH theory
essentially provides a 3D-distribution of solvent sites around a solute of arbitrary shape.
Thus, one can replace the solvent with a small molecule fragment and even a mixture of
fragments, and develop a distribution of unique sites from a mixture of fragments, around
a solute of interest. The concept behind this process is easy to visualize, but requires spe-
cialized algorithms that can reduce computational burden and help in finding a physically
meaningful solution. The 3D-distribution function for ligand site γ is given as:

gγ(rγ(R, Ω)) =
∫

gγ(r)ργ(r − rγ(R, Ω))dr (15)

The ligand sites spatial position is defined with three cartesian coordinates (R, transla-
tional) and three Euler angles (Ω, rotational). In practice, the ligand site density distribution
is described using a Gaussian-type function. The so-called “site-integrated” potential of
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mean force (W, SI-PMF) is used to find the most probable binding site(s) of a ligand probe
on a receptor [72]:

W
(

Δ
→
R, Ω

)
= −kBT ∑

γ

ln gγ

(
rγ

(→
R, Ω

))
(16)

The latest development of this concept used spatial distribution function of a ligand
around a protein and thus explored all possible binding modes of the ligand, and final
filtering was done based on a scoring function [73]. This scoring function is based on
estimated free energy terms and is written as:

WSP({r}; Ω) ≈ −RT ln

[
∏

i
gi(ri; Ω)

]
(17)

These methodologies were validated against several small molecule binders and
protein-ligand datasets [72–74].

Another important aspect of protein-ligand interactions is the role played by binding-
site water molecules in ligand recognition [75–77]. For a regular molecular simulation
with explicit solvent molecules, it is cumbersome to look for such binding site water
molecules. This search of binding site waters can be eased with the help of the 3D-RISM-KH
water distribution function around a solute molecule. Water distribution in the Lysozyme
cavity was first successfully explored to locate binding site water using the 3D-RISM-KH
theory [78]. The most updated protocol was reported by Sindhikara and Hirata [79,80]. In
their method (placevent), a new successive orthogonal image (SOI) technique for sampling
was employed to analyze the distribution function (Figure 3). The SOI method calculates
the rotational space of three orthogonal vectors for a spherical search space by using a
heavy atom of the solvent as anchor of rotation (e.g., oxygen atoms of water molecules).

The solvation site volume (
∼
Vn) is calculated by applying the Kirkwood-Buff equation in a

3D-RISM-KH calculation as:

∼
Vn = kBTχT

⎛⎝1 − ρ0 ∑
γ

∫
Vn

cγ(r) dr

⎞⎠ (18)

The success of this applications was reported against experimentally determined
binding site and poses of ligands in biologically relevant targets. The 3D-RISM-KH based
water site prediction is implemented in the MOE© suite [81]. Some examples of successful
applications of the 3D-RISM-KH theory in exploiting the explicit role of water maps
are reported for in-drug design and protein aggregation studies [82–84]. A very recent
modification of the 3D-RISM theory in mapping solvation sites in enzyme active site
was reported by Nguyen et al. [85]. This new development extended the GIST (grid
inhomogeneous solvation theory) based mapping technique in to the 3D-RISM grids.
Briefly, an approximated distribution of oxygen site α (from water) around a site of interest
is related to thermochemical property of interest (A) as position r as:

A(r) ≈ Aα(r) + gα(r) ∑
γ �=α

ωαγ(r) ∗ Aγ(r) (19)

The number density distribution gα(r) is used to weight the convolution (*) in the
right-hand side of Equation (19). This formalism did not consider the non-local effect in
the distribution, although the authors reported negligible errors in the final distribution
resulting from this issue in comparison to molecular simulations and experimental data.
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Figure 3. Distribution of water oxygen atoms from 3D-RISM-KH calculations on protein 3UG9 (white
spheres). The crystallographic waters are represented with magenta spheres. The catalytic binding
site waters were marked in red circle.

Among other reports of biomolecular simulations using the 3D-RISM-KH theory,
the effect of (micro-) solvent environments on amyloid structure and potential of mean
force calculations of solute permeation across UT-B and AQP1 proteins provided further
extension of the applications of the 3D-RISM-KH theory based molecular solvation [86,87].

5. Protein-Ligand Binding Energy

Heart to drug development is correct prediction or binding affinity of small molecules
toward target receptor, if not quantitatively accurate then a trend of binding affinity.
Methodologies developed for calculating binding energy for the process, Protein + Lig-
and → Complex, are the linear-response approximation (LRA), protein-dipole Langevin-
dipole approach (PDLD), linear interaction energy (LIE) approach, and MM/PB(GB)SA
approach [88–93]. The MM/PBSA method is favored over the others, as it avoids empirical
parameterizations. In this method, the free energy of binding (Gbind) is expressed via the
molecular mechanics (MM) based energy (EMM, gas phase, for reactants covering internal,
electrostatic, and van der Wall’s terms), the solvation energy term (Gsolv), and the entropy
term (-TSMM), computed at temperature T.

Gbind = EMM + Gsolv − TSMM = Eint + Eel + Evdw + Gsolv, polar + gsolv, non-polar − TSMM (20)

The solvation terms are calculated by solving the Poisson-Boltzmann (PB) equation
(or via generalized Born, GB, model). While this method is fast enough to estimate binding
energy in complex, the detailed inter- and intra-species interactions are not transferred
properly due to the use of implicit solvation method(s). In the 3D-RISM-KH based binding
energy calculation method, the MM/PBSA part is replaced with the 3D-RISM-KH calcula-
tions using solvent distribution functions around solutes in the MD simulation trajectory.
The PB/GB polar and solvent accessible surface area (SASA) nonpolar solvation terms
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are replaced with the solvation free energy term from Equation (10). This modification
was shown to be equally effective as of traditional MM-PBSA or MM-GBSA methods. The
most notable difference was reported between the 3D-RISM-KH and SASA computed
non-bonded terms. The later was found to be always favoring binding, whereas the former
was not [91,94]. The 3D-RISM-KH based binding calculations were also reported for other
protein-ligand complexes and host-guest complexes [95–97].

6. Molecular Solvation Energy Calculations

The excess chemical potential obtained from 3D-RISM-KH calculations are theoret-
ically a direct measure of solvation energy. However, as mentioned previously, due to
erroneous calculations of internal pressure, the computed solvation energy (Gaussian
fluctuation excess chemical potential) showed large deviation from actual experimental
solvation energy. Other possible reasons for deviations in calculated solvation energy in
the 3D-RISM are approximate nature of the closure relations, absence of explicit cavitation
energy terms, and inadequacy in force field terms, etc. Incomplete sampling of solutes and
short simulation times are also responsible in errors in solvation energy calculations, which
reflects in physical property calculations. A correction scheme was developed in order to
address this shortcoming, initially for solvation free energy [98]. This so-termed universal
correction has the form:

ΔGhydration = ΔGGF
hydration, RISM + a × PMV + b (21)

The partial molar volume (PMV) of a solute in water is an output of a RISM calculation.
The coefficients a and b were obtained from regression analysis against the experimental sol-
vation energy database of Mobley and co-workers [99]. For hydration energy calculations
with the 3D-RISM-KH formalism, a modified correction scheme was reported by Truchon
et al. which aimed to account for the cavitation energy term [100]. Further development of
solvation energy calculations in various solvents were reported from the lab of the authors,
both in the context of exploring liquid state of pure solvents as well as in calculating molec-
ular partitioning and permeability properties. Effect of atomic charge assignment schemes
in hydration free energy calculation was reported by Roy et al. for an extended database of
compounds with experimental hydration free energy [37]. Literature reports on hydration
free energy calculations with the 3D-RISM-KH theory obtained excellent results with the
GAFF force field parameters of the solute with the modified point charge models of water.
While water is one of the most polar solvents used in biochemical simulations, the RISM-
KH theory is extended to non-polar solvents too. Non-polar solvents that are modeled
using the 3D-RISM-KH theory are hydrocarbons (hexadecane, cyclohexane), haloalkane
(chloroform), and alcohol (n-octanol, t-butanol) [41,47,101,102]. Other solvents like nitro-
compounds (nitromethane, nitroethane, and nitrobenzene), acetonitrile, and dimethyl
sulfoxide (DMSO) were also used in RISM-KH calculations for both liquid structure and
solvation energetic studies [42,103,104]. The performance of the 3D-RISM-KH calculations
is summarized in Table 1. The performance of the 3D-RISM-KH theory in solvation free
energy calculation, in comparison to the performance of MD and/or quantum chemical
models, together with computation speed made this theory ideal for such applications.
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Table 1. Performance of the 3D-RISM-KH theory in predicting solvation free energy of solutes
in various solvents reported in the literature. Performance of different computational method in
solvation free energy calculation is provided in parentheses.

Solvent
Dielectric
Constant

No. of Solutes
Accuracy

(Kcal/Mol)
Reference

Water 78.5 504
0.91–0.95 a (1.51) c [99]

0.89 a [100]

n-Octanol 9.86
205 0.94 b [41]
158 1.03 b [102]

Cyclohexane 2.0165 91 1.12 a [37,101]
Hexadecane 2.0402 189 0.88 a [37,101]
Chloroform 4.7113 105 0.75 a [37,101]
Acetonitrile 35.688 7 2.2 a (1.9) d [47]

Nitromethane 36.562 7 1.32 a (1.83) d [103]
Nitroethane 28.29 7 0.38 a (2.00) d [103]

Nitrobenzene 34.809 15 0.88 a (2.91) d [103]
DMSO 46.826 8 2.09 a [42]

a Mean absolute error. b Relative mean square error. c RMSE computed from MD simulation in ref. [99]. d RMSE
computed using CPCM continuum solvation model on Minnesota solvation database [105].

7. Conclusions

The 3D-RISM theory is under continuous development, and the range of the applica-
tion of this theory is ever expanding. For biomolecular simulations, MTS-MD provides a
platform to combine fast dynamics of the solute with slow solute-solvent dynamics, and
is proven to be able to avoid the local minima problem in molecular dynamics. Several
important modifications covering the algorithm of the 3D-RISM code for application with
massive parallel computer architectures were reported [106–108]. The algorithm was also
coupled with density functional theory based electronic grids for electronic structure cal-
culations [33,109]. It is important to understand that 3D-RISM-KH molecular solvation
theory deals with liquid state. Thus, a direct comparison of the simulation results obtained
from 3D-RISM calculations with structures determined from solid state experiments (e.g.,
solid-state X-Ray, neutron diffraction, etc.) may not result in a great match. For a better
comparison, data obtained from experiments with liquid state should be used. Further, the
Gaussian fluctuation excess chemical potentials from a 3D-RISM calculation should not be
taken as an absolute measure of solvation free energy. For solvation energy calculations,
the results should be compared against experimental datasets and should be fitted for use
against a test set, should such a need arise. The 3D-RISM calculations provide a unique ma-
chinery to represent liquid medium with specific concentrations of cosolvent(s), additives,
etc., and thus providing an opportunity to model a more realistic environment. The theory
is extendable to multiphasic systems with inhomogeneous version of molecular solvation
theory. However, one should keep in mind that the 3D-RIM-KH theory is not one a “size
fits all” theory. It requires detailed benchmarking of every aspects of a specific problem
before using it for predictive modeling.
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Abstract: Molecular modeling is widely utilized in subjects including but not limited to physics,
chemistry, biology, materials science and engineering. Impressive progress has been made in de-
velopment of theories, algorithms and software packages. To divide and conquer, and to cache
intermediate results have been long standing principles in development of algorithms. Not sur-
prisingly, most important methodological advancements in more than half century of molecular
modeling are various implementations of these two fundamental principles. In the mainstream
classical computational molecular science, tremendous efforts have been invested on two lines of
algorithm development. The first is coarse graining, which is to represent multiple basic particles
in higher resolution modeling as a single larger and softer particle in lower resolution counter-
part, with resulting force fields of partial transferability at the expense of some information loss.
The second is enhanced sampling, which realizes “dividing and conquering” and/or “caching”
in configurational space with focus either on reaction coordinates and collective variables as in
metadynamics and related algorithms, or on the transition matrix and state discretization as in
Markov state models. For this line of algorithms, spatial resolution is maintained but results are not
transferable. Deep learning has been utilized to realize more efficient and accurate ways of “dividing
and conquering” and “caching” along these two lines of algorithmic research. We proposed and
demonstrated the local free energy landscape approach, a new framework for classical computational
molecular science. This framework is based on a third class of algorithm that facilitates molecular
modeling through partially transferable in resolution “caching” of distributions for local clusters
of molecular degrees of freedom. Differences, connections and potential interactions among these
three algorithmic directions are discussed, with the hope to stimulate development of more elegant,
efficient and reliable formulations and algorithms for “dividing and conquering” and “caching” in
complex molecular systems.

Keywords: molecular modeling; multiscale; coarse graining; molecular dynamics simulation; Monte
Carlo simulation; force fields; neural network; many body interactions; sampling; local sampling;
local free energy landscape; generalized solvation free energy

1. Introduction

The impact of molecular modeling in scientific research is clearly embodied by the
number of publications. Statistics from a Web of Science (www.webofknowledge.com
(accessed on 15 February 2021)) search with various relevant key words is listed in Table 1.
However, despite widespread applications of molecular modeling, we remain far from
accurately predicting and designing molecular systems in general. Further methodological
development is highly desired to tap its full potential. Historically, molecular modeling
has been approached from a physical or application point of view, and numerous excellent
reviews are available in this regard [1–16]. From an algorithmic perspective, “dividing and
conquering” (DC) and “caching” intermediate results that need to be computed repetitively
are two fundamental principles in development of many important algorithms (e.g., dy-
namic programming [17]). As a matter of fact, the major focus of modern statistical machine
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learning is to learn (“caching” relevant information) and then carry out inference on top
of which [18]. In this review, we provide a brief discussion of important methodological
development in molecular modeling as specific applications of these two principles. The
content will be organized as follows. Part 2 describes fundamental challenges in molecular
modeling; Part 3 summarizes application of these two fundamental algorithmic princi-
ples in two lines of methodological research, coarse graining (CG) [18–27] and enhanced
sampling (ES) [28–31]; Part 4 covers how machine learning, particularly deep learning,
facilitates DC and “caching” in CG and ES [29,30,32–35], Part 5 introduces local free energy
landscape (LFEL) approach, a new framework for computational molecular science based
on partially transferable in resolution “caching” of local sampling. The first implementation
of this new framework in protein structural refinement based on generalized solvation free
energy (GSFE) theory [36] is briefly discussed; and Part 6 discusses connections among
these three lines of algorithmic development, their specific advantages and prospective
explorations. Due to the large body of literature and limited space, we apologize to authors
whose excellent works are not cited here.

Table 1. Number of publications from Web of Science search on 8 September 2020.

Key Words Number of Publications

Molecular dynamics simulation 241,748
Monte Carlo simulation 189,550
QM-MM (quantum mechanical—molecular mechanical) simulation 9907
Dissipative particle dynamics simulation 3693
Langevin dynamics simulation 3893
Molecular modeling 2,072,091
All of the above 2,243,182

2. Challenges in Molecular Modeling

2.1. Accurate Description of Molecular Interactions

Molecular interactions may be accurately described with high level molecular orbital
theories (e.g., coupled cluster theory [37,38]) or sophisticated density functionals combined
with large basis sets [39–43]. However, such quantum mechanically detailed computation
is prohibitively expensive for any realistic complex molecular systems. Molecular inter-
actions are traditionally represented by explicit functions and pairwise approximations
as exemplified by typical physics based atomistic molecular mechanical (MM) force fields
(FFs) [44–47]:

U(�R) = ∑
bonds

Kb(b − b0)
2 + ∑

angles
Kθ(θ − θ0)

2

+ ∑
dihedral

Kχ(1 + cos(nχ − δ))

+ ∑
impropers

Kimp(φ − φ0)
2

+ ∑
nonbonded

⎛⎝εij

⎡⎣(Rminij

rij

)12

−
(

Rminij

rij

)6
⎤⎦⎞⎠+

qiqj

εrij
(1)

or knowledge based potential functions [48–50]: these simple functions, while being
amenable to rapid computation and are physically sound grounded near local energy
minima (e.g., harmonic behavior of bonding, bending near equilibrium bond lengths
and bend angles), are potentially problematic for anharmonic interactions, which are very
common in some molecular systems [51]. It is well understood that properly parameterized
Lennard–Jones potentials are accurate only near the bottom of its potential well. Frustration
are ubiquitous in biomolecular systems and are likely fundamental driving force for
conformational fluctuations [52–54]. One may imagine that a molecular system with all its
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comprising particles at their respective “happy” energy minima positions would likely be
a stable “dead” molecule, which may be a good structural support but is likely not able to
provide dynamic functional behavior.

Pairwise approximations are usually adopted for its computational convenience,
both in terms of dramatically reduced computational cost and tremendously smaller (when
compared with possible many body potentials) number of necessary parameters to be
fit in FF parameterization. It is widely acknowledged that construction of traditional
FF (e.g., Equation (1)) is a laborious process. Development of polarizable [9,55,56] and
more complex FF with larger parameter set [57] alleviates some shortcomings of earlier
counterpart. Expansion based treatments were incorporated to address anharmonicity [58].
However, to tackle limitation of explicit simple functional form and pairwise approximation
for better description of molecular interactions remains challenge to be met for molecular
modeling community. Additionally, even atomistic simulations are prohibitively expensive
for large biomolecular complexes at long time scales (e.g., milliseconds and beyond) [59–61].

2.2. Inherent Low Efficiency in Sampling of Configurational Space

Complexity of molecular systems is rooted in their molecular interactions, which en-
gender complex and non-linear correlations among molecular degrees of freedom (DOFs).
Consequently, effective number of DOFs are greatly reduced. Therefore, complex molecular
systems are confined to manifolds [62] of much lower dimensionality with near zero mea-
sure in corresponding nominal high dimensional space (NHDS). Consequently, sufficient
brute force random sampling in NHDS of interested molecular systems is hopeless.

In stochastic trajectory generation by Monte Carlo (MC) simulations or candidate
structural model proposal in protein structure prediction and refinement (or other similar
scenarios), new configuration proposal is carried out in NHDS. A lot of effort is inevitably
wasted due to sampling outside the actual manifold occupied by the target molecular
system. Such wasting may be avoided if we understood all correlations. However, under-
standing all correlations implicates accurate description of global free energy landscape
(FEL) and there is no need to investigate it further. Due to preference of lower energy
configurations by typical importance sampling strategies (e.g., Metropolis MC), stochastic
trajectories tend to be trapped in local minima of FEL. This is especially true for complex
molecular (e.g., biomolecular) systems which have hierarchical rugged FEL with many
local minima [63,64]. In trajectory generation by molecular dynamics (MD) simulations,
configurational space is explored by laws of classical mechanics and no wasting due to
random moves exists. However, molecular systems may well drift away from their true
manifolds due to insufficient accuracy of FF, resulting incorrect and wasted sampling.
Similar to stochastic trajectory generation, it takes long simulations to map FEL since
molecular system tend to staying at any local minimum, achieve equilibrium among many
local minima is just as challenging as in the case of stochastic counterpart.

3. DC and “Caching” in Traditional Molecular Modeling

To cope with fundamental difficulties in molecular modeling, two distinct lines of
methodological development (CG and ES) based on DC and “caching” strategies have
been conducted and tremendous progress has been made in understanding of molecular
systems. As summarized below:

3.1. Coarse Graining, a Partially Transferable “Caching” Strategy

Atomistic FF parameterization is the most well established coarse graining based on
time scale separation between each nuclei and its surrounding electrons. Theoretically,
MMFFs are potential of mean force (PMF) obtained by averaging over many electronic
DOFs for given atomic configurations. In practice, due to the fact that ab initio calculations
are expensive and may have significant error when level of theory (and/or basis set)
is not sufficient, reference data usually include results from both quantum mechanical
(QM) calculations and well-established experimental data [65–67]. The DC strategy is

17



Int. J. Mol. Sci. 2021, 22, 5053

utilized by selecting atomic clusters of various size to facilitate generation of QM reference
data. The essential information learned from reference data is then permanently and
approximately “cached” in FF parameters through the parameterization process. Time scale
separation ensures that elimination of electronic DOFs is straight forward but comes with
the price of incapability in describing chemical reactions. To harvest benefits of both
quantum and atomistic simulations, a well-established DC strategy is to treat a small
region involved in interested chemical reaction at QM detail and its surrounding with
MMFF [68–73]. This series of pioneering work was awarded Nobel prize in 2013, and QM-
MM treatment continues to be the mainstream methodology for computational description
of chemical reactions [74,75].

The united atom model (UAM) is the next step in coarse graining [76], where hydrogen
atoms are merged into bonded heavy atoms. This is quite intuitive since hydrogens have
much smaller mass on the one hand, and are difficult to see by experimental detection tech-
niques utilizing electron diffraction (e.g., X-ray crystallography) on the other hand. For both
polymeric and biomolecular systems, UAM remains to be expensive for many interested
spatial and temporal scales. Therefore, further coarse graining in various forms have been
constructed. As a matter of fact, CG is usually used to denote modeling with particles that
representing multiple atoms in contrast to atomistic simulations, and the same convention
will be adopted in the remaining part of this review unless stated otherwise. Both “Top-
down” (that based on reproducing experimental data) and “bottom-up” ( that based on
reproducing certain properties of atomistic simulations) approaches are utilized [21,77].
For polymeric materials, beads are either utilized to represent monomers or defined on
consideration of persistent length [78], and dissipative particle dynamics (DPD) were
proposed to deal with complexities arise from much larger particles [79]. For biomolecular
systems, a wide variety of coarse grained models have been developed [20,21,23,24,80,81].
Another important subject of CG methodology development is materials science [82,83].
Earlier definition of CG particles are rather ad hoc [20]. More formulations with improved
statistical mechanical rigor appeared later on [22], with radial distribution function based
inversion [78,84–86], entropy divergence [19] and force matching algorithm [87–89] being
outstanding examples of systematic development. Present CG is essentially to realize the
following mapping as disclosed by Equation (4) in ref. [22] :

exp[−βVCG(RCG)] ≡
∫

drδ(MR(r)− RCG)exp[−βV(r)] (2)

with r and R being coordinates in higher resolution and CG coordinates, MR(r) being the
map operator from r to R, V and VCG being relevant potential of mean force in higher
resolution and CG representation respectively. Due to lack of time scale separation (see
Figure 1) for essentially all CG mapping, strict realization of this equation/mapping with
exact transferability is not rigorously possible. A naive treatment of CG particles as basic
units (with no internal degrees of freedom) would result in wrong thermodynamics [22].
Due to corresponding significant loss of information, it is not possible to develop a def-
inition of CG and corresponding FF parameterization for comprehensive reproduction
of atomistic description of corresponding molecular systems. Different coarse graining
have distinct advantages and disadvantages, so choosing proper CG strategy is highly
dependent upon specific goal in mind. CG particles are usually isotropic larger and softer
particles with pairwise interactions, or simple convex anisotropic object (e.g., soft spheroids)
that may be treated analytically [24,90–92]. Such simplifications provide both convenience
of computation and certain deficiency for capturing physics of target molecular systems.
CG may be carried out iteratively to address increasingly larger spatial scales by “caching”
lower resolution CG distributions with ultra CG (UCG) FF [22,93–97]. Pairwise approxima-
tion remains to be limitation of interaction description for traditional CG FF, which may use
either explicit simple function form or tables. When compared with atomistic FF, pairwise
approximation deteriorate further due to lack of time scale separation (Figure 1).
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Another simple and powerful type of CG model for biomolecular systems is Gō
model [98,99] and elastic network models (ENM) [100–102] or gaussian network models
(GNM) [103,104] with native structure being defined as the equilibrium state, and with
quadratic/harmonic interactions between all residues within given cutoff. Only a few
parameters (e.g., cutoff distance, spring constant) are needed. Such models “caching” the
experimental structures and are proved to be useful in understanding major conformational
transitions and slow dynamics of many biomolecular systems [105,106].

Figure 1. Schematic illustration of time scale separation issue in CG. (A,B) show two situations
with Cα distances between two amino acids GLU and ALA being R, but with GLU have different
conformations. If Cα atoms were defined as CG site, then these two relative conformation with
distinct interactions would be treated as the same. In (A,B), CG site distance in both (A,B) are R,
but many other pairs of atoms have distinct distances as exemplified by r1 and r2. Such treatment
would only be true if for any small amount of displacement of Cα, side chains accomplished many
rotations and thus may be accurately represented by averaging (i.e., with good time scale separation).
This issue is apparently not limited to the specific definition of Cα being CG site, but rather general
for essentially all CG development.

3.2. Enhanced Sampling, a Nontransferable in Resolution DC and “Caching” Strategy

Umbrella sampling (US) [107] is probably the first combination of DC and “caching”
strategy for better sampling of molecular system along a given reaction coordinate (RC) (or
order parameter) s. DC strategy is first applied by dividing s into windows, information
for each window is then partially “cached” by corresponding bias potentials and lo-
cal statistics. Later on, adaptive US (AUS) [108,109] and weighted histogram analy-
sis method (WHAM) [110] were developed to improve both efficiency and accuracy.
MBAR [111,112] was developed to achieve error bound analysis which was not avail-
able in WHAM. Further development including adaptive bias force (ABF) [113–115] and
metadynamics [116–118]. Details of these methodologies were well explained by excellent
reviews [119–122]. The common trick to all of these algorithms (and their variants) is to
“cache” visited configurational space with bias potentials/force and local statistics, thus
reduce time spent in local minima and dramatically accelerate sampling of interested rare
events. Denote CV as s(r) (r being physical coordinates of atoms/particles in the target
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molecular system), equilibrium distribution and free energy on the CV may be expressed
as [30]:

p0(s) =
∫

drδ[s − s(r)]p0(r) = 〈δ[s − s(r)]〉 (3)

p0(r) =
e−βU(r)∫
dre−βU(r)

(4)

F(s) = − 1
β

log[p0(s)] (5)

F(s) = − 1
β

log[p(s)]− V(s) (6)

with p(s) being the sampled distribution in simulations with corresponding bias potential
V(s) for “caching” of visited configurational space.

The starting point of these “caching” algorithms is specification of reaction coordinates
(RC) or collective variables (CVs), which is a very challenging task for complex molecular
systems in many cases. Traditionally, principle component analysis (PCA) [123] is the
most widely utilized and a robust way for disclosing DOFs associated with the largest
variations. To deal with ubiquitous nonlinear correlations, kernels are often used albeit
with the difficulty of choosing proper kernels [124]. Additional methodologies, include
multidimensional scaling (MDS) [125], isomap [126], locally linear embedding (LLE) [127],
diffusion map [128,129] and sketch map [130] have been developed to map out manifold
for high dimensional data. However, each has it own limitations. For example, LLE [127]
is sensitive to noise and therefore has difficulty with molecular simulation trajectories
which are quite noisy; Isomap [126] requires relatively homogeneously sampled manifold
to be accurate. Both LLE and Isomap do not provide explicit mapping between molecular
coordinates and CVs; diffusion and sketch maps are likely to be more suitable to analyze
molecular simulation trajectories. Nonetheless, their successful application for large and
complex molecular systems remains to be tested. All of above non-linear mapping al-
gorithm are mainly suitable for manifold on a single scale, and capturing manifold on
multiple scales simultaneously in molecular simulations has not been reported yet. When
we are interested in finding paths for transitions among known metastable states, transition
path sampling (TPS) [131–133] methodology maybe utilized to establish CV.

Apparently, RC and/or CV based ES is a different path for facilitate simulation of
complex molecular systems on longer time scales from coarse graining. One apparent plus
side is that these algorithms are “in resolution” as no systematic discarding of molecular
DOFs occur. With specification of RC and/or CVs, computational resource is presumably
directed toward the most interesting dynamics of the target molecular system, and RC
and/or CV maybe repetitively refined to obtain mechanistic understanding of interested
molecular processes. However, the down side is that “cached” information on local
configurational space is not transferable to other similar molecular systems. While rigorous
transferability may not be easily established for any CG FF, practical utility of CG FF for
molecular systems with similar composition and thermodynamic conditions have been
quite common and useful [24]. Therefore, CG FF may be deemed as partially transferable.

An important recent development of DC strategy for enhanced sampling is Markov
state models (MSM) [134–137], one great advantage of which is that no RC or CV is needed.
Instead, it extracts long-time dynamics from independent short trajectories distributed
in configurational space. Many important biomolecular functional processes have been
characterized with this great technique [138–140]. The most fundamental assumption is
that all states for a target molecular system form an ergodic Markov chain:

π(t + τ) = π(t)P (7)

with π(t) and π(t + τ) being a vector of probabilities for all states at time t and t + τ re-
spectively. P is the transition matrix with its element Pij being probability of the molecular
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system being found in state j after an implied lag time (τ) from the previous state i. Appar-
ently as t goes to infinity for an equilibrium molecular system, a stationary distribution π
will arise as defined below:

π = πP (8)

The advantage of not needing RC/CV does not come for free but with accompanying
difficulties. Firstly, one has to distribute start points of trajectories to statistically impor-
tant and different part of configurational space, then select proper (usually hierarchical,
with each level of hierarchy corresponds to a specific lag time) partition of configura-
tional space into discrete states. This is the key step of DC strategy in MSM. No formal
rule is available and experience is important. In many cases some try and error is nec-
essary. Secondly, within each discrete state at a given level of hierarchy, equilibration is
assumed to be achieved instantly and this assumption causes systematic discretization
error, which fortunately may be controlled with proper partition and sufficiently long lag
time [141]. Apparently, metastable states obtained from MSM analysis is molecular system
specific and thus not transferable.

Another important class of enhanced sampling is to facilitate sampling with non-
Boltzmann distributions and restore property at targeted thermodynamic condition through
proper reweight [142]. Most outstanding examples are Tsallis statistics [143,144], parallel
tempering [145,146], replica exchange molecular dynamics [147,148], Landau-Wang algo-
rithm [149] and integrated tempering sampling (ITS) [150–152]. These algorithms are not
direct applications of DC and “caching” strategies and are not discussed further here.

4. Machine Learning Improves “Caching”

4.1. Toward Ab Initio Accuracy of Molecular Simulation Potentials

Fixed functional form and pairwise approximation of non-bonded interactions are
two major factors limiting the accuracy of molecular interaction description in both atom-
istic and some CG FF. Neural network (NN) has capability of approximating arbitrary
functions and therefore has potential to address these two issues. Not surprisingly, sig-
nificant progress has been made in this regard as summarized by recent excellent re-
views [27,153–157]. Cutoff and attention to local interactions remains the DC strategy for
development of machine learning potentials. The major improvement over traditional FF is
better “caching” that overcomes pairwise approximation and fixed functional form limita-
tions. NN FF naturally tackle both issues as explicit functions are not necessary since NNs
are universal approximators. The significance of many-body potentials [158] and extent of
pairwise contributions were analyzed [159,160]. It is important to note that despite the fact
that pairwise interactions account for the majority of energy contributions, high ordered
interactions are likely to be significant in shaping differences of subtly distinct molecular
systems. There are also efforts to search for different and proper simple functional forms,
which are expected to be more accurate than present functional forms in traditional FF on
the one hand, and alleviate overfitting/generalization difficulty and reduce computational
cost of complex NN FF on the other hand [161,162], especially when training dataset is
small. While most machine learning FF are trained by energy data [153,157], gradient-
domain machine learning (GDML) approach [163] directly learns from forces and realizes
great savings of data generation.

Just as in the case of traditional FF, transferability and accuracy is always a tradeoff.
More transferability implicates less attention is paid to “cache” detailed differences among
different molecular systems, hence less accuracy. Exploration in this regard, however,
remains not as much as necessary [164–166]. Unlike manual fitting of traditional FF, sys-
tematic investigation of tradeoff strategies is potentially feasible for machine learning
fitting [167], and yet to be done for many interesting molecular systems. With expediency
of NN training, development of a NN FF hierarchy with increasing transferability/accuracy
and decreasing accuracy/transferability is likely to become a pleasing reality in the near fu-
ture. Rapid further development of machine learning potentials, particularly NN potentials,
are expected. However, significant challenges for NN potentials remain on better general-
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ization capability, description/treatment of long range interactions [168,169], wide range
of transferability, [170] faster computation [171] and proper characterization of their error
bounds. Should further significant progress be made on these issues, it is promising we
may have routine molecular simulations with both classical efficiency and ab initio accuracy
in the near future.

4.2. Machine Learning and Coarse Graining

As in the case of constructing atomic level potentials, machine learning has been
applied to address two outstanding pending issues in coarse graining, which are definition
of CG sites/particles and parameterization of corresponding interactions between/among
these sites/particles. Traditional CG FF, suffers from both pairwise approximation and,
for some, accuracy ceiling of simple fixed functional forms which are easy to fit. By using
more complex (but fixed functional form) potentials with a machine learning fitting process,
Chan et al. [172] developed ML-BOP CG water model with great success. Deep neural
network (DNN) was utilized to facilitate parameterization of CG potentials when given
radial distribution functions (RDF) from atomistic simulations [173]. CGnet demonstrated
great success with simple model systems (alanine dipeptide) [174]. DeePCG model was
developed to overcome pair approximation and fixed functional form and demonstrated
with water [175]. Using oxygen site to represent water is rather intuitive. However, for
more complex biomolecules such as proteins, possibility for selection of CG site explodes.
To improve over intuitive or manual try and error definition of CG sites, a number of studies
have been carried out [176–179] to provide better and faster options for choosing CG sites.
However, no consensus strategy is available up to date and more investigations are desired.
The fundamental difficulty is that there is no sufficient time scale separation between
explicit CG DOFs and discarded implicit DOFs, regardless of specific selection scheme
being utilized. Intuitively, one would expect CG FF parameters to be dependent upon
definition of CG sites/particles. In this regard, auto-encoders were utilized to construct
a generative framework that accomplishes CG representation and parameterization in a
unified way [33]. The spirit of generative adversarial networks was utilized to facilitate CG
construction and parameterization, particularly with virtual site representation [180]. It was
found that description of off-target property by CG exhibit strong correlation with CG
resolution, to which on-target property being much less sensitive [181]. Such observation
suggests that adjust CG for specific target properties might be a better strategy than
searching for a single best CG representation. Despite potentially more severe impact of
pairwise approximation for CG FF than in atomistic FF, quantitative analysis in this regard
remain to be done to the best of our knowledge.

4.3. Machine Learning in Searching for RC/CVs and Construction of MSM

To overcome difficulties of earlier nonlinear CV construction algorithms [126–128,130]
and to reduce reliance on human experience, auto-encoders, which is well-established
for trainable (non-linear) dimensionality reduction, are utilized in a few studies [182–185].
Chen and Ferguson [183] first utilized autoencoders to learn nonlinear CVs that are ex-
plicit and differentiable functions of molecular coordinates, thus enabling direct utility
in molecular simulations for more effective exploration of configurational space. Further
improvement [182] was achieved through circular network nodes and hierarchical net-
work architectures to rank-order CVs. Wehmeyer and Noé [184] developed time-lagged
auto-encoder to search for low dimensional embeddings that capture slow dynamics.
Ribeiro et al. [185] proposed the reweighted autoencoded variational Bayes to iteratively
refine RC and demonstrated in computation of the binding free energy profile for a hy-
drophobic ligand-substrate system. Building a MSM for any specific molecular system
requires tremendous experience and many steps in process are error prone. To overcome
these pitfalls, VAMPnet that based on variational approach for Markov process was de-
veloped to realize the complete mapping steps from molecular trajectories to Markov
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states [186]. As physical understanding of interested molecular systems is essential and
the ultimate goal, application of these methods as black boxes are not encouraged.

5. The Local Free Energy Landscape Approach

Both CG and ES methodologies facilitate molecular simulation by effectively reducing
local sampling. In CG, it is realized through “caching” (integration) of distributions for
faster/discarded DOFs with proper CG FF, and thus has the inevitable cost of losing res-
olution (information), accompanied by the desired attribute of (partial) transferability to
various extent. ES reduces lingering time of molecular systems in local minima through
“caching” visited local configurational space, which is usually defined by relevant DC
strategies, with biasing potentials. When compared with CG, there is no resolution loss.
However, “cached” manifold of configurational space is molecular process specific and thus
not transferable at all. In molecular modeling community, these two lines of methodologies
are developed quite independently. Nevertheless, one might want to ask why not have
both advantages in one method, that is to reduce repetitive local sampling without loss
of resolution and with “cached” results being partially transferable. The local free energy
landscape (LFEL) approach [187] is proposed with this intention in mind. Historically,
parameterization of FF by coarse graining has been the only viable framework due to two
fundamental constraints. Firstly, in earlier days of molecular modeling, typical computers
have memory space of megabytes or less, render it impossible to accommodate millions
or more parameters needed to fit complex LFEL; secondly, while both neural network
and autodifferentiation were invented decades ago, the computational molecular science
community did not master these techniques for fitting large number of parameters effi-
ciently until recently. With these two constraints removed, possibility for alternative path
arise to break monopoly of classical molecular modeling by FF parameterization via coarse
graining. Specifically, one may carry out direct fitting of LFEL and all important infor-
mation on local distributions of molecular DOFs obtained from expensive local sampling
may be “cached”. This is in strong contrast to coarse graining based parameterization,
in which local distributions are substituted by averaging in relevant lower dimensional
space projection (e.g., pairwise distances among CG sites). However, it is essential to
assemble LFEL and construct FEL of the interested molecular system, and this is the core
of the LFEL approach. For a molecular system with N DOFs, this LFEL approach may be
expressed as:

P(r1, r2, · · · , rN) = P(R1, R2, · · · , RM)(M ≤ N) (9)

Ri = (ri1 , ri2 , · · · , ril ) (10)

P(R1, R2, · · · , RM)

=
M

∏
i=1

P(Ri)
P(R1, R2, · · · , RM)

∏M
i=1 P(Ri)

(11)

≈
M

∏
i=1

P(Ri), and sampling all Rs with mediated GCF (12)

G = −kBTlnP(r1, r2, · · · , rN)

= −kBTlnP(R1, R2, · · · , RM)

≈ −kBT
M

∑
i

lnP(Ri), and sampling all Rs with mediated GCF (13)

an N-DOF molecular system is reorganized into M overlapping regions (Equation (9)),
each region has some number of DOFs (Equation (10)). The key step of LFEL approach is
expressed in Equation (11), in which the first product term (addressed as “local term(s)”
hereafter) treat M regions as if they were independent, and all correlations among different
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regions are incorporated by the fraction term, which is termed global correlation fraction
(GCF) and is extremely difficult, if ever possible, to be calculated directly. However, GCF
is a unnormalized probability distribution, when all molecular DOFs in local terms are
(approximately) sampled according to GCF, then we do not need GCF explicitly anymore
(Equations (12) and (13)). GCF represents two types of global correlations. The first type
is mediated correlations among different regions by the fact that they overlap, and rele-
vant molecular DOFs in such overlapping space shared by different regions should have
exact same state for all concerning regions. The second type is direct global correlations
among molecular DOFs in different regions caused by genuine long-range interactions (e.g.,
electrostatic interactions). Satisfying the first type with sampling is trivial, and ensuring
all overlapping regions share the exact same state is sufficient (Equations (12) and (13)).
The second type of global correlations need more involved treatment. These equations
are apparently of general utility for any multiple-variable (high-dimensional) problem.
In the specific case of a complex molecular system, using one set of coordinates realizes
the mediated contribution of GCF. The approximation in Equation (12) is made by ig-
noring the second type of global correlations. Free energy minimization of a molecular
system in thermodynamic equilibrium may be treated as maximization of joint probability
(Equation (13)). For molecular systems (or biological systems) off equilibrium, the joint
distribution remains our focus despite free energy is not well defined anymore. A schematic
representation of the LFEL approach in contrast to FF framework is shown in (Figure 2).
While we only demonstrated GSFE implementation of LFEL at residue level for protein
structural refinement. LFEL approach may be utilized to “cache” local distributions at any
spatial scales. Just as there are many methodological developments in the mainstream
FF framework, there are certainly many possible ways to develop algorithms in the LFEL
approach. We explored a first step toward this direction through a neural network imple-
mentation of the generalized solvation free energy (GSFE) theory [36]. In GSFE theory,
each comprising unit in a complex molecular system is solvated by its neighboring units.
Therefore, each unit is both a solute itself and a comprising solvent unit of its solvent units.
Let (xi, yi) = Ri denote a region i defined by a solute xi and its solvent yi, a molecular
system of N units has N overlapping regions. Each local term may be further expanded:

P(Ri) = P(xi, yi)

= P(xi|yi)P(yi) (14)

Both terms may be learned from either experimental or computational datasets, as long
as they are sufficiently representative and reliable. The first term in Equation (14) is the
likelihood term when xi is the given, it quantifies the extent of match between the solute xi
and its solvent yi. The second term is the local prior term, it quantifies the stability of the
solvent environment yi. Computation of the prior term is more difficult than the likelihood
term, but certainly learnable when sufficient data is available. A local maximum likelihood
approximation of GSFE (LMLA-GSFE) is to simply ignore local prior terms.

A particular implementation of the LMLA-GSFE for protein structure refinement with
residues defined as comprising unit was conducted [187]. In this scheme, GSFE is integrated
with autodifferentiation and coordinate transformation to construct a computational graph
for free energy optimization. With fully trainable LFEL derived from backbone and Cβ

atom coordinates of selected experimental protein structures, we achieved superb efficiency
and competitive accuracy when compared with state of the art atomistic protein refinement
refinement methodologies. With our newly developed pipeline, refinement of typical
protein structure decoys (within 300 amino acids) takes a few seconds on a single CPU core,
in contrast to a few hours by typical efficient sampling/minimization based algorithms
(e.g., FastRelax [188]) and thousands of hours for MD based refinement [189]. In the
latest CASP14 refinement contest (predictioncenter.org/casp14/index.cgi (accessed on
15 February 2021)), our method ranked the the first for the 13 targets with start GDT-TS
score larger than 60. We expect incorporation of complete heavy atom information and
local prior terms to further improve this method in the future. GSFE theory in particular
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and the LFEL approach in general, are certainly extendable to modeling of other soft matter
molecular systems.

Figure 2. Schematic illustration of the LFEL approach in contrast to present mainstream FF frame-
work. FF parameterization is the foundation for present classical computational molecular science.
Training of neural network for “caching” LFEL is the foundation for LFEL approach, the source data
can be either of experimental or computational origin. In FF framework, simulation (with or without
ES) is driven by FF, in LFEL approach, propagation of molecular systems to minimize free energy (or
maximize joint probability) is driven by compromise among many LFELs. Expensive repetitive local
sampling in FF framework is substituted by differentiation w.r.t. LFELs.

6. More on Connections among CG, ES and LFEL Approach

All of these algorithms have a common goal of accelerating computation of a joint
distribution for a given molecular system at some target resolution, albeit from distinct
perspectives. The fundamental underpinning is the fact that molecular correlations among
its various DOFs limit a molecular system to a manifold of significantly lower dimension.
Both ES and CG in the FF framework and the LFEL approach are distinct strategies to
“cache” manifolds from either configurational space (Figure 3) or physical space perspective
(Figure 4). Commonality and differences of these strategies are summarized in Table 2 and
discussed below.

Table 2. Commonality and difference among three types of algorithms.

Algorithm Coarse Graining Enhanced Sampling LFEL Approach

Resolution Lower In In
Transferable? Partial No Partial

Dividing space Physical Configurational Physical
Free energy unit Partially Specified Specified Arbitrary

Both MSM and RC/CV based ES are designed to first describe local parts of the ap-
proximate manifold in the configurational space formed by all molecular DOFs of the target
molecular system. Information for such local configurational space is partially “cached”
either as bias potentials or transition counts, which are further processed to map FEL and
dynamics of interested molecular processes. Computational process (or educated guess)
for establishment of RC/CVs is essentially “caching” results from sampling/guessing local
parts of the configurational as approximate relevant manifold (Figure 3B). Subsequent sam-
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pling along RC/CV is hoped to disclose our interested molecular processes (e.g., biomolec-
ular conformational transitions, substrate binding/release in catalysis). Involved molecular
DOFs for RC/CVs are not necessarily spatially adjacent on the one hand, and may be differ-
ent for different molecular processes of the same molecular system. Apparently, RC/CVs
are molecular process specific and not transferable, even among different molecular process
of the same molecular system. Nonetheless, the methodology for searching CVs may be
applied to many different molecular processes/systems.

In contrast, both CG in the FF framework and the LFEL approach are motivated to
“cache” relevant information on the complete configurational distribution for local clusters
of molecular DOFs. Such local clusters are building blocks for many similar molecular
systems (e.g., AAs in protein molecular systems) and consequently have limited and
approximate transferability. In CG, strongly correlated local clusters of molecular DOFs
are represented as a single particle, complex many body correlations/interactions of CG
particles within selected cutoff distances are represented by simplified CG FF in a lower
resolution and longer range correlations/interactions are incorporated either through more
coarser CG models or by separate long-range interaction computation. In LMLA-GSFE
implementation of LFEL, all complex many body correlations within selected regions
(i.e., each solute and its specific solvent) are decomposed into two terms in Equation (14),
local likelihoods and local priors in the same resolution, with local priors and direct genuine
long-range interactions simply ignored, and LFEL being approximated by local likelihood
terms. More and better ways for implementing LFEL are expected in the future.

The first step of CG is to partition atoms/particles of high resolution representation
into highly correlated local clusters that will be represented by corresponding single CG
particles, and moderately correlated regions define interaction cutoff for CG particles;
The second step is to select a site (usually one of the comprising high resolution parti-
cles) to represent the corresponding highly correlated cluster; The third step is to select
functional forms to describe molecular interactions among newly defined CG particles,
and parameters are optimized by selected loss functions (e.g., differences of average force in
force matching [87,88]) based on sampling in the whole configurational space of molecular
systems and hopefully to be transferable to some extent. One may imagine that both best
clustering and optimal representation sites of clusters may vary with different functional
forms used to describe CG particle interactions and in different part of configurational
space. Neural network based CG potentials do not have limitation of fixed functional
form and pairwise approximations. However, the need to partition molecular systems into
transferable clusters and to specify representation site/particle remain. For all different
forms of CG, the fundamental essence is to “cache” many body potential of mean force
(PMF) in simplified CG FF at a lower resolution. In contrast, LFEL approach is to first
using a DC strategy to divide molecular systems into local regions, then directly “cache”
many body PMF (or LFEL) of such local regions in the original resolution. The cached
complex local multivariate distributions in NN are subsequently utilized to construct FEL
of target molecular system through dynamic puzzle assembly based on sampling with
GCF as expressed in Equations (12) and (13). In language of statistical machine learning.
Training of LFEL is the learning step, while construction of global FEL is the inference step.
The advantage of CG is a simpler resulting physical model, but is inflexible due to fixed
clustering and representation on the one hand, and lost resolution/information on the other
hand. Properly implemented LFEL while has selected spatial regions comprising many
molecular DOFs, composition of such regions are fully dynamic. For example, in GSFE
implementation of LFEL, a region is defined by a solute unit and all of its solvent units,
and comprising units for the solvent is dynamically updated in each iteration of free energy
optimization. Additionally, no loss of resolution is involved for LFEL approach. Hence all
difficulties and uncertainties associated with molecular DOF partition, CG site selection
and time scale separation, all of which apparently limit transferability of CG FF, disappear.
Correspondingly, the extent of transferability of a LFEL model is in principle at least no
worse than CG FF. Differences of CG and specific implementation of LFEL by GSFE theory
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is schematically illustrated in Figure 4. The superior efficiency of LFEL approach comes
with a price. The assembled global FEL has arbitrary unit for two reasons. Firstly, it is
extremely difficult to obtain the partition function (normalization constant) for local regions
directly during the training/caching stage, therefore we effectively obtain the LFEL up to
an unknown constant. Secondly, for two different molecular systems, the number of local
regions are usually different and so is the corresponding normalization constant.

These three lines of algorithms may be combined to facilitate molecular modeling.
For example, one might first utilize deep learning based near quantum accuracy many body
FF to perform atomistic simulations for protein molecular systems, and then extracting
local distributions properly with some form of LFEL, which may potentially be utilized to
simulate protein molecular systems with near-quantum accuracy and at regular amino-acid
based CG or even much faster speed! Similarly, one may extract and “cache” large body of
information from residue level CG simulations with proper LFEL implementation, which
may be utilized to achieve ultra CG (UCG) efficiency with residue resolution. Application
of CV and MSM based ES algorithm for CG models is straight forward. Combination of
LFEL with CV or MSM based ES is more subtle and yet to be investigated.

Figure 3. Schematic illustration of essential features for enhanced sampling by metadynamics and MSM. (A) The “S” shape
grey line represents the unknown manifold in the configurational space (represented by the square) of a molecular system.
(B) Small circles connected by blue arrows represent computed (guessed) RC/CVs for the molecular system, which is
utilized to conduct metadynamics simulations. (C) The FEL of the molecular system along the computed/selected RC/CV
in (B,D) “Caching” of the LFEL by bias potentials (gaussians represented by blue bell shaped lines) accumulated in the
course of metadynamics simulations. (E) Distribution of the molecular system to the whole configurational space at the
start of a MSM simulation, small circles represent initial start points for short MSM trajectories. (F) Sampling results of short
MSM trajectories fall mainly near the manifold, distinct “states” are represented by different colors. (G) Establishment of
transition matrix by transition counts between “states” obtained from short trajectories.
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Figure 4. Schematic illustration of difference between CG and GSFE implementation of LFEL using protein as an example.
(A) Target molecular systems in physical space. Due to the goal of constructing partially transferable models and/or force
fields, usually many different but similar molecular systems are considered. (B) Selection of local atom/particle clusters
to be represented as one particle in CG model. (C) Selection of CG sites. (D) Comparison between atomistic (or higher
resolution) simulation results and CG (lower resolution) results. (E) Adjust of CG FF parameter according to comparison
from (D). (F) Definition of solvent region for each solute unit. (G) Feature extraction for each solute. (H) “Caching” of LFEL
with neural network by training with prepared data sets.

7. Conclusions and Prospect

The application of “dividing and conquering” and “caching” principle in development
of molecular modeling algorithms is briefed. Historically, coarse graining and enhanced
sampling have been two independent lines of methodological development in the main-
stream FF framework. While they share the common goal of reducing local sampling,
the formulations are completely different with distinct (dis)advantages. Coarse graining
obtains partial transferable FFs but loses resolution, enhanced sampling retains resolution
but results are not transferable. The LFEL approach suggests a third strategy to directly
approximate global joint distribution by superposition of LFEL, which may be learned
from available dataset of either experimental or computational origin. Through integration
of coordinate transformation, autodifferentiation and neural network implementation of
GSFE, our recent work of protein structure refinement demonstrated that simultaneous
realization of transferable in-resolution “caching” of local sampling is not only feasible, but
also highly efficient due to replacement of local sampling by differentiation. It is hoped
that this review stimulates further development of better “dividing and conquering” strate-
gies for complex molecular systems through more elegant, efficient and accurate ways of
“caching” potentially repetitive computations in molecular modeling at various spatial and
temporal scales. With diverse molecular systems (e.g., nanomaterials, biomolecular sys-
tems), specialization of methodology is essential to take advantage of distinct constraints
and characteristics.
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Abstract: Time evolution operators of a strongly ionizing medium are calculated by a time-dependent
unitary transformation (TDUT) method. The TDUT method has been employed in a quantum me-
chanical system composed of discrete states. This method is especially helpful for solving molecular
rotational dynamics in quasi-adiabatic regimes because the strict unitary nature of the propagation
operator allows us to set the temporal step size to large; a tight limitation on the temporal step
size (δt << 1) can be circumvented by the strict unitary nature. On the other hand, in a strongly
ionizing system where the Hamiltonian is not Hermitian, the same approach cannot be directly
applied because it is demanding to define a set of field-dressed eigenstates. In this study, the TDUT
method was applied to the ionizing regime using the Kramers-Henneberger frame, in which the
strong-field-dressed discrete eigenstates are given by the field-free discrete eigenstates in a moving
frame. Although the present work verifies the method for a one-dimensional atom as a prototype,
the method can be applied to three-dimensional atoms, and molecules exposed to strong laser fields.

Keywords: numerical method; laser-matter interaction; time-dependent Schrödinger equation; time-
dependent unitary transformation method; strong-field ionization; Kramers-Henneberger frame

1. Introduction

Over the last few decades, the ionization of atoms and molecules by ultrafast strong
infrared laser fields has attracted considerable interest because of the availability of high-
intensity lasers. Field-induced ionization can be divided into two regimes, according
to the Keldysh parameter γ ≡ √IP/(2UP) [1], where IP and UP are the ionization and
the ponderomotive potentials, respectively. The ionization dynamics is considered to be
governed by tunneling when γ << 1, while for γ >> 1 the process is mostly affected
by multiphoton ionization. For a typical 800-nm infrared laser field, the dynamics of the
atoms and molecules can be characterized by the laser intensity. In the low-intensity laser
field (γ >> 1), the dynamics can be studied with the aid of the perturbation theory. When
the laser field strength is comparable to or even higher than the Coulomb field strength
in atoms and molecules (γ << 1), the ionization dynamics can be described by tunneling
ionization, which can be solved analytically by using a strong-field approximation (SFA)
model [1,2]. The tunneling picture based on the SFA model explains many qualitative
features of strong-field phenomena, such as high-harmonic generation (HHG) [3–6] and
above-threshold ionization (ATI) [4,7,8].

However, the conventional SFA model is not capable to render a description of phe-
nomena mediated by other bound states in addition to the ground state. For example, some
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tunneling-ionized electrons that receive relatively low drift energies from the laser fields
are observed to still stay in the excited bound states after the laser pulse has passed [9]. A
simple man model, which is based on the solutions of the Newtonian equations of motion,
has been used in many studies on this phenomenon known as the frustrated tunneling
ionization (FTI) [9–14]. Moreover, coherent EUV generation via FTI [15,16] and resonantly
enhanced HHG [17–21] require the high-lying electronic bound states to be considered. In
solving the full TDSE to understand these phenomena, discrete-level-based calculations
and/or analysis are essential. The discrete-level-based analysis of the strong-field ion-
ization can provide fresh insights into the underlying physical mechanisms. In Ref. [22],
by calculating a strong-field-dressed discrete adiabatic basis set, it has been revealed that
tunneling ionization is diabatic rather than adiabatic in a language based on the so-called
adiabatic representation. Tunneling ionization is often regarded as an adiabatic process,
which is not true in terms of the adiabatic representation [22]. Furthermore, a series of
discrete-level-based numerical calculations have shown that atomic ionization passages
can be manipulated by chirp control of an incident laser pulse [23].

Analytical and numerical studies with discrete basis sets are commonly used in various
branches of atomic and molecular physics, such as the Rydberg atoms [24,25], ultracold
gases and trapped ions [26–28], and molecular rotational dynamics [29–31]. In molecular
rotational dynamics, we have developed a time-dependent unitary transformation (TDUT),
which has been particularly useful in quasi-adiabatic regimes. In this method, the field-
dressed eigenstates and eigenenergies are calculated in every temporal step to obtain
strict unitary propagation operators. The TDUT method is free from a tight limitation
on the temporal step size (δt << 1), existing in conventional numerical methods (e.g.,
Crank–Nicolson method and Runge–Kutta method), so that rapid numerical calculations
are possible. In the case of strong-field-induced ionization dynamics, however, specific
efforts are needed to apply this approach using discrete field-dressed states as a basis
set. The eigenstates of an atomic potential tilted by a strong electric field form continuum
states [22], and the ground state is localized at the edge of a spatial boundary position.
Thus, the direct formulation of the TDUT method itself [29] cannot solve the dynamics in
the presence of ionization events.

In this study, this problem was solved using the Kramers-Henneberger (KH) frame [32],
in which the strong-field-dressed discrete eigenstates are given by the field-free discrete
eigenstates in a moving frame. Once a unitary translation operator is calculated correctly,
the TDSE can be solved numerically using the TDUT method in the KH frame. Using a
one-dimensional atom as a prototype, the numerical method is validated by comparing
it with the Crank–Nicolson method. The final electronic states excited by a few-optical
cycled near-infrared (800 nm) laser are calculated by changing the field strength and initial
state. This study numerically clarifies that the number of discrete states for the TDUT
calculation depends on the field strength. Below the tunneling intensity regime, only a few
bound states can be used, while in the stronger field regime, much higher-lying continuum
states need to be included. The dynamics of three-dimensional atoms and molecules can
be calculated using the TDUT method.

The paper is organized as follows. Section 2, revisits the general TDUT method in the
ionization-free regime, which was developed for the molecular rotational dynamics [29].
The method is then implemented to a strong-field ionization regime within the KH frame.
Section 3 presents the numerical results of a one-dimensional atom exposed to an intense
laser pulse to test the numerical method. A summary and outlook are provided in Section 4.
Atomic units are used throughout the paper unless otherwise stated.

2. Numerical Method

This section provides a detailed explanation of the numerical method.
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2.1. Time-Dependent Unitary Transformation Method (TDUT) in Discretized Systems

In conventional methods for solving the TDSE, a wave function at t + δt, ψ(t + δt),
is approximated by [exp (−iĤ(t)δt)]ψ(t) ∼ [1 − iĤ(t)δt]ψ(t) under the assumption of
δt 
 1. Here, Ĥ(t) is the time-dependent Hamiltonian. In this simple sum formulation,
the operator [1 − iĤ(t)δt] is not a unitary one in principle. The non-unitary nature is
accumulated over a number of evolution steps, and the simulation can catastrophically fail.
The popular Runge–Kutta method and Crank–Nicolson method can reduce the non-unitary
nature. On the other hand, the constraint δt 
 1 must be satisfied to a reasonable degree.

Several numerical methods, such as methods based on the Chebyshev propagator [33]
and Lanczos propagator [34], the split-operator method [35], and a huge number of varia-
tions, are available. The time-dependent unitary transformation (TDUT) method is one of
the effective and intuitive methods for the TDSE [29], where every temporal evolution op-
erator is strictly unitary. To describe the method, we need to consider two arbitrary frames
labeled by (a) and (b), respectively. When we consider a single stepwise temporal variation
δt, the time-dependent Hamiltonian evolves from Ĥ(t) to Ĥ(t + δt). The two Hamiltonians
can be labeled as Ĥ(t) ≡ Ĥa and Ĥ(t + δt) ≡ Ĥb. Because the time-independent Hamil-
tonian operator Ĥa or Ĥb is a Hermite operator in general, there are a set of real-valued
eigenvalues εa

i (εb
i ) and the corresponding set of eigenstates φa

i (φb
i ), obtained by solving

the TISE as follows.

Ĥaφa
i = εa

i φa
i ,

Ĥbφb
i = εb

i φb
i . (1)

Here the integer i represents a state number.
Let us set the moment of the step-wise change of the Hamiltonian from (a) to (b) at t0.

A wave function ψ(t0) can be expressed as a superposition of eigenstates φa
i as follows.

ψ(t0) = ∑
m

ca
m(t0)φ

a
m
(
t0
)
, (2)

where ca
m(t0) corresponds to the probability amplitude 〈φa

m|ψ(t0)〉 at time t0. The same
eigenstate expansion is also possible in the (b) frame. The probability amplitude cb

m(t0) ≡
〈φb

m|ψ(t0)〉 in the (b) representation, can be expressed using the (a) frame eigenstates as
cb

n(t0) = ∑
m
〈φb

n|φa
m〉ca

m(t0). In the (b) frame, for t ≥ t0 until the next step-wise change of

external field intensity occurs, the time evolution of the wave function is given by adding a
phase shift to each eigenstate of φb

n, which is operated by

ψ(t) = ∑
n

[
∑
m
〈φb

n|φa
m〉ca

m(t0)
]
φb

n×

exp(−iεb
n(t − t0)). (3)

Here, the matrix 〈φb
n|φa

m〉 is equivalent to ∑l〈φb
n|χl〉〈χl |φa

m〉, with χl being a field-free
eigenstate, i.e., the spherical harmonics in the case of the linear molecules. The unitary
matrices 〈φa

m|χl〉 and 〈φb
m|χl〉 are obtained by solving the TISE given in Equation (1). In a

matrix-based expression, the temporal evolution can be rewritten by an evolution matrix,
Ût0 , satisfying ψ̂(t0 + δt) ≡ Ût0 ψ̂(t0), as follows:

Ût0 = exp(−iε̂bδt)ÛbÛ†a. (4)

Here Û†a ≡ 〈χl |φa
m〉 transforms the (a)-frame eigenstate back to the one in the field-

free frame. Next, Ûb ≡ 〈φb
m|χl〉 transforms the state defined in the field-free frame to the

one in the (b) frame. The time-evolution is operated easily in the (b) frame by adding the
phase-shift to the eigenstates defined in the (b) frame, which is performed by multiplying
a diagonal matrix exp(−iε̂bδt). Figure 1 presents a schematic diagram of the numerical
method.
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We emphasize again that all the operations are strictly unitary in this time evolu-
tion if the eigenvalue problems are solved correctly. Hence, it is free from any numerical
errors generated in the temporal propagation. Instead, the temporally-discretized Hamil-
tonian is solely responsible for some possible deviations from the correct solution. The
discretized Hamiltonian approaches a real Hamiltonian by reducing the step size. The
reliable maximum step size depends on the temporal shape of the Hamiltonian rather
than the wave function condition. In this method, most of the numerical tasks involve
calculating the eigenstates and eigenvalues of the Hamiltonians in every discretized step,
which can be conducted using the available built-in functions in various programming
languages. A similar numerical approach is used in the Lanczos propagator [34], but with
a set of quasi-eigenvalues and quasi-eigenstates defined in a reduced subspace rather than
exact eigenvalues and eigenstates in the full Hilbert space. For example, if the exact TISE
calculation is numerically demanding, the Lanczos approach can be used with a trade-off
between the numerical accuracy and the computing cost.

Figure 1. Schematic diagram of time-dependent unitary transformation method for wave packet
evolution. In the presence of the time-dependent Hamiltonian Ĥ(t), temporal evolution of a wave
function from t = t0 to t = t0 + δt is operated by multiplying three strict unitary operators Û†a, Ûb,
and exp(−iε̂bδt). See the main texts.

2.2. TDUT in the Strong-Field Ionization Regime

When a target material ionized by an external laser field is considered, a set of time-
independent field-dressed eigenstates of the material at a sepecific time will form a contin-
uum state that is not localized in real space [22]. As a result, the TDUT approach introduced
in Section 2.1 is not directly applicable in the strong-field regime because the method re-
quires a set of field-dressed eigenstates in every temporal step. On the other hand, a set of
strong-field-dressed eigenstates and eigenenergies can be obtained in the moving frame,
so-called the Kramers-Henneberger frame.

In the KH frame [32], the laser-field-dressed Hamiltonian of an atom or a molecule is
given by

H =
�p2

2
+ V(�r +�α(t)), (5)

where V(�r) is the binding potential and�α(t) ≡ ∫ t
−∞

�A(t)dt indicates the classical trajectory

of a free electron exposed to the laser field �E(t) ≡ − d�A(t)
dt . In this moving frame, the

eigenstates of a field-dressed Hamiltonian are equivalent to the field-free eigenstates
except that they are displaced uniformly from the origin by −�α(t). Once the field-free
eigenstates of an atom or a molecule are accurately obtained, we can apply the method
given in Equation (4).

The wave function ψ(t) can be described in terms of the discrete level expansion
as Equation (2). Hence, the wave function ψ(t) can be represented by the vector ψ̂(t) =
(a1, a2, ..., anmax)

T , e.g., the initial ground state is (1, 0, ..., 0)T . In the moving (laser-field-
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dressed) frame, ψ̂(t) is replaced with Û(�α(t)) · ψ̂(t), where the matrix Û(�α(t)) is a transla-
tion operator (Figure 2):

Û(�α(t))m,n ≡
∫ ∞

−∞
φ∗

m(�r +�α(t))φn(�r)dr. (6)

The time evolution of the wave function for a time step dt can be expressed as

Û(�α(t)) · ψ̂(t + dt) = exp(−iε̂dt) · Û(�α(t)) · ψ̂(t). (7)

Here, ε̂ is the matrix whose diagonal elements are eigenenergies of the field-free
eigenstates. To rewrite the wave function in Equation (7) in the field-free frame, the
transpose of Û(�α(t)) needs to be multiplied, resulting in

ψ̂(t + dt) = ÛT(�α(t)) · exp(−iε̂dt) · Û(�α(t)) · ψ̂(t). (8)

Figure 2. Representation of two frames converted by a translation operator Û(�α(t)). The black-solid
and black-dashed lines are the atomic potentials in the field-free and the field-dressed KH frames,
respectively, while the solid red line is the ground state of the atom, and the other colored-dashed
lines are eigenstates of the field-dressed KH Hamiltonian Equation (5). The initial ground state is
expanded by the eigenstates of the field-dressed Hamiltonian by multiplying Û(�α(t)) to the initial
ground state.

Although the translation operator Û(�α(t)) is a unitary matrix in principle, in case
of the numerical calculation, the unitarity of Û(�α(t)) is not ensured. Furthermore, the
matrix becomes less unitary as the spatial displacement�α(t) increases. The matrix Û(�α(t))
corresponds to the unity matrix when �α(t) is zero. For other cases, because Û(�α(t)) is
responsible for transforming a wave function in the�r frame into that in the�r +�α(t) frame,
if�α(t) is too large, the initial wave function will be placed outside of the spatial boundary
so that Û(�α(t)) is no longer unitary.

We have identified that a spatial displacement of 0.2, which is the size of spatial
grid used in the numerical calculations, does not ensure that the matrix is unitary, i.e.,
det|Û(αx(t) = 0.2)| < 1. To obtain a unitary translation operator Û(δx), the matrix
elements were calculated in the momentum domain by

Û(δx)m,n ≡
∫ ∞

−∞
exp(ipxδx)φ̃∗

m(�p)φ̃n(�p)dp, (9)

where φ̃n(�p) is the Fourier-transformed, normalized wave function.
In the momentum domain, we have calculated the unit translation operator Û(δx)

with δx = 10−4. This operator is quasi-unitary, satisfying |Û(δx)| ∼ 1 with a possible
deviation of only 10−15. When the laser field is linearly polarized in the x direction and
�α(t) ≡ αx(t) ≡ α(t), an arbitrary translation operator Û(α(t)) can be obtained from the
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multiplication of the unit displacement operator, i.e., Û(α(t)) ≡ Û(δx)α(t)/δx. By applying
this operator Û(δx), the TDSE can be solved by the following procedure.

For the time evolution of the wave function, first we expand the wave function
ψ̂(t) with respect to the field-dressed eigenstates, which are the field-free eigenstates
spatially displaced by α(t) from the origin. This expansion is conducted by multiplying the
quasi-unitary matrix Û(δx)α(t)/δx to the wave function ψ̂(t). The negative unit translation
operator Û(δx)−1 is, therefore, defined as Û(δx)T . Afterwards, the expanded wave function
Û(δx)α(t)/δx · ψ̂(t) is multiplied by the diagonal matrix exp(−iε̂dt), resulting in phase shifts
of the expanded eigenstates. Thereafter, we recover the wave function described from
the spatially displaced (field-dressed) frame to the field-free frame. This is conducted by
multiplying the transpose of Û(δx)α(t)/δx. By repeating the procedure for the overall time
evolution, we can express the full time-evolution operator Ûtotal given by

Ûtotal = [
lf

∏
l=0

Û(δx)−α(tl)/δx · exp(−iε̂dt) · Û(δx)α(tl)/δx], (10)

where tl ≡ t0 + ldt, with l being an integer. l f is defined as t f = t0 + l f dt.
By combining the relation α(t + dt)− α(t) = A(t)dt with a temporal boundary condi-

tion A(t0) = A(t f ) = 0, the expression for Ûtotal can be further simplified to

Ûtotal = [
lf

∏
l=0

exp(−iε̂dt) · �U(δx)A(tl)dt/δx]. (11)

In Equation (11), the number of multiplications A(tl)dt/δx for each time step l is rounded.
The numerical error caused by the rounding is ignorable by setting δx at ∼10−4, far
smaller than the spatial grid size of 0.2. We use a set of eigenstates of the field-free
Hamiltonian to calculate the time evolution operator. To obtain the field-free eigenstates by
solving a Hermitian TISE, we considered a reflection boundary rather than an absorbing or
transparent one. In the absorbing and transparent boundaries, the Hamiltonians are non-
Hermitian, so that the numerical solutions of the TISE require additional techniques [22].
The resulting high-lying continuum states in the reflection boundary are, therefore, well
confined inside the boundary, indicating that the full propagator Equation (11) intrinsically
includes unphysical reflections of the wave function at the boundary. To avoid such
unphysical reflections, an absorbing boundary matrix Ŵ is multiplied to the wave function
at every time step. The matrix elements are described as

Ŵm,n ≡
∫ ∞

−∞
φ∗

m(x)W(x)φn(x)dx, (12)

where W(x) is a unity function that smoothly decays to zero near the boundary. We can
express the full time-evolution propagator, including the absorbing boundary, as

Ûtotal = [
lf

∏
l=0

Ŵ · exp(−iε̂dt) · Û(δx)A(tl)dt/δx]. (13)

An initial state converts to the corresponding final state by multiplying the operator
Equation (13).

3. Results of the Simulation

The numerical method shown in Section 2 was tested with a one-dimensional soft-core
potential V(x) = − 1√

x2+1
. The atom was irradiated with a pulsed laser field,

E(t) = E0 exp[−2 ln 2(t2/τ2)] sin(ωt), (14)
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where E0 is the peak strength of the laser field, and τ is the FWHM (fixed at 5 fs). The
central frequency of the laser ω was set to λ ≡ 2πc/ω = 800 nm, where c is the speed of
light. Figure 3 presents the temporal profiles of the vector potential, A(t) ≡ − ∫ t

−∞ E(t)dt,
and the function, A(t)dt/δx, used to define the translation operator, Û(δx)A(tl)dt/δx as
included in Equation (11). dt was set to 0.2 in the calculations. We tested the dt dependence
of the numerical solution by varying its values from 0.5 to 0.01 (not shown). The numerical
solution converged well for all the values.

To obtain the eigenstates and eigenvalues of the atom, the TISE was solved. The
one-dimensional x space, whose reflection boundaries were set at −614.4 and 614.2, was
employed. The space was discretized by 6144 grids, each with a size of 0.2. There were 43
bound states with negative energies and 6101 continuum states with positive energies. The
ionization energy of the atom, i.e., the eigenenergy of the ground state, was obtained as
−18.23 eV. We set nmax, the number of the lowest-lying states, to 50∼2000. The number of
the necessary states depends on the peak laser intensity.

Figure 3. Temporal profiles of the vector potential A(t) and the function A(t)dt/δx, which is rounded.

Figure 4 shows the final wave function after a laser pulse, described by Equation (14),
has passed. The peak intensity of the pulse is 2.0 × 1014 W/cm2. We show the results
obtained when the numbers of discrete states nmax are 400, 1000, and 1600. For the above
laser condition, the results obtained using nmax = 1000 and 1600 do not show any noticeable
variations in the all represented domains: space (Figure 4a), momentum (Figure 4b), and
quantum number (Figure 4c). The agreement between the results for nmax = 1000 and 1600
indicates that the TDUT method converges by using nmax > 1000 discrete states, as the
basis set. When nmax is set to 400, the results from the TDUT show clear deviations from
the other results. The deviations are observed not only in the continuum states (n > 44),
but also in the bound states (n ≤ 43), meaning that a noticeable amount of field-ionized
electrons can be recaptured to the bound states.

When the applied laser field is stronger and the excitation of the higher-lying states
becomes essential, more discrete states are required for the TDUT calculation. We have
evaluated, therefore, this quantity as a function of the peak laser intensity. For a given peak
intensity condition and from the initial ground state, we have recalculated the final states
until a converged result is obtained by increasing nmax by every 50. The convergence is
evaluated from the parameter,

δO(nmax) ≡ |Utotal(nmax)|1 > −Utotal(nmax + 50)|1 > |2, (15)

where |1 > represents the ground state. By increasing nmax, the final wave function
Utotal(nmax)|1 > must converge to a state so that δO(nmax) becomes negligibly small.
When δO(nmax) is smaller than 2.5−7, nmax is selected as ncutoff and the convergence test is
terminated.
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Figure 4. Atomic wave function irradiated with a short infrared laser pulse described by
Equation (14). The ground state is used as an initial state. The wave function at t = tf = 15 fs
is shown in the space (a) and momentum (b) domains, and also by the quantum number n represen-
tation (c). For the plots in the momentum domain (b), only the continuum states are considered. The
lines are displaced vertically for visual convenience.

In Figure 5a, ncutoff is shown as a function of the peak laser intensity. For lower
intensities, such as 0.125–0.25 × 1014 W/cm2, the TDUT method provides converged
results by using less than 50 discrete states. In this case, the atomic response can be
described by perturbation theory, considering only a few discrete low-lying bound states.
When the peak laser intensity is high, the dynamics is governed by tunneling ionization.
In Figure 5a, the dramatic increase in ncutoff at an intensity of 0.375 × 1014 W/cm2 is
observed, showing the transition from the perturbative to the tunneling regimes. After
this transition point, ncutoff continues to increase with the increasing peak laser intensity.
In Figure 5b, the eigenenergy of a discrete state, whose quantum number corresponds to
ncutoff is plotted as a function of the peak laser intensity. Additionally, 10 UP, where UP is
the laser-intensity-dependent ponderomotive energy, is represented by the blue dashed
line, and 10 UP is a maximum possible energy of an electron, which is generated after
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being elastically rescattered by the atomic core in the above-threshold ionization (ATI)
dynamics [7]. The number of states needed for the TDUT method can be approximately
determined by the maximum electron energy, because much higher-energy states cannot
physically exist. The necessary number of states in the calculation will depend on the
dynamics to be investigated, because such high-energy states have ignorable influence on
the bound electron dynamics. In fact, it has been clarified that some of strong-field-ionized
electrons having low kinetic energy can survive as Rydberg states [9,15,16]. To study only
the bound-state dynamics, which is possibly coupled with the strong-field ionization, the
number of included states can be further reduced.

Figure 5. ncutoff (a) and the eigenenergy at ncutoff (b) as functions of the peak laser intensity. See the
main text.

We are able to apply the full time-evolution operator Equation (13) to any initial wave
function. Figure 6 shows the final states obtained by multiplying a full-time evolution
operator to several different initial bound states (n0 = 1, 2, 3, 4, 11, 12, and 13), where n0
is the quantum number of the initial state. The temporal shape of the laser is the same
as Equation (14), and the peak laser intensity is set at 1.0× 1014 W/cm2. The time evolution
operator is calculated with nmax = 2000. The results obtained by the Crank–Nicolson
method are also shown in Figure 6.

For the initial ground state n0 = 1, the ground state population remains almost equal
to 1, indicating that the depletion by tunneling ionization is not so significant. Other initial
low-lying bound states, i.e., when n0 = 2, 3, and 4, whose eigenenergy values are −7.49,
−4.13, and −2.53 eV, respectively, result in significant depletion by tunneling. However, for
the Rydberg bound states n0 = 11, 12, and 13, with the eigenenergy values of −0.40, −0.34,
and −0.29 eV, respectively, the depletion of the initial states is less dominant than that
in the lower-lying bound states. This is due to the stabilization of Rydberg states [36,37].
For the defined initial conditions, the final quantum state distributions obtained by both
methods exhibit some visible deviations, due to the difference in the absorbing boundary
conditions, in the continuum states (n > 43). The absorbing boundary function W(x),
defined in the space domain for the Crank–Nicolson method, has been transformed by
the matrix Ŵm,n of the discrete state representation given by Equation (12). For the bound
states (n ≤ 43), which are not directly affected by the absorbing boundary conditions, the
numerical results from both the methods are consistent.
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Figure 6. Final states in the quantum number representation for several different initial wave
functions, numbered by n0 = 1, 2, 3, 4, 11, 12, and 13, shown in the discrete state representation.

4. Summary and Outlook

In this paper, we have introduced a numerical method based on the time-dependent
unitary transformation (TDUT). This approach, first demonstrated for molecular rotational
dynamics in Refs. [29,30], is implemented to the strong-field-ionization regime of an atom or
a molecule. In the Kramers-Henneberger frame, the field-dressed eigenstates are identical
to the field-free eigenstates excluding their spatial displacement, which becomes a useful
advantage to calculate the unitary operators to propagate the electronic wave function in
every temporal step. In the TDUT method, matrices and vectors associated with an atom,
such as eigenstates, eigenenergies, and a unit translation operator Û(δx) (Equation (9)),
need to be calculated in advance (the calculation took 5 min for nmax = 2000). The matrices
and vectors can be reapplied under different laser conditions. For the same reason, the
method will be even more beneficial in a very long-pulsed case. A final bound state
population after pico- to nanosecond laser pulse irradiation can be calculated. In the
long pulsed regime, it becomes more important to remove any unphysical reflections
at the boundaries, which has been done by multiplying an absorbing boundary matrix
(Equation (12)) at every temporal step. In the present work, after the matrix elements were
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prepared, it took approximately 4 s and 20 s with the TDUT and Crank-Nicolson methods,
respectively, by using a personal computer (Intel(R) Core(TM) i9-9900K CPU, 128 GB RAM,
Windows 10). This method can be a useful tool in calculating and analyzing bound electron
dynamics coupled with strong-field ionization, not only in the one-dimensional system,
but also in three-dimensional molecular systems.

Author Contributions: Conceptualization, J.-H.M., H.S. and D.-E.K.; Data curation, J.-H.M.; Funding
acquisition, J.-H.M. and D.-E.K.; Investigation, J.-H.M., H.S. and D.-E.K.; Software, J.-H.M.; Visualiza-
tion, J.-H.M.; Writing—original draft, J.-H.M., H.S. and D.-E.K.; Writing—review and editing, J.-H.M.,
H.S., and D.-E.K. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Research Foundation of Korea (NRF) grant
funded by the Korea government (MSIT) [Grant No 2020R1C1C1012953]. This research was also
supported in part by the Max Planck POSTECH/KOREA Research Initiative Program through the
National Research Foundation of Korea (NRF) funded by the Ministry of Science and ICT [Grant No
2016K1A4A4A01922028].

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author. The data are not publicly available due to ethical restriction.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
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TISE Time-independent Schrödinger equation
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FTI Frustrated tunneling ionization
ATI Above-threshold ionization
HHG High-harmonic generation
TDUT Time-dependent unitary transformation
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Abstract: A typical feature of proteins from the rhodopsin family is the sensitivity of their ab-
sorption band maximum to protein amino acid composition. For this reason, studies of these
proteins often require methodologies that determine spectral shift caused by amino acid substitutions.
Generally, quantum mechanics/molecular mechanics models allow for the calculation of a substitution-
induced spectral shift with high accuracy, but their application is not always easy and requires special
knowledge. In the present study, we propose simple models that allow us to estimate the direct
effect of a charged or polar residue substitution without extensive calculations using only rhodopsin
three-dimensional structure and plots or tables that are provided in this article. The models are based
on absorption maximum values calculated at the SORCI+Q level of theory for cis- and trans-forms
of retinal protonated Schiff base in an external electrostatic field of charges and dipoles. Each value
corresponds to a certain position of a charged or polar residue relative to the retinal chromophore.
The proposed approach was evaluated against an example set consisting of twelve bovine rhodopsin
and sodium pumping rhodopsin mutants. The limits of the applicability of the models are also
discussed. The results of our study can be useful for the interpretation of experimental data and for
the rational design of rhodopsins with required spectral properties.

Keywords: rhodopsins; spectral properties of rhodopsins; spectral tuning in rhodopsins; engineering
of red-shifted rhodopsins; photobiology; biological photosensors

1. Introduction

Rhodopsins are photosensitive membrane proteins that have been discovered in many
species across all three life domains. The natural diversity of the rhodopsins’ first absorption
band maxima (λmax) is achieved via the variation of the proteins’ amino acid compositions
during evolutionary processes [1,2]. The same strategy is used in modern technologies
to obtain rhodopsin variants with an optimal λmax [3–6]. In this context, it is desirable to
develop methodologies for prediction of the λmax change caused by the modifications of
the primary protein structure, e.g., single or multiple amino acid substitutions (Δλmax).

Site-directed mutagenesis is a common experimental technique that allows for Δλmax
evaluation. In many studies, amino acid substitutions are introduced into rhodopsins to
measure Δλmax and, consequently, to estimate the substituted residue contribution to the
absorption maximum [7–9]. The objectives of these studies are to evaluate the correlations
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between the type/position of a rhodopsin residue and the contribution of this residue to
λmax and, ultimately, to establish general rules that allow for controlling λmax. However, the
interpretation of the measured Δλmax is not straightforward. Generally, a substitution of a
single residue can lead to reorganization of the protein internal H-bond network changing
positions of other residues and, therefore, their impact on the spectral properties. For such
substitutions, a measured Δλmax cannot be attributed exclusively to the mutated residue,
and the aforementioned effects must be taken into account. Apparently, this indirect
spectral tuning due to reorganization of the internal H-bond network is common for
rhodopsins. For example, such H-bond network reorganization is responsible for the origin
of the spectral shift between anion-free and chloride-ion-bound forms of halorhodopsin
from Natronomonas pharaonis [10], evolutionary switch between ultraviolet and violet vision
in vertebrates [11], and between visual rhodopsins from Alloteuthis subulata and Loligo
forbesii squids [12].

In addition to experimental studies, computational modeling can be involved.
In general, computational models enable not only the calculation of Δλmax but also the
evaluation of its direct and indirect parts. Currently, hybrid quantum mechanics/molecular
mechanics (QM/MM) models are able to reproduce experimental λmax and Δλmax values
with good accuracy (within 20–30 nm and just a few nm from experiment, respectively),
assuming that a high-quality three-dimensional protein structure is provided [11,13–18].
However, evaluation of QM/MM Δλmax values is computationally expensive and not
always easy. Thus, alternative less-demanding models are desirable for the interpre-
tation of experimental data and initial rational design. These models can be less gen-
eral and rigorous than QM/MM models, but they should allow for fast and simple
Δλmax prediction.

Here, for visual and microbial rhodopsins, we proposed such simple models that allow
us to estimate the direct electrostatic part of Δλmax for charged/polar amino acid substitu-
tion. The models are based on the precalculated high-level ab initio data.
Application of these models requires only three-dimensional structures of rhodopsins,
i.e., either X-ray structures or structures generated by comparative modeling. As a test,
these models were applied to estimate the direct part of Δλmax for charged and polar
residue substitutions in bovine rhodopsin and sodium pumping rhodopsin KR2. The ob-
tained data were validated both against more sophisticated ab initio QM/MM calculations
and against experiment.

2. Results

The results are described in the following sequence. First, the major principles of
spectral tuning that make the proposed models possible are described. Then, models are
introduced and applied to mutants of bovine rhodopsin and sodium pumping rhodopsin
as an example. Finally, the limits of applicability of these models are discussed

2.1. Steric and Electrostatic Factors in Rhodopsin Spectral Tuning

The tuning of the rhodopsins’ first spectral band has been widely
investigated [13,16,17,19,20]. Two factors are found to be the most important: the steric and
electrostatic interactions of PSBs with surrounding amino acids of the opsin.
Several other factors, such as the polarization of the retinal environment or inter-residual
charge transfer within the binding pocket, have also been studied but were found to be less
significant [21,22].

A substantial modification of the steric interaction between the protein pocket and
the chromophore can lead to the distortion of the chromophore and, consequently, to a
change in λmax. If this is the case, Δλmax evaluation requires detailed information about
the chromophore geometrical parameters. Generally, the resolution of available X-ray
structures is not good enough to obtain these parameters with required precision. To date,
the geometrical parameters of sufficient quality can be obtained only from high-level
computational models, and simpler approaches are hardly possible. To cause prominent

50



Int. J. Mol. Sci. 2021, 22, 3029

change in the steric interaction of PSB with opsin, one has to either introduce/remove
a bulky residue in the protein binding pocket or to introduce/remove a distant residue
that causes a substantial deformation of the binding pocket. Although modification of
steric interactions for λmax tuning occurs in nature [23], rational design of rhodopsins with
specific λmax by adjustment of steric interactions is not straightforward.

On the contrary, the electrostatic tuning mechanism is not only quite common in
nature but also can be more easily utilized for rational design. Due to the charge transfer
character of PSB S0 → S1 transition [24,25], λmax is very sensitive to the electrostatic field
generated by the amino acids constituting an opsin. The contribution of any residue to this
electrostatic field is primarily determined by its charge or dipole moment and its position
relative to the chromophore. The contributions of quadrupoles and the multipoles of higher
order can be neglected [26]. Generally, amino acid substitution can change Δλmax in two
ways: either directly or indirectly. In the first case, Δλmax is obtained via substitution of
the original amino acid by an amino acid with different charge/dipole moment. In the
second case, Δλmax is caused by a substitution that induces reorganization of the whole
protein, including charged and polar residues and changing the electrostatic field in the
chromophore region.

Unlike the steric part of Δλmax, the electrostatic part can be treated by a simple,
practical model. To make it possible, the following assumptions must be done:

1. λmax can be evaluated as the vertical excitation energy of one characteristic snapshot
that is close to the Gibbs free energy minimum of the whole protein. Protein dynam-
ics can modify absorption band counters, but it does not affect the position of its
maximum significantly.

2. The impact of a charged residue on λmax is equal to the impact of a unit nega-
tive/positive charge located at the center of the charged group of this residue;

3. The impact of a polar residue to λmax is equal to the impact of a dipole located at the
center of the polar group of the residue.

4. If substantial reorganization of the H-bond network does not occur, the impact of
each residue on λmax can be treated independently from the rest of the residues; i.e.,
we assume that all impacts are additive.

5. The impact of a charged/polar residue on λmax depends only on its charge/dipole
moment and its distance to/orientation along the chromophore axis (see Figure 1).
For charges, this “cylindrical” symmetry allows for reducing a four-dimensional
function Δλmax = f (three Cartesian coordinates for a charge location) to a simpler
three-dimensional function Δλmax = f (two Cartesian coordinates for a charge location).
For polar residues, an additional argument, which describes the orientation of the
dipole moment relative to the chromophore axis, should be added.

6. Although the electrostatic field always modifies a chromophore geometry by alternate
changing of the length of double and single bonds, the effect of this geometry change
on Δλmax can be neglected.

The first point is the widely used approximation for rhodopsin λmax modeling.
Although more molecular dynamics studies are necessary to understand the limits of
applicability for this assumption, inhomogeneous broadening of the absorption band is
not yet reported for rhodopsins in contrast to some other photosensitive proteins [27,28].
Moreover, static QM/MM models have already been tested intensively and proven to
be able to reproduce experimental λmax for dozens of rhodopsins [10,12,13,16,29,30]. It is
worth mentioning that a system of interest can consist of a mixture of two or more stable
forms, such as 13-cis and all-trans retinal containing the ground state of bacteriorhodopsin
or different protonation states of titratable residues in Anabaena sensory rhodopsin [31].
If this is the case, several representative snapshots should be taken into account. Points 2
and 3 are the common coarse-grained approximation with well-known limitations [32,33].
For the last three points, additional justifications and discussion is given in the section
“Limitations of the proposed models” and in the Supplementary Materials to avoid readers’
distraction from the main subject.
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If the statements above are assumed, a two-dimensional grid for charges and a three-
dimensional grid for dipoles can be calculated only once with a robust quantum mechanical
method, and, then, one can use graphical representations, tables, or fitting by suitable
functions for fast data acquisition. An approximate evaluation of Δλmax using these
tabulated data can be performed only based on the knowledge of charges/dipoles of
altered residues and their positions relative to the chromophore. In other words, all
required information can be obtained from an X-ray structure or a structure predicted by
comparative modeling.

Figure 1. (a) Illustration of the “cylindrical” symmetry assumption for the protonated Schiff base
(PSB). The impact of a charged/polar residue on λmax depends only on its charge/dipole moment
and its distance to/orientation along the chromophore axis. (b) Spectral shift values caused by a
unit negative charge (denoted as ‘−1’) located at 5 Å from different reference atoms of all-trans PSB.
Negative spectral shift values (reference atoms C15, C13, C11, C9) are presented in blue; positive
spectral shift value (reference atom C7) is presented in red.

2.2. Models to Evaluate the Direct Electrostatic Effect of Charged Residues

For each chromophore and negative/positive charges, we derived the numerical
function that relates the position of a charged residue to the chromophore and its impact
on λmax (Figure 2).

The geometries of the chromophores were kept as calculated in the gas phase, i.e.,
without external charges. We constructed a grid for the placement of unit charges as
follows: We plotted thirteen grid lines from thirteen PSB reference atoms perpendicular
to the chromophore axis (see Figure 2). Along each grid line, we placed unit charges at
the fixed distances from the retinal chromophore, from 3 Å to 18 Å with the 1 Å interval
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(16 points along each grid line). In total, we performed 13 × 16 = 208 calculations for each
charge and for each chromophore.

Figure 2. Grid representing the positions of a unit charge relative to the all-trans PSB. At each
grid point we performed an ab initio calculation of Δλmax values for the positive and negative
unit charges.

The calculated reference absorption maxima for the 11-cis and all-trans PSB without
external charges λ

re f
max were found to be 595 nm and 596 nm, respectively. For each chro-

mophore and charge type and position, we performed the SORCI+Q calculation of the
absorption maximum value (λi

max). Then, we derived the effect of the charged residue
placed at a certain position relative to the retinal chromophore as Δλi

max = λi
max − λ

re f
max.

The results of these calculations are illustrated as 2D functions Δλi
max (reference atom,

distance) in Figure 3, Figure S1 and Tables S1–S4.
The four panels in Figure 3 correspond to the four considered systems: (a) a negative

charge, 11-cis chromophore; (b) a positive charge, 11-cis chromophore; (c) a negative charge,
all-trans chromophore; (d) a positive charge, all-trans chromophore. These 2D functions
allow us to estimate Δλmax caused by the charged residue placed at a certain position in
the rhodopsin. For example, a positively charged residue (lysine, arginine, or protonated
histidine) placed at 7 Å from the C14 PSB atom would cause an approximately +40 nm
red shift for the 11-cis chromophore and a +36 nm red shift for the all-trans chromophore.
On the other hand, a negatively charged residue (glutamic or aspartic acid) at the same
position would cause an approximately −40 nm blue shift for 11-cis chromophore and a
−35 nm red shift for the all-trans chromophore.

Several well-known rules/patterns can also be clearly seen from the plots in Figure 3:

1. The effect of a charged residue on λmax depends on (a) the sign of the charge and (b)
the distance from the charge to the closest atom of the retinal.

2. A negative charge located in the NH region causes a blue shift; a negative charge
located in the β-ionone ring region causes a red shift.

3. On the contrary, a positive charge located in the NH region causes a red shift; a
positive charge located in the β-ionone ring region causes a blue shift.

4. The charges that are closer to the ends of the chromophore (atoms N16, C15, C6, and C5)
cause larger shifts, while the charges that are close to the middle of the chromophore
(atoms C12, C11, and C10) cause smaller shifts.
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The effect of charged residues on λmax is slightly larger for 11-cis PSB than for all-trans
PSB (Figure 3). To rationalize this fact, we calculated the charge distributions in the ground
and the first excited states of 11-cis and all-trans PSB. The calculations were performed at
the CASSCF/6-31G* level of theory. We found that the portion of positive charge, which is
translocated from the NH region to the beta-ionone ring region upon photoexcitation, is
larger for 11-cis PSB (0.30) than for all-trans PSB (0.21).

Figure 3. The impact of a unit charge on PSB λmax as a 2D function of its position relative to the
chromophore. (a) 11-cis PSB, negative charge; (b) 11-cis PSB, positive charge; (c) all-trans PSB,
negative charge; (d) all-trans PSB, positive charge

2.3. Models to Evaluate the Direct Electrostatic Effect of Polar Residues

To derive models for polar residues, we followed the strategy similar to the approach
used in the previous section. Δλi

max caused by a polar residue depends not only on the
distance of this residue to the chromophore but also on the orientation of this residue
polar group (see Figure 4). Therefore, we calculated a numerical function that relates
Δλi

max and both the distances to the chromophore and the angle between a dipole and
the chromophore axis. Each dipole was represented by two charges of a different sign
(−0.43 and +0.43) that are situated 1.0 Å from each other (see Figure 4). The magni-
tudes of the charges and the distance between them were chosen in order to represent
the Amber parameters for the -OH group of polar residues, such as Ser or Thr. The ge-
ometries of 11-cis PSB and all-trans PSB were kept as calculated in the gas phase, i.e.,
without an external electrostatic field. Four atoms of the 11-cis and all-trans chromophore
(N16, C12, C8, C4) were taken as the reference atoms. We plotted four grid lines from
these four reference atoms perpendicular to the chromophore (see Figure 4). Along each
grid line we placed the center of the dipole at the fixed distances from the retinal chro-
mophore, from 3.5 Å to 6.5 Å with the 1 Å interval (4 points along each grid line in total).
The orientation of the dipole was varied by changing the angle γ that is defined as the
angle between the chromophore axis and the line connecting oxygen and hydrogen atoms.
γ varied from 0◦ to 360◦ with the step of 30◦. The results of our calculations are presented in
Figures 5 and 6, Tables S5 and S6. We also performed spline interpolation of the calculated
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data to plot the largest possible negative and positive contributions of polar residues to
λmax as functions of a dipole moment position along the chromophore axis (Figure 7).

Figure 4. Grid representing the positions of a dipole moment relative to the all-trans PSB. At each
grid point, we performed the ab initio calculation of Δλmax values for different orientations of the
dipole moment relative to the chromophore axis.

Figure 5. Impact of the dipole moment on λmax of the 11-cis PSB as a function of the angle between
the dipole and the chromophore axis. Functions were calculated at different positions of the dipole
relative to the chromophore. Dipoles were located at the distances 3.5 Å, 4.5 Å, 5.5 Å, 6.5 Å from
the C4 (a), C8 (b), C12 (c), and N16 (d) chromophore atoms along the grid line perpendicular to the
chromophore axis (see Figure 4). Dots represent the ab initio calculated values. Functions were
derived as the spline interpolation of the calculated data.
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Figure 6. Impact of the dipole moment on λmax of the all-trans PSB as a function of the angle between
the dipole and the chromophore axis. Functions were calculated for different positions of the dipole
relative to the chromophore. Dipoles were located at the distances 3.5 Å, 4.5 Å, 5.5 Å, 6.5 Å from
the C4 (a), C8 (b), C12 (c), and N16 (d) chromophore atoms along the grid line perpendicular to the
chromophore axis (see Figure 4). Dots represent the ab initio calculated values. Functions were
derived as the spline interpolation of the calculated data.

Figure 7. Largest possible negative and positive contributions of dipole moments to λmax of 11-cis
PSB (a) and all-trans PSB (b) as functions of a dipole moment position along the chromophore
axis. Functions were calculated at different distances of the dipole moment from the chromophore.
Dots represent the ab initio calculated values. Functions were derived as the spline interpolation of
the calculated data.

Several rules/patterns can be derived from the plots presented in Figures 5 and 6.

1. The effect of polar residues located further than 6–7 Å from the PSB can be neglected.
2. The impact of a polar residue on λmax is determined not only by the distance from

the polar group of the residue to a given atom of the chromophore, as it is for charged
residues, but also by the orientation of a polar group relative to the chromophore.

3. Δλmax ranges from a negative value (for example, −9 nm for a dipole situated at
4.5 Å from an atom of 11-cis PSB) to zero and then to a positive value (+7.5 nm for
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this dipole). Therefore, to estimate the effect of a polar residue on the rhodopsin
absorption maximum, accurate structural information is required.

The effect of polar residues on λmax is slightly larger for 11-cis PSB than for all-trans
PSB. This fact can be rationalized by the difference in the portion of positive charge
translocated from the NH region to the beta-ionone ring region upon photoexcitation, as
discussed in the Section 2.2.

Only the rotation of a dipole moment in the grid plane (Figure 4) was considered.
Due to the symmetry of the system, the dipole moment component that is perpendicular
to the grid surface should have a negligible effect on λmax. To prove this, we located the
dipole moment at 3.5 Å from the N16 PSB atom and rotated it perpendicular to the grid
surface; Δλmax values were calculated with a step of 30◦. The calculated spectral shift
values did not exceed 1.5 nm, which is within the limits of QM calculation error.

2.4. Application of the Proposed Models to Evaluate the Direct Effect of Amino Acid Substitutions

Using the protocol described in the Methods section, we applied the proposed models
to evaluate the direct effect of twelve amino acid substitutions in bovine rhodopsin (Rh)
and sodium pumping rhodopsin (KR2). For charged residues, the data presented in
Figure 3 were used to obtain the correspondence between their position and the possible
spectral shift. For polar residues, the data presented in Figures 5–7 were used to evaluate the
range of possible spectral shift values due to the lack of information about the orientation
of a polar group relative to PSB. The exact orientation of a polar group could be defined
only by constructing the corresponding protein QM/MM model. The estimated direct
effect values were compared with the experimentally observed and QM/MM calculated
spectral shift values.

According to the proposed models, for seven mutants, the direct effect of amino acid
substitution completely explains the experimentally observed spectral shift (Figure 8 and
green color-coding in Table 1). These estimations were also confirmed by the analysis
of the corresponding QM/MM models. For five mutants, the direct effect of amino acid
substitution cannot completely explain the experimentally observed spectral shift, and the
indirect effect has to be taken into account (Figure 9 and brown color-coding in Table 1).
The analysis of the corresponding QM/MM models confirmed that these five substitutions
cause structural reorganization of the protein (Figure 10). Reorganization can include
three components: (1) Reorientation of charged/polar residues in the protein due to the
substitution; (2) Addition/deletion of water molecules. Water molecules possess a dipole
moment and for this reason can impact on λmax; (3) Change in the protonation state
of titratable residues. Below, we describe the indirect effect of considered amino acid
substitutions in more detail.

(1) The structural reorganization caused by E122A replacement in Rh (3.8 Å from C5
PSB atom) involves the reorientation of C167 residue and the addition of two water
molecules located in the increased cavity at the substitution site (Figure 10a).

(2) The structural reorganization caused by P219T replacement in KR2 (3.9 Å from C5
PSB atom) involves the reorientation of the polar Y247 residue and the addition of
two water molecules at the substitution site (Figure 10b).

(3) The structural reorganization caused by S254A replacement in KR2 (3.5 Å from C15
PSB atom) involves the reorientation of the polar N112 residue located in the vicinity
of the N16 PSB atom (Figure 10c). The distance from the NH2 group of N112 to the
N16 PSB atom decreases from 4.5 Å to 3.6 Å.

(4) The structural reorganization caused by G171S replacement in KR2 (4.7 Å from C4
PSB atom) involves the reorientation of the positively charged R246 residue located
at 12 Å from C6 PSB in the wild-type protein. The charged center of R246 comes
closer to beta-ionone part of PSB, leading to an additional slight blue shift. The
water molecule located between G171 and the beta-ionone ring of PSB in wild-type
KR2 moves away in the KR2 G171S mutant.
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(5) The structural reorganization caused by W265F replacement in Rh (4.9 Å from C4
PSB atom) involves the reorientation of the polar Y191 residue and the addition of
three water molecules in the increased cavity at the substitution site. According
to our QM/MM model, W265F replacement has a non-negligible effect on retinal
geometry. The spectral shift related to retinal geometry modification is −8 nm, while
the experimentally observed spectral shift is −18 nm.

Overall, the proposed models can be applied not only to estimate the direct ef-
fect of amino acid substitution but also to determine if the indirect effect of amino acid
substitution occurs.

Figure 8. Bovine rhodopsin (Rh) and sodium pumping rhodopsin (KR2) mutants, for which the direct effect of amino acid
substitution completely explains the experimentally observed spectral shift. Experimental spectral shift values are shown in
black. The distances from the wild-type residues to the PSB and corresponding contributions to λmax are shown in blue.
The evaluated contributions of new residues to λmax are shown in green. The distances are given in Å.
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Figure 9. Bovine rhodopsin (Rh) and sodium pumping rhodopsin (KR2) mutants, for which the direct effect of amino acid
substitution cannot completely explain the experimentally observed spectral shift. Experimental spectral shifts are shown in
black. The distances from the wild-type residues to the PSB and corresponding contributions to λmax are shown in blue.
The evaluated contributions of new residues to λmax are shown in green. The distances are given in Å.
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Figure 10. Structural reorganization caused by amino acid replacements. (a) E122A substitution
in bovine rhodopsin (Rh); (b) P219T substitution in sodium pumping rhodopsin (KR2); (c) S254A
substitution in sodium pumping rhodopsin (KR2).
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Table 1. Spectral shifts in bovine rhodopsin (Rh) and sodium pumping rhodopsin (KR2) caused by amino acid substitu-
tions. Δλ

exp
max—experimental spectral shift. Δλdirect

max —the magnitude of the spectral shift estimated by the proposed models
(Figures 3, 5–7 and Tables S1–S6). ΔλQM/MM

max —the spectral shift calculated with the quantum mechanics/molecular me-
chanics models of rhodopsin mutants. Color coding: green—substitutions that do not induce structural reorganization
(direct spectral tuning), brown—substitutions that cause a substantial structural reorganization (indirect spectral tuning).

Mutant Type Δλ
exp
max Δλdirect

max Δλ
QM/MM
max

Rh Y268F
polar/

nonpolar −5 nm [34]

Y268: −11 to +8 nm
3.8 Å from C11

F268: 0 nm −7 nm

Rh A295S
nonpolar/

polar −2 nm [35]

A295: 0 nm
S295: −6 to +5 nm

6.0 Å from C13 −7 nm

Rh D190N
charged/

polar −3 nm[36]

D190: +2 nm
12.1 Å from C9

N190: 0 nm +1 nm

Rh R135Q
charged/

polar 0 nm [37]

R295: 0 nm
21.0 Å from C4

Q135: 0 nm −2 nm

KR2 L168Y
nonpolar/

polar 1 nm [38]

L168: 0 nm
Y168: 0 nm

10.5 Å from C4 4 nm

Rh E122D
charged /
charged −22 nm[34]

E122: +62 nm
4.8 Å from C5
D122: +38 nm

E122D: −27 nm −

Rh E122D

charged
(protonated)/

charged
(protonated) −22 nm [34]

E122+: −15 to +15 nm
3.8 Å from C5

D122+: −8 to +8 nm
E122D: −23 nm to 23 nm −24 nm

KR2 G156S
nonpolar/

polar −4 nm [38]

G156: 0 nm
S156: −3 to +3 nm

6.5 Å from C4 −8 nm

KR2 G171S
nonpolar/

polar −10 nm[38]

G171: 0 nm
S171: −6 to +6 nm

4.7 Å from C4 −9 nm

Rh E122A

charged
(protonated)/

neutral −22 nm [34]

E122+: −15 to +15 nm
3.8 Å from C5

A122: 0 nm −23 nm

Rh W265F
polar/
neutral −18 nm [34]

W265: −8 to +8 nm
4.9 Å from C4

F265: 0 nm −16 nm

KR2 S254A
polar

neutral +20 nm [38]

S254: -10 to +8 nm
3.5 Å from C15

A254: 0 nm +24 nm

KR2 P219T
neutral/

polar +17 nm [38]

P219: 0 nm
T265: −8 to +8 nm

3.9 Å from C5 +12 nm
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2.5. Limitations of the Proposed Models

As demonstrated in a number of experimental and computational
studies [24,39–42], the positive charge located at the NH moiety of the chromophore after
excitation partially relocates to the β-ionone ring moiety, making the NH part less posi-
tive and, accordingly, the β-ionone ring part more positive. This difference in the charge
distribution between S0 and S1 states leads to different electrostatic interactions of the
chromophore with external charges (see Figure 11).

The interaction between the charge density of the chromophore and the negative
charge located in the NH region stabilizes the ground state more than the first excited state
and, therefore, leads to a blue shift in the S0 to S1 band. On the other hand, a negative
charge in the β-ionone region stabilizes the excited state more than the ground state, leading
to a red shift. A positive charge in the NH region destabilizes the ground state more than
the excited state, leading to a red shift. Finally, a positive charge in the β-ionone region
destabilizes the excited state more than the ground state, leading to a blue shift (Figure 11).

If Δλmax was determined only by this “charge transfer” factor, and both S0-to-S1
charge redistribution and the geometry of the chromophore did not depend on an external
electrostatic field, the impact of each residue on Δλmax would be independent of the rest
of the residues; i.e., Δλmax of each residue would be additive. In fact, this additivity is
broken due to the polarization effect caused by any charged or polar residue. The ad-
ditional electrostatic field modifies both the magnitude of the S0 → S1 charge transfer
due to different polarization of the ground and the excited states and the ground state
geometry of the chromophore by changing the so-called bond length alternation (BLA),
i.e., averaged difference between single- and double-bond lengths of the chromophore
(Figure 12). However, as demonstrated, for example, for N. Pharaonis halorhodopsin [10],
the contribution of these polarization effects to Δλmax is much smaller than the contribution
of the “charge transfer” effect, and, in the absence of other protein residues reorganization,
the Δλmax additivity can be considered as a good approximation.

The proposed models assume that the impact of a charged/polar residue on λmax
depends only on its charge/dipole moment and its distance to/orientation along the chro-
mophore axis but not a radial angle. To confirm this “cylindrical symmetry” assumption,
we performed an additional set of calculations rotating negative unit charges at 4 Å around
the 11-cis chromophore axis. The results confirm that calculated Δλmax only slightly depend
on radial angles (See Supplementary Table S7 for details).

Finally, the proposed models do not take into account the possible distortion of
the chromophore due to the steric interactions caused by amino acid substitution [23].
This effect can be accurately taken into account only by QM/MM models.

Figure 11. Difference in the charge distribution between S0 and S1 states of PSB leads to different
electrostatic interactions of the chromophore with external charges.
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Figure 12. The electrostatic spectral tuning mechanism in rhodopsins involves three main factors:
1. The “charge transfer” factor related to difference in charge distributions of ground and excited
states of the PSB. The positive charge partially translocates from the NH region to the β-ionone
ring region upon photoexcitation. Therefore, ground and excited states of the chromophore possess
different interactions with external charges. 2. The modification of the bond length alternation (BLA)
of the chromophore by the external electrostatic field. 3. Differences in polarization of the ground
and excited states of the PSB by the external electrostatic field.

3. Materials and Methods

3.1. Ab Initio-Based Models

Geometries of 11 -cis PSB (protonated Schiff base) and all-trans PSB were optimized
at the B3LYP/6-31G* level of theory. Absorption maxima values were calculated at the
SORCI(6,6)+Q/6-31G* level of theory. Electrostatic embedding scheme was used to include
the effect of external charges. The calculations were performed with the ORCA program,
version 3.0.3 [43].

3.2. Evaluation of Spectral Shifts Caused by Amino Acid Replacements

To evaluate Δλmax values caused by amino acid substitutions, the corresponding
three-dimensional structures of the wild-type proteins were used. For bovine rhodopsin
(Rh), the 2.2 Å X-ray structure was used, RCSB code 1U19 [44]; for sodium pumping
Krokinobacter eikastus rhodopsin 2 (KR2), the 1.8 Å structure was used, RCSB code 6RF6 [45].
The distance from the substituted amino acid to the closest atom of the retinal chromophore
was measured using visualizing software (VMD program, v.1.9.3) [46]. The pdb file of the
X-ray structure was used without any preliminary modifications. When the position of the
residue was defined, we used the figures and tables presented in the Results section and
the Supporing Information to determine the correspondence between the position of the
residue and the possible spectral shift.

3.3. QM/MM Models Construction

To generate QM/MM models of rhodopsin mutants, we started from the correspond-
ing wild-type X-ray structures. The amino acid substitutions were inserted into the wild-
type X-ray structures using the Mutate Model algorithm implemented in Modeller v.9.15
program package [47]. The algorithm replaces the indicated amino acid in the protein
X-ray structure and optimizes its position, leaving other protein residues intact. The retinal
chromophore was inserted into the models and bound to the proper lysine residue (11-cis
PSB, Lys296 for Rh; all-trans PSB, Lys255 for KR2). Afterward, models were hydrated with
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the Dowser++ algorithm [48]; the configuration parameters for running Dowser++ and the
parameter set for the PSB were described in our previous work [29]. The PROPKA program,
version 3.1 [49], was used to calculate the pKa values of titratable residues (pH = 7.0) and
assign their protonation states; hydrogen atoms were added with the pdb2pqr program,
version 2.1.1 [50]. The obtained models were optimized gradually first at the MM level
(Amber96 force field [51], TIP3P for water) then at the QM/MM level utilizing the hy-
brid two-layer ONIOM (QM:MM-EE) scheme (QM = B3LYP/6-31G*; MM = AMBER96
for amino acids and ions, TIP3P for water, EE = electronic embedding). The ONIOM
calculations were performed with Gaussian09 [52]. Fifty atoms of the retinal chromophore
were included in the QM part; the link atom was placed at the NZ-Cε bond of Lys296. The
SORCI+Q/6-31G* method was used to calculate the PSB absorption maxima values in the
opsin environment represented as Amber96 point charges. The absorption maxima calcu-
lations were performed with the ORCA program, version 3.0.3 [43]. The reliability of the
applied methodology for rhodopsins was tested in several previous studies [10,12,13,29,30].

4. Conclusions

The main goal of this article was to present a simple ab initio-based approach to
evaluate Δλmax caused by substitution of charged or polar amino acids in visual and
microbial rhodopsins. If the rhodopsin three-dimensional structure is available, Δλmax can
be obtained from the plots and tables given in the article and Supplementary Materials.
The performance of the proposed models is evaluated against a test set consisting of ten
mutants of bovine and sodium pumping rhodopsins.

Additional, general conclusions of this study can be summarized as follows:

1. The contribution of charged residues to λmax strongly depends on their positions and
varies from over 100 nm for counterions at the distance of around 3.5 Å from the
nitrogen atom of the chromophore to several nm for the residues located at 18 Å.

2. The contribution of polar residues outside the binding pocket, i.e., more than 6–7 Å
from the chromophore, is negligible.

3. The distance from a charged/polar residue to the closest atom of the chromophore
is the main parameter that is required to estimate the contribution of this residue to
λmax. In addition, the information about the dipole moment orientation relative to
the chromophore is important for the evaluation of contributions of polar residues.

4. An adequate model to evaluate λmax of a rhodopsin must take into account the effect
of polar/charged residues in the binding pocket, i.e., within 6–7 Å, and the charged
residues at least up to 16–18 Å. On one hand, these findings explain the success of
“binding pocket models” [14,53], in which the main difference in λmax between two
rhodopsins is attributed to the amino acid compositions of their binding pockets.
On the other hand, these findings also reveal the limitations of the “binding pocket
models” models, such as neglecting the charged residues beyond the binding pocket
and the reorganization of polar/charged residues within the binding pocket due to
distant amino acid substitutions.

The models proposed in this study can be used to estimate the direct part of Δλmax
caused by residue substitution and, therefore, can be utilized both for the interpretation of
experimental data and for the rational design of rhodopsins with specific spectral properties.

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/xxx/s1.
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Abstract: Mechanistic Monte Carlo (MC) simulation of radiation interaction with water and DNA
is important for the understanding of biological responses induced by ionizing radiation. In our
previous work, we employed the Graphical Processing Unit (GPU)-based parallel computing tech-
nique to develop a novel, highly efficient, and open-source MC simulation tool, gMicroMC, for
simulating electron-induced DNA damages. In this work, we reported two new developments in
gMicroMC: the transport simulation of protons and heavy ions and the concurrent transport of
radicals in the presence of DNA. We modeled these transports based on electromagnetic interactions
between charged particles and water molecules and the chemical reactions between radicals and
DNA molecules. Various physical properties, such as Linear Energy Transfer (LET) and particle
range, from our simulation agreed with data published by NIST or simulation results from other
CPU-based MC packages. The simulation results of DNA damage under the concurrent transport
of radicals and DNA agreed with those from nBio-Topas simulation in a comprehensive testing
case. GPU parallel computing enabled high computational efficiency. It took 41 s to simultaneously
transport 100 protons with an initial kinetic energy of 10 MeV in water and 470 s to transport 105

radicals up to 1 μs in the presence of DNA.

Keywords: Monte Carlo simulation; GPU programming; DNA damage; proton transport

1. Introduction

Understanding biological responses to ionizing radiation is of crucial importance
for cancer treatment using radiotherapy. Mechanistic Monte Carlo (MC) simulation of
radiation’s effect on DNA in a water medium is a promising tool for relevant studies
after decades of development [1]. The central idea of such an approach is to obtain the
initial DNA damage spectrum via mechanistic modeling of the radio-biological interac-
tions at the atomic or molecular levels. This includes the development of track-structure
codes [2–15] and the subsequent computation of DNA damages by incorporating DNA
models [5,7,16–18]. The track-structure simulation can be divided into the simulations
of the physical stage and the chemical stage. The physical-stage simulation deals with
the ionization, excitation, and elastic scattering processes between the ionizing radiation
particles and the water media and records the 3D coordinates of energy deposition events.
The chemical-stage simulation computes how the chemical radicals, produced after the
physical-stage simulation, diffuse and react mutually with the recording of the residual
radicals’ positions. The positions of these energy deposition events and radicals are then
utilized to compute the initial DNA damage sites, followed by an analysis to characterize
DNA strand break patterns.
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Although many developments have been performed to generate state-of-the-art mech-
anistic MC simulation tools, it is still necessary to further improve the simulation methods
to accommodate different scenarios [8]. For instance, to make the code versatile for studies
on the Oxygen Enhancement Ratio (OER) [19] and the Fenton reaction effect [20], it is
desired to include more types of molecules other than free radicals generated by the initial
radiation into the chemical-stage simulation. However, due to the computational complex-
ity of the “many-body” problem and the long temporal duration of the chemical stage,
a step-by-step simulation of these relevant processes on conventional CPU computational
platforms can be extremely time consuming [21]. Under the constraint of computational re-
sources, studies typically suffer from a restricted simulation region or a shortened temporal
duration [22–24], limiting their broad applications.

To overcome these obstacles, Graphical Processing Unit (GPU)-based parallel com-
puting can be a cost-effective option [25,26]. We developed an open-source, GPU-based
microscopic MC simulation toolkit, gMicroMC [9], with the first version available on
GitHub (https://github.com/utaresearch/gMicroMC (accessed on 17 June 2021)). We
initially focused on boosting the chemical-stage simulation for radicals produced from
water radiolysis, achieving a speedup of several hundred folds compared to CPU-based
packages [27]. Later, we supported the physical track simulation for energetic electrons
and implemented a DNA model of a lymphocyte cell nucleus at the base-pair resolution for
the computation of electron-induced DNA damages [9]. Recently, we also included oxygen
molecules in the chemical-stage simulation in a step-by-step manner, which enabled the
study of the radiolytic depletion effect of dissolved oxygen molecules [28]. With these
efforts, we were able to quantitatively study multiple critical problems that are computation-
ally demanding. For example, we performed comprehensive simulations with gMicroMC
to answer how uncertainties from the simulation parameters affect the accuracy of the final
DNA damage computations [29]. We also studied the radiolytic depletion of oxygen under
ultra-high dose rate radiation (FLASH) to investigate the fundamental mechanism behind
FLASH radiotherapy with the developed oxygen module in gMicroMC [28].

In this work, we reported our recent progress on two new and important features that
we recently introduced to gMicroMC, namely: (1) enabling the physical-stage simulations
of protons and heavy ions; and (2) considering the presence of the DNA structure and its
chemical reactions with radicals in the chemical-stage simulation. It was expected that
the first feature would contribute greatly to the mechanistic study of particle irradiation,
such as particle radiotherapy [30,31]. The presence of the DNA structure in the chemical-
stage simulation will allow us to realistically describe the indirect DNA damage process.
With the GPU acceleration, we were able to afford computationally challenging simulations
that included detailed physics modeling and chemical reactions that spanned over a large
temporal duration, enabling more realistic simulations of the relevant processes.

2. Materials and Methods

2.1. Cross-Sections for the Transport Simulation of Protons and Heavy Ions

When a proton or heavy ion moves through a medium, it interacts with the atomic
electrons inside the medium [32]. Considering that there have been various models de-
veloped and implemented to describe this process, in this work, we focused on a novel
implementation of existing models on GPU parallel computing platforms. Specifically, we
only considered the interactions between particles and water molecules because this is
representative of modeling the cell environment. We employed the Rudd model [33] to
compute the ionization of a water molecule by a proton in the energy range from 10 eV
to 1 TeV. We implemented the Plante model [34] and Dingfelder’s model [35] to simulate
the excitation of a water molecule for protons with an energy above and below 500 keV,
respectively. We also applied Booth’s empirical formula [36] to include the charge effect on
the cross-section computation. Lastly, we used the charge scaling rule [37] to obtain the
cross-sections for heavy ions based on those for a proton. To make the manuscript easy to
follow, we briefly introduce these models in the following subsections.
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2.1.1. Ionization for Protons

An energetic proton could eject a secondary electron from different atomic subshells
when it ionizes a water molecule. In the Rudd model [33,38], the partial Singly Differential
Cross-Section (SDCS) can be described as:

dσion
i

dw
=

Si
Bi

(F1(ν) + wF2(ν))

(1 + w)3
1

1 + exp
[

α(w−wi)
ν

] (1)

Here, i refers to the subshells of the water molecule, namely 1b1, 3a1, 1b2, 2a1, and 1a1.
Bi is the binding energy for electrons on shell i. w = Ee/Bi, and Ee is the energy of the
secondary electron. Si = 4πa2

0 ∗ Ni ∗ (ER/Bi)
2, where a0 = 5.3 × 10−11 m is the Bohr

radius, ER = 13.6 eV is the Rydberg energy, and Ni is the number of electrons on shell
i. ν =

√
T/Bi denotes the scaled velocity of the projectile, with T = m

M ∗ Ek. m and M
are the masses of the electron and proton, while Ek is the kinetic energy of the proton.
wi = 4ν2 − 2ν − ER/4Bi is the scaled cutoff energy, and α is a numerical parameter related
to the relative size of the target molecule. The specific values for Bi, Ni and α are listed in
Table 1. F1(ν) and F2(ν) are fitting functions, defined as:

F1(ν) = L1 + H1 (2)

F2(ν) =
L2H2

L2 + H2
(3)

where:

L1 =
C1νD1

1 + E1νD1+4 , (4)

H1 =
A1 ln (1 + ν2)

ν2 + B1/ν2 , (5)

L2 = C2νD2 , (6)

H2 =
A2

ν2 +
B2

ν4 . (7)

The values for the nine basic parameters A1, . . . , E1 and A2, . . . , D2 used in
Equations (4)–(7) can be seen in Table 1. These values differed for inner shell orbitals
and external orbitals, and an orbital was regarded as an inner one when its binding energy
exceeded twice the binding energy of the least-tightly bound orbital [33].

Table 1. Parameters used in this work for Equations (1)–(7). Data were extracted from [35,38].

Parameter
Inner Orbitals External Orbitals

1a1
2a1

1b2
3a1

1b1

A1 1.25 1.25 1.02 1.02 1.02
B1 0.5 0.5 82 82 82
C1 1 1 0.45 0.45 0.45
D1 1 1 −0.80 −0.80 −0.80
E1 3 3 0.38 0.38 0.38
A2 1.1 1.1 1.07 1.07 1.07
B2 1.3 1.3 14.6 14.6 14.6
C2 1 1 0.6 0.6 0.6
D2 0 0 0.04 0.04 0.04
α 0.66 0.66 0.64 0.64 0.64
Ni 2 2 2 2 2
Bi 539.7 32.2 18.55 14.73 12.61
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From Equation (1), we can calculate the total cross-section for subshell i as:

σion
i =

∫ wm

0

dσion
i

dw
dw, (8)

where wm = Em
Bi

and Em is the scaled maximum transferable energy from the proton to the
ejected electron. The relativistic expression of Em was given by Plante et al. [34] as:

Em =
2mc2(γ2 − 1

)
1 + 2γ

( m
M
)
+
( m

M
)2 , (9)

with:
γ = 1 +

Ek
Mc2 , (10)

and c is the speed of light. The relativistic format for the scaled velocity ν is then written as:

ν2 =
mc2

2Bi
[1 − 1

γ2 ]. (11)

With the ionization model and parameters determined under both the relativistic
and nonrelativistic formalism, we could integrate Equation (8) numerically to obtain the
ionization cross-section table for different subshells of a water molecule in a broad proton
energy range. In our implementation, we computed the table for proton energies ranging
from 10 eV to 1 TeV with a 0.01 increment along the logarithmic scale. It is worth mentioning
that the computation of the cross-section table only needed to be computed once in an
offline manner and was stored in a data file that could be loaded to GPU memory for the
query of the cross-sections of any incident energy. More details of this usage are given in
Section 2.3.1.

2.1.2. Excitation for Proton

Due to the lack of experimental data, different models could have differential con-
figurations of the excitation pathways. In our implementation, we adopted the three-
pathway model [39,40] containing Ã1B1 and B̃1 A1 and plasma mode for protons with
energy >500 keV and the model with the excitation channels of Ã1B1 and B̃1 A1, Ryd A +
B and Ryd C + D, and the diffusion band [35] for a proton energy < 500 keV. Specifically,
in the three-pathway model, the differential cross-section for the excitation channel j is
expressed as:

dσexc
j

dW
= ρ(W)W fj(W) ln

(
W

Qmin

)
, (12)

where:

ρ(W) =
8πZ2a2

0
mu2

Ry2

W2 , (13)

Qmin = 2T
(

M
m

)2
(

1 − 1
2

m
M

W
T

−
√

1 − m
M

W
T

)
. (14)

Here, j denotes different excitation channels, namely Ã1B1 and B̃1 A1, and plasma
mode. u, Z, and W are the velocity, charge, and energy loss of the incident proton. Other pa-
rameters were the same as those used in Section 2.1.1. When m

M
W
T = W

Ek

 1, Equation (12)

can be simplified as:
dσexc

j

dW
= ρ(W)W fj(W) ln

(
4T
W

)
. (15)
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In the relativistic situation, mu2 in Equation (13) can be expressed as:

mu2 = mc2
[
1 − γ−2

]
. (16)

f j(W), as a function of the excitation pathway j, has the form of:

f j(W) =

⎧⎨⎩ f 0
j

√
αj/πe[−αj(W−wj)

2
], if j = Ã1B1, B̃1 A1

f 0
j αjex/(1 + ex)2, otherwise

(17)

where x = αj(W − wj) and f 0
j , αj, and wj are parameters with their values summarized

in Table 2. Under the assumption that the proton only loses a small portion of its kinetic
energy to excite a water molecule, i.e., W

Ek

 1, Equation (15) can be used to calculate the

total cross-section for excitation channel j as:

σexc
j =

∫ Wmax

Wmin

dσexc
j

dW
dW. (18)

In principle, the upper and lower boundaries of the integration can be Ek and zero.
However, in practical usage, it is common to set Wmax =50 eV and Wmin = 2 eV. The reason

is that
dσexc

j
dW (W) drops to a negligible value when W /∈ [Wmin, Wmax], and the boundary

cutoffs also ensure a positive and convergent integrated total cross-section.

Table 2. Parameters used in Equations (17).

j Ã1B1 B̃1 A1 Plasma Mode

f 0
j 0.0187 0.0157 0.7843

αj 3 (eV−2) 1 (eV−2) 0.6 (eV−1)
wj 8.4 10.1 21.3

When a proton’s energy is smaller than 500 keV, the Born approximation is no longer
a good approximation [35], and Equation (15) may have problem in evaluating the cross-
sections. We then applied the semi-empirical model [35] to obtain the excitation cross-
section for a low-energy proton as:

σexc
j (Ek) =

σ0(Za)Ω(Ek − Ej
)v

JΩ+v + EΩ+v
k

. (19)

Here, j denotes the excitation channels Ã1B1 and B̃1 A1, Ryd A+B and Ryd C+D, and
the diffusion band. The corresponding energy loss Ej of the proton is discrete instead of
continuous. Further details of the model can be found in [35].

With the excitation cross-section given in Equation (18) and the relevant parameters
determined, we could integrate it numerically to obtain the excitation cross-section table
for different subshells of a water molecule at proton energies above 500 keV. Meanwhile,
we could rely on Equation (19) to handle protons with energies below 500 keV. To make the
cross-section data computed from the two models smoothly connected at the proton energy
of 500 keV, we adjusted the obtained cross-section data as follows. We applied coefficients
of 1.23 and 3.5 to the cross-section data for the Ã1B1 and B̃1 A1 channels obtained from
Equation (18) to make them smoothly connected to that obtained from Equation (19) at
500 keV for these two modes. We then multiplied 0.339 in plasma mode to make the
total cross-section also smoothly connected. Similar to the strategy applied to obtain the
ionization cross-section table, we also only needed to compute the excitation cross-section
table once and stored it in a data file. Its usage on a GPU is also given in Section 2.3.1.
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2.1.3. Charge Effect

When charged particles travel through a water medium, except for ionizing or exciting
the water molecule, they could also drag electrons from the medium to move with them,
forming a reduced effective charge Zeff < Z. This effect is found reversely proportional
to the kinetic energy of the incident particle. In our simulation, we adopted the empirical
Booth model [36] to obtain the effective charge Zeff as:

Zeff = Z
(

1 − exp
[
−1.316y + 0.112y2 − 0.065y3

])
, (20)

where y = 100Z−2/3
√

1 − (1 + Ek/(AMc2))
−2 and A is the mass number of the particle.

The correction is larger than 5% (Zeff < 0.95 · Z) when y < 2.172, which gives Ek ∼ 18 MeV
per nucleon for the Fe ion and 0.22 MeV for the proton.

2.1.4. Cross-Section for Heavy Ions

Within the first-order plane-wave Born approximation, we could correlate the ion-
ization and excitation cross-section for bare and sufficiently fast heavy ions to that of the
proton by the scaling law. Specifically, for a heavy ion with velocity u and charge number
Z, the doubly differential cross-section can be scaled from that of the proton with the same
velocity u by a factor of Z2 [37]:

d2σion
dWdQ

(u) = Z2 × d2σproton

dWdQ
(u), (21)

where W and Q refer to the energy transfer and the recoil energy, respectively. After inte-
grating over Q, we could obtain the SDCS as a function of W. Considering that an ion of
mass number A and kinetic energy Ek has the same velocity with a proton of kinetic energy
Ek,p = Ek

M
Mion

≈ Ek
A , we could rewrite the scaling formula as a function of Ek as:

dσion
dW

(Ek) = Z2 × dσproton

dW
(Ek/A), (22)

It holds for ions for both the nonrelativistic and relativistic formats. The electron
attachment effect can be more significant for a heavy ion than for a proton of the same
velocity since a heavy ion typically carries more charge than a proton. With the electron
attachment effect considered, we replaced Z with Zeff when scaling the cross-section from
a proton to a heavy ion using Equation (22), with Zeff calculated from Equation (20).

2.2. Concurrent Transport Method

Due to the computational challenge, existing MC tools compute the DNA damage
formed by radical attachment typically via two successive steps. First, the radicals are
diffused and mutually reacted in the chemical stage without DNA. Second, the coordinates
of OH· radicals obtained at the end of the chemical stage are overlapped with the DNA
geometry such that DNA damages caused by radicals can be computed [9,29]. We refer to
this approach as the “overlay method”. This approach is effective for simple applications.
However, it can be problematic for those scenarios sensitive to radical evolution. In reality,
DNA could be present and react with radicals during the radical diffusion. This could
affect the radical yields and the damage site distribution on the DNA chain, consequently
impacting the final characterization of the DNA strand breaks. To model this effect, in this
work, we included the simulation of the reactions between radicals and DNA at the time of
transporting the radicals in the chemical stage and refer to this approach as the “concurrent
transport method”.

In our previous development of gMicroMC without considering DNA in the chemical
stage, we simulated the diffusion and reactions among radicals in a step-by-step fashion.
The relevant parameters were the diffusion coefficient for each radical species and the
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reaction rates for possible radical–radical reaction types. To include DNA in this transport
frame, we need to know the diffusion coefficient of DNA and the reaction rates between
radicals and DNA. Considering the relatively large mass of DNA, we assumed that the
whole DNA molecule was static during the chemical transport and took its diffusion
coefficient as zero to simplify the simulation. As for the reaction rates between radicals
and DNA, we considered two types of reactions based on the DNA model for a whole
lymphocyte cell nucleus [9]. The DNA was described in a voxel-based format with each
voxel of side length 55 nm. The voxel was either empty or filled with a DNA chain
that connected two faces of the voxel. The DNA chain consisted of a group of spheres
representing the basic structures of the DNA: the base pair, the sugar-phosphate group, and
the histone protein. With it, we considered the first reaction type as the damaging effect of
OH· and eh radicals on the DNA bases and sugar-phosphate groups. The reaction rates
are listed in Table 3. Here, although there were four types of DNA bases, that is Adenine
(A), Guanine (G), Cytosine (C), and Thymine (T), associated with four different reaction
rates with the OH· or eh radical, we used the average reaction rate in our simulation since
our DNA model had no differentiation among the base types. The second type was the
scavenging reaction for all radical species by the histone protein. In this reaction, the radical
was assumed to be fully absorbed once it was within the histone protein volume.

Table 3. Reaction rates (×109 L · mol−1 · s−1) used in gMicroMC for concurrent DNA transport [41].

Radicals A G C T DNA Base
DNA Sugar-Phosphate

Group

OH· 6.1 9.2 6.4 6.1 6.95 1.9
eh 9 14 18 13 13.5 −1 *

* A negative value means no reaction between the radical and the DNA substructure.

After introducing DNA into the chemical-stage simulation, two consequences required
special attention. First, radicals were not supposed to be produced inside the DNA region;
hence, at the beginning of the chemical stage, we needed to exclude those radicals produced
inside the chromatin zone from the subsequent diffusion [42] without recording any
damages on DNA. Second, as there were a huge number of DNA basic structures in our
DNA model, for instance 6.2 × 109 base pairs, checking for reactions between radicals and
DNA after each diffusion step would generate numerous computations. To circumvent the
problem, we defined a time interval ti to control the frequency of checking for reactions
between radicals and DNA. During the simulation of the chemical stage, as the time
evolved, we only checked for radical–DNA reactions every ti. In the limit of a small ti,
the frequent inspection for reactions ensured simulation accuracy. In the other extreme of
a large ti, the DNA-related reactions would be less frequently checked, which eventually
converged to the overlay picture. We study the impact of ti in later sections.

2.3. GPU Implementation
2.3.1. Physical Transport for Protons and Heavy Ions

Before transporting protons and heavy ions on the GPU, we prepared lookup tables
on the CPU host to store the tabulated cross-sections for a proton, as stated in Section
2.1. The lookup tables were then transferred to the GPU texture memory such that we
could employ the GPU built-in fast interpolation technique to obtain cross-section data for
particle transport. We supported two types of source particle generation: reading from
a Phase Space File (PSF) or sampling from a given distribution. We sorted the source
particles in descending order based on their charge number Z. If the particles were protons
or heavy ions, we transported the sorted particles into groups using the GPU kernel we
developed in this work dedicated to proton and heavy ion transport. If they were electrons,
we transported them with our previously developed kernel for electron transport [9].
The purpose of particle sorting and grouping was to minimize the thread divergence on
the GPU, and hence to improve simulation efficiency [25,26].

75



Int. J. Mol. Sci. 2021, 22, 6615

For the GPU kernel in charge of the transport of protons and heavy ions, each thread
took care of one primary particle. For a particle with charge number Z, atomic mass
number A, and incident energy Ek, the thread sampled its free travel distance s in water
and its interaction with the water molecules in the iteration. Specifically, we first calculated
the effective charge number Zeff according to Equation (20) and the kinetic energy Ep = Ek

A
for a proton with the same velocity as that of the primary particle. Based on the logarithmic
value of Ep, we interpolated the lookup tables to obtain the cross-section σi(Ep) for the
proton. Here, i represents all ionization and excitation channels listed in the tables. We
then scaled and summed σi to obtain the total cross-section for the primary particle as
σt = Z2

eff ∑ σi based on Equation (22). With σt, we sampled the free travel distance s in
water as s = − Mw

ρ·σt ·NA
ln ζ, where ρ and Mw are the density and atomic mass of water. NA

is the Avogadro constant, and ζ is a random number uniformly distributed between zero
and one. We forwarded the particle position by s along the momentum direction followed
by a sampling of the interaction type based on the relative cross-section distribution σi

∑ σj
.

If the sampled interaction i0 was an ionization event, we then sampled the energy Ee
and the emission angle of the ejected secondary electron, along with updating the kinetic
energy of the primary particle. Noticing that the partial SDCS in Equation (1) had the form

of dσion
i

dw ∝ f (w)φ(w), with f (w) = (F1(ν) + wF2(ν))/(1 + w)3, which was relatively easy
to integrate, and φ(w) = 1/(1 + exp [α(w − wi)/ν]), we took f (w) as a sampling function
and φ(w) as the rejection function to effectively sample Ee. Specifically, for a given proton
energy Ep, ν can be solely determined based on Equation (11), and hence, F1(ν) and F2(ν)
are just numbers. We wrote them as F1 and F2 for simplicity in the following equations.
Applying the direct inversion method, we could sample ws from f (w) as:

ws = (−F1 + 2Ncζ +
√

F2
1 + 2F2Ncζ − 2F1Ncζ)/(F1 + F2 − 2Ncζ). (23)

Here, ζ ∈ [0, 1) is a randomly sampled number and Nc has the form of:

Nc =
∫ wm

0
f (w)dw = (wm(F2wm + 2F1 + F1wm))/(2(1 + wm)

2). (24)

We repeatedly sampled ws with Equation (23) and updated φ(ws) until we obtained
φ(ws) > ζ ′ with ζ ′ a random number ∈ [0, 1/(1 + e−αwi/v)]. Once reaching this stop-
ping criterion, we accepted ws and computed Ee as:

Ee = ws ∗ Bi0 . (25)

The polar scattering angle θe of the electron relative to the moving direction of the

primary particle satisfied cos θe =
√

Ee
4∗T for Ee > Bi0 and was uniformly distributed

between zero and π otherwise [40]. The azimuth scattering angle was uniformly sampled
between zero and 2π. The residual energy of the primary particle after ionization was
E′

k = Ek − Ee − Bi0 , and its polar scattering angle was zero.
If the sampled interaction i0 belonged to the excitation category, there was no sec-

ondary electron emission, and we only needed to sample the energy loss W of the pri-
mary particle. In this case, the polar scattering angle for the primary particle was zero
as well. When Ep > 500 keV, we sampled W based on Equation (15). Noticing that
dσexc

i0
dW ∝ fi0(W)g(W), where g(W) = 1

W ln( 4T
W ), we then used fi0(W) for the sampling of W

and g(W) for rejection. For the Ã1B1 and B̃1 A1 channels, Ws can be directly sampled as:

Ws = wi0 +
1√
2αi0

ζn, (26)

where ζn is a random number following the standard normal distribution. As for plasma
mode, we applied the direct inversion method to obtain Ws as:
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Ws = wi0 +
1

αi0
ln
(

u1

1 − αi0 u1Ncζ
− 1
)

. (27)

Here, ζ is a random number ∈ [0, 1) and Nc has the form of:

Nc =
∫ Wmax

Wmin

fi0(W)dW =
1

αi0

(
1
u1

− 1
u2

)
, (28)

with u1 = 1 + eαi0(Wmin−wi0) and u2 = 1 + eαi0(Wmax−wi0). We repeated the sampling
of Ws and updating g(Ws) until we obtained g(Ws) > ζ ′ with ζ ′ a random number ∈
[0, 1

Wmin
ln
(

4T
Wmin

)
]. The residual energy of the primary particle after excitation was then

E′
k = Ek − Ws. When Ep ≤ 500 keV, the energy loss Ei0 was directly obtainable from

the discrete energy spectrum [37]. The residual energy of the primary particle was then
E′

k = Ek − Ei0 .
After transporting the primary particle with one step and simulating its interaction

with one water molecule, we updated Ek with E′
k and started the next round of transport

sampling until the kinetic energy of the primary particle reached the cutoff energy or ran
out in the simulation region. During the process, all secondary electrons were stored in a
global stack to be further simulated using our previously developed kernel in charge of
electron transport, the physics models that covered the electron spectrum as low as a few
eV [9]. The ionized and excited water molecules were also tagged for further analysis.

2.3.2. Concurrent Transport

In the concurrent transport picture, we simulated the reactions among radicals and
DNA and the diffusion of the radicals in a step-by-step manner. Considering the complex
structure of DNA and the possibly different checking frequencies for radical–DNA inter-
actions and radical–radical reactions depending on the value of ti, we utilized two GPU
kernels for the chemical stage transport in the presence of DNA. One GPU kernel was
responsible for the interactions between radicals and DNA, and the other kernel was in
charge of the radical–radical reactions and the diffusion of the radicals.

For the GPU kernel managing the reactions between radicals and DNA, each GPU
thread was responsible for one radical. To obtain the possible reaction and reaction type
between the radical and DNA, we needed to search the DNA geometry and compute the
distances from the radical to the centers of the DNA basic structures (DNA base, sugar-
phosphate group, and histone protein). The smallest distance dmin was then compared to
the reaction range of R + Rc with R the radius of that DNA structure. Rc = k/4πNAD
for reactions between the radical and DNA base or sugar-phosphate group, where k is
the reaction rate, NA is the Avogadro constant, and D is the diffusion rate for the radical.
For all considered radical species, Rc was < 1 nm. Due to the lack of experimental data for
the reaction between radicals and the histone protein, we assumed that the radical was only
absorbed when it hit the histone, and hence, we set Rc = 0 for this case. If dmin < R + Rc,
a reaction was recorded. Otherwise, the Brownian bridge method [9] was applied to
compensate for possible reactions between the radical and DNA during the diffusion.
As our DNA model was constructed with a huge amount of basic structures, it would
be too time consuming to search the entire space to obtain the smallest distance from the
radical to the DNA. To reduce the searching burden, we relied on the voxelized geometry
of the DNA model and only performed the search at most on two voxels. Specifically,
noticing that the outer boundary of the DNA chain was > 2 nm away from all edges of
the voxel it occupied [9] and Rc < 1 nm for all reactions between the radical and DNA,
this indicated that a radical could only react with those DNA structures in two special
voxels: the current voxel in which it was located and the adjacent voxel having the surface
closest to it. The latter voxel was not considered unless the radical was < 2 nm from its
closest surface. In this way, we reduced the searching burden significantly. Once a reaction
was recorded, the radical was removed from the reactant list. If the reaction was with the
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DNA base or sugar-phosphate group, the reaction site was stored in a global stack for
further analysis.

For the radical–radical reactions and radical diffusion, we continued to employ the
GPU kernel developed in our previous work [9]. Each thread was in charge of one radical.
To reduce the searching burden for mutual reactions, the entire space was divided into
small grids with the grid size twice the largest reaction radius. This ensured that each
radical only reacted with other radicals in the same or adjacent grids. The distances from
the radical to other radicals were then computed and compared to the reaction radii to
obtain whether a reaction would occur. If a reaction happened, the new products were
placed, and radical–radical reactions were checked again. Otherwise, the radical was
diffused by one step followed by the check for radical–radical reactions based on the
Brownian bridge method.

At the beginning of the chemical stage, the GPU kernel for the DNA–radical reactions
was executed to remove the radicals within the chromatin region from the subsequent
chemical-stage simulation. This was followed by the launch of the GPU kernel in charge of
the radical–radical reaction and radical diffusion. After that, we compared telap, the time
elapsed from the last execution of the former GPU kernel, to ti. If telap ≥ ti, the former
and latter kernels were called in sequence. Otherwise, only the latter kernel was executed.
The process was repeated until reaching the end of the chemical stage.

2.4. Simulation Setup
2.4.1. Simulation Setup for the Transport of Protons and Heavy Ions

We performed a series of simulations to validate the physical-stage transport for
protons and heavy ions. These included: (1) the computations of the cross-section, linear
energy transfer (LET), and traveling range; (2) the validation of the energy spectrum
of secondary electrons, the radial dose distribution, and the track structure; and (3) the
evaluation of the DNA damage spectrum.

We first calculated the total cross-section for both the ionization and excitation chan-
nels according to Equations (8) and (18), under the relativistic formats. The results were
compared to Plante et al.’s [34] and Dingfelder et al.’s [35] works, as shown in Figure 1.
Based on this, we calculated the track-length-averaged unrestricted LET for different ion
species with their energy ranging from 0.1 ∼ 104 MeV amu−1. For an ion with energy Ek,
we sampled the energy loss of primary particles εi and the free-fly distance si. We then
repeated the simulation N = 105 times and computed the length-averaged unrestricted
LET as:

LET =
N

∑
i=1

εi
si
· si

∑N
j=1 sj

=
∑N

i=1 εi

∑N
j=1 sj

. (29)

We compared the LETs to those reported by Plante et al. [34]. After that, we simulated
the proton range by tracking its starting and ending positions for a proton energy of
0.1 ∼ 100 MeV and compared this to the NIST data. We show both results in Figure 2.

As for the validation of the energy spectrum of secondary electrons, we simulated
the interactions of a 5 MeV proton and 4 MeV alpha particles with a liquid water target,
recorded the energy of the secondary electrons, and compared it to those obtained with the
GEANT4-DNA simulation [43] (GEANT4 Version 10.5.1). The result is plotted in Figure 3.
As for the radial dose distribution, we transported 5 and 10 MeV protons within a water
slab of 10 μm in thickness and infinitely long at the other two dimensions and analyzed the
dose distribution within a thin slice 4 to 6 μm away from the proton starting point along
the thickness direction. We accounted for the dose distributed in an annular ring with
inner and outer radii of r and r + Δr as the dose at radius r. We set Δr = 1 nm, the same as
that used in Wang et al.’s work [44]. We repeated the simulation 105 times, averaged the
obtained radial dose, and compared it with that reported in Wang et al.’s work [44]. Finally,
we show a representative physical track structure for a 5 MeV proton in Figure 5, including
the track for both the primary proton and secondary electrons.
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We used the lymphocyte nucleus model developed in our previous work for this
evaluation study [9]. We initiated a proton emission plane of 11 × 11 μm2 and 5.5 μm away
from the center of the cell nucleus for two proton energies, 0.5 and 0.9 MeV. For each
energy, we randomly sampled the proton position at the emission plane and its momentum
towards the positive z direction, transported the proton until reaching a cutoff energy of
1 keV, and recorded the dose inside the cell nucleus. We repeated the simulation until
reaching the accumulated dose of 2 Gy. After that, we simulated the physio-chemical and
chemical stage with a chemical stage duration of tc = 1 ns. We then applied the overlay
method to obtain the DNA damage sites and grouped them into DNA Single-Strand Breaks
(SSBs) and Double-Strand Breaks (DSBs) [29]. The result was compared to Nikjoo et al.’s
work with the KURBUC model [45] and shown in Table 4.

2.4.2. Simulation Setup for Concurrent Transport

We studied the impact of ti on the radical yields. We simulated the cases with a
chemical stage duration of tc = 1, 10 ns, and 1 μs and ti from 1 ps to 1 μs with an increment
of one at the logarithmic ten scale. Again, the lymphocyte cell nucleus with a radius of
5.5 μm was used as the Region Of Interest (ROI). As for the radical yield, we transported a
4.5 keV electron with its initial position randomly sampled inside the ROI and its direction
towards the ROI center. We then took the generated radicals as inputs for the chemical-
stage simulation. The final G values for the eh, OH·, H·, and H2O2 radicals were recorded.
We repeated the simulation 100 times to reduce the statistical uncertainties and reported
the averaged G values over all the simulations. The results are shown in Figure 6.

We also computed the DNA damage as a function of the incident proton energy and
the chemical stage duration under the concurrent DNA transport frame. A proton energy Ek
of 0.5, 0.6, 0.8, 1.0, 1.5, 2, 5 10, 20, and 50 MeV and a chemical stage duration tc of 1, 2.5, and
10 ns were considered, following the parameters used in Zhu et al.’s work [42]. We initiated
the proton on a spherical shell with a radius of 5.5 μm and shot it randomly towards the
inner space of the sphere. We repeated the simulation until having the accumulated dose in
the sphere of 1 Gy. We then simulated the chemical stage with DNA concurrent transport
(ti = 1 ps) and computed the total DSB yield. For each proton energy, using the DSB yield
at tc = 1 ns as a reference, we defined R(t) = NDSB(tc = t)/NDSB(tc = 1 ns) to represent
the relative DSB yields at tc = t. For each pair of Ek and tc, we ran the simulation 20
times and computed the mean and standard deviation for the relative DSB yield. We then
compared the data with tc = 2.5 ns (R(2.5)) and 10 ns (R(10)) to Zhu et al.’s work [42] and
show the results in Figure 7.

3. Results

3.1. Validation of Development for Protons and Heavy Ions

Figure 1 presents the total and partial cross-sections for ionization and excitation as a
function of incident proton energy. From Figure 1a, the total cross-section for ionization from
our simulation agreed well with that from Plante et al.’s work [34]. From Figure 1b, for a
proton energy > 500 keV, our simulated total cross-section for excitation matched that from
Plante et al.’s work [34]. As for the slow proton, it followed that from Dingfelder et al.’s
work [35]. The results revealed that the ionization model and the two-stage excitation
model were successfully implemented as expected.

In Figure 1b, we noticed a dramatic drop-off of the total excitation cross-section at
around 10 keV for the Plante model. This is due to the cross-section formula shown in
Equation (15) depending on the scaled energy T = m

M Ek. When Ek drops below 10 keV, T
is too small to excite even the lowest excitation channel (j = Ã1B1). After replacing it with
Dingfelder’s model (Equation (19)) at the low-energy region, the excitation cross-section
drops much more slowly. Considering that the low-energy proton largely appears after the
Bragg peak, a proper excitation model could be important for the distal dose computation
in proton therapy.
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Figure 1. Total and partial cross-sections of (a) ionization and (b) excitation channels for protons
with different energies.

The calculated unrestricted LETs for different ions are plotted in Figure 2a. They
agreed well with Plante et al.’s work for ions with an energy greater than 0.5 MeV per
nucleon. At the low energy range, LETs from our simulation were lower than those
from Plante et al.’s work, which can be explained by the different excitation models
used in the two simulations. As shown in Figure 1b, the excitation cross-section from
our work was higher than that from Plante et al.’s work at the low energy range, result-
ing in a higher sampling rate of excitation interactions in our simulation. Considering
that the energy loss from an excitation event was typically smaller than that from an
ionization event (Table 1), a higher sampling of excitation could result in a lower LET.
In Figure 2b, we show the proton range from our simulation and its comparison with
the NIST data. As is shown, our simulation result matched well with the NIST PSTAR
data (https://physics.nist.gov/PhysRefData/Star/Text/PSTAR.html (accessed on 17 June
2021)), with the relative difference smaller than 1%.

Figure 2. (a) The unrestricted LETs for different ions with different energies. The unit amu−1 means
per nucleon. Solid lines represent data extracted from Plante et al.’s work, while data with diamond
symbols are from our simulation with gMicroMC. (b) The simulated proton range for different energies.

Figure 3 shows the energy spectrum of secondary electrons generated from a 5 MeV
proton and a 4 MeV alpha particle. From the figure, the yielding rates of secondary
electrons dropped quickly along with the increase of the electron energy. For the entire
plot, our simulated results agreed well with that from GEANT4-DNA. We did not compare
the spectrum for electron energy greater than 200 eV due to a too low yielding rate and the
consequent large uncertainty.
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Figure 3. Secondary electron spectrum for (a) a 5 MeV proton and (b) a 4 MeV alpha particle.

In Figure 4, we see the radial dose distributions for 10 and 50 MeV protons from ours
and Wang et al.’s work (Equations (1)–(7) in [44]) under the same setup. As is shown,
the two curves matched quite well, although the curve from our simulation suffered a
relatively large statistical fluctuation for the regions > 1000 nm from the primary track
axis. Figures 3 and 4 together validated the energy spectrum and angular distribution of
secondary electrons from our simulation, furthering proving the successful implementation
of the transport models for protons and heavy ions.

Figure 4. Radial dose distributions for (a) 10 MeV and (b) 50 MeV protons.

We then present a track structure for a 5 MeV primary proton and its produced
secondary electrons in liquid water in Figure 5. For simplicity, we only present the entrance
(Figure 5a) and Bragg peak (Figure 5b) regions. At the entrance region, the secondary
electron tracks were quite sparse. In contrast, they were much denser in the Bragg peak
region. In addition, the electron track lengths were shorter in the Bragg peak region. This
was mainly due to the kinetic energy of the proton being much higher at the entrance
than the Bragg peak region. This led to a smaller total cross-section and a longer interval
between the production of secondary electrons. Plus, high-energy electrons (Equation (23))
would be favored when the proton energy is high. In general, most of the electrons travel
a tiny distance before being locally deposited, forming the dense blue area around the
central proton line, and hence a high radial dose distribution in the regions with small radii
(Figure 4).

Finally, in Table 4, we report the DNA damages in the form of DSBs induced by 0.5
and 0.9 MeV protons. The results from our simulation were compared with those from
Nikjoo et al.’s work with the KURBUC model [45]. The difference was found within 10%.
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Figure 5. A representative track structure for a 5 MeV proton at the entrance part (a) and in the Bragg
peak region (b). The proton was emitted along the positive Z direction. Red and blue dots represent
the energy depositions by the proton and secondary electrons, respectively. Note: in the two subplots,
we kept the same aspect ratio between the z and x/y axes, but plotted them with different ranges.

Table 4. The DSB yields (number per Gy per Gbp) obtained under the overlay method for two
proton energies.

Energy (MeV) from gMicroMC from Nikjoo’s Work

0.9 20.1 18.2
0.5 25.1 23.9

3.2. Validation of Concurrent Transport

As for the validation of the concurrent DNA transport module, we first studied the
influence of different checking time intervals ti and chemical stage durations tc on the yields
of different radicals. As shown in Figure 6, at a fixed ti, the yields of the eh and OH· radicals
reduced when tc increased. This was because longer tc enabled more reactions among
radicals and DNA. For the eh and OH· radicals, these reactions were mainly consumption
channels, resulting in a reduced yield rate when tc increased. In contrast, although the
presence of DNA also consumed H· and H2O2 radicals, reactions among radicals could
contribute positively to the yields of these two radicals. Hence, the production of the H·
and H2O2 radicals could be dependent on tc in a more complex way. In addition, at a
fixed tc, varying ti from 1 ps to tc transformed the simulation from the concurrent method
to the overlay method. All lines were connected smoothly, and the G value with ti = tc
matched with that in our previous publication under the overlay method, indicating the
self-consistency of the concurrent DNA transport in gMicroMC.
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Figure 6. The yields of (a) eh, (b) OH·, (c) H·, and (d) H2O2 chemical species at different checking
time intervals ti and chemical stage durations tc.

After examining the self-consistency of the developed concurrent DNA transport
method, we comprehensively studied the DSB yields as a function of proton energy Ek and
chemical stage duration tc. The results were compared to Zhu et al.’s work [42] and are
shown in Figure 7. From the figure, all data points had relative DSB yields >1, and the R(10)
values were larger than R(2.5) for the same Ek. This indicated the DSB yields increased
when the chemical stage expanded from 1 ns to 10 ns under the concurrent transport
frame. The reason was that the longer the chemical stage lasted, the more checks between
radicals and DNA were performed, and hence, more DSBs could be formed. Along with
the increase of the proton energy, the relative DSB yields exhibited a maximum in the
middle energy range. Comparing the data from our simulation to that from Zhu et al.’s
work, the trends generally agreed, especially for the R(2.5) data. Some larger discrepancies
existed for the R(10) values, which could be explained partially by the different radical
diffusion rates and different DNA geometries applied in the two works. For example,
the diffusion rate of the OH· radical was larger in our package. This could make OH·
diffuse longer and experience a higher scavenging rate from the histone protein within
one diffusion step. In addition, a larger diffusion rate could result in a smaller reaction
radius between OH· and the DNA sugar-phosphate moiety. Both led to a reduced DSB
yield. The longer the tc was, the more reduction effect it could create, such that we would
obtain a smaller relative DSB yield than that from Zhu et al.’s work for the R(10) data than
for the R(2.5) data.
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Figure 7. The relative DSB yields at different chemical stage durations tc and different proton
energies with R(t) = DSB(tc=t)

DSB(tc=1 ns) . The data from gMicroMC simulation were compared to that from
Zhu et al.’s work [42].

3.3. Computational Efficiency

After evaluating the two newly developed features of gMicroMC by comparing to
the NIST data or simulation results from other packages, it was important to evaluate the
time performance of the new modules for practical applications. In Table 5, we show the
simulation time for the physical transport of 1, 10, and 100 protons at 1 and 10 MeV with
gMicroMC on a single GPU card (Nvidia V100). As can be seen, it only took 2 and 4 s
to transport a single proton with an initial kinetic energy of 1 and 10 MeV. In contrast, it
could take multiple hundreds to thousands of seconds to perform similar simulations with
single-CPU-based packages, showing the high efficiency of gMicroMC. It is also important
to point out that when raising the proton numbers from one to one-hundred, the simulation
time only increased by <5 and 10 folds for 1 and 10 MeV protons, respectively. This
feature was against the linearly increasing behavior for typical CPU-based simulations,
making gMicroMC especially suitable for large-scale simulations. Actually, when the
proton number was small, the parallel computing capacity of the GPU was far from
being exhausted when launching the kernel for the primary particle transport, such that
increasing the proton number, the running time would not significantly increase.

Table 5. The simulation time (s) of physically transporting 1, 10, and 100 protons for proton energies
at 1 and 10 MeV by gMicroMC on a single GPU card.

Energy (MeV)
Number of Primary Protons

1 10 100

1 1.9 3.1 9.3
10 3.9 9.8 40.5

As for the simulation time of the concurrent transport (ti = 1 ps) in the chemical stage,
it could be affected by many parameters, such as the number of radicals, the chemical
stage duration, and the DNA complexity. Here, we reported the simulation time for a
representative case. Considering that the number of radicals produced from one a 100 keV
electron or a 1 MeV proton was roughly 105 and the longest chemical stage duration used in
the overlay method was ∼1 μs, we set the initial number of radicals Ni = 105 and chemical
stage duration tc = 1 μs in our simulation. We also included our DNA model containing
of ∼6.2 × 109 bps for a human lymphocyte cell nucleus in the simulation, the complexity
of which is high. The simulation time was found to be 470 s with gMicroMC on a single
GPU. Compared to the simulation time of 31 s under the overlay scheme for gMicroMC,
the concurrent transport frame was still quite efficient since the simulation became much
more sophisticated with the presence of DNA. This indicated that gMicroMC can be applied
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in simulations with realistic settings. In comparison, restrictions on the reaction region and
time duration, etc., are typically required in other packages for memory- or time-saving
purpose [22,23].

4. Discussion

This is a continuous development work on gMicroMC. In this work, we successfully
implemented the physical transport for proton and heavy ions and the concurrent transport
of radicals and DNA in the chemical stage. For the former implementation, we considered
the ionization, excitation, and charge effect during the transport and performed a series
of case studies to validate the development. The obtained results matched well with the
literature reports. We then computed the DNA DSBs for two proton energies, and the results
agreed with those computed with the KURBUC model in Nikjoo et al.’s work [45] within
10%. As for the latter, we considered the interaction of radicals with the DNA, histone
protein, base, and sugar-phosphate groups during the chemical transport. To validate
it, we first performed a self-consistency check for the evolution of chemical radicals and
induced DNA DSBs under different checking frequencies for radical–DNA interactions.
The result showed the high self-consistency of the developed module. We then performed
a comprehensive study of the DSB yields as a function of the chemical stage duration
and incident particle energies under the DNA concurrent transport frame. The results
generally followed that from Zhu et al.’s work. The use of the GPU made the code have
high computational efficiency. Running gMicroMC on a single GPU card, it took only 41 s
to transport 100 protons with a kinetic energy of 10 MeV and around 8 min to transport
105 radicals up to 1 μs with the presence of a DNA model containing ∼6.2 × 109 base pairs.
The high computational performance of gMicroMC makes it suitable to simulate complex
radiation scenarios such as proton FLASH radiotherapy, which is our next work. To benefit
the community, we are also working on releasing the newly developed features of gMicroMC
on GitHub (https://github.com/utaresearch/gMicroMC (accessed on 17 June 2021)).

Despite the above success, there are also some limitations to our current development.
In the physical transport of protons and heavy ions, we ignored the nuclear inelastic
interaction and the nuclear and electromagnetic elastic scattering. Among them, the nuclear
inelastic interaction can fragment the target and/or projectile nuclei, which is a main factor
to remove primaries from the projectile beam. However, due to the complexity of the
fragmentation process and its products, this process is typically not directly included
in any mechanistic MC simulation tools at this moment [46]. Since this work mainly
focused on the novel GPU implementation of existing models, it will be our next work for a
possible inclusion of the nuclear inelastic scattering process. As for the elastic scattering, it
could change the direction of the primaries, hence affecting the track structure and radical
dose distributions. However, elastic scattering mainly dominants interactions between
the proton and water medium at a very low energy range, and the scattering angle is
typically small [46,47]. Hence, we expect it will not affect the accuracy of the DNA damage
computation greatly. Considering the powerful computational capacity of the GPU, it is
promising to consider a more complete modeling of the physical interactions between ions
and water molecules, making gMicroMC versatile for advanced applications.

It is also worth pointing out that we applied a low-energy five-pathway model and
a high-energy three-pathway model to simulate the proton-induced excitation of a water
molecule such that both very-low-energy and relativistic situations could be covered. Yet,
this could cause a concern that some excitation pathways could be discontinuous at the
model switching point. A previous study showed that the low-energy model could be
extended up to 80 MeV with some proper parameter fitting [34]. We hence made it an
option in our package to only apply Equation (19) to model the excitation process up
to 80 MeV. In addition, for the two-model picture, although we currently set the model
switching point at 500 keV to distinguish the slow and fast proton behavior following
the same logic as stated in [35], it deserves further study to investigate its impact on the
subsequent radical yielding process.
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Another important procedure that could affect the computational accuracy of the
proton- and heavy ion-induced DNA damage is the modeling of the secondary electron
transport, especially for the low-energy electrons (sub-keV range). Previous studies re-
vealed their critical importance in determining the initial distribution of radicals and the
consequent DNA damage patterns [3]. However, due to the lack of sufficient experimental
data, uncertainties about the simulation results could be introduced by the inaccurate
modeling of this process. For instance, with different models adopted in gMicroMC and
Geant4-DNA, the maximal discrepancies of the track length and penetration depth for
electrons below 1 keV computed by the two packages were around 10 and 4 nm, respec-
tively [9]. In recent years, there has been much effort contributing to improving the accuracy
of describing the low-energy electron transport process [11–15,48]. However, more efforts
are required to fully elucidate this problem.

In addition, as discussed in our previous study [29], the cross-section used to simu-
late the ionization and excitation processes from electrons could significantly impact the
accuracy of the finally obtained DSB yields. In the case of protons and heavy ions, due
to the lack of experimental data, the cross-sections and models could also be associated
with large uncertainties, causing concerns about the robustness of the simulation results.
To reduce these uncertainties, there have been multiple experiments and models [13,49–56]
developed in a more elaborate fashion. Yet, more studies are needed to more thoroughly
understand the relevant processes.

In our previous study [29] with the overlay method, the DSB yields reduced when
the chemical stage duration enlarged, which was against the trend obtained in this work
with the concurrent DNA transport method (Figure 7). This was due to the fact that in the
overlay method, the radical–DNA interaction was only simulated after the chemical-stage
simulation. The longer the chemical stage lasted, the more the OH· radicals were consumed
during the mutual radical reactions, and the fewer the DSBs could be formed. Nonetheless,
the controversial behavior between the concurrent and overlay frames reminds us to care-
fully check the parameters used in our simulation. One such parameter is the scavenging
probability from histone proteins to chemical radicals, the value of which has not been
well regulated by current experiments. We performed a new simulation to study its impact
on DSB yield by gradually reducing the scavenging probability Ps from one to zero. Here,
Ps = 1 means the total scavenging probability once radicals hit the histone proteins. Taking
the DSB yields at Ps = 1 and tc = 1 ns as a reference, we computed the relative DSB yields
at other Pss and tcs. The results are shown in Figure 8. Clearly, DSB yields increased when
Ps decreased. However, even under the same Ps, when tc differed, Ps could have different
impacts on the relative DSB yield. For instance, the relative DSB yield was 1.4 for tc = 1 ns,
while it was 3.1 for tc = 1 μs when Ps = 0. This indicated that to make the simulation
tool robust for various applications, we need to apply a proper cutoff to tc and a detailed
coordination of multiple parameters used in the chemical-stage simulation. This should be
considered in future studies.

In our development of the concurrent transport module, we used a complete set of
cellular DNA at the base-pair resolution to simulate the radical–DNA interactions. Previous
studies have incorporated other DNA models, including the simple cylinder DNA [3],
other cellular DNAs [7,42,57], and the DNA model at the atomic resolution [58,59]. Due to
the different simulation setups and different DNA structures adopted, the absolute DSB
yields from different studies were typically non-comparable [60]. However, there were
some common trends shared among different studies. For example, the DSB yields were
found increasing and then decreasing when the LETs increased. The maximal yields of
DSB occurred at the LET value around 60 keV/μm in [57] and around 27.2 keV/μm (the
LET value for 1 MeV protons [22]) for gMicroMC and TOPAS-nBio, respectively. These
consistencies motivated further studies with the concurrent simulation scheme while the
expense was the lowered simulation efficiency. Our adoption of the GPU-based acceleration
could shed light on this issue based on experiences from previous studies [9,27,28,61].
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Figure 8. Ratio of DSB yields with different scavenge probabilities.

Finally, we performed a further study on the effect of ti, which was introduced to
balance the simulation efficiency and accuracy. In the Results Section, we showed the
obvious impact of ti on the radical evolution. It would be interesting to see how it could
consequently affect the final DNA damage. As the DSB is widely accepted as the most
important factor in cell death, it is thus reasonable to use the DSB as a metric to evaluate
the impact of ti. We initiated a 4.5 keV electron with its position randomly sampled inside
a sphere of radius 6.1 μm and its direction following the isotropic distribution. The sphere
was concentric with the cell nucleus of our DNA model. We repeated the simulation until
the accumulated dose inside the cell nucleus region reached 1 Gy, equivalent to simulating
∼ 2000 electrons. The generated radicals were then transported in the chemical stage along
with considering the radical–DNA reactions. We calculated the resulting DNA DSBs as a
function of ti and show these in Figure 9. For the three tc studied, the DSB lines showed a
similar trend when ti increased. The maximal DSB was obtained at ti = 10 ps. The result
could be interpreted as follows. At the beginning of the chemical stage, all generated
radicals had a relatively dense distribution. When ti slightly increased, the OH· radical
could diffuse a longer distance away from its initial position before it reacted with the
DNA, while its reaction probability with other radicals was not greatly affected. Hence,
a sparser, but equivalent (or slightly reduced) number of DNA damage sites could be
formed, which could lead to more generations of simple DSBs (composed of two damage
sites) rather than the DSB+ (composed of multiple damage sites). In this way, the total
DSB yields could increase. However, along with the further increase of ti, the checking
frequency for radical–radical reactions would be much higher than that for radical–DNA
reactions. This could lead to a higher consumption of OH· radicals through radical–radical
reactions than through DNA damaging reactions, which resulted in a reduced DSB yield.

Figure 9. The yields of DSB at different ti and tc from the gMicroMC simulation.
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5. Conclusions

We successfully developed and validated two new features in gMicroMC, the transport
of protons and heavy ions in the physical stage and the concurrent transport of DNA in the
chemical stage. We implemented the two features on a GPU parallel computing platform,
resulting in a remarkable time performance. The physical transport of 100 protons with
an initial kinetic energy of 10 MeV could be finished in s. The chemical simulation with
concurrent DNA transport was far more complex, but it still only took a few minutes to run
a representative case. The two newly developed features in gMicroMC that had both high
accuracy and efficiency gave gMicroMC the high promise of solving large-scale problems
in active radiation research areas.
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Abstract: We present Simu-D, a software suite for the simulation and successive identification of
local structures of atomistic systems, based on polymers, under extreme conditions, in the bulk, on
surfaces, and at interfaces. The protocol is built around various types of Monte Carlo algorithms,
which include localized, chain-connectivity-altering, identity-exchange, and cluster-based moves.
The approach focuses on alleviating one of the main disadvantages of Monte Carlo algorithms, which
is the general applicability under a wide range of conditions. Present applications include polymer-
based nanocomposites with nanofillers in the form of cylinders and spheres of varied concentration
and size, extremely confined and maximally packed assemblies in two and three dimensions, and
terminally grafted macromolecules. The main simulator is accompanied by a descriptor that identifies
the similarity of computer-generated configurations with respect to reference crystals in two or three
dimensions. The Simu-D simulator-descriptor can be an especially useful tool in the modeling
studies of the entropy- and energy-driven phase transition, adsorption, and self-organization of
polymer-based systems under a variety of conditions.

Keywords: Monte Carlo; atomistic simulation; molecular simulation; hard sphere; extreme conditions;
confinement; nanocomposites; cluster; crystallization; atomic structure; packing; semi-flexible
polymers; order parameter

1. Introduction

The development of new materials with enhanced properties is one of the most inter-
esting and important topics in research in materials science and engineering. To achieve this
ambitious goal, one has to relate the behavior of atoms and molecules to the macroscopic
properties of the end material. In this perspective, molecular simulation is of paramount
importance, since it allows the study of materials at the atomistic/molecular level without
needing an experimental process, which, in specific cases, can become expensive, time con-
suming, and environmentally hazardous. Over the years, different molecular simulation
techniques and methodologies have risen to answer relevant questions of general atomic
and particulate systems [1–5].

A system composed of macromolecules is a very challenging case from the perspec-
tive of molecular simulation. This stems from the fact that polymers are characterized
by a wide spectrum of characteristic time and length scales. Their simulation can be-
come prohibitively difficult when very long and well-entangled chains are involved due
to the very slow dynamics. Added to this is the fact that atomistic simulations have to
take into full account the chemical constitution of the repeat units and the corresponding
bonded and non-bonded interactions. To address this problem, a large amount of different
molecular simulation methods has been developed and constantly improved over the last
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decades. The choice of simulation approach/scheme depends on the system/phenomenon,
its physical-chemical details, size, and properties of interest. For example, Molecular
Dynamics (MD) provides dynamical information at the local level of segments and global
one of chains. However, as it follows the evolution of the equations of motion in time, it
can be too slow to be effective when very long chains are involved. Monte Carlo (MC),
by resorting to different stochastic algorithms (“moves”), can offer rapid equilibration at
all length scales. However, MC cannot provide any information about the real dynam-
ics. Accordingly, it is not uncommon for different techniques to be combined together
into powerful hierarchical modeling approaches. The MD approach is widely used when
dynamical or temporal evolutions are of interest. One of the most widely used software
packages for the simulation of synthetic polymers is LAMMPS [6], which has been further
used in other tools such as Polymatic for the polymerization of amorphous polymers [7].
Regarding the modeling of biomolecular systems, NAMD [8] and GROMACS [9] are two
of the most popular simulation software, both placing special emphasis on parallelization
in order to enhance performance. Other relevant open MD software suites are ms2 [10], to
extract thermodynamical properties of homogeneous fluids using hybrid parallelization on
MPI and OpenMP [11]; MOLDY [12] for solids and liquids under periodic boundary condi-
tions; or GULP [13] for solids. Commercial suites include, among others, CHARMM [14],
AMBER [15], and HyperChem [16].

With respect to Monte Carlo simulations, homemade software programs usually tar-
get a specific type of polymer structure, either of its chemistry or the architecture of the
chain, but most of them follow rather similar approaches. Monte Carlo simulations are
applied when equilibrium structural properties, including phase transitions, constitute the
main research focus. The Enhanced Monte Carlo code [17,18] is a multi-purpose modular
environment for particle simulations using force fields such as COMPASS, CHARMM,
or Born. This open tool has been used to study the effect of semicrystalline interphase
polyethylene under different conditions of tensile deformation [19,20] or chain branch-
ing [21]. MCCCS Towhee [22] was initially developed as a simulator suitable for computing
phase equilibria in the Gibbs ensemble, but later extended to different force fields and
ensembles. As an example, this open tool has been used to study gas-mixture separations
on clathrate hydrates [23] among many other studies. DL_MONTE [24] is a very recent
MC-based open tool that can be applied to general atomistic systems under different force
fields and ensembles, as well as introducing transition pathways of umbrella sampling
and Wang–Landau [25]. Furthermore, it is compatible with the molecular dynamic tool
DL_POLY or chain branching [21].

We should also mention other relevant open-source MC-packages, such as Cassan-
dra [26], that can be applied to obtain thermodynamic properties of fluids and solids;
RASPA [27] for simulating adsorption and diffusion phenomena; GOMP [28,29] for GPU
optimized phase equilibria simulations; or DICE [30] that uses a configurational bias
scheme to study flexible molecules in solute-solvent systems. Most relevant MC soft-
ware packages are benchmarked in terms of computational efficiency using adsorption
simulations [31]. Regarding realistic polymeric systems, Chameleon [32] is one of the
latest available pieces of software. This tool employs different chain connectivity altering
moves to simulate atomistically detailed polyethylene (PE), polystyrene (PS), and polyvinyl
chloride (PVC) for different polymer architectures.

Usually, the development of a commercial or open code, especially when built around
Monte Carlo algorithms (moves), requires a major effort and programming in order to make
it user-friendly, efficient, and of general applicability. Besides, it is very common that clever
MC-based or general structure-optimization algorithms have and are being developed for
specific applications or general classes of physical problems in continuous or lattice cells
and in systems of varied chemical detail, in the bulk and under confinement [33–52].

Equally important to the simulation itself is the post-simulation analysis. This step
can include visualization, including 3-D representation and animation, of the computer-
generated system configurations and calculation of relevant quantities through proper
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interpretation of the raw simulation data. Corresponding suites also exist for interactive
visualization, description, and analysis including, among others, ParaView [53], VMD [54],
disLocate [55], UCSF chimera [56], OVITO [57], and i-Rheo GT [58].

In the present manuscript, we analyze the main features of Simu-D, an MC-based
simulator and structural descriptor suite for the molecular modeling of polymer-based
systems under extreme conditions. The simulator, which is the central component of the
present software, is effectively the accumulation of successive expansions, modifications,
and improvements implemented on the MC code [59], originally built for the simulation of
dense and jammed athermal polymer-based systems in the bulk. The structural descriptor
is the latest version of the Characteristic Crystallographic Element (CCE) norm [60,61],
a metric used to gauge the similarity of local structure with respect to reference crystals
in general atomic and particulate systems. Over the last years, the MC suite has been
extended to simulate athermal polymers under confinement [62] and more recently macro-
molecules whose monomers interact with the square well (SW) or square shoulder (SS)
potential [63]. In the corresponding research studies, emphasis was placed on how the
employed conditions affect the ability of chains to pack at the local and global level [64,65],
the topological network of entanglements [66–68], and the entropy- or energy-driven phase
behavior (crystallization) in the bulk and under extreme confinement [63,69–73]. Here, the
suite is further extended to include additional factors: chain stiffness, blends of chains and
monomers, spherical or cylindrical confinement, the varied potential for bonded and non-
bonded interactions, nanofillers in the form of cylinders and spheres, and combinations of
the above. The ongoing effort is to create a general-purpose simulator-descriptor suite that
will be as efficient, general, and user-friendly as possible given the variety of simulation
conditions to be considered and the stochastic nature of the underlying MC method.

The manuscript is organized as follows: Section 2 presents the molecular model, the
interspecies interactions, and the systems under study. Section 3 presents the moves behind
the MC simulator and briefly discusses the features of the CCE-based structural descriptor.
Section 4 discusses results from representative applications of Simu-D. Finally, Section 5
summarizes the main conclusions and lists current efforts and plans.

2. Molecular Model/Systems Studied

The current version of Simu-D allows the simulation of atomistic systems composed
of Nat spherical monomers. These monomers can be part of macromolecules and/or exist
as individual particles. In the general case, the system contains Nch chains with the average
length of N and Ns individual particles with Nch × N + Ns = Nat. Obviously, the two
limiting cases correspond to the pure polymer matrix (Ns = 0, Nat = Nch × N) and a system
composed entirely of monomers (Nch = 0, Nat = Ns).

Non-bonded atoms interact with a pair-wise potential, which can be discontinuous
such as the hard sphere (HS) or the square well/shoulder (SW/ SS) ones or continuous such
as Lennard–Jones (LJ) with the corresponding formulas being displayed in Equation (1).

UHS
(
rij
)
=

{
0, rij ≥ σ

∞, rij < σ
, USW/SS =

⎧⎨⎩
0, rij ≥ σ2

−εSW , σ ≤ rij < σ2
∞, rij < σ

, ULJ = εLJ

⎡⎣(σLJ

rij

)12

−
(

σLJ

rij

)6
⎤⎦ (1)

where rij is the distance of the centers of atoms i and j and σ is the collision diameter, which
is further considered as the characteristic length of the system. σ2 and εSW correspond,
respectively, to the range and intensity of the repulsive (SS) and attractive (SW) potentials.
εLJ and σLJ are the depth and zero-energy point of the LJ potential. As in any traditional
molecular simulation, depending on the type of the applied non-bonded potential, the
original simulation cell is split automatically into overlap cells (HS), or into overlap and
cut-off cells (SW/SS, LJ) to expedite the calculation of interactions.

Polymers are modeled as linear sequences of monomers of varying chain stiffness.
Bond lengths can be longer (bond gaps), equal (bond tangency), or shorter (fused spheres)
than the collision distance, σ. Chain stiffness is introduced through a potential governing
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bending angle (supplement of bending angle, θ) formed by triplets of successive atoms
along the chain backbone. The formula for the energetic calculations can be general.
Configurations of semi-flexible chains have been generated in the present work with the
following bending angle potential:

Ubend(θ) = kθ(θ − θ0)
2 (2)

where kθ is the bending constant and θ0 is the equilibrium bending angle supplement
(i.e., a fully extended bending angle corresponds to θ0 = 0◦). For fixed bond lengths,
setting kθ = 0 allows the simulation of freely jointed chains while kθ → ∞ corresponds to
the freely rotating model. In the current version of the suite, torsion angles, φ, can also
be controlled through the implementation of a torsional potential, Utor(φ). However, in
all results presented below, torsion angles are allowed to fluctuate freely and thus chain
stiffness is governed solely by the bending potential.

The presence and activation of specific MC moves, as will be described in the contin-
uation, enforces dispersity in chain lengths. Such polydispersity is controlled by casting
the simulation in the NatNchVTμ* ensemble where V is the total volume of the simulation
cell, T is the temperature, and μ* is the spectrum of relative chemical potentials of all chain
species, as explained in detail in References [59,74]. The uniform and Flory (most probable)
distributions of molecular lengths can be selected in the simulation of polydisperse systems.
In the case that strictly monodisperse samples are required, then all moves that vary the
chain length (sEB, x-reptation, and IdEx3, see below) are deactivated from the mix.

Depending on the system under study, initial configurations are generated under very
dilute conditions and the system is brought to the desired density through compressions or
simulations in the isothermal-isobaric (NPT) ensemble. For the latter, conventional volume
fluctuation moves are attempted at regular intervals. For the former, cell compaction
is achieved by a combination of volume fluctuation moves, and in the case of confined
systems, the wall wrapping “MRoB” algorithm as explained in [75].

Simulations can be conducted in two or three dimensions under periodic boundary
conditions or on flat surfaces. Confinement is realized through the presence of such
impenetrable surfaces. The current implementation allows confinement in the form of
(i) flat, parallel walls in at least one dimension, (ii) a cylinder with closed or open ends
(subjected to periodic boundary conditions), and (iii) a sphere (full confinement). The
intensity of confinement is controlled by the distance between the confining surfaces, i.e.,
the cylinder or sphere diameter or the inter-wall distance. The latter can, in general, be
different in each confined dimension i, dwall(i). Simulation cells are always orthogonal
but can be anisotropic, and the number of confined dimensions, dconf, ranges from 0 (bulk
cell with periodic boundary conditions) to 3 (full confinement). The cell aspect ratio, ζ, is
defined as the ratio of the maximum inter-wall distance divided by the minimum one [75].

Nanocomposites can be simulated with the fillers taking the form of spherical or
cylindrical particles of varied sizes and populations. In the current implementation of
the suite, each nanocylinder spans the whole simulation cell and its direction is held
fixed throughout the simulation. Nanospheres can, in principle, move in space, but in
all computer-generated polymer nanocomposite configurations to be presented in the
continuation, they are treated as immobile inclusions.

For a bulk system of pure polymer, the matrix number density, ρ, is trivially defined
as ρ = Nat/V, while for non-overlapping entities (such as hard spheres), packing density,
ϕ, is given by:

ϕ =
Vmon

V
=

π

6
Nat

V
σ3 =

π

6
ρσ3 (3)

where V is the volume of the simulation cell and Vmon is the volume occupied by the
monomers, either as individual entities (“single monomers”) or by being part of polymer
chains (“chain monomers”).

For interfacial/confined/composite systems, the above definition provides little infor-
mation on the free or accessible volume given that for very large nanofillers, the volume
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occupied by the nanofiller can be up to four orders of magnitude higher than the one of the
monomers. Thus, we can further define an effective packing density, ϕeff, considering the
reduction of the accessible volume due to the presence of the nanofillers as:

ϕe f f =
Vmon

Vacc
=

Vmon(
V − Vf ill

) (4)

where Vacc is the volume accessible to the spherical monomers, Vfill (= Vcyl + Vsph) is the
volume occupied by the nanofillers, being the summation of the volume occupied by Ncyl
cylinders (Vcyl) and of Nsph spheres (Vsph). Additionally, in the calculations above, one
could further incorporate a depletion layer as monomer centers cannot lie closer than σ/2
from the surface of nanofillers or walls. In the general case of a system under confinement
and being composed of nanofillers, if dconf is the number of confined dimensions, the
depleted effective packing density, ϕdep, including the effect of all nano-entities, can be
calculated as:

ϕdep =
Vmon

Vdep
=

Vmon(
∏

dcon f
i=1 (dwall − σ)∏3

j=dcon f +1 lj − π
6

(
dsph + σ

)3
Nsph − π

4

(
dcyl + σ

)2
Lcyl Ncyl

) (5)

where dsph and dcyl are the diameter of the nanospheres and nanocylinders, respectively,
Lcyl is the nanocylinder length, index i runs over all confined dimensions, index j over all
unrestricted ones, and lj is the length of the simulation cell in dimension j.

3. Simulator-Descriptor Suite

3.1. Simulator

The Monte Carlo suite (“simulator”) consists of four different classes of algorithms:
(1) Standard localized moves that entail the displacement of a single or a sequence of atoms,
(2) chain-connectivity-altering moves (CCAMs), (3) cluster-based moves, and (4) identity
exchange moves, all being executed at a constant volume. When shrinkage or NPT simula-
tions are conducted, the regular volume fluctuation moves and/or the MRoB algorithm [75]
undertake the task of changing the dimensions of the orthogonal simulation cell. This size
alteration can be isotropic or anisotropic.

The local moves have been described exhaustively in numerous past publications.
For single monomers, the simplest possible move is that of a displacement in a random
direction and length within a preset amplitude [0, ldisp(i)], which again can be different
for each dimension, i. With respect to chains, the corresponding set consists of: (i) Flip
(internal libration), (ii) end-mer rotation, (iii) reptation, (iv) intermolecular reptation, and
(v) end-segment re-arrangement (or CCB as in [76,77]; the reason we use a different notation
here is to avoid confusion with the general scheme employed in all moves is explained
next). All polymer-related moves can be executed in a configurational bias (CB) pattern
(as seen in Figure 1 for the reptation move), with the number of trial configurations per
attempted move, ntrials, being an input variable in the simulator. Due to the introduction of
energetic bias in the forward transition, the reverse transition must be attempted ntrials-1
times to guarantee microscopic reversibility. In general, the number of attempts can be
different for each local move, ntrials(i), where index i runs over all available polymer-based
moves. This is because the individual MC moves are characterized by distinctly different
acceptance rates, which are further heavily affected by simulation conditions, chain stiffness
and especially by concentration (packing density). As intuitively expected, increasing the
number of trial configurations leads to a significant increase in the computational time
required per MC move. Setting ntrials = 1 enables the conventional execution of the local
moves and eliminates the necessity to perform the reverse transition. The selection of ntrials
is highly system dependent; for example, optimal values for hard-sphere chains in the bulk
as a function of the volume fraction from dilute conditions up to the maximally random
jammed (MRJ) state can be found in Table 1 of Ref. [59].
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Figure 1. Schematic of the reptation move implemented through a configurational bias pattern with
ntrials = 3. Different candidate positions could be picked by the selection of the bond length, bending,
and torsion angles used for the re-construction of the monomer.

The set of chain-connectivity-altering moves consists of the simplified end-bridging
(sEB), simplified intramolecular end-bridging (sIEB), and simplified double bridging
(sDB) [59,75] moves. All constitute simplified versions of the original EB [74,78] and
DB [79,80] algorithms, initially developed for the rapid equilibration of atomistically de-
tailed polyethylene chains of high molecular weight. The main difference with respect to
the original moves is that none of the simplified versions entails the displacement of atoms;
rather they proceed by deleting and forming properly selected bonds in a pair (sEB, sDB)
of chains or a single (sIEB) chain. The main advantage of the sDB algorithm is that it can be
applied to strictly monodisperse systems and primarily to non-linear molecular architec-
tures. Its main disadvantage is that it requires a bridgeable distance between two different
pairs of atoms. For systems of very small bond gaps (dl → 0), this condition is very rarely
met except very near the jammed state where the contact network is rich as a result of the
isostaticity condition [65]. Additionally, all systems to be reported in the continuation are
composed of linear chains. Furthermore, it has been found that dispersity in chain lengths
has no effect on the universal static scaling laws [66,67] and phase behavior [71,72] of the
simulated thermal and athermal polymer packings. Based on the above, sDB is excluded
from the mix of moves for all cases studied here.

The third class of MC moves is that of cluster-based ones. The two variations, imple-
mented in Simu-D, are cluster rotation (CluRot) and cluster displacement (CluDis) as first
introduced in the home-made cluster code reported in [63]. The execution of the moves
proceeds according to the schematic in Figure 2. In the first step, the cluster is identified.
Group similarity for cluster detection is conducted first through a Euclidean distance crite-
rion, independently of the identity of the constituent atoms (chain versus single monomers
etc.). Further linkage criteria can include additional common elements such as the same
crystal similarity (as detected for example by the CCE analysis, see below). Once the clusters
are identified with the corresponding members labelled accordingly, one cluster is selected
randomly. That cluster, as a whole (i.e., a single object made of the corresponding sites), can
be displaced by a random amount in a random direction (CluDis) or be rotated randomly
with respect to its center of mass (CluRot). The cluster-related moves can be optionally and
automatically de-activated when a single cluster exists in the system.

The cluster detection is a computationally demanding step, so the CluDis and CluRot
moves have low attempt probabilities, as also happens with the chain-connectivity-altering
ones and the algorithms that alter cell dimensions.

The fifth and final set of moves consists of algorithms that change the identity of atoms
and can be applied in the case of blends of monomers and polymers but also of polymers
composed of different monomers. Figure 3 presents three such identity exchange (IdEx)
moves, involving a single monomer and a single chain or a pair of chains. In the top panel
of Figure 3, the execution of IdEx1 is shown once a single monomer (shown in red) is within
a bridgeable distance to one of the ends of the chain molecule (shown in blue). The move
proceeds by connecting, via a bond, the chain end and the single monomer so that the
newly incorporated atom becomes the new chain end. In parallel, the last bond connecting
the other end of the chain is deleted and the end is converted to a single monomer. By
construction, the move does not entail atom displacement but rather the reconstruction
of properly selected bonds. Accordingly, the change in energy entering the Metropolis
criterion for acceptance or rejection of the move is due to the bonded term (variation of one
bond length, one bending, and one torsion angle), along with any non-bonded change due
to the swap of identities. The concept of IdEx2 (middle panel) is very similar. The single
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monomer needs to be within a bridgeable distance from the second or penultimate atom of
the chain. If the proximity condition is fulfilled, it becomes, through bond formation, the
new chain end, and the corresponding chain end is converted into a single atom through
bond deletion. Finally, IdEx3 (bottom panel) entails two chains. The difference with respect
to the single-chain version is that the new single monomer is created by the deletion of a
terminal bond of a randomly selected chain, different than the one that gains the monomer.
Clearly, the implementation of IdEx3 requires dispersity in chain lengths.

Figure 2. Schematic representation of the cluster displacement (CluDis) and cluster rotation (CluRot)
moves in a mixed system of chain (blue) and single (red) monomers. The initial step of cluster
detection is performed based solely on proximity criterion. The identified cluster is shown by the
contour line. The cluster, as a whole unified group of monomers, can then be displaced in a random
direction and length (ClusDis) or be rotated by a random amount around its center of mass (ClusRot).

Figure 3. Schematic representation of (top) IdEx1 involving a chain and a single monomer within
a bridgeable distance from a chain end, (middle) IdEx2 involving a chain and a single monomer
within a bridgeable distance from the atom lying in the second of penultimate position in the chain,
and (bottom) IdEx3, which includes a pair of chains and a single monomer. In IdEx3, the single
monomer, lying within a bridgeable distance from an end of the blue chain becomes part of it, while
a randomly selected chain (shown here in green) loses a randomly selected end, which becomes a
single monomer. None of the moves depicted above include the displacement of atoms, rather only
deletion and formation of bonds. IdEx3 requires dispersity in chain lengths in order to be applicable.
In all cases, chain monomers are shown in blue (or green) and single monomers in red.
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Based on the concept of identity exchange, as presented above, one can envision
variations with monomers being incorporated into the inner segments of the polymer
chains. However, such an approach would require the double fulfillment of the bridgeable
distance and would therefore significantly reduce the pair of sites that could trigger such
IdEx moves. For this reason, no further modifications have been incorporated in the present
implementation of the simulator.

3.2. Descriptor

As mentioned earlier, equally important to the simulation itself is the analysis of the
results, which can be “on the fly” or in a post-simulation step. Monte Carlo simulations,
such as the ones presented here, provide no dynamical information, so the emphasis is
placed on the study of the local and global structure, organization, topology, and phase
behavior. Over recent decades, conceptually different approaches have led to the develop-
ment and application of descriptors and analyzers of local structure in computer-generated
configurations or of digitally processed experimental samples [81–93].

Here, since we are particularly interested in studying entropy- and energy-driven
crystallization of polymer-based systems under extreme conditions, we propose a modeling
scheme where the MC-based simulator is connected to a descriptor of the local structure
(“descriptor”) in the form of the CCE norm [60,61]. The version adopted in Simu-D is very
similar to the one we presented very recently, so the concept, methodology, and technical
implementation, reported in detail in [60], are all also applicable to the present context.
Thus, in the continuation, we will provide a brief description on the main aspects of the
CCE norm descriptor and the new features, as implemented in Simu-D. Given an atomic
or particulate system in two or three dimensions, the CCE norm proceeds by comparing
the local environment around each site with the ideal ones of specific reference crystals.

The main concept behind the CCE norm descriptor is that each ideal crystal is uniquely
identified by a set of symmetry operations (elements of its point group) [94–97]. The identi-
fication of the totality of these crystallographic operations, or of an equally discriminating
subset of them, and their application to the nearest neighbors of an atom or particle is key
in the implementation of the CCE algorithm.

As explained in detail in Ref. [60], the CCE norm is defined with respect to a specific
crystal X. Once the reference crystal X is selected, the point group is identified along
with the generating symmetry elements. Given a site (atom or particle), i, the Nvor(i)
nearest neighbors are identified through Voronoi tessellation. The Nvor(i) population is then
compared against the coordination number of the reference crystal X, Ncoord(X). The latter
is, for example, equal to 12 for the face-centered cubic (FCC) and hexagonal close-packed
(HCP) crystals in 3-D and 6 for the triangular (TRI) crystal in 2-D. If the coordination number
is larger than the number of nearest neighbors, Ncoord(X) > Nvor(i), a penalty function is
applied [60]. In the opposite case, Ncoord(X) < Nvor(i), only the Ncoord(X) closest neighbors are
kept for the successive CCE-based analysis. The characteristic crystallographic element(s)
is(are) identified and the corresponding actions for each one of them are applied to the
coordinates of the neighbor atoms relative to the given site. For example the HCP crystal,
with Ncoord(HCP) = 12, has one geometric symmetry element in the form of a sixfold roto-
inversion axis, while the body centered cubic (BCC), with Ncoord(BCC) = 8, has five such
elements: Four three-fold roto-inversion axes and one inversion center.

One important point in the CCE norm analysis in a 3-D system is that the orientation
of each symmetry axis, or at least of a sub-set of them, is not known a priory. Accordingly,
we scan the orientation space SO(3) around the given site with a mesh of discretization
width ϕstep, which is the same for the azimuthal and polar angles.

For a given orientation, the actions of the symmetry element are executed. This
procedure is then repeated over all symmetry elements. The goal of these crystallographic
operations is to map the real coordinate system (given site i and Ncoord(X) neighbors) into
the ideal one of the reference crystal X. Once this is completed, the algorithm proceeds
to the next point of the discrete mesh until the whole orientation space is examined. This
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mapping allows to simultaneously quantify the orientational and radial similarity of the
given local environment with respect to the ideal one of crystal X. This is realized through
the calculation of a norm (see Equation (2) of [60]). The CCE-based norm for the given
atom i with respect to reference crystal X, εX

i , is the one that corresponds to the global
minimum of the norms as calculated over all possible orientations of all symmetry elements
(axes). The same process is repeated over all particles or atoms of the systems and all
reference crystals. Currently, the CCE descriptor, as implemented in Simu-D, includes
the following crystals: Face-centered cubic (FCC), hexagonal close-packed (HCP), body-
centered cubic (BCC), and hexagonal (HEX) for 3-D systems and honeycomb (HON),
square (SQU), and triangular (TRI) for 2-D systems. Additionally, the local structure can be
quantified with respect to fivefold (FIV) and pentagonal (PEN) local symmetries, in 3-D
and 2-D, respectively. The lower the value of the CCE norm, the higher the similarity of
the local environment to the reference crystal. A site is labelled X-type when its minimum
CCE norm is lower than a critical threshold, εthres, i.e., εX

i ≤ εthres. By construction, as the
characteristic crystallographic elements and operations constitute a distinctive feature for a
crystal, the CCE norm is highly discriminatory, so that when the CCE norm with respect to
crystal X is low, the corresponding norm for other crystal types is high.

An extensive analysis of the underlying concept, the minimum distinguishable set of
symmetry elements and corresponding actions for each reference crystal, the algorithmic
implementation on the CCE-norm descriptor, the required computational time, and the
optimal selection of parameters are all discussed in detail in Ref. [60]. The Simu-D version
contains certain additional features. As an option, the “on-the-fly” implementation allows,
during the scanning of the spherical space, for the CCE analysis to stop when the norm is
found to be lower than the pre-set threshold and pass to the next atom so as to expedite
the process and provide a preliminary structural identification. Additionally, the CCE
descriptor further identifies the clusters of all atoms that bear the same similarity. For
example, it detects clusters of ordered sites, calculates their size (in number of atoms), as
well as their shape. The cluster-based analysis functions with the same proximity criterion
as the cluster identification used for the moves of the simulator component. An additional
condition for the cluster identification is that it should contain sites that have all the same
similarity (with respect to a single crystal type X or to a pair of them (X or Y)). Finally, the
CCE descriptor provides information on the shape, size, and statistics of the Voronoi cells,
as extracted from the Voronoi tessellation.

A table with a summary of the main variables used by the Simu-D suite along with a
brief description can be found in Appendix A (Table A1).

4. Simu-D: Applications

In this section, we briefly present polymer-based systems that can be simulated and
successively analyzed with the Simu-D suite. Emphasis is placed on the simulation of sys-
tems under extreme conditions: These can range from a very high concentration (packing
density), extreme confinement, or presence of nanofillers with dimensions significantly
larger than the monomer size or any combination of the above. In the case of entropy- or
energy-driven phase transitions, the corresponding analysis takes place through the CCE
descriptor on the frames and trajectories generated by the simulator component.

The main point to be highlighted is that the Simu-D suite is built in a modular-
based approach with the goals of general applicability and simplicity. So, all examples in
the continuation have been or can be simulated and successively analyzed without any
modification of the code being required from the end user. Here, it is not our intention
to exhaustively analyze the physical behavior of each reported case but rather to provide
evidence that such systems can be modeled and then characterized by the Simu-D software.

4.1. Packing Efficiency of Semi-Flexible Athermal Polymers (3-D)

How atoms, particles, or macroscopic objects are packed in the most efficient way is a
topic of paramount importance in various fields and applications. Ordered packings of non-
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overlapping spheres in 3-D have an upper limit in the volume fraction, which corresponds
to the one reached by the HCP or FCC crystals [98,99]. For disordered systems of the
same entities, the corresponding packing density is globally accepted to be approximately
10–12% lower and corresponds to the Random Close-Packed (RCP) limit [100,101] or its
equivalent Maximally Random Jammed (MRJ) state [102]. In the very first application of
the MC-based code that served as the initial seed for the Simu-D suite, it was demonstrated
that freely jointed chains of tangent hard spheres can be packed as efficiently as monomeric
analogs [103]. However, the corresponding state of semi-flexible polymers or even of
freely rotating chains is still a subject for investigation [104,105]. To this end, we used
the simulator component to generate and successively equilibrate random packings of
semi-flexible chains with a varied equilibrium angle, degree of stiffness, as quantified by
the spring constant in Equation (2), average chain length, and volume fraction. Exploring
the combined effect of the physical variables stated previously requires the conduction of
numerous simulations starting from dilute systems all the way up to the RCP/MRJ limit.
The range of the latter is expected to be a function of the rigidity of the chain and thus
depend strongly on the bending constant and equilibrium angle [104].

Figure 4 shows bulk system configurations for semi-flexible hard-sphere chains with
average length N = 100 (Nat = 4800) with an equilibrium (supplement) angle of θ0 = 120◦ at
different packing densities of ϕ = 0.001, 0.1, and 0.60.

Using the Simu-D generation-equilibration modules, structures of semi-flexible ather-
mal polymers can be simulated at very high densities, which are comparable to the densest
ones observed for fully flexible (freely jointed) polymers [66,103] or monomeric counter-
parts [102]. The acceptance rate of the employed local and chain-connectivity-altering
move as a function of packing density for the 48-chain N = 100 system with θ0 = 108◦ is
shown in Figure 5 and is reminiscent of the one obtained for freely jointed chains [59]. As
expected, the acceptance rate of local moves is significantly reduced as the system reaches
progressively higher concentrations. Towards this, the configurational bias scheme aids
in reducing this drop. The reduction for semi-flexible chains is especially apparent for
the two variants of the reptation move. In sharp contrast, the acceptance rate of chain-
connectivity-altering moves shows opposite trends: The higher the concentration, the
higher the acceptance rate. Especially for the simplified End-Bridging at low volume
fractions, acceptance is very small. This is expected as in such a dilute system there are
very few or no pairs of atoms that can trigger the move. As the concentration increases,
the population of such pairs also increases because chains start to feel each other and
the contact network around each site becomes richer. In parallel, none of the CCAMs, as
incorporated in Simu-D, requires the displacement of any atoms. Thus, their performance
is enhanced at very high packing densities, and especially near the MRJ state.

According to the RCP/MRJ definition, the maximum-density state should correspond
to the densest structures, which are characterized by the maximum randomness or, equiv-
alently, the minimum order [102]. The concept of rattlers [102] and flippers [103] can be
invoked to quantify the fraction of individual sites and groups of them, which are able to
perform movements in their local vicinity for monomeric and polymeric packings, respec-
tively. In both cases, it is well demonstrated that the flipper/rattler population diminishes
as we approach the MRJ state. Alternatively, one could attempt to quantify the lack of order
in the system through the proper definition of corresponding parameters. Towards this,
we employ the CCE norm (descriptor module of Simu-D) to calculate the similarity of the
local environment around each monomer site to the close-packed (HCP and FCC) crystals,
which are the dominant ones in the crystallization of hard sphere packings at high volume
fractions [72,106]. The absence of such crystals should correspond to a highly disordered
but densely packed medium near or at the RCP/MRJ state.
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Figure 4. Bulk system configurations of semi-flexible chains of tangent hard spheres of uniform size with average length of
N = 100 and an equilibrium angle of θ0 = 120◦ at progressively higher volume fractions, ϕ: (top left) 0.001, (top right) 0.10
and (bottom left) 0.60. (bottom right): All three system configurations shown together allowing for a visual comparison of
their dimensions. Monomers are colored according to their parent chain. Sphere monomers are shown with coordinates of
their centers subjected to periodic boundary conditions. Image created with VMD visualization software [54]. Figure panels
are also available as interactive, 3-D images in Supplementary Materials.

Figure 6 shows the final configuration for the 48-chain N = 100 system with an equi-
librium bending angle of θ0 = 120◦ at a density of approximately 0.64, which corresponds
to the range of RCP/MRJ, as established for monomers and freely jointed chains. The
left panel shows monomers colored according to the parent molecule, while the right one
uses a coloring scheme according to the values of the CCE norm. More precisely, blue and
red correspond to sites with HCP (εHCP

i ≤ εthres = 0.245) and FCC (εFCC
i ≤ εthres = 0.245)

similarity, respectively, while green is used to represent FIV-like (εFIV
i ≤ εthres = 0.245) sites.

All remaining amorphous (AMO) ones, which constitute most of the system, are shown
in yellow with reduced dimensions in a 2:5 scale for clarity purposes. More accurately,
amorphous (AMO) designates sites that show no similarity to any of the reference 3-D
crystal (HCP, FCC, HEX, BCC) or local symmetry (FIV). This does not exclude the possi-
bility that a specific site showing similarity to another “unknown” crystal not included in
the reference list. Still, as mentioned earlier and given the very high concentration of the
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generated athermal packings, the presence of non-compact crystals can be excluded. This
is evident as no traces of BCC or HEX crystals are detected in any of the nearly jammed
polymer configurations, such as the ones visualized in Figure 6.

Figure 5. Percentage of acceptance as a function of packing density for the local and chain-
connectivity-altering moves employed in the MC simulation of 48 chains of N = 100, θ0 = 108◦

in the bulk. Vertical dash lines denote the end of the regime where ndis trial configurations are
attempted per local MC move.

Figure 6. Jammed packing of semi-flexible chains of tangent hard spheres of uniform size with average length of N = 100
and an equilibrium angle of θ0 = 120◦at a packing density of ϕ = 0.637. (Left panel): Monomers are colored according to the
parent chain; (Right panel): Monomers are colored according to the lowest value of the CCE norm. Blue, red, and green
denote HCP, FCC, and FIV similarity, respectively. Amorphous (AMO) ones are colored yellow with reduced dimensions
for clarity. Sphere monomers are shown with coordinates of their centers being subjected to periodic boundary conditions.
Image created with the VMD visualization software [54]. Figure panels are also available as interactive, 3-D images in
Supplementary Materials.
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Visual inspection of the jammed configuration in Figure 6 suggests a predominantly
amorphous structure with few ordered HCP and FCC sites randomly distributed along the
whole volume of the simulation cell. In fact, one can observe that the population of FIV-like
sites is higher than that of the close packed crystal ones. Moving on to quantitative analysis
based on the CCE order parameter [60] for the specific structure shown in Figure 6, the
HCP, FCC, and FIV fractions are 0.022, 0.021, and 0.053, respectively, further demonstrating
the predominance of disorder. The random character of the maximally jammed state for
semi-flexible chains is in perfect qualitative agreement with the one exhibited by freely
jointed analogs; the same can be stated for the growth of fivefold local symmetry with an
increasing concentration as observed for monomeric counterparts [107,108] as well as for
freely jointed chains [70].

4.2. Entropy-Driven Crystallization of Semi-Flexible Athermal Polymers

The presence of fivefolds in a random particulate packing acts as an inhibitor to
crystallization [107,108], especially as the concentration approaches that of the jamming
state. However, after a critical volume fraction (melting point) is exceeded, and if the
observation (here simulation) time is sufficiently long, hard sphere packings crystallize.
Similar phase behavior is observed for freely jointed chains, albeit with differences in the
critical packing density and the morphology of the established crystals, both depending
strongly on the gaps between bonded atoms [69]. Using the Simu-D suite we can extend
the simulations to capture the effect of chain stiffness. As an example, Figure 7 shows
the phase transition as first simulated and then identified by the CCE-based analysis for
the 100-chain N = 12 system at ϕ = 0.58 with an equilibrium angle of θ0 = 90◦. In the left
panel of Figure 7, the initial configuration is presented, as produced through the generation
module, while in the right panel, the final one after the execution of 3 × 1011 MC steps is
shown. In both system states, monomers are colored according to the value of the CCE
norm. It can be unmistakably concluded that the specific system shows crystallization, with
the final stable configuration being of defect-ridden, fivefold-free, alternating HCP and
FCC layers. Given that the hard-sphere chain system is athermal, such a phase transition
is dictated solely by the increase in the total entropy of the system through a mechanism
similar to the one observed in freely jointed chains where the local environment around
each ordered site becomes more symmetric in the crystal phase [71,72,109].

4.3. Phase Behavior of Athermal Blends (Polymers and Monomers)

Through the incorporation of MC moves involving individual monomers and polymer
chains (IdEx1, IdEx2, and IdEx3), Simu-D software can tackle blends of chains and monomers
of varied relative fractions and different interactions between species. Example cases include
a high-density athermal blend of polymers and monomers with a varied number of chains
as can be seen in the panels of Figure 8. The system consists of 54,000 interacting sites
at a packing density of ϕ = 0.56 and an average chain length of N = 1000. The polymer
relative concentration ranges from 0 (0 chains and 54,000 monomers), 0.185 (10 chains and
44,000 monomers), 0.741 (40 chains and 14,000 monomers) to 1 (54 chains and 0 monomers).
The objective here is to study how the relative concentration of the different entities (single
versus chain monomers) could affect crystallization. This is motivated by the fact that the
selected volume fraction is below and above the melting point of strictly tangent chains
and individual monomers, respectively.

4.4. Energy-Driven Cluster and Crystal Formation of Attractive Chains

Up to this point, all systems studied were athermal with all interactions being of
the hard sphere type. In the following case, we employ the square well (SW) attractive
potential. Additionally, we carry out the simulations at a constant volume (NVT) for chain
systems and at a constant (and high) pressure (NPT) for monomeric ones. In both cases, the
starting configuration corresponds to a low-density (ϕ = 0.05) hard sphere system where
we activate the SW interactions between all sites. Given the attraction felt between the
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monomers, clusters start to form, which, depending on the applied intensity and range of
interactions, could further lead to ordered morphologies or amorphous glasses [63]. From
the technical point of view in NVT simulations, one should activate collective, cluster-
related moves since, especially at a low concentration and a high attraction intensity, small
and isolated clusters could be created, disallowing further inter-cluster aggregation and the
eventual formation of a single entity. The phase diagram of SW chains can be surprisingly
rich with different crystals and amorphous morphologies resulting as a function of the
attraction range. As an example, Figure 9 hosts the final system configuration obtained
from NVT simulations on chains (εSW = 1.2, σ2 = 1.15, N = 12) and NPT simulations on
monomers (εSW = 2.1, σ2 = 1.15), both having Nat = 1200 interacting sites. For the given
pairs of intensity and range of attraction, the established morphologies consist of HCP and
FCC crystallites with random stacking directions. In the case of the chain cluster (left panel
of Figure 9), the presence of fivefold sites in the form of twin defects is particularly evident
in the meeting points of the HCP and FCC planes.

4.5. Polymers under Confinement

In a recent publication [75], we demonstrated the ability of the early version of the
Simu-D suite to create polymer configurations under tube-like and plate-like confinement.
Extreme conditions correspond to the case where the distance between the confining
agents/surfaces is approximately equal to the diameter of the monomers. For example, for
plates, this extreme condition corresponds effectively to a 2-D polymer system. The latest
implementation of Simu-D allows for flexibility in the applied geometry of confinement
departing potentially from orthogonal cells. Figures 10 and 11 show system configurations
of freely jointed chains of tangent hard spheres (N = 12, Nch = 60) being confined in
cylindrical (closed ends) and spherical geometries, respectively.

Figure 7. Snapshots of the semi-flexible N = 12 system (θ0 = 90◦) at ϕ = 0.58. (Left panel): Initial configuration as produced
by the generator module of Simu-D. (Right panel): Final configuration of the simulation after the execution of 3 × 1011

MC steps of the simulator module. Monomers are colored according to the lowest value of the CCE norm (descriptor
module). Blue, red, and green colors denote HCP, FCC, and FIV similarity, respectively. Amorphous (AMO) ones are colored
yellow with reduced dimensions for clarity. Spherical monomers are shown with coordinates of their centers subjected to
periodic boundary conditions. Image created with the VMD visualization software [54]. Figure panels are also available as
interactive, 3-D images in Supplementary Materials.
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Figure 8. Bulk systems of 54,000 interacting hard spheres with varied relative concentrations of polymer content with chains
having an average length of N = 1000 at ϕ = 0.58. The polymer relative concentration ranges from 0, 0.185, 0.741 to 1 (from
left to right). In the pure polymer configuration (rightmost panel), sites are colored according to the parent chain. In all other
cases, single and chain monomers are shown in red and blue, respectively. For chain concentrations of 0.185 and 0.741, sphere
dimensions of dominant species are shown in a 2:5 scale for clarity. Image created with the VMD visualization software [54].

Figure 9. Final configurations of systems whose sites interact with the attractive square well potential. (Left panel) NVT
simulations on chains (εSW = 1.2, σ2 = 1.15, N = 12, Nch = 100, ϕ = 0.05); (Right panel) NPT simulations on monomers
(εSW = 2.1, σ2 = 1.15, Nat = 1200). Sites are colored according to the CCE norm: Blue, red, green, cyan, and purple correspond
to sites with HCP, FCC, FIV, BCC, and HEX similarity, respectively. Amorphous (AMO) sites are colored yellow and shown
with reduced dimensions for clarity. Image created with the VMD visualization software [54]. Figure panels are also
available as interactive, 3-D images in Supplementary Materials.

Figure 10. System snapshots of linear, fully flexible chains (Nch = 60, N = 12, ϕ = 0.40) under cylindrical confinement with
closed ends with a length-to-diameter ratio equal to 2 (left panel) and 10 (right panel). Monomers are colored according to
the parent chain. Image created with the VMD visualization software [54]. Figure panels are also available as interactive,
3-D images in Supplementary Materials.
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Figure 11. System snapshots of linear, fully flexible chains (Nch = 60, N = 12) under spherical confinement at a packing
density of (from left to right): ϕ = 0.30, 0.40 and 0.50. Monomers are colored according to the parent chain. Image created with
the VMD visualization software [54]. Figure panels are also available as interactive, 3-D images in Supplementary Materials.

In the cylindrical confinement, the cell (length to diameter) aspect ratio increases from
2 (left panel) to 10 (right panel) while the volume fraction remains the same (ϕ = 0.40).
In the spherical one, the packing density changes from 0.30 (leftmost panel) up to 0.50
(rightmost panel). Reaching such densities allows the investigation of crystal nucleation
and the growth of chain systems and eventually the comparison with monomeric analogs,
as recently reported in [110,111].

4.6. Polymer Nanocomposites

The latest implementation of Simu-D allows for the simulation of polymer-based
nanocomposites (PNCs). The nanofillers can exist as compact objects of cylindrical or
spherical forms and at various concentrations and interactions with the chain monomers.
Figure 12 shows examples of polymer nanocomposites where all entities interact through
the hard-core potential. A single nanofiller is inserted, which is a sphere of size dsph (in
units of monomer diameter, σ). The nanoparticle is positioned so that the coordinates of
its center coincide with the center of the simulation cell. The left panel shows a PNC with
dsph = 5 at ϕ = 9.9 × 10−3 while dsph = 20 at ϕ = 0.29 is presented in the right panel. Taking
into account the presence of the nanosphere, the effective packing densities are ϕeff = 0.01
and 0.55 for the systems in the left and right panels of Figure 12, respectively. The minimal
difference for the former case is due to the small nanoparticle size (dsph = 5) compared to
the large volume of the simulation cell, while in the latter case, the nanoparticle, due to its
massive size (dsph = 20), has a profound effect on the reduction of the available volume.

Another example from MC simulations on PNCs is provided in Figure 13. This time
the nanofiller takes the form of a single, infinitely long cylinder whose direction coincides
with the direction of one of the axes of the simulation cell. The diameter of the cylinder
is dcyl = 5 and is dispersed in a polymer matrix (N = 100, Nch = 48), which consists of (left
panel) freely jointed and (right panel) semi-flexible, rod-like (θ0 = 0◦) chains.

4.7. Comparison with Independent Algorithms

A relevant task is to compare the results of any simulation suite with existing ones,
preferably using different simulation methods. Here we should mention that with respect
to jamming, our Simu-D produces very dense and nearly jammed random packings of
hard spheres (chains or monomers) with volume fractions very close to the ones reported
in the literature from independent sources on the RCP/MRJ state: ϕMRJ ≈ 0.64–0.65, with
the exact value and the salient characteristics being very dependent on the employed
protocol [112–114].
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Figure 12. System snapshots of polymer nanocomposite (N = 100, Nch = 48) at different effective packing density, ϕeff.
The nanofiller, shown in red, corresponds to a single, impenetrable sphere with diameter dsph (in units of σ) whose center
is located at the center of the simulation cell: (left) ϕeff = 0.01, dsph = 5 and (right) ϕeff = 0.55, dsph = 20. Monomers are
colored according to the parent chain and are shown as semitransparent spheres for clarity. Image created with the VMD
visualization software [54]. Figure panels are also available as interactive, 3-D images in Supplementary Materials.

Figure 13. System snapshots of polymer nanocomposite (N = 100, Nch = 48, ϕeff = 0.10). The nanofiller, shown in blue,
corresponds to a single, impenetrable cylinder with diameter dcyl = 5 (in units of σ) and infinite length. The cylinder is
oriented along the direction of one of the cell axes. (left) Freely jointed chains and (right) semi-flexible, rod-like chains
(θ0 = 0◦). Monomers are colored according to the parent chain and are shown as semitransparent spheres for clarity.
Image created with the VMD visualization software [54]. Figure panels are also available as interactive, 3-D images in
Supplementary Materials.

In parallel, the melting point of monomeric hard spheres, as determined by simulations
conducted with the present protocol, coincides with the well-established value available
in the literature [115]. With respect to the crystallization of athermal polymers and the
effect of bond gaps (or bond tangency), the results based on the application of the Simu-D
suite [69] are in excellent agreement with independent studies using event-driven Molecular
Dynamics (MD) simulations [116].
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Furthermore, as an additional testbed, we use the crystallization of monomeric hard
spheres. Towards this, we use the same amorphous system configuration, composed
of 54,000 hard spheres at a volume fraction of ϕ = 0.56. Using this initial structure, we
embark on two different kinds of simulation: (i) Stochastic MC using the Simu-D suite
and (ii) event-driven, collision-based MD. Given that the reference system consists of hard
spheres at an elevated concentration, total crystallinity can be considered as the sum of the
fractions of sites with HCP and FCC-like similarity, with FIV local symmetry acting as a
structural competitor to compact crystals. In both cases, the local structure is quantified
through the CCE metric. Even if the two simulation methods are distinctly different, one
(MD) based on collision-based dynamics the other (MC) being completely stochastic, the
corresponding trends on the evolution of crystallinity, as seen in Figure 14, are strikingly
similar, not only in qualitative but also in quantitative terms.

Figure 14. Evolution of crystallinity, τc, and of the fraction of sites with fivefold (FIV) local symmetry,
SFIV, as a function of MC steps (left panel) and MD collisions (right panel). Both the MC simulation,
performed through the Simu-D suite, and the independent, event-driven MD simulation, are con-
ducted on the same random initial configuration of 54,000 monomeric hard spheres of uniform size
at a packing density of ϕ = 0.56. Total crystallinity is calculated here as the sum of fractions of sites
with FCC and HCP character, as quantified by the CCE norm descriptor.

5. Conclusions

We present the latest implementation of Simu-D, a simulator-descriptor suite used to
model and successively analyze/describe polymer-based systems under extreme condi-
tions of concentration (packing density), confinement, and nanofiller content. The simulator
part is based on Monte Carlo (MC) algorithms, including localized, chain-connectivity-
altering, identity-exchange, and cluster moves in various statistical ensembles. The descrip-
tor is based on the characteristic crystallographic element (CCE) norm, which is a metric to
gauge the local structure by comparing it with reference crystals in two and three dimen-
sions. The suite has a modular approach, allowing the addition of features, and is built
considering efficiency, general applicability, and ease of use. Monomers/atoms/particles
are presented as spheres, which interact through standard bonded and pairwise, non-
bonded terms.

We have provided examples ranging from applications on bulk, pure macromolecular
systems, of blends with monomers, under various conditions of confinement to polymer-
based nanocomposites. Through such simulations one can study general phase transitions,
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packing ability, and local and global structure as a function of the aforementioned param-
eters. In the examples provided, emphasis is placed on the simplified hard-sphere and
square-well models, but chemically realistic systems can be simulated as well.

Presently, Simu-D is further expanded to tackle more complex systems including the
simulation of terminally grafted nanoparticles anchored on polymer chains as seen in
Figure 15, and polymer adsorption on flat or nanostructured surfaces.

Figure 15. Terminally grafted nanoparticles on polymer chains at a volume fraction of ϕ = 0.50 as
simulated through the Simu-D suite. Each nanoparticle, shown in red and in semitransparent format,
has a size of dnano = 8 and is anchored to a single polymer chain. Macromolecules are represented as
freely jointed chains of tangent hard spheres with an average length of N = 100.

Our simulator-descriptor suite is rather lacking with respect to the available potentials
and interactions, especially compared to latest simulators [24]. However, as explained
earlier, our intention is to simulate general, but still coarse-grained, representations of
atomic and particulate systems with emphasis placed on extreme conditions, such as
jamming, confinement, anchoring, presence of nanoparticles or all possible combinations
of the above.

Chemical reactions can also be studied by assigning reactant and product types and
implementing identity-change algorithms with the MC simulations being cast in the proper
reactive ensemble [117].

In a coarse-to-fine approach, the present MC suite could be further benefited by
algorithms that allow the simulation of chemically complex, all-atom systems through
reversible, adaptive, or bijective mapping [34–37,118]. Furthermore, the suite should
be compatible with independent and efficient MC algorithms such as the event-chain
ones [40,41], parallel techniques [119,120], but also with different analyzers. The latter can
be in the form of geometric [121,122], stochastic [123], or energy-based [124,125] codes for
the topological analysis of the primitive path network of entanglements as abundantly
encountered in densely packed systems of long polymer chains.
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/ijms222212464/s1. The manuscript is available in interactive, 3-D format. With the exception
of Figure 8, all panels corresponding to system configurations are also available as stand-alone,
interactive 3-D pdf files.

Author Contributions: Conceptualization: N.C.K. and M.L.; methodology: K.F., N.C.K. and M.L.;
software (Simu-D): M.H., D.M.-F., P.M.R., K.F., N.C.K. and M.L.; data curation: M.H., D.M.-F. and
P.M.R.; visualization: M.H., D.M.-F. and N.C.K.; funding acquisition: K.F., N.C.K. and M.L.; writing—
original draft preparation: M.H. and N.C.K.; writing—review and editing: D.M.-F., P.M.R., K.F. and
M.L. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by MINECO/FEDER (Ministerio de Economia y Competitividad,
Fondo Europeo de Desarrollo Regional), grant numbers “MAT2015-70478-P” and “RTI2018-097338-B-
I00” and by UPM and Santander Bank, “Programa Propio UPM Santander”.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Presented simulation trajectories and corresponding data are fully
available upon request.

Acknowledgments: Very fruitful discussions with Doros N. Theodorou, Martin Kröger, Mukta
Tripathy, and Robert S. Hoy are deeply appreciated. Authors deeply thank Clara Pedrosa, Jorge Rey,
Javier Benito, Olia Bouzid, and Manuel Santiago for helpful interactions. The authors acknowledge
support through projects “MAT2015-70478-P” and “RTI2018-097338-B-I00” of MINECO/FEDER
(Ministerio de Economia y Competitividad, Fondo Europeo de Desarrollo Regional). M.H. and
D.M.F. acknowledge financial support through “Programa Propio UPM Santander” of UPM and
Santander Bank. The authors gratefully acknowledge the Universidad Politécnica de Madrid for
providing computing resources on the Magerit Supercomputer through projects “p208”, “r553”,
“s341”, and “t736”.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

The following Table is a summary of the main variables as used in the Simu-D suite
for the simulation of different atomic systems (simulator part) and of the corresponding
analysis of the local structure (descriptor part).

Table A1. Summary of the main variables as used by the Simu-D suite. Dashed line separates
variables of the simulator and descriptor parts.

Name Type Description

D Categorical Number of dimensions
dconf Categorical Number of confined dimensions
Nch Categorical Number of chains
Nat Numerical Total number of atoms

Nhigh Numerical Maximum number of monomers per chain
Nlow Numerical Minimum number of monomers per chain

N Categorical Average number of monomers per chain
Nmon Numerical Number of single monomers
Ntrials Numerical Number of trials per move in configurational bias scheme

Opttrials Flag Flag to select the density-dependence of Ntrials
ccbcut Numerical Maximum number of monomers moved in a CCB move
disp Numerical Maximum displacement of monomer moves

ϕ Numerical Packing density
dl Numerical Bond gap for chains

Nanocomp Flag Inclusion of nanoparticles
Ncyl Numerical Number of nanocylinders
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Table A1. Cont.

Name Type Description

Nsph Numerical Number of nanospheres
dcyl Numerical Diameter of nanocylinders
dsph Numerical Diameter of nanospheres

dircyl Array Direction of nanocylinders
σ Numerical Diameter designation
σ1 Numerical Collision diameter for Square-Well/shoulder model
σ2 Numerical Range of interaction for Square-Well/shoulder model
ε Numerical Intensity of interaction for Square-Well/shoulder model

OptSW Flag Creation of a second cell grid to improve SW performance.
εwall Numerical Intensity of interaction for Square-Well/shoulder of Walls

σ2,wall Numerical Range of interaction for Square-Well/shoulder model
of Walls

εpart Numerical Intensity of interaction for Square-Well/shoulder
of Nanoparticles

σ2,part Numerical Range of interaction for Square-Well/shoulder model
of Nanoparticles

θeq Numerical Supplement of the equilibrium bending angle in radians
kbend Numerical Energy constant for bending angle potential

NPT Flag True: Enables NPT ensemble. False: Enables
NVT ensemble

T Numerical Temperature
P Numerical Pressure

Shrink Flag True: Runs shrinkage production until a target density.
False: Runs normal simulation

flucvol Numerical Maximum box length reduction when
attempting shrinkage

ϕtarget Numerical Target density for the shrinkage production

Isotropic Flag True: Volume changes are equal in all direction. False:
Volume change is anisotropic

Cluster Flag Flag to enable cluster moves when there are more
than one

rclust Numerical Radius to detect clusters
Vec Flag Storage of vectors for crystallographic elements
Kiss Numerical Coordination number of reference crystal

Geom Flag Check polymer geometry
Neighs Numerical Maximum number of Voronoi neighbors
HCP Flag CCE analysis for HCP crystal
FCC Flag CCE analysis for FCC crystal
BCC Flag CCE analysis for BCC crystal
HEX Flag CCE analysis for HEX crystal
FIV Flag CCE analysis for FIV symmetry

HON Flag CCE analysis for HON crystal
SQU Flag CCE analysis for SQU crystal
TRI Flag CCE analysis for TRI crystal
PEN Flag CCE analysis for PEN symmetry
Thres Numerical CCE threshold of similarity

Step Numerical Step of the mesh discretization (azimuthal and
polar angles)

Fast Flag No full optimization if norm less than threshold

References

1. Allen, M.P.; Tildesley, D.J. Computer Simulation of Liquids; Oxford University Press: New York, NY, USA, 1987.
2. Frenkel, D.; Smit, B. Understanding Molecular Simulation: From Algorithms to Applications, 2nd ed.; Academic Press: San Diego, CA,

USA, 2002.
3. Landau, D.P.; Binder, K. A Guide to Monte Carlo Simulations in Statistical Physics, 4th ed.; Cambridge University Press: Cambridge,

UK, 2014.
4. Rapaport, D.C. The Art of Molecular Dynamics Simulation, 2nd ed.; Cambridge University Press: Cambridge, UK, 2004.

111



Int. J. Mol. Sci. 2021, 22, 12464

5. Leach, A. Molecular Modelling: Principles and Applications, 2nd ed.; Pearson: London, UK, 2001.
6. Plimpton, S. Fast Parallel Algorithms for Short-Range Molecular-Dynamics. J. Comput. Phys. 1995, 117, 1–19. [CrossRef]
7. Abbott, L.J.; Hart, K.E.; Colina, C.M. Polymatic: A generalized simulated polymerization algorithm for amorphous polymers.

Theor. Chem. Acc. 2013, 132, 1334. [CrossRef]
8. Phillips, J.C.; Braun, R.; Wang, W.; Gumbart, J.; Tajkhorshid, E.; Villa, E.; Chipot, C.; Skeel, R.D.; Kalé, L.; Schulten, K. Scalable

molecular dynamics with NAMD. J. Comput. Chem. 2005, 26, 1781–1802. [CrossRef] [PubMed]
9. Berendsen, H.J.C.; van der Spoel, D.; van Drunen, R. GROMACS: A message-passing parallel molecular dynamics implementation.

Comput. Phys. Commun. 1995, 91, 43–56. [CrossRef]
10. Glass, C.W.; Reiser, S.; Rutkai, G.; Deublein, S.; Köster, A.; Guevara-Carrion, G.; Wafai, A.; Horsch, M.; Bernreuther, M.; Windmann,

T.; et al. ms2: A molecular simulation tool for thermodynamic properties, new version release. Comput. Phys. Commun. 2014,
185, 3302–3306. [CrossRef]

11. Gezelter, J.D. OpenMD-Molecular Dynamics in the Open. Available online: https:/openmd.org/ (accessed on 15 November 2021).
12. Refson, K. Moldy: A portable molecular dynamics simulation program for serial and parallel computers. Comput. Phys. Commun.

2000, 126, 310–329. [CrossRef]
13. Gale, J.D. GULP: A computer program for the symmetry-adapted simulation of solids. J. Chem. Soc. Faraday Trans. 1997,

93, 629–637. [CrossRef]
14. Brooks, B.R.; Bruccoleri, R.E.; Olafson, B.D.; States, D.J.; Swaminathan, S.; Karplus, M. CHARMM: A program for macromolecular

energy, minimization, and dynamics calculations. J. Comput. Chem. 1983, 4, 187–217. [CrossRef]
15. Pearlman, D.A.; Case, D.A.; Caldwell, J.W.; Ross, W.S.; Cheatham, T.E.; DeBolt, S.; Ferguson, D.; Seibel, G.; Kollman, P. AMBER, a

package of computer programs for applying molecular mechanics, normal mode analysis, molecular dynamics and free energy
calculations to simulate the structural and energetic properties of molecules. Comput. Phys. Commun. 1995, 91, 1–41. [CrossRef]

16. Hypercube. HyperChem. Available online: http://www.hypercubeusa.com (accessed on 15 November 2021).
17. Veld, P.J. EMC: Enhanced Monte Carlo. A Multi-Purpose Modular and Easily Extendable Solution to Molecular and Mesoscale

Simulations. Available online: http://montecarlo.sourceforge.net (accessed on 15 November 2021).
18. In’t Veld, P.J.; Rutledge, G.C. Temperature-Dependent Elasticity of a Semicrystalline Interphase Composed of Freely Rotating

Chains. Macromolecules 2003, 36, 7358–7365. [CrossRef]
19. Yeh, I.-C.; Andzelm, J.W.; Rutledge, G.C. Mechanical and Structural Characterization of Semicrystalline Polyethylene under

Tensile Deformation by Molecular Dynamics Simulations. Macromolecules 2015, 48, 4228–4239. [CrossRef]
20. Kim, J.M.; Locker, R.; Rutledge, G.C. Plastic Deformation of Semicrystalline Polyethylene under Extension, Compression, and

Shear Using Molecular Dynamics Simulation. Macromolecules 2014, 47, 2515–2528. [CrossRef]
21. Kumar, V.; Locker, C.R.; Veld, P.J.; Rutledge, G.C. Effect of Short Chain Branching on the Interlamellar Structure of Semicrystalline

Polyethylene. Macromolecules 2017, 50, 1206–1214. [CrossRef]
22. Martin, M.G. MCCCS Towhee: A tool for Monte Carlo molecular simulation. Mol. Simulat. 2013, 39, 1212–1222. [CrossRef]
23. Tsimpanogiannis, I.N.; Costandy, J.; Kastanidis, P.; El Meragawi, S.; Michalis, V.K.; Papadimitriou, N.I.; Karozis, S.N.; Diamantonis,

N.I.; Moultos, O.A.; Romanos, G.E.; et al. Using clathrate hydrates for gas storage and gas-mixture separations: Experimental
and computational studies at multiple length scales. Mol. Phys. 2018, 116, 2041–2060. [CrossRef]

24. Brukhno, A.V.; Grant, J.; Underwood, T.L.; Stratford, K.; Parker, S.C.; Purton, J.A.; Wilding, N.B. DL_MONTE: A multipurpose
code for Monte Carlo simulation. Mol. Simulat. 2021, 47, 131–151. [CrossRef]

25. Wang, F.; Landau, D.P. Efficient, Multiple-Range Random Walk Algorithm to Calculate the Density of States. Phys. Rev. Lett. 2001,
86, 2050–2053. [CrossRef] [PubMed]

26. Shah, J.K.; Marin-Rimoldi, E.; Mullen, R.G.; Keene, B.P.; Khan, S.; Paluch, A.S.; Rai, N.; Romanielo, L.L.; Rosch, T.W.; Yoo, B.; et al.
Cassandra: An open source Monte Carlo package for molecular simulation. J. Comput. Chem. 2017, 38, 1727–1739. [CrossRef]

27. Dubbeldam, D.; Calero, S.; Ellis, D.E.; Snurr, R.Q. RASPA: Molecular simulation software for adsorption and diffusion in flexible
nanoporous materials. Mol. Simulat. 2016, 42, 81–101. [CrossRef]

28. Nejahi, Y.; Barhaghi, M.S.; Mick, J.; Jackman, B.; Rushaidat, K.; Li, Y.; Schwiebert, L.; Potoff, J. GOMC: GPU Optimized Monte
Carlo for the simulation of phase equilibria and physical properties of complex fluids. SoftwareX 2019, 9, 20–27. [CrossRef]

29. Mick, J.; Hailat, E.; Russo, V.; Rushaidat, K.; Schwiebert, L.; Potoff, J. GPU-accelerated Gibbs ensemble Monte Carlo simulations
of Lennard-Jonesium. Comput. Phys. Commun. 2013, 184, 2662–2669. [CrossRef]

30. Cezar, H.M.; Canuto, S.; Coutinho, K. DICE: A Monte Carlo Code for Molecular Simulation Including the Configurational Bias
Monte Carlo Method. J. Chem. Inf. Model. 2020, 60, 3472–3488. [CrossRef] [PubMed]

31. Gowers, R.J.; Farmahini, A.H.; Friedrich, D.; Sarkisov, L. Automated analysis and benchmarking of GCMC simulation programs
in application to gas adsorption. Mol. Simulat. 2018, 44, 309–321. [CrossRef]

32. Alexiadis, O.; Cheimarios, N.; Peristeras, L.D.; Bick, A.; Mavrantzas, V.G.; Theodorou, D.N.; Hill, J.-R.; Krokidis, X. Chameleon:
A generalized, connectivity altering software for tackling properties of realistic polymer systems. WIREs Comput. Mol. Sci. 2019,
9, e1414. [CrossRef]

33. Ghobadpour, E.; Kolb, M.; Ejtehadi, M.R.; Everaers, R. Monte Carlo simulation of a lattice model for the dynamics of randomly
branching double-folded ring polymers. Phys. Rev. E 2021, 104, 014501. [CrossRef] [PubMed]

34. Theodorou, D.N. A reversible minimum-to-minimum mapping method for the calculation of free-energy differences. J. Chem.
Phys. 2006, 124, 034109. [CrossRef] [PubMed]

112



Int. J. Mol. Sci. 2021, 22, 12464

35. Uhlherr, A.; Theodorou, D.N. Accelerating molecular simulations by reversible mapping between local minima. J. Chem. Phys.
2006, 125, 84107. [CrossRef]

36. Shi, W.; Maginn, E.J. Improvement in Molecule Exchange Efficiency in Gibbs Ensemble Monte Carlo: Development and
Implementation of the Continuous Fractional Component Move. J. Comput. Chem. 2008, 29, 2520–2530. [CrossRef] [PubMed]

37. Shi, W.; Maginn, E.J. Continuous fractional component Monte Carlo: An adaptive biasing method for open system atomistic
simulations. J. Chem. Theory Comput. 2007, 3, 1451–1463. [CrossRef]

38. Weismantel, O.; Galata, A.A.; Sadeghi, M.; Kroger, A.; Kroger, M. Efficient generation of self-avoiding, semiflexible rotational
isomeric chain ensembles in bulk, confined geometries, and on surfaces. Comput. Phys. Commun. 2021, 270, 108176. [CrossRef]

39. Kroger, M.; Muller, M.; Nievergelt, J. A geometric embedding algorithm for efficiently generating semiflexible chains in the
molten state. Cmes-Comput. Modeling Eng. Sci. 2003, 4, 559–569.

40. Kampmann, T.A.; Muller, D.; Weise, L.P.; Vorsmann, C.F.; Kierfeld, J. Event-Chain Monte-Carlo Simulations of Dense Soft Matter
Systems. arXiv 2021, arXiv:2102.05461.

41. Krauth, W. Event-Chain Monte Carlo: Foundations, Applications, and Prospects. Front. Phys. 2021, 9, 229. [CrossRef]
42. Klement, M.; Lee, S.; Anderson, J.A.; Engel, M. Newtonian Event-Chain Monte Carlo and Collision Prediction with Polyhedral

Particles. J. Chem. Theory Comput. 2021, 17, 4686–4696. [CrossRef]
43. Kriuchevskyi, I.; Palyulin, V.V.; Milkus, R.; Elder, R.M.; Sirk, T.W.; Zaccone, A. Scaling up the lattice dynamics of amorphous

materials by orders of magnitude. Phys. Rev. B 2020, 102, 024108. [CrossRef]
44. Auhl, R.; Everaers, R.; Grest, G.S.; Kremer, K.; Plimpton, S.J. Equilibration of long chain polymer melts in computer simulations.

J. Chem. Phys. 2003, 119, 12718–12728. [CrossRef]
45. Doshi, U.; Hamelberg, D. Achieving Rigorous Accelerated Conformational Sampling in Explicit Solvent. J. Phys. Chem. Lett. 2014,

5, 1217–1224. [CrossRef]
46. Subramanian, G. A topology preserving method for generating equilibrated polymer melts in computer simulations. J. Chem.

Phys. 2010, 133, 164902. [CrossRef]
47. Zhang, G.J.; Chazirakis, A.; Harmandaris, V.A.; Stuehn, T.; Daoulas, K.C.; Kremer, K. Hierarchical modelling of polystyrene melts:

From soft blobs to atomistic resolution. Soft Matter 2019, 15, 289–302. [CrossRef]
48. Milchev, A.; Binder, K. Cylindrical confinement of solutions containing semiflexible macromolecules: Surface-induced nematic

order versus phase separation. Soft Matter 2021, 17, 3443–3454. [CrossRef]
49. Zhou, X.L.; Wu, J.X.; Zhang, L.X. Ordered aggregation of semiflexible ring-linear blends in ellipsoidal confinement. Polymer 2020,

197, 122494. [CrossRef]
50. Milchev, A.; Nikoubashman, A.; Binder, K. The smectic phase in semiflexible polymer materials: A large scale molecular dynamics

study. Comput. Mater. Sci. 2019, 166, 230–239. [CrossRef]
51. Moghimikheirabadi, A.; Kroger, M.; Karatrantos, A.V. Insights from modeling into structure, entanglements, and dynamics in

attractive polymer nanocomposites. Soft Matter 2021, 17, 6362–6373. [CrossRef] [PubMed]
52. Kroger, M. Efficient hybrid algorithm for the dynamic creation of wormlike chains in solutions, brushes, melts and glasses.

Comput. Phys. Commun. 2019, 241, 178–179. [CrossRef]
53. Ahrens, J.; Geveci, B.; Law, C. ParaView: An End-User Tool for Large Data Visualization; Elsevier: Amsterdam, The Netherlands, 2005.
54. Humphrey, W.; Dalke, A.; Schulten, K. VMD: Visual molecular dynamics. J. Mol. Graph. Model. 1996, 14, 33–38. [CrossRef]
55. Bumstead, M.; Liang, K.Y.; Hanta, G.; Hui, L.S.; Turak, A. disLocate: Tools to rapidly quantify local intermolecular structure to

assess two-dimensional order in self-assembled systems. Sci. Rep. 2018, 8, 1–15.
56. Pettersen, E.F.; Goddard, T.D.; Huang, C.C.; Couch, G.S.; Greenblatt, D.M.; Meng, E.C.; Ferrin, T.E. UCSF chimera—A visualization

system for exploratory research and analysis. J. Comput. Chem. 2004, 25, 1605–1612. [CrossRef] [PubMed]
57. Stukowski, A. Visualization and analysis of atomistic simulation data with OVITO-the Open Visualization Tool. Modell. Simul.

Mater. Sci. Eng. 2010, 18, 015012. [CrossRef]
58. Tassieri, M.; Ramirez, J.; Karayiannis, N.C.; Sukumaran, S.K.; Masubuchi, Y. i-Rheo GT: Transforming from Time to Frequency

Domain without Artifacts. Macromolecules 2018, 51, 5055–5068. [CrossRef]
59. Karayiannis, N.C.; Laso, M. Monte Carlo scheme for generation and relaxation of dense and nearly jammed random structures of

freely jointed hard-sphere chains. Macromolecules 2008, 41, 1537–1551. [CrossRef]
60. Ramos, P.M.; Herranz, M.; Foteinopoulou, K.; Karayiannis, N.C.; Laso, M. Identification of Local Structure in 2-D and 3-D Atomic

Systems through Crystallographic Analysis. Crystals 2020, 10, 1008. [CrossRef]
61. Karayiannis, N.C.; Foteinopoulou, K.; Laso, M. The characteristic crystallographic element norm: A descriptor of local structure

in atomistic and particulate systems. J. Chem. Phys. 2009, 130, 074704. [CrossRef]
62. Foteinopoulou, K.; Karayiannis, N.C.; Laso, M. Monte Carlo simulations of densely-packed athermal polymers in the bulk and

under confinement. Chem. Eng. Sci. 2015, 121, 118–132. [CrossRef]
63. Herranz, M.; Santiago, M.; Foteinopoulou, K.; Karayiannis, N.C.; Laso, M. Crystal, Fivefold and Glass Formation in Clusters of

Polymers Interacting with the Square Well Potential. Polymers 2020, 12, 1111. [CrossRef]
64. Karayiannis, N.C.; Foteinopoulou, K.; Laso, M. The structure of random packings of freely jointed chains of tangent hard spheres.

J. Chem. Phys. 2009, 130, 164908. [CrossRef] [PubMed]
65. Karayiannis, N.C.; Foteinopoulou, K.; Laso, M. Contact network in nearly jammed disordered packings of hard-sphere chains.

Phys. Rev. E 2009, 80, 011307. [CrossRef] [PubMed]

113



Int. J. Mol. Sci. 2021, 22, 12464

66. Laso, M.; Karayiannis, N.C.; Foteinopoulou, K.; Mansfield, M.L.; Kroger, M. Random packing of model polymers: Local structure,
topological hindrance and universal scaling. Soft Matter 2009, 5, 1762–1770. [CrossRef]

67. Foteinopoulou, K.; Karayiannis, N.C.; Laso, M.; Kroger, M.; Mansfield, M.L. Universal Scaling, Entanglements, and Knots of
Model Chain Molecules. Phys. Rev. Lett. 2008, 101, 265702. [CrossRef]

68. Karayiannis, N.C.; Kroger, M. Combined Molecular Algorithms for the Generation, Equilibration and Topological Analysis of
Entangled Polymers: Methodology and Performance. Int. J. Mol. Sci. 2009, 10, 5054–5089. [CrossRef]

69. Karayiannis, N.C.; Foteinopoulou, K.; Laso, M. The role of bond tangency and bond gap in hard sphere crystallization of chains.
Soft Matter 2015, 11, 1688–1700. [CrossRef]

70. Karayiannis, N.C.; Foteinopoulou, K.; Laso, M. Jamming and crystallization in athermal polymer packings. Philos. Mag. 2013,
93, 4108–4131. [CrossRef]

71. Karayiannis, N.C.; Foteinopoulou, K.; Abrams, C.F.; Laso, M. Modeling of crystal nucleation and growth in athermal polymers:
Self-assembly of layered nano-morphologies. Soft Matter 2010, 6, 2160–2173. [CrossRef]

72. Karayiannis, N.C.; Foteinopoulou, K.; Laso, M. Entropy-Driven Crystallization in Dense Systems of Athermal Chain Molecules.
Phys. Rev. Lett. 2009, 103, 045703. [CrossRef]

73. Ramos, P.M.; Herranz, M.; Foteinopoulou, K.; Karayiannis, N.C.; Laso, M. Entropy-Driven Heterogeneous Crystallization of
Hard-Sphere Chains under Unidimensional Confinement. Polymers 2021, 13, 1352. [CrossRef] [PubMed]

74. Pant, P.V.K.; Theodorou, D.N. Variable Connectivity Method For The Atomistic Monte-Carlo Simulation Of Polydisperse Polymer
Melts. Macromolecules 1995, 28, 7224–7234. [CrossRef]

75. Ramos, P.M.; Karayiannis, N.C.; Laso, M. Off-lattice simulation algorithms for athermal chain molecules under extreme confine-
ment. J. Comput. Phys. 2018, 375, 918–934. [CrossRef]

76. Siepmann, J.I.; Frenkel, D. Configurational Bias Monte-Carlo—A New Sampling Scheme for Flexible Chains. Mol. Phys. 1992,
75, 59–70. [CrossRef]

77. Laso, M.; de Pablo, J.J.; Suter, U.W. Simulation of Phase-Equilibria for Chain Molecules. J. Chem. Phys. 1992, 97, 2817–2819.
[CrossRef]

78. Mavrantzas, V.G.; Boone, T.D.; Zervopoulou, E.; Theodorou, D.N. End-bridging Monte Carlo: A fast algorithm for atomistic
simulation of condensed phases of long polymer chains. Macromolecules 1999, 32, 5072–5096. [CrossRef]

79. Karayiannis, N.C.; Mavrantzas, V.G.; Theodorou, D.N. A novel Monte Carlo scheme for the rapid equilibration of atomistic
model polymer systems of precisely defined molecular architecture. Phys. Rev. Lett. 2002, 88, 105503. [CrossRef]

80. Karayiannis, N.C.; Giannousaki, A.E.; Mavrantzas, V.G.; Theodorou, D.N. Atomistic Monte Carlo simulation of strictly monodis-
perse long polyethylene melts through a generalized chain bridging algorithm. J. Chem. Phys. 2002, 117, 5465–5479. [CrossRef]

81. Faken, D.; Jónsson, H. Systematic analysis of local atomic structure combined with 3D computer graphics. Comput. Mater. Sci.
1994, 2, 279–286. [CrossRef]

82. Martin, A.V.; Kozlov, A.; Berntsen, P.; Roque, F.G.; Flueckiger, L.; Saha, S.; Greaves, T.L.; Conn, C.E.; Hawley, A.M.; Ryan,
T.M.; et al. Fluctuation X-ray diffraction reveals three-dimensional nanostructure and disorder in self-assembled lipid phases.
Commun. Mater. 2020, 1, 40. [CrossRef]

83. Steinhardt, P.J.; Nelson, D.R.; Ronchetti, M. Bond-orientational order in liquids and glasses. Phys. Rev. B 1983, 28, 784–805.
[CrossRef]

84. Larsen, P.M.; Schmidt, S.; Schiotz, J. Robust structural identification via polyhedral template matching. Modell. Simul. Mater. Sci.
Eng. 2016, 24. [CrossRef]

85. Tanemura, M.; Hiwatari, Y.; Matsuda, H.; Ogawa, T.; Ogita, N.; Ueda, A. Geometrical analysis of crystallization of the soft-core
model. Prog. Theor. Phys. 1977, 58, 1079–1095. [CrossRef]

86. Anikeenko, A.V.; Medvedev, N.N.; Aste, T. Structural and entropic insights into the nature of the random-close-packing limit.
Phys. Rev. E 2008, 77, 031101. [CrossRef] [PubMed]

87. Ackland, G.J.; Jones, A.P. Applications of local crystal structure measures in experiment and simulation. Phys. Rev. B 2006,
73, 054104. [CrossRef]

88. Cohen, M.H.; Grest, G.S. Liquid-glass transition, a free-volume approach. Phys. Rev. B 1979, 20, 1077–1098. [CrossRef]
89. Egami, T.; Maeda, K.; Vitek, V. Structural Defects In Amorphous Solids—A Computer-Simulation Study. Philos. Mag. A 1980,

41, 883–901. [CrossRef]
90. Ding, J.; Cheng, Y.Q.; Sheng, H.; Asta, M.; Ritchie, R.O.; Ma, E. Universal structural parameter to quantitatively predict metallic

glass properties. Nat. Commun. 2016, 7, 13733. [CrossRef] [PubMed]
91. Malins, A.; Williams, S.R.; Eggers, J.; Royall, C.P. Identification of structure in condensed matter with the topological cluster

classification. J. Chem. Phys. 2013, 139, 234506. [CrossRef] [PubMed]
92. Stukowski, A. Structure identification methods for atomistic simulations of crystalline materials. Modell. Simul. Mater. Sci. Eng.

2012, 20, 045021. [CrossRef]
93. Paret, J.; Jack, R.L.; Coslovich, D. Assessing the structural heterogeneity of supercooled liquids through community inference. J.

Chem. Phys. 2020, 152, 144502. [CrossRef] [PubMed]
94. Nye, J.F. Physical Properties of Crystals: Their Representation by Tensors and Matrices; Oxford Science Publications: Oxford, UK, 2010.
95. Malgrange, C.; Ricolleau, C.; Schlenker, M. Symmetry and Physical Properties of Crystals; Springer: Dordrecht, The Netherlands, 2014.

[CrossRef]

114



Int. J. Mol. Sci. 2021, 22, 12464

96. Giacovazzo, C.; Monaco, H.L.; Artioli, G.; Viterbo, D.; Ferraris, G.; Gilli, G.; Zanotti, G.; Gatti, M. Fundamentals of Crystallography;
Oxford Science: Oxford, UK, 2005.

97. Laso, M.; Jimeno, N. Representation Surfaces for Physical Properties of Materials: A Visual Approach to Understanding Anisotropic
Materials; Springer: Berlin/Heidelberg, Germany, 2020.

98. Hales, T.C. A proof of the Kepler conjecture. Ann. Math. 2005, 162, 1065–1185. [CrossRef]
99. Hales, T.C.; Harrison, J.; McLaughlin, S.; Nipkow, T.; Obua, S.; Zumkeller, R. A Revision of the Proof of the Kepler Conjecture.

Discret. Comput. Geom. 2010, 44, 1–34. [CrossRef]
100. Bernal, J.D.; Finney, J.L. Random close-packed hard-sphere model. 2. Geometry of random packing of hard spheres. Discuss.

Faraday Soc. 1967, 43, 62–69. [CrossRef]
101. Bernal, J.D. Geometry of The Structure of Monatomic Liquids. Nature 1960, 185, 68–70. [CrossRef]
102. Torquato, S.; Truskett, T.M.; Debenedetti, P.G. Is random close packing of spheres well defined? Phys. Rev. Lett. 2000, 84, 2064–2067.

[CrossRef]
103. Karayiannis, N.C.; Laso, M. Dense and nearly jammed random packings of freely jointed chains of tangent hard spheres. Phys.

Rev. Lett. 2008, 100, 050602. [CrossRef]
104. Hoy, R.S. Jamming of Semiflexible Polymers. Phys. Rev. Lett. 2017, 118, 068002. [CrossRef]
105. Shakirov, T.; Paul, W. Crystallization in melts of short, semiflexible hard polymer chains: An interplay of entropies and dimensions.

Phys. Rev. E 2018, 97, 042501. [CrossRef] [PubMed]
106. O’Malley, B.; Snook, I. Crystal nucleation in the hard sphere system. Phys. Rev. Lett. 2003, 90, 085702. [CrossRef] [PubMed]
107. Karayiannis, N.C.; Malshe, R.; de Pablo, J.J.; Laso, M. Fivefold symmetry as an inhibitor to hard-sphere crystallization. Phys. Rev.

E 2011, 83, 061505. [CrossRef]
108. Karayiannis, N.C.; Malshe, R.; Kroger, M.; de Pablo, J.J.; Laso, M. Evolution of fivefold local symmetry during crystal nucleation

and growth in dense hard-sphere packings. Soft Matter 2012, 8, 844–858. [CrossRef]
109. Karayiannis, N.C.; Foteinopoulou, K.; Laso, M. Spontaneous Crystallization in Athermal Polymer Packings. Int. J. Mol. Sci. 2013,

14, 332–358. [CrossRef] [PubMed]
110. Chen, Y.S.; Yao, Z.W.; Tang, S.X.; Tong, H.; Yanagishima, T.; Tanaka, H.; Tan, P. Morphology selection kinetics of crystallization in

a sphere. Nat. Phys. 2021, 17, 121–127. [CrossRef]
111. Arai, S.; Tanaka, H. Surface-assisted single-crystal formation of charged colloids. Nat. Phys. 2017, 13, 503–509. [CrossRef]
112. Torquato, S.; Stillinger, F.H. Jammed hard-particle packings: From Kepler to Bernal and beyond. Rev. Mod. Phys. 2010,

82, 2633–2672. [CrossRef]
113. Wilken, S.; Guerra, R.E.; Levine, D.; Chaikin, P.M. Random Close Packing as a Dynamical Phase Transition. Phys. Rev. Lett. 2021,

127, 038002. [CrossRef]
114. Rissone, P.; Corwin, E.I.; Parisi, G. Long-Range Anomalous Decay of the Correlation in Jammed Packings. Phys. Rev. Lett. 2021,

127, 038001. [CrossRef]
115. Alder, B.J.; Wainwright, T.E. Phase Transition For A Hard Sphere System. J. Chem. Phys. 1957, 27, 1208–1209. [CrossRef]
116. Ni, R.; Dijkstra, M. Effect of bond length fluctuations on crystal nucleation of hard bead chains. Soft Matter 2013, 9, 365–369.

[CrossRef]
117. Johnson, J.K.; Panagiotopoulos, A.Z.; Gubbins, K.E. Reactive canonical monte-carlo—A new simulation technique for reacting or

associating fluids. Mol. Phys. 1994, 81, 717–733. [CrossRef]
118. Laso, M.; Karayiannis, N.C.; Muller, M. Min-map bias Monte Carlo for chain molecules: Biased Monte Carlo sampling based on

bijective minimum-to-minimum mapping. J. Chem. Phys. 2006, 125, 164108. [CrossRef] [PubMed]
119. Uhlherr, A.; Doxastakis, M.; Mavrantzas, V.G.; Theodorou, D.N.; Leak, S.J.; Adam, N.E.; Nyberg, P.E. Atomic structure of a high

polymer melt. Europhys. Lett. 2002, 57, 506–511. [CrossRef]
120. Uhlherr, A.; Leak, S.J.; Adam, N.E.; Nyberg, P.E.; Doxastakis, M.; Mavrantzas, V.G.; Theodorou, D.N. Large scale atomistic

polymer simulations using Monte Carlo methods for parallel vector processors. Comput. Phys. Commun. 2002, 144, 1–22.
[CrossRef]

121. Kroger, M. Shortest multiple disconnected path for the analysis of entanglements in two- and three-dimensional polymeric
systems. Comput. Phys. Commun. 2005, 168, 209–232. [CrossRef]

122. Caraglio, M.; Enzo, C.M.; Orlandini, E. Physical Links: Defining and detecting inter-chain entanglement. Sci. Rep. 2017, 7, 1–10.
[CrossRef]

123. Tzoumanekas, C.; Theodorou, D.N. Topological analysis of linear polymer melts: A statistical approach. Macromolecules 2006,
39, 4592–4604. [CrossRef]

124. Everaers, R.; Sukumaran, S.K.; Grest, G.S.; Svaneborg, C.; Sivasubramanian, A.; Kremer, K. Rheology and microscopic topology
of entangled polymeric liquids. Science 2004, 303, 823–826. [CrossRef] [PubMed]

125. Shanbhag, S.; Larson, R.G. Identification of Topological Constraints in Entangled Polymer Melts Using the Bond-Fluctuation
Model. Macromolecules 2006, 39, 2413–2417. [CrossRef]

115





 International Journal of 

Molecular Sciences

Article

Computational-Driven Epitope Verification and Affinity
Maturation of TLR4-Targeting Antibodies

Bilal Ahmad 1, Maria Batool 1,2, Moon-Suk Kim 1 and Sangdun Choi 1,2,*

��������	
�������

Citation: Ahmad, B.; Batool, M.;

Kim, M.-S.; Choi, S.

Computational-Driven Epitope

Verification and Affinity Maturation

of TLR4-Targeting Antibodies. Int. J.

Mol. Sci. 2021, 22, 5989. https://

doi.org/10.3390/ijms22115989

Academic Editor:

Małgorzata Borówko

Received: 26 April 2021

Accepted: 29 May 2021

Published: 1 June 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Molecular Science and Technology, Ajou University, Suwon 16499, Korea;
bilalpharma77@gmail.com (B.A.); mariabatool.28@gmail.com (M.B.); moonskim@ajou.ac.kr (M.-S.K.)

2 S&K Therapeutics, Woncheon Hall 135, Ajou University, Suwon 16499, Korea
* Correspondence: sangdunchoi@ajou.ac.kr; Tel.: +82-31-219-2600; Fax: +82-31-219-1615

Abstract: Toll-like receptor (TLR) signaling plays a critical role in the induction and progression
of autoimmune diseases such as rheumatoid arthritis, systemic lupus erythematous, experimental
autoimmune encephalitis, type 1 diabetes mellitus and neurodegenerative diseases. Deciphering
antigen recognition by antibodies provides insights and defines the mechanism of action into the
progression of immune responses. Multiple strategies, including phage display and hybridoma
technologies, have been used to enhance the affinity of antibodies for their respective epitopes.
Here, we investigate the TLR4 antibody-binding epitope by computational-driven approach. We
demonstrate that three important residues, i.e., Y328, N329, and K349 of TLR4 antibody binding
epitope identified upon in silico mutagenesis, affect not only the interaction and binding affinity of
antibody but also influence the structural integrity of TLR4. Furthermore, we predict a novel epitope
at the TLR4-MD2 interface which can be targeted and explored for therapeutic antibodies and small
molecules. This technique provides an in-depth insight into antibody–antigen interactions at the
resolution and will be beneficial for the development of new monoclonal antibodies. Computational
techniques, if coupled with experimental methods, will shorten the duration of rational design and
development of antibody therapeutics.

Keywords: antibody; epitope; molecular dynamics; mutation; toll-like receptor

1. Introduction

Toll-like receptors (TLRs), as featured pattern recognition receptors, are proven to
operate as germline-encoded proteins recognizing conserved pathogen-associated molecu-
lar patterns [1]. Dysregulation of cellular activities by microbes or their products through
TLR signaling affects both innate and adaptive immune responses [2]. Excessive activa-
tion of TLRs disrupts immune homeostasis and is triggered by persistent induction of
proinflammatory cytokines and chemokines, thereby subsequently leading to the initiation
of various inflammatory and autoimmune disorders such as systemic lupus erythemato-
sus, sepsis, psoriasis, atherosclerosis and asthma [3]. TLR4, the first mammalian Toll
protein characterized in humans [4], recognizes damage-associated molecular patterns in
the debris released by injured tissues and necrotic cells as well as pathogen-associated
molecular patterns, and is thus associated with the development of several acute and
chronic disorders such as sepsis [5]. TLR4 in association with interleukin (IL) 29 plays a
crucial role in synovial inflammation. IL-29 upregulates synovial-fibroblast TLR4, which
enhances synovium inflammation in rheumatoid arthritis (RA). Elevated expression may
be due to elevated numbers of macrophages that penetrate the synovium and promote
RA [6,7]. Numerous studies have shown that TLR4 stimulates the expression of many
proinflammatory cytokines that play a crucial part in myocardial inflammation, including
myocarditis, myocardial infarction, ischemia-reperfusion, and heart failure [8]. Ample
evidence confirms the participation of TLR4 in neuroinflammation, where activation of
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this receptor stimulates microglial expression and activation of NF-κB, as well as the in-
duction of inflammatory cytokines IL-1β, IL-6 and tumor necrosis factor (TNF) α [9,10].
The involvement of TLR4 in the pathogenesis and aggravation of these diseases highlights
its importance as a potential drug target. In the TLR family, TLR4 remains a priority drug
target and has been extensively studied for its therapeutic potential in several inflammatory
disorders; many of these therapeutics are undergoing clinical trials [11].

Antibody-based medicines are currently the most widely used form of biotherapeutics,
and their market expanded rapidly in recent years with increasing numbers of such modal-
ities receiving FDA approval. Compared to small-molecule drugs, monoclonal antibodies
(mAbs) are considered more selective and highly effective and have become mainstream
therapies for autoimmune and other hard-to-cure diseases. Moreover, they have revolu-
tionized the treatment of cancers, where inflammation is regarded as a crucial factor [12].
Nonetheless, small-molecule drugs that lack specificity are likely to have off-target effects.
These drugs can interact unexpectedly and undesirably with tissues, cells and cellular
components. The application of small-molecule drugs has a greater number of adverse
effects due to their lower specificity as compared to mAbs. On the contrary, the clinical
approval rate is higher for mAbs, and their development is easier and considerably faster
than sorganic small-molecule compounds.

The development of high-affinity mAbs for therapeutic purposes is still a holy grail
of molecular engineering [13]. Researchers are using numerous empirical procedures,
including site-directed mutagenesis, complementarity-determining region (CDR)-grafting,
and phage display techniques to enhance the target-binding affinity of mAbs [14]. Compu-
tational approaches are coming onto the scene and facilitating the development and affinity
enhancement of mAbs. Prior sequence and structural information on both antigens and
mAbs, and their epitope and paratope insights, are of great value for enhancing the affinity
and stability of mAbs. These computational methods involve structural bioinformatic
techniques such as homology modeling, protein–protein docking, protein interface analysis
and molecular dynamics (MD) for rational design of mAbs. They provide detailed insights
into binding and unbinding mechanisms as well as structure kinetics of protein-protein,
protein-ligand and antigen-antibody that can be used to guide ligand, protein, peptide and
mAb design [15]. The modelling of mAb-antigen interaction, and applying attraction or
repulsion filters for masking the nonparatope residues as in Cluspro program, substantially
improves the antigen-antibody docking complexes [16]. Thus, false positive of an epitope
can be removed. The computational techniques alone can be used for affinity maturation
of selected mAbs. Techniques such as AbDesign, RosettaAntibodyDesign, OptCDR and
OptMAVEn are categorized as ab initio protocols for the design of novel paratopes [17,18].
Machine learning and deep learning methods can help to design CDRs for human IgG
antibodies with target affinity that is superior to that of candidates derived from phage
display panning experiments [19,20]. Thus far, a few effective TLR4-targeting mAbs have
been investigated in preclinical and clinical studies [21,22]. NI-0101, previously known
as Hu 15C1, has been developed in BALB/c mice and proved to efficiently block the
signaling of lipopolysaccharide-triggered TLR4 both in vitro and in vivo [22,23]. NI-0101
is a humanized immunoglobulin (Ig) G1κ mAb, which is engineered to interfere with the
dimerization of TLR4 and to abrogate its downstream signaling. NI-0101 has been proved
effective in lipopolysaccharide-treated healthy volunteers [24]; nonetheless, recent clinical
findings suggest that to cure RA, inhibition of TLR4 alone is not sufficient [25]. A molecular
understanding of antigen–antibody interaction and identification of their epitope–paratope
hotspots are indispensable for affinity enhancement of known mAbs. Taking advantage
of the epitope knowledge provided by Greg Elson’s group through alanine mutagene-
sis [22], Loyau et al. utilized structural, computational, and phage display techniques to
enhance TLR4-binding affinity of Hu 15C1 and suggested a C2E3 derivative with better
TLR4-binding affinity [26]. Overall, these studies predicted the TLR4-mAb binding inter-
face through site-directed mutational analyses. Nevertheless, the conformational changes
that occur in the TLR4 structure owing to these mutations have been overlooked. These
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mutation-driven conformational changes obstruct TLR4-mAb interaction. In this study,
we used computational mutagenesis, molecular docking, MD simulations and molecular
mechanics to delineate the dynamic binding interface of Hu 15C1 and its derivative C2E3
toward TLR4. The crucial data generated during this study regarding TLR4 epitopes will
be helpful for designing efficient mAbs to block TLR4 signaling and to curb the associated
immune complications.

2. Results

2.1. Computational TLR4 Epitope Mutagenesis and Network Analysis

Hu 15C1 is a potent anti-TLR4 mAb, which, owing to its efficacy, has reached clinical
trials and is being evaluated in RA patients [25]. The epitope of mAb Hu 15C1 has been
mapped by alanine mutagenesis and has been found to be located in the ectodomain of
TLR4 near the dimerization interface [27]. This epitope has also been investigated in another
study [26], in which a new derivative antibody, C2E3, was designed. By exploring the
TLR4 structure, researchers hypothesize that the epitope-constituting residues suggested
by these studies are crucial for preserving the structural integrity of the TLR4 backbone
(Figure 1A). With the aim of gaining insights into TLR4 structure and mAb binding at the
atomic level of specific residues, computational alanine scanning, and an MD simulation
were performed here. Six hot spot residues, i.e., Y328, N329, K349, K351, E369 and D371,
were individually mutated to alanine and vetted for changes in the interactions between
TLR4 and a mAb.

Moreover, to comprehend the multiple interaction types involved in the residue
network in wild-type TLR4 (TLR4wt) and its muteins, network analysis was performed.
Substantial changes in the hydrogen bond network and in van der Waals interactions were
observed at the mutation sites, and these changes led to a distinct conformational change
in the epitope (Figure S1). Topological parameters of the residue interaction network (RIN)
are given in Figure S1H. In the RIN of TLR4wt and its muteins, there was a considerable
variation in the node degree distribution. Thus, mutating these residues could distort the
structure of TLR4 and make the precise Hu 15C1 epitope ambiguous.

2.2. MD of TLR4wt and Muteins

Behaviors of TLR4 and its muteins were evaluated through conventional MD. Root
mean square deviations (RMSDs) of Cα atoms of muteins and TLR4wt were calculated
as a function of time. Comparative RMSD plots suggested that TLR4wt remained stable,
while all the muteins underwent rigorous fluctuations (Figure 1B). The muteins mani-
fested RMSDs in the following order: TLR4Y328A > TLR4N329A > TLR4D371A > TLR4K349A >
TLR4E369A > TLR4K351A > TLR4wt. Additionally, to probe the effect of these mutations on
TLR4 structure, root mean square fluctuation (RMSF) analysis was carried out, which con-
firmed that muteins TLR4Y328A, TLR4N329A, and TLR4K349A underwent more fluctuations
as compared to the other muteins and TLR4wt structures (Figure 1D). Detailed analyses
then suggested (discussed below) that these mutations affect the overall structure of TLR4,
particularly the proposed epitope region. Owing to these mutation-driven substantial
deviations in structural integrity, we concluded that these residues are more important
for preserving TLR4 folding. Furthermore, the compactness of TLR4wt and its muteins
was determined by measuring the radius of gyration (Rg). Differences in Rg between
TLR4wt and muteins are presented in Figure 1C. TLR4Y328A, TLR4N329A and TLR4D371A

showed significant increases in Rg, indicating a decrease in the compactness of the sys-
tem. In the second run of MD simulation the RMSD and Rg (Figure S2) showed almost a
similar trend except TLR4K349A which underwent a bit higher RMSD fluctuation during
125–150 ns time-point (Figure S2D). To investigate the robustness of these results, an amber
AMBER99SB-ILDN force field was implemented in all cases. All the trajectories showed a
similar trend but with a lower RMSD than in the CHARMM36 force-field except TLR4Y328A

which showed fluctuation from the 65–85 ns time-point (Figure S2B). In compactness, a
similar trend was followed with lower Rg value as compared to the CHARMM36 force-field
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(Figure S2E,F). The two force-fields generally produce very similar overall RMSD and Rg.
It has been found that CHARMM36 tends to produce more structure variation shifted
towards disordered conformations, while as AMBER99SB-ILDN over stabilizes the native
fold [28,29].

 
Figure 1. Characterization of an epitope using MD. (A) Epitope location in the TLR4–MD2 dimer interface and the residues
of the epitope are labelled. (B) The mutational effect of these residues on TLR4 stability was analyzed by RMSD, where
TLR4Y328A (red), TLR4N329A (green), and TLR4D371A (grey) deviated substantially from TLR4wt (black) while RMSD of
TLR4K349A (blue) remained constant. (C) Rg determining the compactness of a protein was analyzed for TLR4wt and its
muteins. For TLR4Y328A (red) and TLR4N329A (green), the compactness was lost because their Rg was higher than that of
TLR4wt (black). (D) RMSF of TLR4wt and its muteins was measured. TLR4N328A, TLR4Y329A, and TLR4K349A showed a
fluctuation more vividly in the epitopic region as illustrated in the zoomed view.

2.3. Mutation-Induced Conformational Changes in TLR4 Structure

To assess harmonic motions, NMA of TLR4wt and muteins was performed. TLR4wt

showed an outward-motion tendency at both N and C termini; by contrast, TLR4Y328A

featured an inward movement at both termini (Figure 2A,B). The Y328A mutation seem-
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ingly changes the rigidity of the convex surface of TLR4 and allows the N and C termini
to bend inward and come closer. A conformational change of such magnitude could af-
fect the dimerization interface of TLR4 monomers in the (TLR4–MD2)2 complex (where
MD2 is myeloid differentiation factor 2). The terminal regions of TLR4N329A showed a
vertical motion, inducing structural torsion, which resulted in a reduction in the number of
internal hydrogen bonds and deformation of the solenoid structure of TLR4 (Figure 2C).
TLR4K349A underwent motions similar to those of TLR4wt (Figure 2D). This finding was in
line with the RMSF and RMSD plots, where TLR4K349A did not show significant deviation
and featured TLR4wt-like behavior. Other muteins, TLR4K351A, TLR4E369A and TLR4D371A,
showed a peculiar motion; however, the magnitude of these movements was not significant
(Figure S3).

Figure 2. Motion and FEL of TLR4wt and its muteins. The motion of N and C termini in a porcupine plot of (A) TLR4wt is
outward and in (D) it is inward with large magnitude, and for (G) TLR4Y329A and (J) TLR4K349A, it is irregular. The FEL
was computed using PC1 and PC2 as reaction coordinates for (B) TLR4wt, where all conformations remained confined to
one minimum. (E) TLR4Y328A conformations split into two minima with higher energy barrier. (H) TLR4Y329A and (K)
TLR4K349A split into three minima. A representative lowest-energy structure from local minima indicated by red circles
was superimposed (C,F,I,L) with the respective first or 0 ns frame structure in TLR4wt and mutants shown along with the
RMSD values. The black circle exemplifies the variation in structure at the epitopic region or dimer interface and termini.
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2.4. Visualization and Identification of Principal Motion of TLR4wt and Muteins

The dominant motions in TLR4wt and muteins were determined through principal
component analysis (PCA) in which the first five eigenvectors captured most of MD
motions. Most of the dynamic structural information for each system was captured by
5–6 eigenvectors with considerable fluctuations, while fluctuations of the remaining eigen-
vectors had low amplitude. The first three eigenvectors accounted for 63.9%, 67.4%, 75.2%,
63.6%, 75.0%, 65.2% and 74.7% of principal motions for TLR4wt, TLR4Y328A, TLR4N329A,
TLR4K349A, TLR4K351A, TLR4E369A, and TLR4D371A, respectively (Figure S4). The first three
eigenvectors of TLR4wt and muteins were projected to determine interconformer relations
(Figure S4). In Figure 2 and Figure S2, continuous color representation from red to blue
indicates the change in conformation. The distribution of conformers in TLR4wt remained
mostly in two subspaces, i.e., red and blue. In the case of TLR4Y328A, the conformers
were scattered into a subspace owing to periodic jumps between different conformations.
Unlike TLR4wt, TLR4N329A conformers dispersed and covered a large subspace, as was
the case for TLR4Y328A. In the RMSD graph, TLR4Y328A and TLR4N329A showed instability
because greater fluctuations were observed in PCA. The graph revealed continuous peri-
odic jumps from one state to another, representing the instability of the alanine muteins
of TLR4Y328 and TLR4N329. The transition between different conformations in these two
muteins makes the epitope less exposed due to conformational changes. The other muteins
showed different behavior in the PCA plots (Figure S4).

2.5. Energetics of Conformation Transitions

PCA was carried out to extract the predominant motions of the TLR4wt and mutein
structures; these data can provide a better picture of conformational changes and structural
evolution along the trajectory of the MD simulation. The first two principal components
were employed to calculate Gibbs free energy of each system via plotting in the free-energy
landscape (FEL). A plateau in an FEL plot indicates the state of a protein corresponding to
its energy and structural transition to the lowest-energy state along a simulation path. An
overall view suggested that TLR4wt remains in a single large global minima basin in the
dark blue area (Figure 2B). Structure coordinates from the energy minima were randomly
sampled to check conformational changes. Three samples were superimposed over the
first frame. There was no substantial change in these structures, and their average RMSD
was recorded and found to be 1.939 Å, which meant that TLR4wt retains its conformation
during the simulation.

In contrast, the energy plateau for TLR4Y328A, TLR4N329A and TLR4K349A was found
to split into two, four and three energy minima, respectively, separated by high energy
barriers (Figure 2E,H,K). Besides, the representative structures randomly sampled from
these energy minima showed a significant change in their N and C termini. Moreover,
conformational changes in leucine-rich repeat (LRR) regions were observed. LRR13 is in
the proximity to the dimeric interface of TLR4 and manifested a significant difference in the
muteins. The α-helix near the dimer interface also underwent substantial conformational
changes. Nonetheless, TLR4K351A, TLR4E369A, and TLR4D371A structures extracted at
different time points from corresponding deep blue regions of the FEL did not show any
difference in structural topology and RMSD (Figure S3).

2.6. The Influence of Mutations on the TLR4-mAb Interaction and Binding Affinity

We noticed that the mutations caused various structural and conformational changes
in TLR4, thereby increasing internal energy, and decreasing stability. Moreover, we noted
that mutations TLR4Y328A, TLR4N329, and TLR4K349A, which mask the epitopes, influenced
the structural integrity of TLR4. Taking into consideration the effect of these three muta-
tions on TLR4, the mutated structures were docked with Hu 15C1 Fab and were simulated
for 150 ns to gain insights into the detailed structural dynamics and comparative changes in
binding affinity. Unlike the TLR4wt–Hu 15C1 complex, mutant complexes yielded a contin-
uous rise in the RMSD plot (Figure 3A). The RMSD rise in these mutant complexes showed

122



Int. J. Mol. Sci. 2021, 22, 5989

a similar trend when the AMBER99SB-ILDN force-field was implemented (Figure S5). This
observation suggested that these site-specific point mutations led to structural changes
in TLR4 that subsequently affect the binding and stability of the complex. Given that
these mutations break the hydrogen bond network in the surroundings and partially mask
epitope hotspots, we propose that these residues have an indirect impact on the binding to
Hu 15C1.

Figure 3. Epitope prediction and docking mode and stability analysis. (A) RMSDs of four complexes in which mutated
complexes showed an increasing trend. (B) Residues for the construction of three conformational epitopes. Modes of
docking of Hu 15C1 with TLR4 at sites (C) Ctl, (D) EP1, and (E) EP2 with superimposition of the human TLR4–MD2 dimer.
RMSDs of six complexes are illustrated in (F), where C2E3–Ctl (red) showed a maximum deviation, and all remaining
complexes were stable. The number of hydrogen bonds during the simulation was determined in (G), where C2E3–EP1
(magenta) featured the highest, C2E3–Ctl (red) and Hu 15C1–EP1 (green) moderate, and Hu 15C1–Ctl (black), Hu 15C1–EP2
(blue), and C2E3–EP2 (brown) the lowest number of hydrogen bonds formed during the simulation.

To investigate the influence of these mutations on the binding affinity of TLR4 for
Hu 15C1, binding free energies of TLR4–mAb complexes were calculated. As expected,
we observed a decrease in the binding energy of mutein complexes as compared to the
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TLR4wt–Hu 15C1 complex (Table 1). Total binding free energy in each mutant system
diminished by ~7–9%, which confirmed the decrease in the affinity of the mAb. The
decrease in binding energy of the mutein complexes occurred because the interaction was
reduced when residues, i.e., Y328, N329, and K349, were mutated into alanine in mutein
complexes. The mutated residues do not interact with the antibody as in TLR4wt–Hu 15C1,
which entails that the energy contributed by the mutated residue is lost. Thus, the decrease
in the total binding energy of the mutein complexes was observed, suggesting that the
original amino acids in this position is energetically vital for antigen binding.

Table 1. Binding free energy of Hu 15C1 and C2E3 toward TLR4.

Complex-Type Vdw Energy Electrostatic Energy Polar Solvation SASA Binding Energy

Hu 15C1-Ctl −379.741 +/− 18.392 −3222.642 +/− 100.808 776.278 +/− 54.509 −42.161 +/− 3.383 −2868.266 +/− 98.367
C2E3-Ctl −458.220 +/− 22.391 −3339.736 +/− 98.973 1059.671 +/− 65.271 −58.917 +/− 4.214 −2797.202 +/− 97.581

Hu 15C1-Y328A −341.401 +/− 20.569 −3232.006 +/− 172.050 1139.37 +/− 100.126 −56.347 +/− 3.599 −2490.384 +/− 169.412
Hu 15C1-N329A −330.692 +/− 20.298 −3360.506 +/− 84.052 1377.683 +/− 124.152 −63.289 +/− 3.401 −2376.804 +/− 131.607
Hu 15C1-K349A −336.232 +/− 20.298 −3260.506 +/− 84.052 1377.673 +/− 124.152 −55.389 +/− 3.401 −2274.454 +/− 131.607

Hu 15C1-EP1 −514.827 +/− 27.258 −4178.843 +/− 126.407 1398.977 +/− 85.365 −63.568 +/− 3.580 −3358.261 +/− 96.088
C2E3-EP1 −619.706 +/− 28.893 −6359.128 +/− 190.555 1996.806 +/− 109.523 −86.952 +/− 3.889 −5068.979 +/− 115.771

Hu 15C1-EP2 −385.218 +/− 19.617 −2301.460 +/− 71.852 1004.632 +/− 113.944 −48.778 +/− 3.287 −1730.824 +/− 122.321
C2E3-EP2 −344.892 +/− 19.082 −3348.181 +/− 107.983 885.182 +/− 71.196 −41.990 +/− 3.310 −2849.881 +/− 61.910

2.7. Epitope Prediction and Interaction Analysis of the Epitope–Paratope Interface for Rational
Design of Antibodies

The hotspot residues, as mentioned above, affect the conformation of TLR4, thereby
reducing mAb-binding affinity. Therefore, we further investigated TLR4 epitopes and
remapped them using conformational CDR information on Hu 15C1 and its derivative
antibody, C2E3. Conformational epitopes on TLR4 were predicted based on an antibody–
antigen score. Among the identified epitopes, EP1 and EP2 were selected and compared
with a control (referred as Ctl) site. The residues of these epitopes are listed in Figure 3B
and the Ramachandran plot of Ctl, EP1, and EP2 is shown in Figure S6. Ctl residues overlap
with a few residues of EP1. Ctl is located near the TLR4 dimeric interface, whereas EP2
is located at the TLR4-MD2 interface. Hu 15C1 and C2E3 Fabs were docked to EP1, EP2,
and Ctl epitope patches. In each resultant complex, the docked pose of a representative
member from the most populated cluster was selected, as depicted in Figure 3C–E and
Figure S5A–F. Superposition of the docking complexes revealed overlapping of one of
mAb’s chain at sites Ctl and EP1 (Figure S7G,H).

To assess the stability of the TLR4–mAb complexes, MD simulations were performed
and then analyzed. Hu 15C1–Ctl, Hu 15C1–EP1 and C2E3–EP1 had a similar pattern of the
RMSD of backbone atoms, indicating that these complexes are highly stable. Nevertheless,
C2E3–EP2 yielded a deviation in the last 75 ns, whereas C2E3–Ctl manifested a continuous
increase in RMSD throughout the trajectory (Figure 3F). The marked RMSD increase could
be explained by the finding that C2E3 induces a surge in the energy of epitopic or CDR
residues upon TLR4 binding (data not shown). A similar tendency was observed in the
RMSF plots of these complexes (Figure S7I,J). Residues 200–410 of TLR4 and 150–200 of
the antibody in TLR4–C2E3 underwent more fluctuation compared to similar residues
in the other complexes. The robustness of these finds was investigated under the effect
of the AMBER99SB-ILDN force-field. The RMSD graph (Figure S8) of all the complexes
showed a similar trend except C2E3–Ctl, although with a continuous increase in RMSD
but much lower than when simulated with CHARMM36 (Figure S8B). Again, the lower
RMSD in AMBER99SB-ILDN could be due to the overstabilization of native conformation.
Nevertheless, C2E3–EP1 showed a similar trend in RMSD but slightly higher than in the
CHARMM36 force field (Figure S8D).

To investigate the antigen–antibody interaction, we performed a dynamic analysis
of the interaction of Hu 15C1 and C2E3 with TLR4; this approach provides the basis for
rational design of mAbs. Primarily, the number of hydrogen bonds between each mAb and
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TLR4 was determined with a cutoff of <5 Å (Figure 3G). In Hu 15C1–Ctl, Hu 15C1–EP1,
and C2E3–EP1, the total number of hydrogen bonds was 12–15 and persisted during the
simulation. By contrast, in Hu 15C1–EP2 and C2E3–EP2, the hydrogen bond number
during the simulation was within the range of 7–12.

To illustrate the distribution of interacting residues of CDRs in the antibodies toward
TLR4, the radial distribution function and minimum distance were computed. In a com-
parison between the interactions of the two mAbs with the TLR4, the CDRs of the C2E3
antibody showed stronger affinity because the distribution of CDR residues interacting
with epitopes was higher in comparison with Hu 15C1 (Figure 4). The molecular asso-
ciation of pairwise residue contacts within 5 Å toward TLR4 at three epitopic sites was
greater for C2E3, indicating its stronger binding in comparison with Hu 15C1. The peak
distribution of Hu 15C1 was higher at Ctl with a peak amplitude above 20 for the Ser368–
Gly91 molecular association. The height of distribution peaks for Gly394–Lys310, Glu396–
Asp310, and Thr373–Pro312 reached 20 and formed at shorter distances (Figure 4A). In
comparison with Hu 15C1, the molecular association peaks formed for C2E3 toward TLR4
at Ctl had a lower amplitude. The pronounced peak of Lys376–Ser101 was above 15 and
formed within the 5 Å distance. On the other hand, the rest of the peaks were smaller
and formed at above 5 Å; therefore, the pairwise antibody–antigen residue contacts were
weak (Figure 4B). The minimum distance for most of the interactions of the Hu 15C1–Ctl
complex persisted during the simulation (Figure S9A and Table S1).

 
Figure 4. Distribution of minimum distances between the residues of Hu 15C1 and C2E3 interacting with TLR4 at sites
(A,B) Ctl, (C,D) EP1, and (E,F) EP2.

The minimum distance during the simulation in the C2E3–Ctl complex remained
above 4 Å for some interacting residues (Figure S9B and Table S1). Both mAbs Hu 15C1
and C2E3 at the EP1 site were found to be buried inside, as evidenced by the docking pose
(Figure 3C–E) where the maximum surface interacts with TLR4 at this site; therefore, a
maximal interaction between the interacting residues was recorded. The highest peaks
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in the C2E3–EP1 complex formed at the shortest distance of <5 Å. The most pronounced
peaks were rendered by Arg231–Asp100 and Arg201–Gly278 with an amplitude of 30,
whereas the peaks formed by Asp353–His53, Glu260–Lys267, and Lys328–Gly278 were
>20 in height (Figure 4D). In the Hu 15C1–EP1 complex, the molecular association peaks
of Glu350–Lys278, Gln307–Gly91, and Lys328–Asp270 were above 10 and formed at a
distance of <5 Å, while the amplitude of the rest of the contacts remained below 10 and
formed at a distance of >5 Å (Figure 4C). The interacting residues in both complexes
mostly remained intact except for Glu152–Thr241, Arg201–Tyr318, and Glu307–Gly91
in Hu 15C1–EP1 and Arg201–Ser278 in C2E3–EP1 during the simulation (Figure S9C,D
and Table S2). The Hu 15C1 distribution of interactions remained below 10 except for the
pronounced Arg296–Glu1 peak, which showed an amplitude up to 40 at the EP1 site. C2E3
featured a higher distribution of residue interactions at the EP2 site because Arg238–Tyr54,
Glu295–Ser101 and Lys245–Asn311 peak amplitudes were approximately 30, and the peaks
formed within the 5 Å distance (Figure 4E,F). In Hu 15 C1–EP2 and C2E3–EP2, the minimum
distance between the interacting residues was registered above 5 Å for a few interactions
(Figure S9E,F and Table S3). The radial distribution functions for Hu 15C1 and C2E3 at the
EP1 site were more vigorous as the pronounced peaks formed at <5 Å distance, and the
minimum distance of most of the interacting residues of Hu 15C1 and C2E3 at the EP2
site was >4 Å. In contrast to the EP1 site, the gap remained <4 Å during the simulation
(Figure 4 and Figure S6). The interface interaction analysis revealed that at the EP1 site,
most of the mAb–TLR4 interactions are energetically favorable, as suggested by the peak
distribution at this epitope.

The interactions associated with the formation of paratope–epitope interface residues
resulted in a free-energy change for the binding reaction. To compare the binding affinity for
TLR4 between Hu 15C1 and C2E3 at epitopic sites Ctl, EP1 and EP2, total binding energies
were computed by the molecular mechanics Poisson–Boltzmann surface area (MMPBSA)
method. The total binding energies of complexes Hu 15C1–TLR4 and C2E3–TLR4 were
−3358.261 and −5068.979 kJ/mol, respectively, at the EP1 site (Table 1), thus ensuring their
stability in comparison to the Ctl site with a total binding energy of −2868.266 kJ/mol
toward Hu 15C1 and −2797.202 kJ/mol toward C2E3. In Table 1, the binding free energies
imply that the affinity of Hu 15C1 and C2E3 for the EP2 site is less than that for the EP1
site but greater than that for the control site. The binding free energy of both mAbs toward
TLR4 at EP1 is much higher than that at EP2. The more negative the binding energy value,
the stronger is the binding affinity of the antibody for its specific target antigen [30].

3. Discussion

Knowledge about a protein–protein interaction interface at the atomic level is essential
for the development or design of substances intended to treat diseases. Similarly, the
understanding of epitope–paratope interactions in an antibody–antigen complex at the
atomic level is crucial for rational development of effective therapeutics.

An important step for the characterization of a functional antibody is accurate delin-
eation of an epitope [31]. Insights about an epitope from a therapeutic perspective can be
applied to rational design of mAbs [32]. On the other hand, a detailed epitope analysis
is a major restraint because individual amino acid residues constituting an epitope are
difficult to pinpoint. Given that experimental methods are time and resource consuming,
and success is not guaranteed, computational techniques represent a rapid alternative for
validation and characterization of an epitope and affinity maturation of mAbs [17].

In the present study, the epitope reported by the Elson group [22] was characterized
and validated by in silico alanine mutagenesis. Epitopic residues in TLR4 were mutated
to alanine to investigate the impact of each residue on TLR4 conformation and binding
to an antibody. Among the six mutated residues, three, i.e., Y328, N329, and K349, were
found to cause a conformational change in the TLR4 structure. RIN analysis suggested
that these mutations induce a shift in residue topology owing to a loss of contact with the
nearest neighbor or the formation of a new network in the protein structure (Figure S1).
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Because the epitope of TLR4 is conformational, the loss of the contact with the surrounding
residues owing to a mutation will make the epitope ambiguous. The compactness of these
muteins, as denoted by Rg, showed a significant increase (Figure 2C). The higher Rg values
suggest that the mutations decreased structural stability. The MD simulation analysis of
these mutations revealed the protein’s unstable behavior because RMSDs of the muteins
uncovered variable behavior during the simulation, and residues from 175 to 400 (Hu
15C1–binding epitope) [26] of the mutated structures oscillated with a higher amplitude, as
seen in the RMSF plot (Figure 1C). Gibbs FEL analysis indicated the energetic importance
of these mutated residues for the stability of the TLR4 structure. The FEL plot contains
splitting of the energy landscape with higher energy barriers, and similar trends were
observed for all three mutations. The different conformations assumed by TLR4 owing to
the mutations led to conformational changes in the epitopes and resulted in abrogation
of the antibody binding, as illustrated by the PCA (Figure S4). The experimental data on
the site-directed mutagenesis showed that one of these mutations, i.e., the K349 mutation,
alters Hu 15C1 binding [26]. This result may be due to the conformational change in TLR4,
which makes the Hu 15C1–binding epitope ambiguous. The impact of the mutation on
TLR4 conformation, flexibility, and stability, as evidenced by NMA, showed that the protein
folding energy may be increased and stability decreased. The motion of the termini of the
muteins, causing twisting and deformity in the protein structure, leads to an increase in
internal energy (Figure 2). Steric hindrance or torsion depending upon the direction of the
motion induces an increase in the tension on intramolecular bonding, because of which
internal hydrogen bonds between the residues break, which results in instability of the TLR4
solenoid structure. From thermodynamic and biophysical points of view, a conformational
change in the TLR4 structure is due to the mutation and can make the conformational
epitope ambiguous for Hu 15C1 binding. These observed impacts including steric clashes,
hydrogen bond network disruption or abrogation of antibody binding, can lead to gain or
loss in function of the receptor [33,34]. Moreover, Tsukamoto et al., assessed the functional
role of TLR4 activation by a dual-luciferase NF-κB reporter assay, and demonstrated that
the overexpression of TLR4wt induced NF-κB activation was reduced upon transfection of
the mutated plasmid in which LLR13 residues (TLR4 residing epitope) were mutated [27].
From these studies, we can assume that the mutation-driven structure change makes the
antibody unable to recognize the epitope, and these residues play a functional role in TLR4
activation as they are essential for dimerization. We believe that the evidence is in support
of our findings that mutations are responsible for structural change, which impacts the
function of the protein [34,35].

To ascertain whether the mutations affected the binding affinity of Hu 15C1 and over-
all stability of the Hu 15C1–TLR4 complex, Hu 15C1 was docked with muteins TLR4Y328A,
TLR4N329A and TLR4K349A, and with TLR4wt. The backbone RMSD of the simulated
mutein mAb-docked complexes uncovered an increasing deviation trend and consequently
revealed the unstable nature of these mutein complexes (Figure 3A). Moreover, the binding-
energy data showed a significant decline of binding affinity as compared to Ctl (Table 1).
The hampering of mAb binding can be explained by the conformational changes in the
TLR4 structure because of these mutations. The findings were next confirmed by PCA and
FEL data, which suggested that the decrease in binding affinity may be due to the epitope-
masking phenomenon. Several studies have shown that minimal structural changes in
an antigen are sufficient to prevent antibody binding [36,37]. The effect of these muta-
tions on binding affinity can influence the function of mAbs. Hu 15C1 did not manifest
cross-reactivity in other species because of the ambiguity of the epitope owing to several
mutations in TLR4 in these species [26]. Computationally assisted mutagenesis of an anti-
gen or antibody, and a dynamic analysis of these muteins, are beneficial during antibody
design for mutated epitopes and for maturation of mAbs. Recently, Takefumi et al. investi-
gated a single-amino-acid substitution to improve antigen–antibody interaction by alanine
scanning of interfacial residues. Furthermore, using MD, they found that the enthalpic
improvement can be attributed to the stabilization of antigen–antibody interfaces [38]. The
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dynamics at atomic-level resolution of antigen–antibody interactions provide accurate
insights for antibody development. To further investigate the allosteric binding of mAbs
Hu 15C1 and C2E3 to TLR4, computationally assisted re-epitoping was performed. TLR4
is an important protein for the immune response. It may possess multiple binding sites
because immune-response proteins have multiple and overlapping binding sites [39]. The
Ctl epitope is located in the LLR13 region near the TLR4 dimeric interface [27]. One of the
predicted epitopes, EP1, overlaps with Ctl. In our analysis of the paratope–epitope interac-
tion interface for therapeutic and specificity purposes, Hu 15C1 and C2E3 were docked
to two predicted epitopes. RMSD data on MD simulation trajectories of these complexes
revealed that Hu 15C1 and C2E3 are highly stable and buried at EP1 (Figure 3C–F). In
contrast to Ctl, this site provides a maximal surface for the interaction with mAbs Hu 15C1
and C2E3. The interface interaction analysis of Hu 15C1 and C2E3 at sites Ctl, EP1 and EP2
indicated that the molecular association of TLR4-mAb residues ensured the highest-peak
formation at a shorter distance at the EP1 site, which means that these contacts are energet-
ically preferred for both mAbs. Moreover, ionic and hydrogen bonds persisted during the
simulation at the EP1 site, suggesting that Hu 15C1 and C2E3 are strongly bonded at the
EP1 site in contrast to the other epitopic sites (Figure 4). The bonding of contacting residues
is energetically favored because the distance between the interacting residues remains
<4 Å during the simulation (Figure S9). The C2E3–Ctl interface interaction data showed an
extended distance between the interacting residues during the simulation and energetically
unfavorable interactions because the distribution peaks were short and formed at a distance
of >5 Å, which could be the reason for the increased RMSD values. The binding-energy data
support this finding. We observed the highest binding energy of Hu 15C1 at Ctl in contrast
to the other epitopic sites; similarly, for C2E3, binding energy was the lowest. The salt
bridge formation at the EP1 site for Hu 15C1 and C2E3 was greater, which provided extra
stability to the complex. Salt bridge formation with a favorable geometrical orientation
gives stability to the overall structure [40]. The binding energy data (Table 1) uncovered
higher binding energy of C2E3 in comparison with Hu 15C1. It has been experimentally
proved that C2E3 has stronger affinity than Hu 15C1 [41]. In short, the epitope analyses
provided a comprehensive view of the TLR4 conformational changes that occur due to the
mutations and indicated that they may yield epitope ambiguity. These outcomes will make
the development of new mAbs easier and faster and will elucidate epitope structure for
designing highly specific mAbs. For designing CDRs and their rationalization, the analyses
of antibody–antigen interface interaction are important. Investigating the dynamic effect
at the atomic level in the paratope–epitope interaction at three different TLR4 epitopic
sites, i.e., Ctl, EP1, and EP2, for Hu 15C1 and C2E3, provided an in-depth understanding
of these interactions. We believe that these findings will be helpful for rational design
of high-affinity mAbs and for affinity maturation of already known mAbs Hu 15C1 and
C2E3. Moreover, this study gives insights into a novel epitope at the TLR4-MD2 interface,
indicating that heterodimerization of TLR4 and MD2 may be disrupted and that TLR4
signaling can be inhibited. In 2011, a group reported a MD2 mimicking peptide (MD2-I),
which binds to the same site and disrupts the TLR4/MD2 interactions. MD2-I specificity
has been evaluated in macrophages and animal models [42]. In addition to this, a few
studies have also shown the importance of the druggability of this site [43–45].

mAbs have become an essential therapeutic tool, but their rationalization is a chal-
lenging phase and a crucial step in the development of highly specific mAbs. Comparative
epitope analysis and antigen–antibody interface analysis via MD simulation offers an
atomic-level understanding of the dynamic behavior of the antibody–antigen interactions,
which is essential for antibody development. Furthermore, in comparison with other
methods, the MMPBSA technique has an edge for the evaluation of affinity maturation and
for clarification of the changes in binding affinity. However, TLR4 is a multidomain protein,
but its full-length crystal structure is not available; therefore, we used the crystal structure
of an isolated external domain in our study. The isolated domains can be less stable than
the full-length multidomain protein but are fully functional [46]. In this study, we used
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computational methods for epitope verification and affinity maturation of TLR4-targeting
antibodies. However, due to the limited facilities, we could not validate our findings
experimentally, which can be performed in future studies. Therefore, for efficient mAb
design, it is important to couple MD simulations with machine learning and deep learning
methods. The structure from conformational space of the MD simulations can be utilized
to find new plausible mAb conformations complementing pre-existing ones. We expect
that the coupling of these computational methods with experimental methods will not
only reduce the cost and time but also offer an efficient approach to the development of
rationalized mAbs.

In this study, we demonstrated a computational-driven approach for the epitope
verification and affinity maturation of TLR4 antibodies. By using network analysis and
implicit MD simulation with FEL, we were able to determine the change in hydrogen
bond network and van der Waals interactions in Y328, N329 and K349 among six mu-
tated epitopic residues affecting structural integrity and the energy landscape of the TLR4
and, consequently, the antibody affinity. Further, we predicted the novel epitope located
in the MD2 binding site region, which could be explored for new therapeutic antibod-
ies. The uniqueness of our approach is that we successfully employed a wide array of
computational-driven techniques to determine the dynamics of mAb-TLR4 interactions at
the atomic level, and comparative epitope analysis by computing the binding affinity of the
TLR4 antibodies. We believe that this computational-driven approach will accelerate the
rational design of therapeutic antibodies. However, experimental validation of the present
computational methods remains to be observed until more mAb-antigen are studied and
experimentally verified. Moreover, coupling the present pipeline with deep learning and
machine learning techniques can further enhance the feasibility of the method. Overall,
this work shows that network analysis, MD simulation and MMPBSA techniques can be
used as an exploratory methodology for the study of antibody rationalization.

4. Materials and Methods

4.1. In Silico Structure Reconstruction and Mutation of TLR4

The 3D coordinates of TLR4 (Protein Data Bank [PDB] ID: 3FXI) and TLR4-specific
mAbs Hu 15C1 (PDB ID: 4R7D) and C2E3 (PDB ID: 4R7N) were retrieved from the RCSB
PDB database. A monomeric TLR4 structure was first extracted from the TLR4–MD2
complex and optimized in Molecular Operating Environment (MOE) 2019.01. After the
removal of water related to crystallization, hydrogen atoms and partial charges were added,
incomplete and broken side chains were remodeled and hybridization events were adjusted
at default structure preparation parameters in MOE. TLR4 muteins were created by the
computational alanine-scanning method. The residues with low energy rotamers were
selected and replaced with the amino acid alanine by means of a protein builder tool in the
MOE suite. A similar protocol was used to generate TLR4–mAb complexes for the muteins
followed by energy minimization to optimize the mutein structures.

4.2. Construction of the Interaction Network

Network description is widely used to analyze network topology and dynamics of
complex systems. The RIN was constructed from a graph-based model of protein structure
and topological residue connectivity, where residues are nodes and detected interactions are
represented as edges. The RIN was constructed in RINalyzer with the help of the structure
viz module implemented in Cytoscape 3.7.2 as per the protocol of Guilaume et al. [47]. The
cutoff distance was set to <5 Å for residue interaction. The topological network parameters
were calculated as an undirected network using a network analyzer [48].

4.3. Epitope Prediction and CDR Annotations

Conformational epitopes were predicted with the Epipred tool of the SAbPred web
server [49,50]. Based on combined conformational matching of the antibody–antigen
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structures via geometric fitting and knowledge-based asymmetrical antibody–antigen
scoring, epitopes of the antigen are listed rank-wise. The score of an epitope is given by:

Epitope Score = ∑ d(n)Pr
(
Tab, Tag

)
(1)

where Tab and Tag are the amino acid types of the antibody and antigen residues, respec-
tively, that belong to node n. The stereochemistry and geometry of selected epitopes was
verified by Ramachandran plot via MOE’s inbuilt utility.

CDRs of antibodies retrieved from the PDB database are annotated according to the
numbering scheme of Chothia and Lesk [51,52]. Instead of whole Fab regions, CDRs of the
mAbs were considered ligand sites in the docking and simulation.

4.4. Molecular Docking and MD Simulation

Molecular docking of Hu 15C1 and C2E3 Fabs to TLR4 was performed on the Haddock
2.2 web server on the basis of the information derived from experimental and bioinformatics
data [53]. The two mAbs were docked with the two newly predicted epitopes (discussed
above) and a previously reported epitope (Ctl). In all three cases, the docked solutions
generated by the Haddock server were clustered by their RMSDs. The RMSD measures the
average distance of backbone atoms of the superimposed docked solutions, signifying the
proximity between solutions. The most populated cluster with a lower RMSD was selected,
and solutions with the lowest RMSD within the selected cluster were chosen for the MD
analysis. The docking results obtained via Haddock were next validated by means of an
antigen–antibody docking package implemented in the MOE suite.

MD simulations capture the dynamic behavior of proteins and other biomolecules in
full atomic detail and provide an accurate insight into antigen-antibody interactions at very
fine temporal resolution. The MD simulations were performed in GROMACS 2019.3 [54] on
Intel E5-2680 and Intel E3-1275 with an Nvidia GeForce GTX 1060 graphics processing unit.
TLR4, its muteins, and mAb–TLR4 complexes were solvated using the TIP3P water model
in a cubic box; the dimensions of the box boundaries were extended by 10 Å from protein
atoms. Na+ and Cl− counter ions were added to neutralize the charge of the simulation
system and energy minimization was performed using the CHARMM36 (Chemistry at
Harvard macromolecular mechanics) and AMBER99SB-ILDN force-fields and a steep-
descent algorithm [55]. V-rescale and Berendsen coupling schemes were employed for
temperature and pressure equilibration procedures, respectively. After the temperature
and pressure equilibration, MD simulations were carried out for 150 ns for each system in
the CHARMM36 and AMBER99SB-ILDN force-fields.

4.5. Binding-Free-Energy Calculations

The MMPBSA approach was used to analyze free-energy interactions between the
mAbs and TLR4. The enthalpy of the system was computed via molecular mechanics of
MMPBSA, whereas the effect of the polar and nonpolar part of the solvent effect on free
energy was determined via the Poisson–Boltzmann equation and calculation of the surface
area. The basic equation is

ΔGbind = ΔEMM + ΔΔGsol − TΔS (2)

where ΔGbind is binding free energy, ΔEMM represents the intramolecular energy difference
in a vacuum, ΔΔGsol is the solvation energy difference, T denotes absolute temperature
and ΔS is the entropy change. In GROMACS, the built-in g_mmpbsa tool and APBS were
called for the MMPBSA calculations, and the last 50 ns of an MD simulation trajectory of
each complex with 10-frame intervals was extracted for the energy calculations. For the
g_mmpbsa run, the dielectric constant of the aqueous solvent was set to 80, and the interior
dielectric constant was set to 4; the surface tension constant g was set to 0.022 kJ/mol.
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4.6. Principal Component Analysis and Free-Energy Landscape

PCA reduces a multidimensional dataset with many variables to a few ‘principal
components’ that still preserve most of the differences between the data. In MD, PCA
helps to elucidate the essential dynamics of the system in a low-dimensional FEL. PCA
ultimately provides a view of the atoms (in the MD simulations) that move anisotropically
to maximize the variance. To assess conformational flexibility of TLR4 and its muteins,
PCA was performed in GROMACS, and the results were analyzed by means of the bio3D
R package [56]. Before the PCA, translational and rotational motions were eliminated from
the MD trajectory of all systems toward the average geometric center of the protein by least-
square fit superimposition onto a reference structure [57]. To generate a covariance matrix,
configurational space is reconstructed using a simple linear transformation in Cartesian
coordinate space. Covariance matrix diagonalization generates an eigenvector set, where its
vector components describe the direction of the motion, and the corresponding eigenvalue
represents the magnitude of its energetic contribution to the motion. The FEL characterizes
the state of a protein by exploring its conformations via an MD sampling technique and
finds where Gibbs free energy for a sample is minimal. The gmx_sham tool implemented in
GROMACS was used to predict the FEL through plotting of principal components PC1 and
PC2 in the academic version of the Mathematica software (version 11.3; Wolfram Research,
Inc., Champaign, IL, USA).

The DynaMut [58] machine-learning–based web server was employed to predict the
impact of the mutations on TLR4 structure stability and flexibility. This tool predicts the
harmonic motion of the wild-type and mutant TLR4 systems. By means of normal mode
analysis (NMA), the nontrivial mode of a molecular motion of TLR4 and its mutants was
studied and its vector representation was visualized in Pymol 2.3.
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Abstract: The novel coronavirus disease, caused by severe acute respiratory coronavirus 2 (SARS-
CoV-2), rapidly spreading around the world, poses a major threat to the global public health. Herein,
we demonstrated the binding mechanism of PF-07321332, α-ketoamide, lopinavir, and ritonavir
to the coronavirus 3-chymotrypsin-like-protease (3CLpro) by means of docking and molecular dy-
namic (MD) simulations. The analysis of MD trajectories of 3CLpro with PF-07321332, α-ketoamide,
lopinavir, and ritonavir revealed that 3CLpro–PF-07321332 and 3CLpro–α-ketoamide complexes re-
mained stable compared with 3CLpro–ritonavir and 3CLpro–lopinavir. Investigating the dynamic
behavior of ligand–protein interaction, ligands PF-07321332 and α-ketoamide showed stronger bond-
ing via making interactions with catalytic dyad residues His41–Cys145 of 3CLpro. Lopinavir and
ritonavir were unable to disrupt the catalytic dyad, as illustrated by increased bond length during
the MD simulation. To decipher the ligand binding mode and affinity, ligand interactions with
SARS-CoV-2 proteases and binding energy were calculated. The binding energy of the bespoke
antiviral PF-07321332 clinical candidate was two times higher than that of α-ketoamide and three
times than that of lopinavir and ritonavir. Our study elucidated in detail the binding mechanism
of the potent PF-07321332 to 3CLpro along with the low potency of lopinavir and ritonavir due to
weak binding affinity demonstrated by the binding energy data. This study will be helpful for the
development and optimization of more specific compounds to combat coronavirus disease.

Keywords: COVID-19; SARS-CoV-2; PF-07321332; α-ketoamide; 3CL protease; main protease

1. Introduction

The recent outbreak of coronavirus disease 2019 (COVID-19) caused by the novel severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2) affected more than 192 million
people and killed 4.1 million across the globe (as of 23 July 2021) [1,2]. The genome sequence
of SARS-CoV-2 is closely related to SARS-CoV and β-coronavirus, sharing 79.5% and 96.2%
sequence identity, respectively [3–5]. Coronaviruses belong to the Coronaviridae family and
are found in birds and mammals [6]. The genomic organizations of SARS-CoV and MERS-
CoV are similar [7] and both viruses comprise two polypeptides, pp1a and pp1ab. These
polypeptides are processed into nonstructural proteins that play a fundamental part in the
replication of these viruses, and the whole process is mediated by two kinds of main proteases:
3-chymotrypsin like protease (3CLpro) and papain-like proteases [8,9].

3CLpro, also called the main protease, consists of 306 amino acid residues, and is
known to cleave at 11 sites in the polyproteins. The cleaving phenomenon leads to the
formation of a helicase, single-stranded-RNA–binding protein, RNA-dependent RNA
polymerase, 2′-O-ribose methyltransferase, endoribonuclease, and exoribonuclease [10,11].
3CLpro forms a homodimer, and each subunit consists of three domains. The substrate-
binding site of 3CLpro contains four subsites, S1′, S1, S2, and S4, and is highly conserved
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among all coronaviruses [3]. The active site of 3CLpro is located in a cleft between domains
I and II, while domain III helps with the formation of the dimer and is connected to domain
II via a long loop (residues 184–199) [3,8]. A 3CLpro antagonist will be highly specific to
SARS-CoV-2 and will have minimal side effects because 3CLpro shares no homology with
human proteases [3,12]. Owing to the essential role of 3CLpro in the transcription and
replication of the viral genome and strong conservation of its binding-pocket residues, it is
considered an ideal drug target in SARS-CoV-2 and other coronaviruses.

To date, more than 26% of world population has received at least one dose of COVID-
19 vaccine [13]. The COVID-19 pandemic requires not only prevention via vaccine but
also drug treatment. Antiretroviral drugs have been tested in past human coronavirus
infections and against SARS-CoV-2, but a recent clinical trial of lopinavir and ritonavir
failed to show any clinical benefit in COVID-19 disease. Protease inhibitors are used to treat
HIV/AIDS and hepatitis C, but PF-07321332 (Figure 1A) is the first oral protease inhibitor
to target the SARS-CoV-2 virus. In addition to PF-07321332, α-ketoamide (Figure 1B) has
been reported to show in vitro inhibition of 3CLpro [14]. The bespoke clinical candidate
PF-07321332 (NCT04756531) is a potent protease inhibitor with potent antiviral activity
against SARS-CoV-2.

The development of new drugs or vaccines is time-consuming; therefore, a drug-
repurposing strategy was approved for the treatment of COVID-19 at this critical time [15].
The use of FDA-approved anti–HIV-I drugs lopinavir and ritonavir (Figure 1C,D) in
combination against MERS-CoV and SARS-CoV has been reported earlier [16–19]. This
combination of lopinavir and ritonavir is currently in a phase II trial along with interferon
β-1b against MERS-CoV [16]. In contrast, for the treatment of MERS, this regimen is in
phase IV of clinical trials in combination with Arbidol® hydrochloride and oseltamivir
(NCT04255017).

Figure 1. 2D structure representation of (A) PF-07321332, (B) α-ketoamide, (C) lopinavir, and
(D) ritonavir.

PF-07321332 is a 3CLpro inhibitor with potent in vitro antiviral activity against SARS-
CoV-2 and other coronaviruses (NCT04756531). Protease inhibitors interfere with the
cutting step of the protease enzyme reaction. These drugs interact with the protease and
block its polypeptide cutting ability. Lopinavir is used as a retroviral-protease inhibitor for
the treatment of HIV-I infection and is usually co-administered with ritonavir, which in-
creases the half-life of lopinavir and inactivates cytochrome P450 3A4 [20,21]. PF-07321332
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is administered in combination with low doses of ritonavir as a booster to increase the
bloodstream levels of PF-07321332. In the present study, the binding mechanisms of
PF-07321332, α-ketoamide, lopinavir, and ritonavir were explored through molecular dy-
namics (MD) simulations and binding energy calculations. This study offers a deeper
understanding of the mechanism of binding of these drugs to 3CLpro and will be helpful to
identify potent protease inhibitor candidates for SARS-CoV-2 and other coronaviruses. In
future, our data can be used to identify novel drug candidates using supervised machine
learning methods [22].

2. Results

2.1. Comparative Analysis of PF-07321332, α-ketoamide, Lopinavir, and Ritonavir Binding
to 3CLpro

The crystal structure of 3CLpro in complex with PF-07321332, lopinavir, and ritonavir
is not yet available. Therefore, the docked complex of PF-07321332, lopinavir, and ritonavir
with 3CLpro was generated using the Molecular operating environment (MOE) software.
Among the top 10 docking solutions, the best ligand conformation was selected based on the
docking score and binding pose. In addition, the structure of α-ketoamide co-crystalized
with 3CLpro (PDB ID: 6Y2F) was retrieved from the RCSB PDB database.

To elucidate the mechanism of binding of PF-07321332 (PF), α-ketoamide (keto),
lopinavir (lop), and ritonavir (rit) with 3CLpro, all complexes were subjected to 100 ns
simulations in Gromacs. To assess the stability of all four systems, root mean square
deviation (RMSD) values were calculated for each ligand and protein individually and
in complexed form, as presented in Figure 2. RMSD of apo-3CLpro at 45 ns indicated a
deviation up to 3 Å, after which the system was stabilized and oscillated in the mean range
of 2.5 Å (Figure 2A). The protein in 3CLpro–PF (Figure 2B) remained stable throughout
simulation with an average RMSD of 2.7 Å, while in 3CLpro–keto, the protein fluctuated
in a 30–50 ns interval. The protein in 3CLpro–rit showed RMSD rising above 3 Å after
60 ns with higher fluctuation at 90 ns. The RMSD protein graph of 3CLpro–lop and 3CLpro–
rit deviated from the apo-form. The 3CLpro–rit showed sinusoidal behavior until 60 ns
and higher peak in the 60–80 ns time interval. Nevertheless, the RMSD of the protein
in 3CLpro–lop increased gradually from 60 ns onwards (Figure 2B). It also manifested
fewer fluctuations initially than apo-3CLpro did until 40 ns, and then both systems yielded
somewhat similar patterns up to 75 ns, and suddenly, the protein in 3CLpro–rit showed a
remarkable deviation between 75 ns and 100 ns (Figure 2B). While assessing the RMSD of
all four complexes (Figure 2C), we noticed that the 3CLpro–PF complex remained stable
during the simulation. The RMSD of 3CLpro–keto complex fluctuated between 20–50 ns
and then gradually stabilized. 3CLpro–rit and 3CLpro–lop complexes showed similar trend
as their proteins. The RMSD graph of the ligands (Figure 2D) indicated that lopinavir
and ritonavir featured greater deviations in comparison with other two ligands, whereas
PF manifested the least deviations. The ligand in the 3CLpro–keto complex showed high
jumps around 70 ns but quickly gained stability with a RMSD value of 1.5 Å. RMSD of
the ligand in 3CLpro–lop showed increasing trend from 45 ns onwards. The ligand in
3CLpro–rit manifested a sudden increase in RMSD after 20 ns and fluctuated between 3
and 4.5 Å but attained stability later. We concluded that inhibitors PF and α-ketoamide
imparted stability to the protein in their complexes.
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Figure 2. (A) The root mean square deviation (RMSD) graph of the apo form of 3CLpro during the 100 ns simulation.
The graph suggests that protein was stable during the whole simulation, with an average RMSD of 2.2 Å. (B) The RMSD
graphs of all four proteins in complexes in comparison with the apo form. The protein in 3CLpro–PF and 3CLpro–keto
remained stable whereas in 3CLpro–lop and 3CLpro–rit, it showed more fluctuations than in the other two 3CLpro systems.
(C) The RMSD graph of 3CLpro complexes. The 3CLpro–rit and 3CLpro–lop complexes showed similar trend as the proteins.
(D) RMSD graphs of the ligands in complexes with 3CLpro. The ligands PF-07321332 and α-ketoamide seemed stable,
whereas both lopinavir and ritonavir in 3CLpro complexes featured noticeable fluctuations. PF—PF-07321332; keto—α-
ketoamide; rit—ritonavir; lop—lopinavir.

To analyze the dynamic behavior of protein residues, root mean square fluctuation
(RMSF) values were assessed. As compared with the apo form, RMSF (Figure 3A) of the pro-
tein in 3CLpro–rit indicated that amino acid residues 45–75 in the spanning region fluctuated
by more than 3 Å. By contrast, in 3CLpro–lop, the residues of 3CLpro between positions 45
and 75 fluctuated in the range similar to that of its apo form, i.e., 2.5 Å (Figure 3A). The rest of
the protein residues of both complexes oscillated equally relative to the apoprotein. Overall,
the residues of the 3CLpro in complex with the ligands PF and α-ketoamide did not undergo
any fluctuation, while in 3CLpro–rit complex, the protein featured the greatest fluctuations in
comparison with the apo form.

To assess the compactness of protein structure, we calculated the radius of gyration
(Rg). This parameter of the protein in 3CLpro–PF (Figure 3B) remained in the steady state
and close to that of the apoprotein during the simulations, which means that the folding
of the protein in 3CLpro–PF complex remained undisturbed. Figure 3B illustrates that
the apoprotein followed a similar trend and oscillated at ~22 Å. The Rg of the protein in
3CLpro–keto fluctuated between 20–50 ns; thereafter, it retained steady state for the rest of
the simulation. Rg of 3CLpro–rit remained steady up to 50 ns, then it gradually increased.
3CLpro–lop fluctuated with the highest peak of 23 Å near time point 39 ns, indicating that
protein folding was disturbed. Lopinavir and ritonavir might have led to the unfolding in
the 3CLpro and thus exhibited increasing trend in Rg of the protein.

Next, the number of hydrogen bonds was calculated to evaluate the protein–ligand
interactions during the simulations. The PF formed three hydrogen bonds (Figure 3C),
and this remained consistent throughout the time trajectory. The α-ketoamide formed
two bonds initially but their number dropped to one after 50 ns. The lopinavir initially
formed three hydrogen bonds with 3CLpro, but their number gradually decreased, and the
hydrogen bonds disappeared around 48 ns. Lopinavir formed two bonds in the beginning
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and ritonavir formed one, but these interactions were inconsistent throughout the MD
simulations (Figure 3C). Therefore, the hydrogen bonds formed by lopinavir and ritonavir
with 3CLpro are inconsistent and weak as compared with the interactions of 3CLpro with
PF-07321332 and α-ketoamide.

Figure 3. (A) Root mean square fluctuation graphs of apo-3CLpro and of 3CLpro complexes. In
comparison with the apo-form, regions spanning amino acid residues 45–75 and 150–200 in both
docked complexes showed deviations. (B) Radius of gyration of the 3CLpro in complexes was higher
than that of its apo-form. (C) Number of hydrogen bonds in the four complexes. PF—PF-07321332;
keto—α-ketoamide; rit—ritonavir; lop—lopinavir.

2.2. Interaction Analysis of PF-07321332, α-ketoamide, Lopinavir, and Ritonavir with 3CLpro

To evaluate the ligand–protein interactions, we computed the minimum distance be-
tween interacting atoms of the ligand and protein residues. Our analysis revealed the
dynamics of the interaction of PF-07321332, α-ketoamide, lopinavir, and ritonavir with
3CLpro (Figure 4). In 3CLpro–PF, three hydrogen bonds were formed (Table 1). The distance
of Cys145–O2, Glu166–O3, and Gln189–H20 bonds remained within 4 Å (Figure 4A). The
catalytic dyad residue Cys145 made strong bonds with atoms O2 and H9 as they remained
intact during the simulation. This showed that the PF-07321332 has high affinity towards
3CLpro. The 4-methoxylindole group interacted through a hydrogen bond with the backbone
of Glu166, a key residue located in the middle of the binding site. The study of Glu166
mutation, carried out in SARS-CoV 3CL protease (96% identity to SARS-CoV-2 3CLpro), has
corroborated the role of this key residue in the substrate-induced dimerization [23]. The
trifluoroacetamide moiety of the PF-07321332 compound involved in the Gln189–H20 bond
accommodated the cyclopropyl-proline moiety to occupy the central portion of the binding
site. Subsequently, the pyrrolidone moiety rearrangement led to bond formation of reactive
nitrile group with Cys145. According to the analysis of the entire trajectory of 3CLpro–PF
complex, PF-07321332 contacted Leu141 and Gln142. Leu141, Gln142, and Cys145 were
part of the oxyanion loop (residues 138–145), which is lining the glutamine binding pocket
and is presumably involved in the stabilization of the tetrahedral acyl transition state [24].
The ligand in 3CLpro–keto made three hydrogen bond interactions (Glu166–O48, Cys145–
O41, and Met165–O48) and one arene interaction, His41–H32 (Figure 4B). The cyclopropyl
moiety facilitated ligand binding in the shallow substrate-binding pocket at the surface of
the 3CLpro. The α-keto group of the inhibitor interacted with Cys145. The study reported
that thiohemiketal formation occurred in a reversible reaction by the nucleophilic attack of
the catalytic Cys145 on the ligand [14]. In our study, α-ketoamide occupied the substrate
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binding space and its carbonyl oxygen formed hydrogen bond with the main-chain oxygen of
Glu166. All these interactions kept fluctuating as the distance between the interacting entities
continuously changed due to the bulky nature of the ligand. Similarly, in the 3CLpro–rit
complex, three hydrogen bonds and an arene-type interaction were formed (Figure 4D). The
length of His41–H6 and Gly143–O3 bonds remained within 7 Å during the initial 50 ns and
continuously increased onwards. In the arene-type interaction, the distance between Pro168
and the thiazolyl group fluctuated within 5–10 Å during the simulation. The hydrogen bond
Thr190–S2 appeared during the initial 10 ns, and the bond length was within 5 Å, but it
diminished after 10 ns (Figure 4D). Two hydrogen bonds formed in 3CLpro–lop. Initially, the
bond length of His41–O38 and Glu166–O20 (Table 1) was less than 5 Å, but after 50 ns, an
increase in the bond length was detected because of ligand fluctuations, as depicted in the
RMSD graph (Figures 2D and 4C).

Figure 4. The minimum distance graph of protein–ligand interactions. The interaction distance between the protein
and ligand in 3CLpro–PF (A) and 3CLpro–keto (B) remained constant. Interaction in 3CLpro–lop (C) initially remained
constant but showed major fluctuations afterwards. In 3CLpro–rit (D), the lengths of all four bonds continuously increased.
PF—PF-07321332; keto—α-ketoamide; rit—ritonavir; lop—lopinavir.

Table 1. Residue and ligand atom interactions with the bond type and energy in 3CLpro complexes.

Complex Residue Ligand Atom Bond Type Energy

3CLpro–PF

Cys145 O2 Hydrogen −5.04
Cys145 H9 Hydrogen −5.04
Glu166 O3 Hydrogen −4.41
Gln189 H20 Hydrogen −3.01

3CLpro–keto

Glu166 O48 Hydrogen −0.70
Cys145 O41 Hydrogen −0.80
Met165 O48 Hydrogen −0.80
His41 H32 Arene −0.90

3CLpro–lop His41 O38 Hydrogen −4.1
Glu166 O20 Hydrogen −1.6

3CLpro–rit

His41 H6 Arene −3.0
Gly143 O3 Hydrogen −2.2
Pro168 Thiozyl group Arene −0.8
Thr190 S2 Hydrogen −0.8
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2.3. Binding Free Energy Calculation

Protein–ligand binding affinity is essential in understanding molecular recognition.
The bespoke antiviral clinical candidate PF-07321332 (NCT04756531) is a potent 3CLpro

inhibitor with antiviral activity against SARS-CoV-2. The relative binding free energy
of PF-07321332, α-ketoamide, lopinavir, and ritonavir with 3CLpro was computed. To
calculate the binding affinity of these ligands with 3CLpro, we extracted 1000 frames from
the simulation trajectories. The g_mmpbsa (Table 2) computation revealed that the binding
affinity of PF-07321332 for 3CLpro was higher in comparison with α-ketoamide, lopinavir,
and ritonavir. Relative to α-ketoamide, PF-07321332 showed more considerable binding
energy toward 3CLpro, almost by 28 kJ/mol, and three times more than lopinavir and
ritonavir. These data showed that PF-07321332 had a stronger binding affinity for 3CLpro.

Table 2. Binding energy of 3CLpro and HIV-I protease complexes as computed via the g_mmpbsa method.

Complex VdW Energy Electrostatic Polar Solvation SASA
Total Binding

Energy (kJ/mol)

3CLpro–PF −135.294 +/− 16.258 −39.293 +/− 25.780 96.026+/− 21.556 −23.441 +/− 2.526 −102.002 +/− 21.336
3CLpro–keto −76.478+/− 25.052 −40.348 +/− 30.471 50.648 +/− 49.365 −7.887 +/− 3.036 −74.065 +/− 22.579
3CLpro–lop −110.529 +/− 28.28 −65.740 +/−26.09 168.011 +/− 33.31 −25.239 +/−2.40 −33.497 +/− 26.52
3CLpro–rit −75.994 +/− 60.285 −55.115 +/− 23.09 91.803 +/− 18.798 −4.219 +/− 8.798 −43.525 +/− 29.171

3. Discussion

Combating the COVID-19 pandemic requires both prevention, including vaccine-
based prevention, and targeted treatment for those who get infected. Given the way
SARS-CoV-2 is evolving into new genetic variants and the worldwide impact of COVID-19,
it is likely that access to treatment alternatives is crucial, now and beyond the pandemic.
The frequent mutations aid the virus to infect different hosts and increase the virulence and
transmissibility of SARS-CoV-2. The RNA viruses, including SARS-CoV-2, develop one
mutation per replication cycle, which means RNA viruses may adapt to new environment,
but these viruses are also restricted in their ability to change their genomes because they
must keep their mutation rate low in order to survive [25]. Several mutations have been
reported in the viral genome so far; 106 major amino acid substitutions were found to be
responsible for increased virulence and transmissibility of the virus [26]. Most of these
missense mutations occurred in structural proteins of SARS-CoV-2, such as spike (S) [27]
and nucleocapsid (N) proteins. Only one point mutation, G15S, has been predicted using
in silico studies in 3CLpro, but this residue is far from the active site and has a destabilizing
effect on the protein structure [26]. Therefore, a virus comprising such mutations with
a destabilizing effect would not last for long and would have reduced virulence. Only
stabilizing mutations, such as in the S protein, increase the virulence and transmissibility of
the virus [28]. A recent study has reported that the significant key mutations are located at
the inverted repeat regions and CpG islands. These findings showed the role of mutations
in the instability of the viral genome [29].

In this study, we have explored the binding of PF-07321332, α-ketoamide, lopinavir,
and ritonavir to SARS-CoV-2 3CLpro through MD simulation and MMPBSA calculation.
PF-07321332 (NCT04756531) and α-ketoamide molecules that specifically bind to and
inhibit SARS-CoV-2 3CLpro could be promising alternatives to fight the pandemic [14]. The
comparative binding mode analysis of PF-07321332, α-ketoamide, lopinavir, and ritonavir
might provide a glimpse into designing rational drugs through the modification of the
inhibitors based on the residues in the active site of the enzyme.

To determine the mechanism of binding of PF-07321332, α-ketoamide, lopinavir, and
ritonavir to 3CLpro, molecular docking of these molecules was done. The best docking
solutions for PF-07321332, lopinavir, and ritonavir were selected based on the docking
score and the best binding pose of the ligand. To understand the binding mechanism
of PF-07321332 and α-ketoamide along with the two antiretroviral drugs, lopinavir and
ritonavir, to 3CLpro, MD simulations were performed for 100 ns. Backbone RMSDs of
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the 3CLpro–PF and 3CLpro–keto complexes were stable, whereas the 3CLpro–lop complex
featured a deviation at 60–80 ns and the 3CLpro–rit complex a deviation between 75 ns
and 100 ns (Figure 2B). RMSD deviation of the 3CLpro protein was also analyzed in the
ligand-bound form. The RMSD of 3CLpro (Figure 2C) was found to be stabler in association
with either PF-07321332 or α-ketoamide than with lopinavir or ritonavir. In contrast to
the other systems, 3CLpro in complex with ritonavir featured marked deviation between
88 and 95 ns of the simulation. Both ligands PF-07321332 and α-ketoamide are stabler
with 3CLpro in comparison with lopinavir and ritonavir because later two underwent
marked deviation during the simulation (Figure 2D). The recent clinical trials have also
showed these antiretrovirals are not efficacious as they did not significantly accelerate
clinical improvements in serious COVID-19 patients [30]. Our binding energy data also
showed low affinity of these drugs towards 3CLpro. To assess the impact of ligand binding
on protein residues, RMSF of 3CLpro were analyzed in all four complexes. With either
lopinavir or ritonavir, amino acid residues 45–65 and 145–200 showed greater fluctuations
in comparison with the apo-form (Figure 3A). These fluctuating regions mainly consist of
binding-site residues that are interconnected by a hydrogen bond network and are involved
in catalytic dyad formation between His41 and Cys145 [31–33]. However, the RMSF of
the protein in 3CLpro–PF showed similar trend as its apo-form. Compactness, which
determines stability of a protein, was evaluated for 3CLpro using Rg. The compactness of
3CLpro in complex with PF-07321332 and α-ketoamide remained in steady state the same as
the one of its apo-form (Figure 3B). Rg of 3CLpro in its complex with ritonavir or lopinavir
was higher than that of apo-3CLpro. Nonetheless, 3CLpro compactness after PF-07321332
and α-ketoamide binding remained constant throughout the simulation.

One of the most interesting examples of MD application is the drug discovery area,
where this method drives experiments [34,35]. To analyze the interactions of the four
molecules with 3CLpro, the minimum distance between the atoms of interacting residues
of each protein and ligand (PF-07321332, α-ketoamide, lopinavir, and ritonavir) were calcu-
lated as a function of simulation time to analyze the dynamic behavior of the interacting
groups. In the interaction analysis, PF-07321332 and α-ketoamide showed stronger interac-
tions with 3CLpro, and these interactions remained intact during the simulation because
the minimum distance between the interacting groups stayed almost unchanged. The
interactions, i.e., Cys145–O2 and Cys145–H9 in 3CLpro–PF (Figure 4A), remained intact
during the simulation. This showed that PF-07321332 was strongly bonded to 3CLpro and
capable to disrupt the His41–Cys145 catalytic dyad, which, together with the N-terminus
residues 1 to 7, is thought to have a vital role in proteolytic activity [36]. The Glu166
anchor hooks the ligand tightly to the central region of the binding site, which facilitate the
formation of further interactions with other residues. Gly143 of SARS-CoV-2 3CLpro was
reported to be the most favorable residue to form hydrogen bonds with ligands, followed
by Glu166, Cys145, and His163 [37]. The amides of Gly143, Cys145, and Ser144 form
the cysteine protease’s canonical “oxyanion hole”. The interaction of PF-07321332 and
α-ketoamide with the catalytic site residues may cause the distortion of the oxyanion hole
in the reaction mechanism, and it may lead to the inhibition of 3CLpro in SARS-CoV-2.
Compared with PF-07321332 and α-ketoamide, both antiretroviral drugs lopinavir and
ritonavir manifested weaker interactions with 3CLpro, judging by binding energy values
(Table 2). PF-07321335 interacts with Cys145, thereby disrupting His41–Cys145 catalytic
dyad. The α-ketoamide has the same mechanism as reported earlier carries; a nucle-
ophilic attack of the catalytic Cys145 on the α-keto group of the inhibitor, disrupting the
His41–Cys145 catalytic dyad [14]. Our binding energy data (Table 2) revealed that PF-
07321335 has higher affinity towards 3CLpro. This is in accordance with PF-07321335
showing a potent inhibition of 3CLpro (NCT04756531). Lopinavir and ritonavir showed
weaker interactions because only two residues, His41 and Glu166, were found to be in-
volved in hydrogen bonding. The minimum distance of 5 Å between these interacting
entities persisted up to 45 ns; after that, it fluctuated. In contrast with PF-07321335 and
α-ketoamide, lopinavir and ritonavir engaged in interactions with 3CLpro, but these interac-
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tions varied substantially. Some chemical substitutions in lopinavir and ritonavir (such as
the addition of an α-keto group) can act as electrophiles that may prevent the His41–Cys145
dyad formation by a nucleophilic attack of Cys145. Although in our simulations, lopinavir
and ritonavir engaged in interactions with His41 and Cys145 along with other catalytic site
residues, these contacts fluctuated considerably, as evident from our interaction analysis.
Coronavirus protease 3CLpro lacks a C2-symmetric pocket, through which lopinavir and
ritonavir bind to HIV-I protease. The absence of a C2-symmetric pocket in coronavirus
3CLpro could be the reason why these drugs do not bind to 3CLpro, which makes them
ineffective in COVID-19 patients. The binding energy data (Table 2) showed that lopinavir
and ritonavir have weak affinity to 3CLpro.

Conclusively, 3CLpro is an important drug target, which cleaves the viral polyprotein
at 11 different cleavage sites and is required for viral maturation. The druggability of 3CLpro

has already been demonstrated in various studies. The mutations in the dominant variants
of SARS-CoV-2, such as B.1.1.7 and B.1.617, with higher transmissibility rate were studied
and it has been demonstrated that most of the mutations have been found in the receptor
binding domains or structural proteins, but no mutation has been reported in 3CLpro

so far [38]. Therefore, 3CLpro is an attractive target for anti-COVID-19 drug discovery.
In recent studies, many new compounds have been reported as potential inhibitors of
3CLpro [14,39–42]. We included four of the potential inhibitors in our study, compared
their binding energy and discussed their interactions with the protein to identify the potent
inhibitor. We found that the compound PF-07321332, currently in clinical trials, was the
best of these four compounds. In addition to these molecules, sterenin M was also reported
in a recent computational study [39] to bind to the same active binding site as PF-07321332
and interact with the residues of catalytic dyad, but its total binding energy profile showed
that the binding of PF-07321332 with protein was much stabler than the one of sterenin
M [39]. In similar studies, the identified compounds bind to the same binding site, but
the stability of complex is lower than the one of PF-07321332 [40,41]. Hence, considering
the current pandemic situation, it is crucial to find some potent drug candidate with good
binding affinity. The MD simulation and MMPBSA are widely used for assessing protein–
ligand binding affinity, but there are a few limitations of the MD simulations, such as many
biochemical processes including receptor conformational shifts relevant to drug binding
occur on time scales that are much longer than those amenable to simulations. In MD
simulations, each atom is assigned a fixed partial charge before simulation. However, the
electron clouds in surrounding atoms shift continuously according to their environments. A
dynamic and responsive representation of atomic partial charges would be more accurate.

4. Conclusions

A detailed analysis of interactions of proteins and ligands represents an optimized
method for the rational design of new compounds. Binding energy helps to identify a
lead compound. MD, free energy perturbation, meta-dynamics, and other methods are
consistently used for studying drug–target binding. Assessment of these methods may
help to achieve the most definite target-optimized affinity with improved drug efficacy [43].
Integrating MD simulation with binding-free-energy calculation by means of g_mmpbsa to
determine interaction free energy between a ligand and protein is an efficient method for
distinguishing between active and inactive molecules [44]. The comparative analysis of
PF-07321332, α-ketoamide, lopinavir, and ritonavir via MD simulation provided a detailed
insight into the interactions of these compounds with 3CLpro. We believe that our findings
revealed the binding mechanism of PF-07321332 and α-ketoamide and further explained
the inability of lopinavir and ritonavir to cause clinical improvement in severe COVID-19
patients by due to their low affinity towards 3CLpro. We believe the dynamic interaction
and binding energy of PF-07321332 and α-ketoamide will be helpful in designing potent
inhibitors for 3CLpro.
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5. Materials and Methods

5.1. System Preparation for Molecular Docking and MD Simulations

The crystal structure of SARS-CoV-2 3CLpro (Protein Data Bank [PDB] ID: 6M03) and
structures of 3CLpro in complex with 3CLpro (PDB ID 6Y2K) [45,46] were downloaded from
the PDB [47]. The 2-D structure of PF-07321335 was drawn in Chemdraw and the three-
dimensional (3D) coordinates of lopinavir (PubChem CID: 92727) and ritonavir (PubChem
CID: 392622) were retrieved from the PubChem database [48] for molecular docking. All
hydrogens and missing atoms were added to the proteins, while crystal water was removed.
The MOE software from Chemical Computing Group Canada (Montreal, QC, Canada) [49]
was used for energy minimization of 3CLpro and both drugs to remove any steric clashes
and to improve the bond lengths and bond angles. The default parameters were used for
energy minimization, while the gradient was set to 0.01 rms kcal/mol.

5.2. Molecular Docking of 3CLpro to Lopinavir and Ritonavir

PF-07321335, α-ketoamide, lopinavir, and ritonavir were docked into the binding
pocket of 3CLpro using the MOE software [49]. The key residues involved in ligand binding
reported in the literature were selected for docking: His41, Asn142, Cys145, His164, Met165,
Glu166, Gln189, and Thr190. The triangle matcher placement method was selected with
the London dG scoring function, and the induced-fit method was applied for refinement of
the binding poses of ligands. A total of 100 conformations were generated for each ligand,
and the best pose with the lowest binding energy was selected. Complexes of 3CLpro

with PF-07321335, α-ketoamide, lopinavir, and ritonavir were analyzed and saved for
MD simulations.

5.3. Building the Ligand Topology

Prior to MD simulations, the ligand topology was generated on the CHARMM general
force field (CGenFF) server (University of Maryland, Baltimore, MD, USA) [50]. Ligands,
along with their 3D coordinates, were extracted from their respective complexes and saved
in mol2 file format, and all hydrogens were added. The mol2 file was uploaded to the
CGenFF server, which generated a CHARMM-compatible stream file comprising ligand
information, such as atom types, charges, and bond parameters. A Python script was
executed to convert the stream files into Gromacs-compatible [51,52] files. These files were
used for the MD simulations.

5.4. MD Simulations of Complexes

The dataset for MD simulations contained apo-3CLpro and four 3CLpro complexes.
All five MD simulations were carried out using the Gromacs (University of Groningen,
Groningen, Netherlands) software for 100 ns each, and the CHARMM36 forcefield [53]
was applied to the systems. Periodic boundary conditions were used, and the protein was
placed inside a 10 Å cubic box. For solvation of the system, the TIP3P water model [54]
was used, and an appropriate amount of counterions was added to neutralize the sys-
tem. The solvated electroneutral system was subjected to energy minimization by the
steepest-descent algorithm, followed by temperature and pressure equilibration steps.
The production run was carried out for 100 ns in each system, and data analysis was
performed by means of Gromacs built-in tools, MOE, and PyMOL (Schrödinger, LLC.
DeLano Scientific, San Francisco, CA, USA) [55,56].

5.5. Binding-Free-Energy Calculation

The molecular mechanics Poisson–Boltzmann surface area (MMPBSA) method was
used to compute the binding free energy of all complexes. A thousand frames were
extracted from each 100 ns simulation trajectory by means of the gmx trjconv utility of
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Gromacs. The extracted frames were used for free-binding-energy calculation with the
help of the g_mmpbsa tool [44]. The total binding free energy (ΔGbinding) was calculated as

ΔGbinding = ΔGcomplex − (ΔGprotein + ΔGligand)

where Gcomplex is the average free energy of the complex, and Gprotein and Gligand are the
average energy values of the protein and ligand.
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Abstract: The spreading of antibiotic-resistant bacteria strains is one of the most serious problem in
medicine to struggle nowadays. This triggered the development of alternative antimicrobial agents
in recent years. One of such group is Gemini surfactants which are massively synthesised in various
structural configurations to obtain the most effective antibacterial properties. Unfortunately, the
comparison of antimicrobial effectiveness among different types of Gemini agents is unfeasible since
various protocols for the determination of Minimum Inhibitory Concentration are used. In this
work, we proposed alternative, computational, approach for such comparison. We designed a
comprehensive database of 250 Gemini surfactants. Description of structure parameters, for instance
spacer type and length, are included in the database. We parametrised modelled molecules to
obtain force fields for the entire Gemini database. This was used to conduct in silico studies using
the molecular dynamics to investigate the incorporation of these agents into model E. coli inner
membrane system. We evaluated the effect of Gemini surfactants on structural, stress and mechanical
parameters of the membrane after the agent incorporation. This enabled us to select four most likely
membrane properties that could correspond to Gemini’s antimicrobial effect. Based on our results
we selected several types of Gemini spacers which could demonstrate a particularly strong effect on
the bacterial membranes.

Keywords: gemini; molecular dynamics; force field; parametrisation; antimicrobial; membranes

1. Introduction

Antimicrobial resistance against available antibiotics has been acknowledged as one
of the most serious problems in medicine nowadays. This resulted in a surge of new
research works related to the synthesis of novel compounds that could serve as a potential
modern-generation groups of antimicrobial particles. One of these groups are Gemini
surfactants (initially referred to as bis-surfactants), which are heavily reported for their
antimicrobial effect [1]. In recent years, Gemini surfactants have been heavily addressed
in the world of science. Over the past five years, more than 130 articles dealing with the
subject of Gemini surfactants have been published, among which researchers determined
the methods of synthesis of new compounds, their physicochemical properties and even
their potential use or application.

Gemini surfactants have unique structural properties. They consist of two amphiphilic
groups connected by a spacer at the head level, which can be both hydrophilic and hy-
drophobic [2,3]. They have at least two hydrophobic chains and two ionic or polar groups.
There is a great variety in their structure e.g., short and long methylene groups can be used
as a linker, stiff (stilbene), polar (polyether) and nonpolar (aliphatic) groups can be used
as a linker [2,3]. The ionic group can be positive (ammonium) or negative (phosphorus,

Int. J. Mol. Sci. 2021, 22, 10939. https://doi.org/10.3390/ijms222010939 https://www.mdpi.com/journal/ijms

149



Int. J. Mol. Sci. 2021, 22, 10939

sulfur, carboxylase), while the polar non-ionic groups can be polyether or sugar. Most
Gemini surfactants have a symmetrical structure with two identical polar groups and two
identical chains (but there are also Gemini that are asymmetrical or with three polar groups
or chains) [4]. A universal scheme of Gemini is presented in Figure 1.

Figure 1. General scheme of Gemini structure classification presented on QAS-type spacer Gemini
molecule.

A major part of synthesised Gemini surfactants has performed exquisite antibacterial
properties against both Gram-positive and Gram-negative bacteria [5–7]. The most common
antibacterial particles of this group are based on quaternary ammonium salts (QAS). Such
salts prevent the development of bacteria and fungi; therefore, they are used on a large
scale for cleaning, maintenance and disinfection. There were several attempts to evaluate
the effectiveness of antibacterial activity of Gemini surfactants. However, these are usually
limited to the compound structure—it is directly associated with the type and length of
spacer in the molecule and/or the length of hydrophobic chains [8–10]. Numerous scientists
proved that number of carbon atoms is correlated with the antimicrobial activity [11,12].
It has been established that a greater number of carbons in the molecule’s structure increases
its antibacterial activity, and the presence of 12 carbon atoms cause the greatest antibacterial
response. It was proposed that the shorter chains might not interact with the hydrophobic
region of the bilayer as smoothly and immediately as the longer ones [13]. However, very
long tails might curve and twist disqualifying the interactions with negatively charged
membrane surfaces by covering cationic head groups. Although it is believed that the
major element in the surfactant antimicrobial properties is connected to the hydrophobic
chain. It was confirmed that the head group type and structure are also essential factors of
biological activity as in the case of QAS molecules [14]. Moreover, Moran et al. revealed
that the structure of the hydrophilic core also plays an important role in antimicrobial
effects [15,16].

Nevertheless, as mentioned earlier, all works focus only on the structural differences
of Gemini surfactants. Furthermore, the conclusions are usually limited to one subgroup of
Gemini compounds, hence when analysed more globally, are often mutually contradictory.
The reported antimicrobial activity is based on minimum inhibitory concentration (MIC),
which strongly depends on the protocol used [17]. The studies reporting the interactions
and the effect of Gemini on membranes—with particular emphasis on their properties
and potential rupture—are scarce in the literature. There are only available few studies
on commercially available Gemini surfactants such as octenidine (OCT) [18–20]. This is
quite surprising as membrane destruction was emphasised as one of the potential targets
for antimicrobial effect [21,22]. To this end, in our work we have focused on systematic
theoretical studies of Gemini agents. Specifically, we have reviewed available literature and
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recreated the structure of the synthesised Gemini particle groups. This was followed by
the classification of molecules into subgroups and the parametrisation of the compounds
to create force fields for molecular dynamics studies. As a result, we obtained 250 valid
force fields of Gemini class surfactants. Finally, we have selected valid representatives
of the subgroups and investigated their interaction with lipid membranes. The selection
of representatives was partially determined by the conclusions of structural studies. We
ended with 25 selected particles used in molecular dynamics studies. The model mem-
brane system was based on the inner membrane of E. coli. In this work we report the
theoretical effect of Gemini class surfactants on properties and behaviour of the membrane.
Additionally, the incorporation and behaviour of the molecules were also assessed. Based
on our systematic characterisation of membrane system, we selected four parameters that
were strongly affected by Gemini agents’ incorporation. Those were: area compressibil-
ity, bending rigidity, lateral diffusion coefficient and surface tension. This selection of
impactful parameters allowed us to make a preliminary selection of Gemini molecules
groups that could show strong antimicrobial effect from those analysed. This work could
provide a means for more detailed studies of Gemini class surfactants and their interaction
with lipid membrane models. Such systematic computational analysis provides in silico
method to select, from the group of molecules, the ones that are most likely candidates for
antimicrobial compounds. It can result in decreasing the amount of expensive synthesis
work, which can restrain this type of studies. In a further perspective, it could help in
initial scanning of the molecules and facilitate comparison between different MIC studies
to determine valid candidates for next-generation antimicrobial substances.

2. Results and Discussion

2.1. Parametrisation

Variety of different Gemini type molecules are synthesised and characterised every
year in various literature reports. However, usually their antimicrobial effectiveness is
described by a single MIC experiment using various protocols and bacteria families, af-
ter which they are left forgotten. Perhaps the new antimicrobial agents, more effective
than currently available, have been already synthesised. Due to the shortcomings of the
MIC experiments and the inability of systematic comparison it could be impossible to
use them. Furthermore, these molecules have a specific biophysical effect on membranes,
although are rarely used in molecular dynamic studies due to the missing of an appropri-
ate parametrisation. To this end, we have collected the structures of synthesised Gemini
molecules from a significant number of recent literature reports [1,3,7,10,23–49]. Using
SCIGRESS software, these structures were designed and preliminarily optimised in the
water solvent. It was followed by their equilibration and determination of the Hessian
matrix was carried out using Gaussian software. Finally, data from both geometry and a
Hessian matrix were used for parametrisation of modelled particles and the force fields
creation. This approach was successfully used beforehand to create force fields for various
particles [18,50,51]. In Supporting Materials (SM) we have delivered the detailed base of
modelled 250 particles (see Microsoft Excel datasheet) with optimised force fields (see
included zip file). Force fields are ready-to-use in NAMD software however, a detailed
description on how to prepare them for GROMACS users was also included. Molecules
were divided into groups based on the origin of the spacer. Each molecule is characterised
by the molecular scheme, segment name, spacer formula, length of the spacer, length and
formula of chain components and the presence of organic salt. Additionally, based on
the modelled molecule structure, partition coefficient (logP) and critical micelle concen-
tration (CMC) were determined. Several molecules were presented as a preview in Table
1 while the total selection is included in Table S1. The theoretical value of logP could be
useful for molecule selection as it can indicate whether the molecule incorporates into the
membrane in the first place. On the other hand, CMC value may suggest the aggregation
behaviour of investigated agents. However, it should be noted that the algorithm is based
on phenomenological values hence CMC should be only considered as an approximation.
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2.2. Membrane Characterisation

As previously stated, Gemini molecules are well-known for their antimicrobial ac-
tivity. It was considered by Epand et al. [21] as well as shown in the OCT studies, that
this effect is related to membrane disruption [18]. The effect of those Gemini molecules
on the membrane properties was assessed to determine the properties that most likely
correspond to the antimicrobial effect. A number of molecules were selected to investigate
the effect of Gemini particles on membrane’s behaviour. Specifically, at least one molecule
from each group was selected. Since in several works [52–56] it was reported that strongest
antimicrobial effect was observed for Gemini agents with chain length equal to 12 carbon
atoms, such condition was adapted during molecule selection from the group. All of the
investigated molecules, except diGalactose (dGl), were incorporated into the membrane
during the simulation time. The dGl molecule fluctuated over the bilayer surface, maintain-
ing a 30 ± 4 Å distance from phosphorous atoms in lipid heads. The explanation of a lack
of incorporation for dGl most likely lies in the negative logP of the molecule. A detailed
location of system components such as lipid fragments or Gemini molecules has been
presented in the partial density chart in Figure S1–S5 in SM. Selected screenshots of the
systems with anchored molecules are presented in Figure 2. The membrane composition
was selected in such a way to most accurately reflect the inner membrane of E. coli [21,57].

Figure 2. Selected screenshots of the systems with incorporated molecules, (A) Ole, (B) tQS, (C) hQS.

Membrane with incorporated Gemini molecules was thoroughly analysed to deter-
mine its properties such as area per lipid, membrane thickness, interdigitation, penetration
depth, lateral diffusion, bending and tilt rigidities, area compressibility and surface tension.
From such set of parameters four most likely candidates were chosen that could corre-
spond to the antimicrobial effect. Those are membrane compressibility, bending rigidity,
lateral diffusion and surface tension. The detailed characterisation of Gemini effect on the
membrane, including all of the investigated parameters, is presented in SM Table S2. In this
work, we additionally simulated the OCT molecule and we used it as a positive control.
We assume that the effect on the membrane of these commercially available molecules
could serve as a guidepost regarding desirable changes in selected properties. Since other
molecules might indicate a much different mode of action therefore in our selection, we
took into account the possible different mechanisms. Such a mechanism could induce a
different magnitude of parameter change. As a result, we were also considering, in our
selections, the extremum parameter changes, not only guided by the tendencies given by
the effect of OCT. Concerning our analysis, we selected the four most changeable bilayer
parameters reflecting membrane-agent interaction and potential antimicrobial activity. We
deliver a total set of parameters in SM Table S2. The rest of the determined parameters
were not selected due to insignificant differences between the analysed systems. Mem-
brane thickness was, in general, determined to be between 39 and 41 Å. The difference
of 2 Å between extreme particles with uncertainty equal to 1 Å was enough to exclude
this parameter as an influential one. Similarly, tilt bending ranged from 9.9 up to 10.9 fold
KbT with an uncertainty of 0.3 fold KbT. For APL, when the leaflet in which the Gemini
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agent incorporated is analysed, the values range between 58 and 62 Å2. Only two cases are
extreme, which are 67.0 ± 3.3 Å2 for aryl bispiridine (Ary) and 64.8 ± 2.7 Å2 for glucose
(Glu). Interestingly, both of those spacers were highlighted as possible antimicrobial based
on analysis of other significant parameters.

The area compressibility is one of the most robust parameters in our dataset, hence
we predict that it may be an adequate property reflecting antimicrobial effect on the
membrane. This mechanical parameter quantifies the energetic cost associated with the
membrane’s area stretching and/or compressing. For high values of area compressibility,
the membrane is resistant to external pressure. For low values the membrane loses its
resistivity. Both cases can result in inability of proper cell function. The determined values
of area compressibility of bilayers with incorporated Gemini molecules are presented
in Figure 3. The area compressibility of positive control—membrane with incorporated
OCT—is almost seven times higher than in the case of the model membrane. Interestingly,
membrane area compressibility with incorporated Adamantane (Adm) is higher than in
the case of positive control. Four other molecules from the ester (Est), higher quaternary
ammonium salt (hQAS), oligomeric QAS (o-QAS) and pyridine (Pyr) group also induced
significant growth in the area compressibility. Furthermore, two Gemini molecules had
a decreasing effect on the area compressibility of the membrane. Specifically, those from
Saccharide (Sch) and Alkyl Bispyridinamine (Alk) group.

Figure 3. Determined values of compressibility (KA) for membrane system with incorporated Gemini molecules.

In our previous work we highlighted that mechanical parameter such as bending
rigidity play an important role in OCT mode of action [18]. To this end we selected this
parameter as a likely and promising candidate that correspond to antimicrobial activity.
Briefly, bending rigidity quantifies the energetic cost associated with the membrane bending.
The determined values of bending rigidity of membranes with incorporated Gemini agents
are presented in Figure 4. First, the difference between pure membrane and the positive
control is not statistically significant. To our knowledge, the OCT effect on bending rigidity
is closely related to the aggregation properties rather than the effect of a single molecule
action [18]. Nevertheless, several Gemini molecules significantly affected the bending
behaviour of membranes. Considering OCT as a positive control we found the activity of
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several agents such as ionic (Ion), alginine (Alg), Pyr, butene (But) and glucose (Glu) as not
statistically significant, hence similar to OCT. If, however, the strongest difference between
pure membrane is considered, aryl bispiridine (Ary), imino (Imo), oQAS, gluconamid (Glc)
were the most active candidates.

 

Figure 4. Calculated values of bending rigidity for membrane systems with incorporated Gemini molecules.

Lateral diffusion is a property that defines the mobility of lipid molecules in the mem-
brane plane. Changes in lateral diffusion of the lipids could result in changes of movement
of proteins, which can affect the activity of transporters and channel proteins [58]. Such an
effect on proteins could significantly impede the functioning of microbe cells and corre-
spond to antimicrobial effect of Gemini molecules. Although this dependency is not strictly
related to the Gemini’s destructive effect on the membrane, it also should be considered as
a factor. The values of lateral diffusion of lipid molecules are presented in Figure 5. Our
positive control indicates that decreasing effect on lateral diffusion should be desirable
however, the antimicrobial effect of OCT is based on membrane disruption and cannot
be considered as a factor in this case. Results obtained for model membrane are in strong
agreement with the GUVs E. coli mimicking studies, i.e., experimental diffusion coefficient
equals D = 6.09 μm2/s [59]. Interestingly, different antimicrobial agent-thymol induced
growth in lipids mobility, supporting the agent translocation [59]. To this end we selected
three lowest and three highest values of lateral diffusion for selected agents that influence
this membrane property. Gemini molecules that strongly increased the lateral diffusion of
lipids on membranes were But, imidazolium (Imi) and Pyr. On the other hand, Gemini
molecules that strongly decreased the lateral diffusion were o-QAS, Imo and Glu.

Finally, the surface tension was determined for membranes with incorporated Gemini
agents. Briefly, surface tension is defined as a cohesive force that keeps the cell membrane
intact. Hence, its fluctuations may be very informative and extremely important for the
determination of the antimicrobial mode of action based on the membrane disruption.
Values of the membrane surface tension influenced by Gemini detergents are presented in
Figure 6. The surface tension of membrane treated with OCT was twice as high than in the
model membrane’s case. Interestingly, a significant number of investigated molecules had
much stronger effect on membrane surface tension compared to the positive control. Three
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groups with the highest surface tension fluctuations were Ary, Aza and Alk. Additionally,
the activity of several molecules such as hQS, Imo and Pyr led to decreased membrane
tension. This should also be considered as change that could result in antimicrobial effect.
Pure membrane exhibited natively certain surface tension hence, any strong deviation from
this value could result in disruption of biological processes on the membrane.

 

Figure 5. Determined values of lateral diffusion (2D) for membrane systems with incorporated Gemini molecules.

Taking into account our results oQAS, Pyr, Imo groups from the Gemini family may
exhibit strong antimicrobial effects. These molecules act as prominent candidates since
three from four selected membrane parameters were significantly affected. Wang et al. in
their experimental work [60] reported that presence of oxygen atom in oQAS spacer chain
introduces higher flexibility and reduction of coulombic repulsion allows long side alkyl
chain to tighter aggregation. This stays in line with our results since the oQAS molecules
deeply penetrate the bilayer affecting membrane diffusion and mechanical properties.
Moreover, Wettig et al. [61] highlighted unique transfection properties of Imo compared to
other synthesised molecules since additional flexibility from extra methylene unit between
nitrogen centres and readily protonated imino group is present. In our opinion, given
molecule properties may influence the membrane resulting in limited tension and diffusion.
Interestingly, both oQAS and Imo agents have similarities in structures (latter has additional
nitrogen and methylene units in the spacer region) and induce comparable change in the
membrane’s properties. Similarly, Quagliotto et al. [31] in the experimental work reported
that increased Pyr concentration reduced the surface tension. This is in accordance with
our theoretical approach where we observed significant limitations in membrane surface
tension. Other vital candidates, that were selected based on two from four parameters,
are Ary, Glu, hQAS and Alk. In the experimental work, Bailey et al. [1] concluded that
Ary and Alk agents showed antimicrobial effectiveness, according to MIC. However, the
latter showed weaker activity when compared to Ary. The authors emphasised that in
the case of alkyl series the most effective agents are those with 22 up to 30 carbon atoms
in the molecule. These could influence the character of membrane–molecule interactions
and thus result in the fluctuation of membrane parameters. Our results also highlighted
hQAS, which may be associated with molecule rigid spacer and three-charged headgroup
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indicating affinity to negative membranes [24]. Finally, Kumar et al. [38] reported that Glu
shows excellent surface-active properties and low cytotoxicity, which stay in agreement
with our findings based on membrane parameters variation. This selection was presented in
Table 2. Despite suggested membrane thinning in reported experimental works we did not
observe significant occurrence nor changes in acyl chain interdigitation in our studies (see
Table S2) [62,63]. Moreover, in a significant part of analysed molecules, we observed their
preferential localisation in the carbonyl-glycerol region. This was influenced by neither how
long the alkyl chain nor the spacer were (see Figure S1–S5). Nevertheless, experimental
comparison studies using uniformed protocol are required to confirm whether selected
parameters directly correspond to the discussed antimicrobial effect.

Figure 6. Surface tension, which was determined for membrane systems after the incorporation of investigated Gemini
molecules.

Table 2. Selected potential antimicrobial candidates from each parameter group. It is suggested to compare those in
experimental studies. Frequently appearing molecules were bolded to emphasise their repetition between different
parameters consideration.

Compressibility KA

[mN/m]
Bending Rigidity

[fold KBT]
Lateral Diffusion

[μm2/s]
Surface Tension

[mN/m]

o-QAS o-QAS o-QAS Aza
Pyr Ion Pyr Pyr

Adm Imo Imo Imo

Est But But

Sch Ary Imi Ary

Glu Glu

hQAS Alg hQAS

Alk Glc Alk
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3. Materials and Methods

3.1. Molecule Parametrisation

Quantum level calculations were performed using the Gaussian 2016 software pack-
age [64]. The equilibrium geometry of investigated Gemini molecules was calculated using
density functional theory (DFT) (B3LYP)/6-31++G (d) level of theory; first with Loose Self
Consistent Field (SCF) procedure, then with Tight. The solvent effect was taken into consid-
eration using the integral equation formalism of the polarisable continuum model IEFPCM.
Temperature was set to 300 K. Supplementary analysis based on the construction of the Hes-
sian matrix (the matrix of second derivatives of the energy with respect to geometry) was
also performed for further use in the force field parameterisation. The specific geometric
and electronic data, such as bond lengths, angles, dihedrals and charge distribution were
extracted from a Hessian matrix. The charge distribution was determined from the RESP
charge calculations as being the most adapted to reproduce the molecular behaviour with
the subsequently used CHARMM force field. For logP determination, the octanol/water
partitioning coefficient was calculated using SCIGRESS software (SCIGRESS, Molecular
modeling software, FQS Poland, ver. FJ-3.3.3). For CMC determination, the algorithm
proposed by Mozrzymas was used [65]. It is based on phenomenological values and
second-order connectivity index, that was determined using SCIGRESS software. Molecule
schemes were prepared using MoleculeSketch (v. 2.2.3).

3.2. Molecular Dynamics Simulations

The all-atom models of the membranes were generated using CHARMM-GUI mem-
brane builder [66]. The bacterial membrane model consisted of 80% PYPE, 15% PYPG,
5% PVCL2 [21,57]. The lipid bilayer was solvated with TIP3P water molecules (100 water
molecules per lipid) and 240 mM NaCl were added based on literature data [67].

MD simulations were performed using the GROMACS (version 2020.4) package with
the CHARMM36 force field [68,69]. Membrane systems were first minimised with the
steepest descent algorithm for energy minimisation. Further calculations were carried
out in the NPT ensemble (constant Number of particles, Pressure and Temperature) with
Berendsen thermostat and barostat using semi-isotropic coupling at T = 303.15 K with time
constant τ = 1 ps and p = 1 bar with τ = 5 ps. The primary part of the NPT calculations
was performed using the leap-frog integrator with a 1 fs timestep. Afterwards, for the
further NPT ensemble at T = 303.15 K, τ = 1 ps and p = 1 bar, τ = 5 ps, a Nose-Hoover
thermostat [70] and Parrinello-Rahman barostat [71] were used. The second part of long-
run production was carried out for 500 ns using the leap-frog integrator. Chemical bonds
between hydrogen and heavy atoms were constrained to their equilibrium values with the
LINCS algorithm, while long-range electrostatic forces were evaluated using the particle
mesh Ewald (PME) method [72] with the integration timestep of 2 fs. Based on simulated
pure membranes, the behaviour of Gemini surfactants was investigated. Molecules were
placed on average 2.5 nm above the membrane leaflet and the same MD procedure was
employed. For visualisation purpose, Visual Molecular Dynamics (VMD) was used [73].

3.3. Membrane System Characteristics

Membrane Thickness and Area per Lipid. Both area per lipid and membrane thick-
ness were determined using self-made MATLAB scripts (Matlab R2019a). Briefly, for each
leaflet Z-position on all phosphorus atoms were averaged, and distance between average
Z-positions between each of leaflets was calculated for each frame. The final membrane
thickness value is an average over analysed trajectory. Similarly, for each frame position of
phosphorus atoms (or Gemini atom on the Z-level corresponding to phosphorus atoms)
each leaflet was subjected to Voronoi tessellation. The average area for all lipid molecules
was calculated for each leaflet and frame and was averaged over the analysed trajectory.

Bending rigidity and Tilt rigidity. Both bending rigidity and tilt rigidities were
determined using self-made MATLAB scripts that were based on the works of Doktorova
et al. [74]. Briefly, a probability distribution for both tilt and splay are determined for all
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lipids over all analysed time steps. Tilt is defined as an angle between the lipid director
(vector between lipid head–midpoint between C2 and P atoms–and lipid tail–midpoint
between 16th carbon atoms) and bilayer normal. Lipid splay Sr is defined as divergence of
an angle formed by the directors of neighbouring lipids providing that they are weakly
correlated.

Compressibility. Compressibility was determined using self-made MATLAB scripts
based on the work of Doktorova et al. [75]. Briefly, a real-space analysis of local thickness
fluctuations is sampled from the simulations for carbon atoms. This is followed by determi-
nation of reference surface and calculation of potential mean force from fluctuations from
whole analysed trajectory to determine compressibility for given leaflet.

Lateral Diffusion Coefficient. The diffusion coefficient from the 2D mean square
displacement (MSD) equation was calculated Diffusion Coefficient Tool [76] from the slope
of the MSD curve through Einstein’s relation. This relation is presented in Equation (1),
where M (t) is the MSD at a range of lag time tau and E represents the dimensionality
(XY). For the computation accuracy, only phosphorous atoms (in the range of 20 Å from
surfactant) of all lipids were considered.

D(τ) =
M(τ)

2Eτ
(1)

Interdigitation. For all provided systems the fluctuation of lipid interdigitation was
determined using MEMBPLUGIN available in VMD software [77]. It is given in length
units and reflects the interdigitation between opposite leaflets in the system—unless no
interdigitation occurs it is equal to zero.

Penetration Depth. The depth of surfactant penetration was measured with respect
to the membrane centre. From the last 50 ns of the trajectory the positions of the deepest
placed carbon atoms on each alkyl chain were taken and evaluated with respect to the
distance between phosphorous atoms divided by two, which represent the membrane
centre.

Surface tension. The surface tension of membranes with anchored Gemini surfactants
was computed using gmx energy function build-in GROMACS software using pressure
tensor (Pxx, Pyy, Pzz values according to the Irving-Kirkwood method [78–80] and Equa-
tion (2), where L is the length of the simulation box in z dimension and represents an
ensemble average given from gmx energy.

γ =
L
2
〈Pzz − Pxx + Pyy

2
〉 (2)

Significance test. Significance tests were performed using OriginLab OriginPro 9.0
software. Specifically, one-way ANOVA was performed and was supplemented with
post-hoc Tukey test to determine significance between individual populations.

4. Conclusions

In this work, we optimised and parametrised 250 Gemini molecules. We described
each of those molecules with theoretical values of logP and log (CMC) as well as provided
a detailed description of those molecules in the attached spreadsheet. Additionally, we
included those parametrised force fields in SM for future simulation studies. This may
be remarkably helpful in further antimicrobial action studies, as a significant number
of Gemini cationic molecules with various spacers were modelled and parametrised.
Such systematic summarisation may be extensively used not only for theoretical studies
but also for experimental ones with the aim to deliver comprehensive knowledge and
molecular mechanism of surfactant effectiveness. Furthermore, we selected 25 molecules
from various groups and simulated their behaviour in systems with membrane mimicking
the inner membrane of E. coli. This detailed characterisation of parameters allowed us to
extract four types of parameters—area compressibility, bending rigidity, lateral diffusion
coefficient and membrane surface tension—that could correspond to the antimicrobial
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effect of those molecules. Based on our preliminary screening we concluded that the
type of Gemini molecules that could exhibit strong antimicrobial effects are oQAS, Pyr,
Imo. Additionally, other possible candidates are Ary, Glu, hQAS and Alk. In this work
we proposed and deliver a uniform theoretical approach to compare Gemini surfactant
effectiveness. Nevertheless, this systematic approach should be confirmed experimentally
to provide solid biological relevance.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ijms222010939/s1: (1) Gemini molecules database (.xls). (2) Complete force-fields for Gemini
molecules from the database (.zip). (3) Supporting materials (.docx) including system density profiles
of investigated agents, table with membrane system characterisation and instruction for NAMD FF
to GROMACS FF conversion.
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Abstract: In this work, we study a chemical method to transfer water molecules from a nanoscale
compartment to another initially empty compartment through a nanochannel. Without any external
force, water molecules do not spontaneously move to the empty compartment because of the energy
barrier for breaking water hydrogen bonds in the transport process and the attraction between
water molecules and the compartment walls. To overcome the energy barrier, we put osmolytes
into the empty compartment, and to remove the attraction, we weaken the compartment-water
interaction. This allows water molecules to spontaneously move to the empty compartment. We find
that the initiation and time-transient behavior of water transport depend on the properties of the
osmolytes specified by their number and the strength of their interaction with water. Interestingly,
when osmolytes strongly interact with water molecules, transport immediately starts and continues
until all water molecules are transferred to the initially empty compartment. However, when the
osmolyte interaction strength is intermediate, transport initiates stochastically, depending on the
number of osmolytes. Surprisingly, because of strong water-water interactions, osmosis-driven water
transport through a nanochannel is similar to pulling a string at a constant speed. Our study helps us
understand what minimal conditions are needed for complete transfer of water molecules to another
compartment through a nanochannel, which may be of general concern in many fields involving
molecular transfer.

Keywords: molecular dynamics simulation; osmosis; water transport; nanochannel; carbon nanotube;
graphene; osmolyte; compartment

1. Introduction

Water molecules are polar molecules that strongly interact with each other, and they form a
hydrogen network, whereas nonpolar molecules do not have such a strong interaction. This difference
in the intermolecular interaction strength can be manifested in their physical states and transport
behavior. For example, under ambient conditions, water molecules are in the liquid state but their
corresponding nonpolar molecules, which are artificial molecules made from water molecules by
removing electric charges, show gaseous behavior [1]. Thus, in this case, when we transfer molecules
from one compartment to another compartment, water molecules do not spontaneously move to the
other compartment without any external forces, while nonpolar molecules can move via diffusion.
In particular, for the latter case, we intensively studied the nonequilibrium transport behavior of
nonpolar molecules driven by diffusion and osmotic pressure, and the equilibrium states, using
molecular dynamics (MD) simulations [1]. However, such detailed research on nonequilibrium water
transport has not been performed. Therefore, here, to study the case of water, we use the same system
that we employed in our previous work for nonpolar molecules [1] but use water molecules instead of
nonpolar molecules.
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Not only is water transport interesting in terms of the need to better understand the fundamental
nature of molecular transport for strongly interacting molecules, but also, it is of concern in natural
and engineering systems involving water transport. One example of a natural system is that in a cell,
water transport occurs to regulate osmolality through aquaporins [2–4]. Another example in water
engineering is water transport in reverse osmosis to obtain pure water, where water passes through a
membrane with carbon nanotubes under high pressure [5]. In these examples, water moves from one
location to another. Therefore, understanding the mechanisms by which water moves is essential in
controlling water flow in real cases as well as advancing our knowledge.

Why do water molecules move? To properly address this question, specifically, let us assume
we have two nanoscale compartments connected by a nanochannel, in which one compartment is
filled with water and the other is empty. How can one transfer all the water molecules from the
filled compartment to the empty compartment? In principle, mass transfer, including water transport,
occurs when the chemical potential exhibits a spatial difference [6]; thus, the key idea is to create
a desirable chemical potential difference. In particular, for the transfer to the empty compartment,
one needs to lower the chemical potential in the empty compartment or raise the chemical potential
in the filled compartment. For this, one can use a chemical method to create osmotic pressure,
such as in aquaporins [4] and carbon nanotube membranes [7], by inserting osmolytes into the empty
compartment [1], or use a mechanical method to create a pressure difference, such as in reverse osmosis,
by applying external pressure [5,8–10]. In this work, we focus on the chemical method and discuss
what specific conditions are needed for our system to induce complete water transfer to the empty
compartment. We also address the kinetic characteristics during water transport, along with the
kinetically stable states.

This paper is organized as follows. In Section 2, we introduce our model systems to study the
water transport and explain the details of MD simulations. In Section 3, we investigate when water
transfer occurs by examining the number of osmolytes and their interaction strength with water
molecules. We also discuss the kinetically stable and equilibrium states appearing in the transfer due
to the osmolytes and the associated kinetic properties such as the waiting time and transition time
for the transport, order of the transition rate law, and transport rate. In Section 4, we summarize our
findings and the implications of our work.

2. Computational Models and Methods

To study the transport of water molecules from one place to another, we consider a simple system
that has two compartments connected by a carbon nanotube (CNT), which was used in our previous
work for the study of nonpolar molecule transport [1] (see Figure 1). In contrast to the previous
work, in this work, we include 884 water molecules instead of nonpolar molecules. To construct the
compartments and nanochannel, we use graphene plates whose x–y dimensions are 3.03 × 3.22 nm and
an armchair (6,6) CNT with a length of 4 nm. To connect the spaces in the compartments and the CNT,
we make small holes in the graphene plates next to the CNT. The gap created by the graphene plate and
the CNT in Figure 1a is too small for a water molecule to pass through. Figure 1a shows the associated
lengths along the z axis. To model the graphene plates and the CNT, we use the AMBER force field
with ε = 0.3598 kJ/mol and σ = 0.3400 nm for the 6–12 Lennard-Jones (LJ) parameters [11,12]. To model
water molecules, we employ TIP3P water [13]. The electrostatic interactions are calculated using the
particle-mesh Ewald (PME) method [14]. For LJ interactions, if not specified, the Lorentz-Berthelot
rule [15] is used for the LJ parameters, i.e., the sigma (σ) and epsilon (ε) parameters. In this study,
the cutoff distance for the electrostatic and LJ interactions is 1.4 nm.
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Figure 1. Simulation of water molecule transport from a compartment filled with water molecules
(Compartment 1) to another spacious compartment (Compartment 2) through a carbon nanotube
(CNT) in the presence of 50 osmolytes with ISWO = 10. Here, osmolytes are represented by blue
spheres. (a) Initial configuration of the system, in which all water molecules are in Compartment
1 (left), and a zoomed-in view around the boundary between Compartment 1 and the CNT (right),
where a molecular barricade, i.e., a six-carbon ring (violet), is located at a fixed position on the boundary.
From the zoomed-in view, a gap appears to exist between the CNT and the graphene with a hole
such that water might pass through it, but in reality, the gap is too small for water to pass through it.
Note that the blue lines indicate the periodic boundary of the system. (b) Configurations at 0 ns (left)
and 10 ns (center) from the 10 ns equilibration process in the presence of the barricade (violet), and the
configuration (right) in which the six-carbon ring has been removed after the equilibration process.
The last configuration is used for the simulation of water transport. (c) Numbers of water molecules in
Compartment 1 (black), the CNT (red), and Compartment 2 (green) during a transport process (left)
along with MD simulation snapshots at 0 and 500 ns (right).

To simulate water transport, we first prepare an initial state of the system in which the water
molecules are only in Compartment 1 and not in the CNT or Compartment 2. Then, using the
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GROMACS package [16], we perform two-step MD simulations with periodic boundary conditions
in all three spatial directions and a time step of 2.0 fs for equilibration (see Figure 1b) and transport
(see Figure 1c) processes. In the simulations, we fix the positions of the compartments and CNT using
the freeze group option of GROMACS [15], while water molecules are free to move. Before the water
molecules are allowed to move to the CNT and then to Compartment 2, for the equilibration process,
we run an NVT MD simulation for 10 ns at 300 K with a separator, i.e., a molecular barricade, composed
of a 6-carbon ring at the boundary between Compartment 1 and the CNT (see the violet hexagons
in Figure 1a,b). With the barricade, all water molecules remain in Compartment 1. More details of
the system can be found in our previous work [1]. Here, to maintain the temperature, we employ
the modified Berendsen algorithm named the V-rescale thermostat [17] with a coupling constant of
0.1 ps, which is implemented in GROMACS. During the simulation, the molecules are equilibrated in
Compartment 1. After 10 ns, for the transport process, we remove the barricade and run an NVT MD
simulation at 300 K to study the water transport between the two compartments.

To induce water transfer, we use a chemical force created by osmolytes. The osmolyte considered
here is a nanoparticle that cannot pass through the CNT and remains in the compartment it was
originally placed in. In the presence of osmolytes that interact with water molecules in Compartment 2,
the chemical potential in Compartment 2 is lower than that in Compartment 1. Therefore, theoretically,
if the chemical potential in Compartment 2 is sufficiently low, water transport to Compartment 2
occurs. To model osmolytes, in this work, we use the same osmolytes that we used in our previous
work [1]. The reference osmolyte is a larger-size AMBER carbon atom that has the same LJ epsilon (ε)
value as an AMBER carbon atom but a larger LJ sigma (σ) value (0.7 nm) than the AMBER carbon
atom (0.34 nm). In our previous work, we demonstrated that the value of 0.7 nm is too large for the
reference osmolyte to pass through the CNT while water molecules can, which implies that the CNT
can be regarded as a semipermeable membrane in osmosis.

Since the strength of the interaction between an osmolyte and a water molecule can significantly
affect the chemical potential of water in Compartment 2, we prepare various osmolytes by modifying
the ε value of the reference osmolyte for the LJ interaction between the oxygen atom of water (TIP3P
oxygen atom) and the osmolyte atom. Note that the ε value of the reference osmolyte is 0.47837 kJ/mol.
Specifically, we modify the strength by multiplying this reference value by a multiplication factor.
We call this multiplication factor the relative water-osmolyte interaction strength (ISWO). Note that
notation ISWO corresponds to notation ISMO in our previous work [1]. In this study, we consider
ISWO values of 0.1, 1 (reference), 5, 10, 20 and 50. Figure 1 shows one example of systems containing
50 osmolytes with ISWO = 10.

To analyze the transfer of water molecules from the water-filled compartment to the water-empty
compartment, we calculate the numbers of water molecules residing in Compartment 1 (N1), the CNT
(NCNT) and Compartment 2 (N2). One example is shown in Figure 1c. As water transport occurs,
N1 decreases while N2 increases. N1 and N2 show opposite time-transient behaviors, which indicates
that the plots of N1 and NCNT are sufficient to completely determine N2. Note that N1 +NCNT +N2 = 884
and NCNT << N1, N2 since only a small number of water molecules can occupy the CNT. In this paper,
all figures, including Figure 1, are prepared using the VMD [18] (http://www.ks.uiuc.edu/Research/vmd/;
University of Illinois at Urbana-Champaign, Urbana, IL, USA) and xmgrace (http://plasma-gate.
weizmann.ac.il/Grace/) programs.

3. Results and Discussion

3.1. Necessary Conditions for Water Transport

3.1.1. General Thermodynamic Considerations

In general, for water transport from Compartment 1 to Compartment 2 to occur, thermodynamic
conditions must be created, where the chemical potential of water in Compartment 2 (μ2) is lower than
that in Compartment 1 (μ1), i.e., μ1 > μ2. This chemical difference induces mass transfer [6]. However,
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since the two compartments are not directly connected but are connected through a nanochannel,
i.e., a CNT, the CNT plays a role. Thus, we require more thermodynamic conditions related to the
CNT. In other words, for the transport of water molecules to Compartment 2, water molecules must
easily enter the CNT, which implies that the chemical potential of water in the CNT (μCNT) should be
less than μ1, i.e., μ1 > μCNT. Similarly, for water molecules to easily escape from the CNT and enter
Compartment 2, the condition μCNT > μ2 must be satisfied. Finally, these conditions can be summarized
into one inequality: μ1 > μCNT > μ2. Therefore, the key to the transfer of water from Compartment 1 to
Compartment 2 is that this inequality holds until all water molecules have moved to Compartment 2.
However, since the chemical potential difference decreases as water transport continues, the initial
difference should be sufficiently large; when more water molecules move to Compartment 2, the force
of osmolytes dragging water molecules from Compartment 1 to Compartment 2 is expected to be
reduced because of the increase in number of water molecules surrounding osmolytes in Compartment
2 (screening effect). In the next sections, starting from a reference model in our previous work [1],
we individually discuss the necessary conditions for water transport.

3.1.2. Transport of Water Molecules in the Absence of Osmolytes

As discussed in Section 3.1.1, our model system is based on the model system in our previous
work [1] used for the transport of weakly interacting molecules (or charge-removed water molecules).
In the previous work, we showed that even in the absence of osmolytes, transport from Compartment 1
to Compartment 2 occurs due to the entropic force (μ1 > μ2), and at equilibrium (μ1 = μ2), the number
of molecules in each compartment is proportional to the size of the compartment. For example,
when Compartment 1 and Compartment 2 have the same size, at equilibrium, the number of molecules
in Compartment 1 is the same as that in Compartment 2. To determine if we can observe the same
phenomena with water molecules, we use the model system used in our previous work, but we replace
charge-removed water molecules with water molecules.

The preparation and simulation of systems in the absence of osmolytes are basically the same as
those in the presence of osmolytes depicted in Figure 1. Figure 2a shows schematics of the equilibration
procedure before a production run. After the 10 ns equilibration, we prepare the initial configuration
for the production run and run a 500 ns NVT MD simulation. To determine if transport occurs,
we calculate the numbers of water molecules in Compartment 1, the CNT, and Compartment 2 and
plot them as functions of time in Figure 2b. The results indicate that transport does not occur, as the
number of molecules in Compartment 2 is essentially zero (see the inset of Figure 2b). Apparently,
the strong interactions between water molecules prohibit water molecules in Compartment 1 from
moving to Compartment 2 because in the absence of such interactions, almost half of the molecules
spontaneously move to Compartment 2, as we observed in our previous work [1]. In other words,
to initiate water transport, some water molecules in Compartment 1 should dissociate from a group
of molecules in Compartment 1 and then transfer to Compartment 2, but since the molecules tend
to associate with other water molecules, they tend to remain in Compartment 1, which means that
μ1 < μ2. Therefore, in contrast to the entropy-driven transport of charge-removed water, for water
transport, an external force must be used to satisfy μ1 > μ2. In this work, as an external force, we use
an osmotic force created by osmolytes in Compartment 2, which will be discussed in Section 3.1.3.

Notably, the inset of the plot in Figure 2b shows that water molecules occupy the CNT, which occurs
because μ1 > μCNT [11]. Another interesting feature from the snapshots in Figure 2b is that a cavity is
formed in Compartment 1 and stably maintained, due to the attractive interaction between the wall of
the compartment and water molecules. Previously, the related hydrophilicity of graphene plates was
discussed [19]. One may think that this cavity is compatible with the water transport through the CNT,
but it can lead to early termination of the transport process before a majority of water molecules are
transferred to Compartment 2, which will be explained in Section 3.1.4.
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Removal of the barricade after 
10 ns equilibration process 
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Figure 2. Simulation of water molecule transport from a filled compartment (Compartment 1) to
another empty compartment (Compartment 2) through a carbon nanotube (CNT) in the absence of
osmolytes. (a) Configurations at 0 ns (left) and 10 ns (center) from a 10 ns equilibration process in
the presence of a molecular barricade (violet) at the boundary between Compartment 1 and the CNT,
and the configuration (right) in which the barricade has been removed, after the equilibration process.
The last configuration is used for the simulation of water molecule transport in the next process.
(b) Results of water transport simulation. Changes in the numbers of water molecules in Compartment
1 (black), the CNT (red), and Compartment 2 (green) during a 500 ns NVT simulation (left) along with
snapshots at 0 and 500 ns (right). The inset shows a zoomed-in view of the changes in the CNT and
Compartment 2.

3.1.3. Transport of Water Molecules in the Presence of Osmolytes

As discussed in Section 3.1.2, without osmolytes, the chemical potential of water in Compartment
2 is higher than that in Compartment 1: μ1 < μ2. Therefore, to create a transport-inducible environment
satisfying μ1 > μ2, we can place osmolytes in Compartment 2. A sufficient number of osmolytes and a
sufficient strength of the interaction with water molecules will induce water transport. To obtain a
general idea of the effect of osmolytes, we examine some representative cases with various numbers of
osmolytes (NO) and various strengths of the interaction (ISWO). The simulation results for these cases
are presented in Figure 3.
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Figure 3. Influence of osmolytes on water transport. (a) Numbers of water molecules in Compartment 1
(N1) and the CNT (NCNT) as functions of time for the cases with ISWO = 10 and NO = 10 (red), 25 (green),
50 (blue), 75 (violet), 100 (orange), and 125 (cyan), and their final configurations at 500 ns. (b) Numbers
of water molecules in Compartment 1 (N1) and the CNT (NCNT) as functions of time for the cases with
NO = 125 and ISWO = 0.1 (red), 1 (green), 5 (blue), 10 (violet), 20 (orange), and 50 (cyan).

In Figure 3a, we fix the value of ISWO as 10 and consider several values of NO: NO = 10, 25, 50,
75, 100, and 125. These specific values of NO are selected because they were used for the transport
study of charge-removed water molecules in our previous work [1], and it is necessary to use the same
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values in this work for the comparison to understand the effect of the interaction strength between
transported molecules, as will be discussed in Section 3.2.5. From the simulations, we observe water
transport for the cases of NO = 50, 75, 100, and 125. One may expect that as NO increases, more water
molecules would be transferred to Compartment 2, but surprisingly, we obtain a different result in that
the numbers of water molecules in Compartment 2 for the cases of NO = 50 and 75 are larger than those
for the cases of NO = 100 and 125. This is related to the cavity initially formed in Compartment 1 due
to the compartment-water interaction. During transport, the cavity readily breaks a group of water
molecules into two disconnected groups: one group is next to the lower graphene plate and CNT,
and the other group is next to the upper graphene plate. The water molecules in the former group
transfer to the CNT but the water molecules in the latter group remain in Compartment 1. Therefore,
the cases of NO = 100 and 125 have fewer transferred water molecules because the numbers of residual
water molecules in the latter group are greater than those in the cases of NO = 50 and 75.

In contrast to Figure 3a, in Figure 3b, we fix the value of NO as 125 and consider various values
of ISWO, ISWO = 0.1, 1, 5, 10, 20, and 50. These specific values of ISWO were used in our previous
work with charge-removed water molecules [1]. In this case, when ISWO = 10, 20, and 50, we observe
water transport to Compartment 2. However, because of the breakage due to the cavity during
transport, we also observe residual water molecules next to the upper graphene plate of Compartment
1, as shown in Figure 3a. Additionally, we note that because of the strong interaction with ISWO = 20
and 50, all water molecules in the CNT are transferred to Compartment 2, and thus, the CNT is empty;
presumably, in this case, μCNT >> μ2.

3.1.4. Transport of Water Molecules in Compartments that Weakly Interact with Water

From the discussion in Section 3.1.3, we clearly must remove the cavity in Compartment 1 to
transport more water molecules to Compartment 2. Since the cavity is created because of the attraction
between the compartment wall (normal graphene plates) and water molecules, one method to remove
the cavity is to weaken the compartment-water interaction. To implement this idea, we reduce the LJ
interaction between carbon atoms in the graphene plates and water molecules via the Lorentz-Berthelot
rule [15], while the interaction between carbon atoms in the CNT and water molecules remains the same
as in the original system. Specifically, we reduce the standard value of ε for carbon, i.e., 0.3598 kJ/mol,
by 10 times, so ε = 0.03598 kJ/mol. We expect that this reduction guarantees the condition μ1 > μCNT.
With this weak compartment-wall interaction, we perform MD simulations and examine extensive
cases with NO=10, 25, 50, 75, 100, and 125 and ISWO = 0.1, 1, 5, 10, 20 and 50 to find the necessary
osmolyte conditions for water transport. The simulation results are displayed in Figure 4, which is the
main figure of this work.

Before we study the effect of osmolytes for the new systems above, we run a simulation for the
system in the absence of osmolytes to understand the effect due solely to the weak interactions between
compartments and water molecules. The configurations in Figure 4a show that the weak interactions
remove the cavity in Compartment 1, and the water molecules in Compartment 1 are next to the lower
graphene plate, not the upper graphene plate. This occurs because in Compartment 1 the water-water
and water-CNT interactions are stronger than the reduced water-graphene interactions. Additionally,
because of the reduction in the compartment-water interaction, water molecules are less likely to move
from the CNT to Compartment 2, i.e., μCNT < μ2. Therefore, as shown in Figure 4a, water molecules
remain in Compartment 1 and the CNT; thus, in this case, osmolytes are required to induce water
transport to Compartment 2, as shown in Section 3.1.3.
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Figure 4. Simulation of water molecule transport in the systems composed of compartment walls that
weakly interact with water molecules in the (a) absence and (b) presence of osmolytes with NO = 10
(red), 25 (green), 50 (blue), 75 (violet), 100 (orange), and 125 (cyan) and ISWO = 0.1, 1, 5, 10, 20, and 50.
For each system, the numbers of water molecules in Compartment 1 (N1) and the CNT (NCNT) are
plotted as functions of time. The insets show the final configurations of systems at 200 ns. Note that for
all cases, the cavities in Figures 2 and 3 disappear.

When we place osmolytes in Compartment 2 and weaken the compartment-water interactions,
we observe complete or nearly complete water transport in some cases in the sense that all water
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molecules are removed from Compartment 1 and transferred to CNT or Compartment 2. In these
cases, the osmotic effect is significant. From Figure 4b, the cases showing (nearly) complete water
transfer are the cases with NO = 75, 100, and 125 for ISWO = 10, NO = 25, 50, 75, 100, and 125 for ISWO
= 20, and NO = 10, 25, 50, 75, 100, and 125 for ISWO = 50. One exceptional case is that with NO = 10
and ISWO = 20 in that only some of the water molecules in Compartment 1 are transferred, and some
residual water molecules remain in Compartment 1. Including this exceptional case, we later analyze
all the cases in terms of kinetically stable states.

Additionally, we consider the possibility of water transport between the compartments without
osmolytes. To address this possibility, it is the best to discuss with a free energy profile of system as a
function of N1 or N2, but it is generally challenging to obtain an accurate free energy profile, and it
requires a lot of computer resources. Therefore, to obtain a general idea of the shape of the free energy
profile, we prepare various systems, which represent intermediate states that can be observed in the
water transport, by preparing the initial configurations with N1 = 884, 829, 774, 663, 442, 221, 110,
55 and 0. Then, we perform the MD simulations to observe the time evolution of states. The simulation
results are summarized in Figure 5. Figure 5a indicates that the intermediate states go to either the
state where water molecules occupy only Compartment 1 and CNT (State A; the cases with N1 = 884,
829, 774, 663, and 442) or the state where they occupy only Compartment 2 and CNT (State B; the
cases with N1 = 221, 110, 55, and 0). The final configurations in Figure 5b clearly show that there are
only these two stable states. From Figure 5a, we also observe that initially when N1 > N2 or N2 > N1,
the initial state quickly goes to State A or State B, respectively. However, initially when N1 = N2, N1

is largely fluctuating before the state eventually goes to State A or State B; in fact, this fluctuation is
similar to the one observed when the two groups pull against each other at opposite ends of a rope
with similar strength in a tug of war. Based on the results in Figure 5, we expect that free energy profile
has the minima near N1 = 884 (State A) and 0 (State B) and a higher value (possibly the maximum) near
N1 = 442, the slope near the minima is relatively large, and the slope near N1 = 442 is small, which
enables a large fluctuation in N1. This shape of free energy profile implies that there is a free energy
barrier in the transition between stable States A and B. Thus, we need an external force such as osmotic
pressure to induce water transport. For charge-removed water molecules [1], the free energy profile is
expected to show the opposite behavior with the minimum near N1 = 442; therefore, it is interesting to
see how the free energy profile changes with the strength of interaction among transported molecules,
which will be a subject of future study.

3.2. Water Transport Analysis

3.2.1. Potential Energy Change

In Section 3.1.4, we observe water transport from the 200 ns simulations. Now, the following
question arises: what is the driving force for the water transport? Since this is an NVT simulation,
the appropriate free energy for the system is the Helmholtz free energy A = E− TS, where E, T, and
S are the internal energy, temperature, and entropy, respectively [6]. Therefore, to systematically
understand the Helmholtz free energy change ΔA, we can consider the energetic contribution related to
the first term E and the entropic contribution related to the second term TS. However, from Figures 2
and 3, we understand that the energetic contribution is dominant over the entropic contribution
because if the entropic change is dominant, water molecules should be transferred to Compartment
2 due to the translational entropy and the mixing entropy with osmolytes. Therefore, we focus on
the internal energy change ΔE, which is the sum of the potential energy change and kinetic energy
change. Furthermore, since we study the system under a constant temperature, we expect that the
change due to the kinetic energy is not significant. Thus, we expect that the potential energy change
is responsible for the water transport. We calculate the potential energy change to determine if the
change is correlated with the water transport, to explain the driving force for the transport.
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Figure 5. Transport simulation of water molecules in various systems of compartment walls that weakly
interact with water molecules in the absence of osmolytes. Various initial configurations with N1 = 884,
829, 774, 663, 442, 221, 110, 55 and 0 are prepared from the 10 ns equilibration process. (a) Numbers of
water molecules in Compartment 1 (N1) and the CNT (NCNT) as functions of time. The inset show the
plots for a time interval from 0 ns to 15 ns. (b) Initial and final configurations obtained from the 500 ns
MD simulations for various initial configurations with N1 = 884, 774, 442, 221, 55 and 0.

As shown in Figure 6, we calculate the potential energy change for the cases of ISWO = 10, 20,
and 50, where water transport is observed. In this calculation, for convenience, for each value of ISWO,
we set the average potential energy over the time interval between 100 ns and 200 ns for the NO = 10
case to zero. The potential energies for the other cases are calculated based on this reference. As we
expect, when water transport occurs, the potential energy change is significant and is highly correlated
with the change in N1, which implies that the potential energy change due to the mixing of water
molecules and osmolytes is the major driving force for water transport driven by osmosis.
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Figure 6. Changes in potential energy and in the number of water molecules in Compartment 1 (N1) as
functions of time for the cases of NO = 10, 25, 50, 75, 100, and 125 when (a) ISWO = 10 (b) ISWO = 20,
and (c) ISWO = 50.
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3.2.2. Kinetically Stable States

From Figure 4, we observe kinetically stable states in terms of the numbers of water molecules in
Compartment 1, the CNT and Compartment 2. Specifically, we find three main stable states, some of
which, we believe, are global equilibrium states. In other words, the initial state in which water
molecules are only in Compartment 1 transitions to one of three states: in one state, water occupies only
Compartment 1 and the CNT (State I); in another state, water occupies only the CNT and Compartment
2 (State II); and in the other state, water occupies only Compartment 2 (State III). Here, State I can be
considered a metastable state in the presence of osmolytes. Specifically, when we compare a separated
state in which water molecules are in Compartment 1 and osmolytes are in Compartment 2 (State I)
with a mixed state in which water molecules and osmolytes are in Compartment 2 (State II and State III),
the mixed state is more energetically favorable than State I because of the strong interaction between
water molecules and osmolytes. Therefore, the observation of State I is probably due to the kinetic
barrier for the transition to State II or State III. In Figure 4, the only exception to the above three states
is the stable state in the case of NO = 10 and ISWO = 20, in which water molecules exist in all regions.
We will discuss this state later, which we believe is another metastable state.

When the interaction between osmolytes and water molecules is weak, i.e., ISWO = 0.1, 1, and 5,
the systems reach State I, and transfer to Compartment 2 does not occur. Additionally, when the
interaction is intermediate, i.e., ISWO = 10, and the number of osmolytes is not sufficient to induce
water transport (NO = 10, 25, and 50), the system also reaches State I. However, when NO = 75, 100,
and 125, the stable states are State II. Moreover, when the interaction is strong, i.e., ISWO = 20, 50, even a
small number of osmolytes can induce water transport and the states also become State II. Specifically,
the cases with NO = 25, 50, 75, and 100 for ISWO = 20 and NO = 10, 25, 50, and 75 for ISWO = 50 show
State II as a stable state. Here, interestingly, the addition of more osmolytes induces complete transfer
of water molecules to Compartment 2, which means that the stable states are State III. Specifically,
the cases with NO = 125 for ISWO = 20 and NO = 100 and 125 for ISWO = 50 show State III as a stable
state. The observations for the stable states can be summarized in Table 1.

Table 1. Kinetically stable states observed from the simulations in Figure 4.

ISWO
NO 10 25 50 75 100 125

0.1 State I State I State I State I State I State I
1 State I State I State I State I State I State I
5 State I State I State I State I State I State I
10 State I State I State I State II State II State II
20 metastable State II State II State II State II State III
50 State II State II State II State II State III State III

Table 1 shows that when the interaction strength ISWO and number of osmolytes NO increase,
the kinetically stable state shifts from State I to State II to State III. For example, from the right-most
column (NO = 125) in Table 1, we easily note that State I, State II, and State III appear in order when
ISWO increases. Similarly, if we examine the states along the row of ISWO = 10 (the states with the same
ISWO value of 10) in the table, we find that as NO increases, State I and State II appear in order. Here,
one interesting question is whether we can observe State III if we increase the number of osmolytes.
To address this question, we could insert more osmolytes into Compartment 2. However, since the
compartment space is limited in terms of the number of osmolytes, we use an alternative method in
which we increase the ratio of the number of osmolytes to the number of water molecules (NO/Ntotal)
by reducing the total number of water molecules instead of increasing the number of osmolytes.

To determine if higher ratios of NO/Ntotal in the cases of ISWO = 10 induce State III, we prepare
systems with fewer water molecules based on the system of NO = 125, ISWO = 10 and Ntotal = 884
(NO/Ntotal = 0.141). In other words, from the final state at 200 ns shown in Figure 4, we remove
some of the water molecules, so that Ntotal = 850, 800, 750, 700, 650, and 600, which implies that
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NO/Ntotal = 0.147, 0.156, 0.167, 0.179, 0192, and 0.208, respectively. From the 200 ns simulations of
the systems, we calculate the occupancy ratio of water in Compartment 1 (N1/Ntotal) and the number
of water molecules in the CNT (NCNT). With the cases of Ntotal =884 in Figure 4, we summarize the
simulation results as a function of NO/Ntotal in Figure 7. The results clearly indicate that at high values
of NO/Ntotal (>~0.17), the stable states are State III. In other words, N1/Ntotal and NCNT are practically
zero. This result may suggest that in the original system of 884 water molecules, if we include more
osmolytes, i.e., the ratio of NO/Ntotal increases, we will observe State III as a stable state.

Figure 7. Kinetically stable states observed for a range of NO/Ntotal, the ratio of the number of osmolytes
(NO) to the total number of water molecules (Ntotal). The stable states are characterized by the occupancy
ratio of water molecules in Compartment 1 (N1/Ntotal) and the number of water molecules in the CNT
(NCNT), averaged over the time interval from 100 ns to 200 ns in the 200 ns simulations. The insets
illustrate three representative configurations of States I, II, and III, whose values of NO/Ntotal are 0.028,
0.113, and 0.192, respectively, which are taken at 200 ns from the 200 ns simulations. The error bars
indicate the standard deviations.

Another interesting feature from Figure 7 is that the number of water molecules in the CNT largely
fluctuates in the transition regime between State II and State III, whose NO/Ntotal value is approximately
0.15. This fluctuation in NCNT is a typical behavior observed in the wetting-dewetting transition [20].

One remaining issue that we have to address is whether the state observed in the case of NO = 10
and ISWO = 20 is a global equilibrium state or a metastable state. Here, a metastable state means that
the state eventually transitions to another more stable state if we wait. Considering the stable states
observed for other values of NO (see the row of ISWO = 20 in Table 1), one would guess that State II is a
more stable (equilibrium) state.

To examine whether State II is a more stable state for the case of NO = 10 and ISWO = 20, we first
prepare five such initial states by removing some osmolytes from the final states (State II) with NO = 25,
50, 75, 100, and 125 and ISWO = 20 at 200 ns in Figure 4, and run MD simulations to determine whether
the states characterized as State II are stable. The steady state in terms of N1 and NCNT in Figure 8a
indicates that State II is kinetically stable. The relevant configurations for the originally observed
state and State II are displayed in Figure 8b,c, respectively. Then we compare the potential energies
between the original state and State II, as displayed in Figure 8d. From the comparison, we see that
the potential energies of State II are lower than the potential energy of the original state observed in
Figure 4. In particular, since the potential energy difference (~700 kJ/mol on average) is significant,
we conclude that the stable state in Figure 4 is a metastable state, and State II is a global equilibrium
state. The physical reason for the stability in the metastable state is probably associated with the state
being stuck in a local energy minimum, which implies that for further investigations, we may need to
examine the spatial arrangements of osmolytes and water molecules in detail.
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Figure 8. Equilibrium states for the case of NO = 10 and ISWO = 20 from the MD simulations with mixed
initial configurations. The mixed initial configurations are prepared by removing some osmolytes from
the final configurations at 200 ns in Figure 4 for the cases of NO = 25, 50, 75, 100, and 125 and ISWO

= 20. (a) Numbers of water molecules in Compartment 1 (N1) and the CNT (NCNT) as functions of
time for the cases with the original initial configuration (red) and mixed configurations (other colors).
(b) Original initial configuration and final configuration at 200 ns obtained from the simulations in
Figure 4. (c) Mixed initial configuration prepared from the final configuration with NO = 75 at 200 ns in
Figure 4. (d) Changes in potential energy as functions of time. In this plot, the average value of the
potential energy for the original case over the time interval from 100 to 200 ns is set to zero.

Finally, if we consider the water transport process as a process to reach an equilibrium state,
we can regard the water transport as a transition process from the initial state to State II or State
III. In particular, we can call the transition to State III complete transfer of water because all water
molecules are transferred from Compartment 1 to Compartment 2 due to the osmolytes.

3.2.3. Stochastic Nature of Water Transport Occurrence

Figure 4 shows that water transport occurs at a very early stage of the simulations when ISWO
is large (20 or 50), while transport does not occur when ISWO is small (0.1, 1, or 5). However, when
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ISWO is intermediate (10), water transport can occur or not depending on the number of osmolytes NO;
in Figure 4, it occurs only when NO is greater than 75.

For ISWO = 10, to better understand the NO criterion for the occurrence of water transport,
we examine more systems between the two systems with NO = 75 (transport observed) and 50
(no transport) in Figure 4, which correspond to NO = 70, 65, 60, 55, and 50. For each system, we perform
five independent simulations. The simulation results are shown in Figure 9.

Figure 9. Cont.
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Figure 9. Results of 200 ns simulations for the systems of NO = (a) 70, (b) 65, (c) 60, (d) 55, and (e) 50
with ISWO = 10. For each system, we perform five independent simulations, and we plot the numbers
of water molecules in Compartment 1 (N1) and the CNT (NCNT) as functions of time (left) with the final
configurations at 200 ns from the five simulations (right).

Interestingly, for the systems of NO = 65, 60, and 55, the occurrence clearly shows a stochastic
nature, which means that simulations with a given NO can exhibit water transport or not, and moreover,
in the cases where water transport occurs, the waiting time for water transport to occur could vary.
For example, when NO = 55, four cases of five display water transport, and their waiting times are
0.2 ns (Case 2), 117.8 ns (Case 3), 153.8 ns (Case 4), and 86.4 ns (Case 5).

For NO = 70, however, we observe water transport in all five cases, and the waiting times are
relatively narrowly distributed (16.2 ns (Case 1), 6.0 ns (Case 2), 14.2 ns (Case 3), 6.2 ns (Case 4),
and 16.0 ns (Case 5)). In contrast, for the cases of NO = 50, in only one case (Case 4) is water transport
observed. From this comparison, as NO decreases, the waiting time increases in that the waiting time
is at least 200 ns for the case with no transport. The observation with NO = 50 gives rise to a question:
if we consider a longer simulation time, such as 1000 ns, than the value of 200 ns in Figure 9, can we
observe more cases showing water transport? To address this question, we further examine longer
simulations for more cases in which one might expect no water transport from the 200 ns simulation
results in Figure 4.

We perform 1000 ns simulations for NO = 52, 50, 45, 40, and 25. For each NO, we perform five
independent simulations. We display the simulation results in Figure 10. The simulation results for
NO = 50 and 45 indicate that up to 200 ns, only two cases of five and only one case exhibit water
transport, respectively, but up to 1000 ns, for each NO, four cases of five show water transport. Therefore,
when we increase the simulation time, the probability for water transport increases. Figure 10 also
shows that when NO decreases, the number of water transport occurrences is reduced: five, four, four,
three, and zero occurrences for NO = 52, 50, 45, 40, and 25, respectively. Therefore, from the above
discussion, we see the general trend that water transport is more likely to be observed when we include
more osmolytes and wait longer; moreover, the waiting time is reduced when more osmolytes are
added. Thus, although we do not observe water transport for NO = 25 in Figure 10, its observation
may be possible if we wait much longer.

Finally, related to the discussion of kinetically stable states in Figure 7, since the CNT is occupied
by water at all times in Figures 9 and 10, the transition due to the water transport in Figures 9 and 10 is
from the initial state to State II. Figure 10 also shows that only the system of NO = 25, which corresponds
to NO/Ntotal = 0.028 (= 25/884), does not show water transport. Therefore, to make Figure 7 more
accurate, we must adjust the NO/Ntotal criterion value to distinguish between States I and II. However,
since determining the exact value of NO/Ntotal for the boundary requires large-size ensembles and
long-time simulations, which is not our major interest, we do not attempt to update Figure 7 based on
the results in Figures 9 and 10. Again, the main point of Figure 7 is that mainly three kinetically stable
states are observed.
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Figure 10. Results of 1000 ns simulations for the systems of NO = (a) 52, (b) 50, (c) 45, (d) 40, and (e) 25
with ISWO = 10. For each system, we perform five independent simulations, and we plot the numbers
of water molecules in Compartment 1 (N1) and the CNT (NCNT) as functions of time (left) along with
the final configurations at 1000 ns from the five simulations (right).
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3.2.4. Characteristics of the Transition due to Water Transport

Here, we further study the details of water transport observed in Figures 4, 9 and 10. Interestingly,
during water transport, the number of water molecules in Compartment 1 appears to linearly decrease
with time. To quantify this time-transient behavior, we fit the data to a linear curve. One example
is shown in Figure 11a for the case of NO = 75 and ISWO = 10 (also see Figure 4), where the data
of N1 versus time t are best fitted with a linear curve using curve fitting in the xmgrace program.
The resulting linear curve is N1 = −52.3t + 3179.6. This fitting is only valid for the time interval
corresponding to the water transport. Remarkably, in this case, the correlation coefficient is greater
than 0.99. Moreover, we calculate the transition time, which is the time for the transition from the
initial state to State II or State III due to water transport. In this case, the transition time is 17.0 ns
(= 60.8 ns − 43.8 ns). Additionally, from the linear fitting, we can determine the slope, which gives the
transport rate. In this case, the transport rate is 52.3 water molecules/ns.

Since the transition time, linearity of the time-transient behavior, and transport rate can depend on
the number of osmolytes NO, we calculate them as functions of NO. The results are shown in Figure 11.
Interestingly, according to Figure 11b, when the number of osmolytes is sufficiently large (NO > ~60),
the transition time is ~ 20 ns almost regardless of the interaction strength ISWO. Thus, if the osmotic
force is sufficiently large beyond a certain value, the transition time reaches a limit, which is ~20 ns in
this case. However, more osmolytes can reduce the waiting time for water transport, as we discuss in
3.2.3. When the number of osmolytes is smaller (NO < ~60), the transition time depends on both NO
and ISWO. In other words, when the osmotic force decreases by reducing NO or ISWO, the transition
time increases, or no transition is observed.

Figure 11. Cont.
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Figure 11. Detailed analysis of water transport observed in Figure 4, Figure 9, and Figure 10. (a) Linear
curve fitting for the data of N1 versus time t (ns). The curve fitting is applied only to the water transport
region. The resulting linear curve is N1 = −52.3t + 3179.6 and the correlation coefficient is 0.998.
The configurations in the insets are provided to show what occurs during water transport. (b) Transition
time from the initial state to State II or State III due to water transport (or duration of water transport)
as functions of the number of osmolytes (NO) for ISWO = 10, 20, and 50. (c) Correlation coefficient
calculated from the linear curve fitting as a function of NO for ISWO = 10, 20, and 50. (d) Transport
rate obtained from the slopes of the fitted linear curves as a function of NO for ISWO = 10, 20, and 50.
When multiple data sets for water transport are available for one system (e.g., NO = 50 and ISWO = 10 in
Figures 9 and 10), we calculate the average over the multiple sets and the associated standard deviation
and plot them in the figures.

In Figure 11c, we quantitatively analyze the linearity of the time-transient behavior in water
transport by calculating the correlation coefficient from the linear curve fitting to the data of N1 versus
time t. Surprisingly, when ISWO = 10, the correlation coefficient is very close to 1, which implies a
constant flow of water during the transport. However, as ISWO increases or when NO is large, the
transient behavior slightly deviates from linearity. This may reflect the nonlinear nature of interactions
between molecules involved in water transport.

As shown in Figure 11d, we calculate the transport rate from the slope obtained from the linear
fitting shown in Figure 11a. Noticeably, the three plots for ISWO = 10, 20, and 50 are similar, and the
common features are that when NO > ~60, the transport rate is almost a constant value (~53 water
molecules/ns) with small variations and when NO < ~60, it decreases as NO decreases. Note that the
plots in Figure 11b,d are inversely related to each other. The similarity of the transport rates regardless
of ISWO for the region of ~40 < NO < ~60 is an interesting feature, but to better understand its physical
origin, further detailed analysis may be required, which is beyond the scope of this work.

3.2.5. Effect of Interactions between Water Molecules on Transport

To understand how the interaction between water molecules affects the transport through a
nanochannel, we compare the transport of water molecules with the transport of charge-removed water
molecules in terms of the number of molecules in Compartment 1 as a function of time. The results are
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displayed in Figure 12. Here, water and charge-removed water molecules represent strongly interacting
and weakly interacting transported molecules, respectively. Charge-removed water molecules are
prepared by removing the electric charges of water molecules or setting the electric charges to zero.
The transport of charge-removed water molecules was discussed in detail in our previous work [1].

Figure 12. Comparison of the transport of water molecules with the transport of charge-removed water
molecules [1] in terms of the numbers of molecules in Compartment 1 (N1) as functions of time for the
cases of NO =125 and ISWO = 10, 20, and 50. The black lines represent the linear fitting for the transport
of water molecules and the exponential fitting for the transport of charge-removed water molecules.
The inset figure shows the equilibrium state at 50 ns for the charge-removed water case of NO = 125
and ISWO = 10.

In Figure 12, first, we can compare the cases of water with the cases of charge-removed water
in terms of equilibrium states. At equilibrium, while the number of molecules in Compartment 1
(N1) for water is zero, (N1 for charge-removed water is not zero when ISWO = 10 and 20; only when
ISWO = 50 does N1 fluctuate near zero. Without electrostatic interactions, the interactions between
charge-removed water molecules are weak, and thus, their physical behavior is similar to that of a
gas. Therefore, if the interaction between molecules and osmolytes is not sufficiently strong, then the
molecules can fill up the space, and as a result, when ISWO = 10 and 20, some water molecules remain
in Compartment 1 (see the inset of Figure 12). When ISWO increases, N1 is reduced, and especially
when ISWO = 50, N1 is near zero. However, for water, because of the strong interactions, its behavior is
liquid-like, and aggregation of water molecules is energetically favorable. Moreover, because of the
osmolytes in Compartment 2, being in Compartment 2 is more favorable than being in Compartment 1
for water molecules. Therefore, combining these factors, we understand that water molecules transfer
to Compartment 2, and thus, N1 for water is zero.

The difference in strength of the interaction between transported molecules can also explain the
different time-transient behaviors in Figure 12. As we discuss in Section 3.2.4, the time-transient
behavior of water is well fitted to a linear function of time, although some deviations from linearity
occur when the interaction between water molecules and osmolytes is very strong. This linearity
implies a constant transport rate of water molecules, which means that this rate does not depend
on the concentration of water in Compartment 1 (zeroth-order rate). Physically, this occurs because
water molecules tend to aggregate, so the local concentration of water is almost constant regardless
of the available space in Compartment 1 (see the inset of Figure 11a). In other words, near the CNT,
water molecules are continuously supplied for transport, compensating for the loss of molecules due
to transport. In a sense, water transport through a nanochannel driven by osmosis is similar to pulling
a string at a constant speed.
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However, as we discussed in our previous work [1], the time-transient behavior of charge-removed
water is well fitted to an exponential function of time, not a linear function, because the transport
rate is proportional to the concentration (first-order rate). For the transport to occur, charge-removed
water molecules in Compartment 1 should approach the CNT, and the probability of going into the
CNT is proportional to the number of molecules in Compartment 1. Thus, as more molecules are
transferred to Compartment 2, the concentration of molecules in Compartment 1 is reduced, and as a
result, the transport rate decreases with time. Particularly, if we assume that the rate is proportional to
the concentration of charge-removed water, then we mathematically show that the transient behavior
exactly follows an exponential function of time. Therefore, the comparison in Figure 12 indicates that
the interaction between transported molecules apparently affects the transport kinetics.

4. Summary and Conclusions

In this work, we have studied the transport of water molecules from a nanometer-sized
compartment (Compartment 1) to another same-size empty compartment (Compartment 2) through a
CNT using MD simulations. If the transported molecules are gas molecules, which weakly interact
with each other, then transport would spontaneously occur such that almost half of the gas molecules
would be in one compartment and the other half would be in the other compartment. However,
for water molecules, transport to Compartment 2 does not occur without any external force. This is
because the chemical potential of water in Compartment 2 is higher than that in Compartment 1 and
the CNT.

To induce water transport, we used an osmotic force as an external force by introducing osmolytes
in Compartment 2. However, the attractive interactions between Compartment 1 and water molecules
can terminate the water transport before all water molecules in Compartment 1 are transported such
that some of the water molecules remain next to the walls of Compartment 1. Thus, to transport more
water molecules, we weakened the compartment-water interaction by reducing the LJ interaction
parameter. With osmolytes in Compartment 2 and weak compartment-water interactions, we were able
to observe complete or nearly complete transfer of water molecules to Compartment 2 from extensive
MD simulation studies.

To systematically study the effect of osmolytes, we considered various osmotic environments
characterized by the number of osmolytes (NO) and the strength of the interaction between osmolytes
and water molecules (ISWO). The extensive case studies indicate that NO and ISWO appear to have
effective threshold values for water transport to occur within a certain time frame in that when NO
and ISWO are sufficiently large, water transport is always observed in the simulations. However,
the occurrence of water transport is intrinsically stochastic, and thus, in practice, the chance to
observe water transport depends on the length of the simulation time and the number of simulations.
For example, for a given system, if one performs more simulations for a longer simulation time, then
observation of water transport is more probable.

As a result of water transport, the system transitions from the initial state to a stable state.
We found that depending on NO and ISWO, mainly three kinetically stable states (States I, II, and III) are
observed. In the presence of osmolytes in Compartment 2, it is more energetically favorable for water
molecules to be in Compartment 2 with osmolytes (State II or State III depending on the occupancy of
the CNT) than in Compartment 1 (State I). Therefore, the water transport leading to State II or State III
is thermodynamically favorable, but the stability of State I observed in our simulations indicates the
existence of a kinetic barrier for the transition to State II or State III, which is the physical origin of the
stochastic behavior in the occurrence of water transport.

We also investigate the transition process from the initial state to State II or State III, in which
complete or nearly complete transfer of water molecules to Compartment 2 occurs. As expected,
as the number of osmolytes increases, the transition time decreases while the transport rate increases.
Interestingly, the interaction strength of osmolytes ISWO appears to be crucial in the initiation of the
process, but once the transition process is initiated, the number of osmolytes NO contributes more
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to determining the transport rate. Additionally, as ISWO and NO increase, the transport rate seems
to saturate.

One of the most interesting findings from this work is that the kinetics of water transport is
zeroth-order, while the kinetics of charge-removed water transport is first-order. Here, water and
charge-removed water (water without electric charge) represent strongly and weakly interacting
molecules, respectively. In other words, the strength of the interaction between the transported
molecules can significantly affect the transient behavior of the transport. Physically, the zeroth-order
kinetics in water transport means a constant flow of water, which is possible due to the strong attractions
between water molecules; one molecule is followed by another, and in this sense, water transport
through a nanochannel by osmosis is similar to pulling a string at a constant speed.

In this work, we used a minimal model system that has only the components necessary for
producing water transport through a nanochannel by osmosis. Therefore, based on this basic model,
we can extend the study to various related topics by modifying the model. For example, in the basic
model, we used nonpolar osmolytes, and therefore the interactions between water molecules and
osmolytes were simply described by the LJ interactions. However, in reality, osmolytes could be polar
or charged molecules. Therefore, in future studies, water transport driven by charged osmolytes could
be an interesting subject. Another interesting subject would be the water transport and equilibrium
states for the system containing osmolytes in Compartment 1 as well as in Compartment 2.
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Abstract: The phenomenon of drag reduction (known as the “Toms effect”) has many industrial and
engineering applications, but a definitive molecular-level theory has not yet been constructed. This is
due both to the multiscale nature of complex fluids and to the difficulty of directly observing self-
assembled structures in nonequilibrium states. On the basis of a large-scale coarse-grained molecular
simulation that we conducted, we propose a possible mechanism of turbulence suppression in
surfactant aqueous solution. We demonstrate that maintaining sufficiently large micellar structures
and a homogeneous radial distribution of surfactant molecules is necessary to obtain the drag-
reduction effect. This is the first molecular-simulation evidence that a micellar structure is responsible
for drag reduction in pipe flow, and should help in understanding the mechanisms underlying drag
reduction by surfactant molecules under nonequilibrium conditions.

Keywords: drag reduction; surfactant molecules; self-assembly; coarse-grained molecular simulation

1. Introduction

In the 21st century, soft-matter rheology is recognized as a vitally important field with
applications to engineering (e.g., food [1,2], cosmetics [3], medical materials [4]), biology
(e.g., strain hardening of fibrin [5] and the motion of motor proteins [6,7]), and the global
environment (e.g., mantle flow [8,9] and the origin of life [10,11]). However, the behavior
of soft matter is difficult to understand because it encompasses phenomena on multiple
spatiotemporal scales, and rheology involves the study of inherently nonequilibrium phe-
nomena. Thus, there are major barriers to understanding either separately, much less in
combination; soft-matter rheology remains a challenging subject. The pioneering work of
De Gennes [12], and Doi and Edwards [13–15] in the late 1970s sparked interest in explain-
ing the rheological properties of entangled polymer melts by advanced physical modeling.
Their “tube model” was able to explain, to a certain extent, the relaxation dynamics of
entangled polymers. However, quantitative tube-model predictions for complex polymers,
including branched and di-block copolymers and blends, are still not possible because
they involve molecular details below tube length. In order to predict and understand the
rheological properties of actual soft matter, it is essential to incorporate the properties
of molecules.

In recent years, computer simulations have been successfully used to reproduce
the behavior of molecules inside complex soft matter and to clarify the source of their
rheology [16,17]. For example, theoretical expressions describing the plateau moduli of
slip-link and slip-spring models were proposed by Uneyama and Masubuchi [18]; rea-
sonable agreement between their theory and simulations has been confirmed. Numerical
simulation [19] showed that shear can promote the crystallization of colloidal star polymers
in the vicinity of their glass transition, and that a transition from a bcc to an fcc structure
can occur.

One of the major unsolved problems in soft-matter rheology is the origin of drag
reduction caused by polymers or surfactants, the so-called Toms effect [20], for which
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a definitive theory has not yet been constructed because molecular-scale details remain
unknown. Nevertheless, the Toms effect has many industrial and engineering applications,
including district cooling systems, firefighting, and the pipeline transportation of natural
gas, water, and crude oil. Since Toms first discovered the effect using polymer solutions [20],
extensive and continuing research on drag reduction by additives has been conducted via
numerical simulations [21–24] and experiments [25–28]. Among various drag-reducing
agents, surfactants have an advantage over polymers from a practical standpoint because
surfactant molecules are able to reform micelle structures even after mechanical degra-
dation (except under extreme shear conditions) [29]. The relation between the viscosity
behaviors of surfactant aqueous solutions and the formation of micelles was investigated
through coarse-grained molecular-dynamics simulations [30–34], but these studies did not
provide evidence regarding the frictional coefficient of pipes.

Several possible mechanisms of turbulent drag reduction have been proposed and are
summarized in recent reviews [35–37]. In particular, many previous works suggested that
a close relationship exists between the viscoelastic behavior of micellar structures and the
Toms effect. Nevertheless, despite extensive research conducted on the topic, no universally
acceptable mechanism has yet been identified. This is partly because of the usual multiscale
problem in soft-matter systems, but also because the direct experimental observation of self-
assembled structures of surfactants under nonequilibrium (e.g., turbulent-flow) conditions
is an extremely challenging task. In addition, turbulent flow is intrinsically difficult to
understand because of the large number of parameters it involves. Hence, most studies
provide only phenomenological explanations under certain conditions; a fundamental
understanding of the relation between self-assembled structures and the associated drag
reduction is still lacking.

In this study, using large-scale dissipative particle dynamics simulation, we study the
relationship between the self-assembly of surfactant molecules and their flow properties
under pipe flow. Our goal is to understand the mechanism of turbulence suppression in a
surfactant aqueous solution from a molecular viewpoint. The structures and distributions
of micelles under turbulent flow are investigated, and the necessary conditions to obtain
the drag-reduction effect are determined.

2. Model and Methods

2.1. Dissipative Particle Dynamics (DPD) Method

We employed the dissipative particle dynamics (DPD) [38–40] method to study the
turbulent drag-reduction effects of a short-chain surfactant aqueous solution in pipe flow
using inhouse code. The DPD method can simulate millisecond time scales and micrometer
length scales because only the motion of coarse-grained particles (i.e., groups of atoms
or molecules) is simulated. To date, many previous studies [41–44] using the DPD method
showed that such a coarse-grained model of a surfactant can reproduce self-assembly behavior
(e.g., micellar, hexagonal, and lamellar phases) with increasing surfactant concentration.

The fundamental equation of the DPD method is Newton’s equation of motion for a
particle subject to three types of forces: conservative, dissipative, and random. Details of
the DPD method, including the force formula and its application to generic models, are
extensively described elsewhere [38–40,45].

2.2. Simulation Model and Conditions

We used a surfactant molecular model (Figure 1a) that contained one hydrophilic
head (h) particle and two hydrophobic tail (t) particles. The nearest-neighbor particles in
the surfactant molecule were connected by harmonic springs. Spring force FS

ij between the
i-th and j-th particles (located at ri and rj, respectively) is given by

FS
ij = −ks(|rij| − rs)nij, (1)
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where ks is the spring constant, rs is the equilibrium bond distance, rij = rj − ri, and
nij = rij/

∣∣rij
∣∣. In this study, values ks = 100 kBT/r2

c and rs = 0.86 rc were adopted, where rc
is the cutoff distance. The length of the surfactant molecule calculated from the bond-length
distribution and the radial distribution function was approximately 2.5 DPD dimensionless
units. The solvent molecular model (Figure 1b) contained a single water (w) particle.

The interaction parameters between any two DPD particles are shown in Table 1.
These interactions between any two particles in the solution can be described by the
interaction-energy parameters aww = att = awh = 25 kBT, aht = awt = 70 kBT, and
ahh = 40 kBT, where w, h, and t represented the water, head group, and tail group, respec-
tively. Hydrophilic and hydrophobic interactions are related to the solubility parameters.
For DPD simulations, the interaction (repulsive) parameters between different particles are
tuned to reproduce behavior observed in experiments or atomistic simulations. In addition,
the interaction parameters for the conservative force between any two particles are related
to the Flory–Huggins χ parameters. The choice of these parameters in this study was
inspired by the modeling in a previous study of a short surfactant such as cetyltrimethy-
lammonium bromide (CTAB) containing a sodium salicylate (NaSal) solution [46]. This
model, with a moderate repulsive force between hydrophilic head groups (ahh = 40 kBT),
can realize both stable threadlike micelle formation and a diffusion coefficient of the sur-
factant molecules similar to that observed. As the repulsive parameters increase between
hydrophilic head groups, the hydration radius may also be estimated to be larger. The
same values of interaction parameters were adopted in many studies [43,47–51]. We also
examined that our previous bulk simulation of CTAB containing a NaSal solution [47]
produced the same results as those in a previous examination that Yamamoto and Hyodo
performed [46]. In addition, the surfactant concentration dependence of the self-assembly
behavior observed in our previous simulation [43] was consistent with the results of the
previously reported experiment [52]. The size (radius and mass) of a single particle has the
same value regardless of type [40,53]. The noise amplitude and friction coefficient were set
to be 3.0 and 4.5, respectively. The temperature was set at a constant value, i.e., 1.0 kBT.

Figure 1. (a) Surfactant molecular model composed of one hydrophilic head particle (blue) and two
hydrophobic tail particles (red). Length of the surfactant molecule (L), calculated from bond length
distribution and the radial distribution function, was approximately 2.5 in the DPD dimensionless
unit. (b) Water molecular model composed of a single particle (aqua). (c) Side and overhead (axial)
views of tube system. Inner surface of the cylindrical tube was treated as smooth.
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Table 1. Interaction parameters aij (in kBT/rc units) between all pairs.

h t w Wall

h 40 70 25 25
t 70 25 70 70
w 25 70 25 25

Wall 25 70 25 –

The inner surface of the cylindrical tube was treated as smooth, in agreement with
our previous studies [43,48,50,51]. The potential function of the smooth wall was built
by summing the DPD force between every solution particle and the wall particles [54].
Integration of this summed force resulted in a force between the DPD particle and the
smooth wall (within cutoff distance rc). The interaction parameters can be seen as a measure
of the magnitude of surface energy. The values of the interaction parameter between the
hydrophilic wall surface and water, awall,w, and between the wall and the head group,
awall,h, were both set at 25 kBT. The interaction parameter between wall and tail group,
awall,t, was set at 70 kBT. The radius (R) and length of the tube were 20.0 and 30.0 in
dimensionless units, respectively. Density ρ was 5.0; thus, the total number of particles
was 188,495. Three surfactant volume fractions (φ) were used: 0, 10%, and 30%. The initial
configuration for the equilibrium simulations was random (Figure 1c), and a periodic
boundary condition was applied in the axial (z) direction of the tube.

For generating pipe flow, the virtual density-gradient method [55] was used. When
periodic boundary conditions apply in equilibrium simulations, the original cell is typically
attached to copies of itself (image cells) at the boundary to resolve the effects of domain
surfaces. In this study, the boundary condition was modified by the elongation and
contraction of the image cell, producing a density (or pressure) gradient. As a result,
pressure-driven flow was generated. Full details of the procedure are given in [55]. For the
range of investigated Reynolds numbers Re, the no-slip boundary condition was satisfied,
since we considered the wall surfaces to be hydrophilic in this study. Previous experiments
showed that the velocity slip depends on surface hydrophilicity [56], and that the velocities
near a hydrophilic microchannel wall agree with those predicted by the no-slip boundary
condition [57].

3. Results and Discussion

To obtain initial configurations for the flow simulations, equilibrium simulations of
surfactant aqueous solutions were performed at each volume fraction. At rest, spherical
and threadlike micelles were observed at φ = 0.01 and φ = 0.03, respectively. These
equilibrium morphologies were consistent with those in previous simulation results [50]
obtained using a tube model with a 60% smaller radius than the one in this study. Snapshots
of these morphologies are shown in Figure S1 of the Supplemental Materials.

Figure 2 shows the frictional coefficient λ of the pipe as a function of Re. The vol-
umetric flow rate, Q, is estimated by applying the cylindrical shell method to a velocity
profile [50,51,58] and a generalized Reynolds number is used [59,60], as we focus on the
onset point of the transition to turbulence. Here, the power-law parameter, n, is obtained
from the relation between the wall shear rate, γ̇wall, and the wall shear stress, τwall, in
the steady state (see Figure S2 in the Supplementary Materials). The estimation of flow
properties is also described in detail in the Supplementary Materials. For comparison, the
theoretical estimate for the drag-reduction rate in laminar flow from the Hagen–Poiseuille
law (λ = 64/Re) is also shown in the figure. For the pure water case (φ = 0.00), the λ
values were almost in agreement with the theoretical estimates for Re � 250, but they
exceeded the theoretical estimate for a laminar flow with Re � 400. The main reason for
this discrepancy in the transition from laminar to turbulent flow is the compressibility of
the DPD fluid. A previous simulation study [61] reported that the onset of the transition to
turbulence shifts to a larger Re as compressibility (Mach number Ma) increases.
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Figure 2. Frictional coefficient of pipe (λ) vs. Reynolds number (Re). Surfactant volume fraction
denoted by φ. Solid line shows the theoretical estimate for the drag-reduction rate in laminar flow
from the Hagen-Poiseuille law. Error bars are smaller than data points.

In this study, we focused on the effect of self-assembled structures of surfactants
on the qualitative difference in the onset point of the transition to turbulent flow. When
surfactants were added, the transition to turbulence was suppressed for both φ = 0.01 and
φ = 0.03. For φ = 0.01, the transition started at a larger Re than that for the pure water
case. Further, the frictional coefficients of the pipe at φ = 0.01 were smaller compared
to those in the pure water case for 800 � Re � 1500. When increasing the surfactant
volume fraction to φ = 0.03, there was near agreement between the theoretical estimate
of λ in laminar flow and the simulation results over the entire investigated range of Re;
a transition to turbulence was not observed. This φ dependence of the frictional coefficient
was also confirmed in previous molecular-simulation [62] and experimental [63–65] studies.
A saturation concentration of additives (“Virk’s asymptote” [66]) may appear; however,
only two volume fractions of the surfactant were considered in this study. To confirm that
the flow was turbulent and not viscoelastic instability, contour maps of the streamwise
velocity averaged over the pipe length at the highest Re for both φ = 0.01 and φ = 0.03 are
shown in Figure 3. Blue indicates low-speed streaks, and red indicates high-speed streaks.
At φ = 0.01, fast streaks were widely distributed in the radial direction, and distribution
behavior was changed as time progressed (Figure 3a,b). At φ = 0.03, contour maps showed
typical Poiseuille’s flow, and a steady flow was maintained as shown in Figure 3c,d. We
also compared the normalized velocity profile for the highest Re at each surfactant volume
fraction, as shown in Figure 3e. It was confirmed the influence of turbulent flow in moving
the shear gradients to the edge of the pipes, and found that a flattened velocity profile was
obtained, similar to “plug flow” at φ = 0.01. Thus, these results correspond with the results
of λ vs. Re.

To understand the mechanism of the drag-reduction effect, we next discuss the relation
between self-assembly and the transition to turbulent flow. Figure 4 shows representative
simulation snapshots of surfactant aqueous solution under pipe flow at φ = 0.01 (panels
(a–c)) and φ = 0.03 (panels (d–f)). Here, we consider three flow regimes on the basis
of the relation between λ and Re at φ = 0.01. For Re � 450, λ values showed good
agreement with the theoretical estimates; this region was defined as the laminar state.
For 450 � Re � 700, λ increasingly exceeded the theoretical estimates; this region was
defined as the transition state. For Re � 700, the difference in λ between simulation results
and theory was approximately constant; this region was defined as the turbulent state.
For comparison, the data for φ = 0.03 were collected at almost the same Re value as for
φ = 0.01.
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Figure 3. (a–d) Snapshots of contour maps of streamwise velocity averaged over the pipe length at
the highest Re. Blue indicates low-speed streaks, and red indicates high-speed streaks. Two different
snapshots (a,b) for φ = 0.01 at Re = 1526, and (c,d) for φ = 0.03 at Re = 1344. (e) Comparison of
velocity profile for the highest Re at each surfactant volume fraction. The vertical axis represents
the normalized velocity in the axial (z) direction, Vz/Vmax, where Vmax is the maximum velocity of
the flow.

Figure 4. Snapshots of steady-state morphologies of surfactant aqueous solution confined in a
hydrophilic tube at volume fractions (a–c) φ = 0.01 and (d–f) φ = 0.03. (a,d) Laminar and (b,e)
turbulent regimes correspond to Re below 450 or above 700, respectively; region between these values
is (c,f) the transition state. For clarity, hydrophilic head particles are not shown.

At φ = 0.01 in the laminar state, spherical micelles collided with each other and
became rodlike, as shown in Figure 4a. This indicates that rodlike micelles maintained lam-
inar flow at higher Re when comparing to the pure water case. Previous studies [29,67–69]
reported that rodlike micelles are needed for drag reduction; our results support this. For
the transition state (450 � Re � 700), cluster-size probability distribution P(Na), shown
in Figure 5a, showed that flow-enhanced collisions caused the growth of micelles (cluster
size Na � 103) to be formed more than that in the laminar state, but a peak appeared in
the distribution in the 1 � Na � 10 range. As the Reynolds number further increased,
the probability of Na = 1 (i.e., of monomers) increased, and the peak of P(Na) shifted to
lower Na values. Thus, as flow became completely turbulent, micelles became smaller
and broke up into monomers. These results suggest that the number and formation of
micelles are closely related to the suppression of the turbulent transition. Drag-reduction
phenomena depend on the diameter of the tube. Many previous studies [70–74] reported
that the tube diameter has an inverse effect on drag-reduction rate. When the tube diameter
was increased, larger eddies that cause energy loss were observed. Therefore, in this sense,
since the length scale ratio of the micelles to the turbulent eddy size was also a significant
factor, it was assumed that the necessary conditions for obtaining the drag-reduction effect
that we presented had some impact, even at the same surfactant volume fractions.
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Figure 5. Surfactant cluster size probability distributions P(Na) at (a) φ = 0.01 and (b) φ = 0.03 for
various Reynolds numbers Re, as indicated.

For a more concentrated system (φ = 0.03) with a relatively low Re � 450 (corre-
sponding to the laminar state when φ = 0.01), threadlike micelles were oriented along
the flow (z) direction, as shown in Figure 4d. When the Reynolds number increased to
Re ≈ 700 (corresponding to the transition state when φ = 0.01), the shape of the micelles
remained unchanged, as shown in Figure 4e. In contrast to the dilute case (φ = 0.01), only
the flow-induced growth of the rodlike micelles appeared; the increase in monomers was
not observed (see Figure 5b). For Re � 700 (corresponding to the turbulent state when
φ = 0.01), the rodlike micelles grew further and eventually became sheet-shaped (see top
view in Figure 4f). For more quantitative information, we calculated the radius of gyration
of a micelle G with corresponding eigenvalues G1 ≥ G2 ≥ G3, and then computed the
relative shape anisotropy parameter (κ2), defined as κ2 is given by

κ2 = 1 − 3
G1G2 + G2G3 + G3G1

(G1 + G2 + G3)2 . (2)

This parameter was bounded between the values of 0 and 1, which corresponded to
perfect spherical and linear shapes, respectively. Figure 6 shows the comparison of the
relative shape anisotropy parameter (κ2) distributions for micelles under turbulent flow
with different volume volume fractions, φ. For φ = 0.01, the distribution at κ2 = 0.7–0.8
was the largest, and the distribution at κ2 = 0.9–1.0 that indicated the existence of rodlike
micelles was also relatively large. In contrast, for φ = 0.03, κ2 distribution shifted towards
lower values, and a clear decrease in the distribution occurred at κ2 = 0.9–1.0. Thus,
although the size and shape of micelles changed in the range of Re � 700, the turbulent
transition was still effectively suppressed (Figure 2).
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Figure 6. Comparison of relative shape anisotropy parameter (κ2) distributions for micelles under
turbulent flow with different volume fractions, φ.

To investigate in detail why a φ-dependent delay in the turbulent transition occurred,
we computed the density profiles of surfactant molecules in the radial direction in the steady
state (Figure 7). For φ = 0.01, we found a distinct difference in density profiles between the
turbulent state and the others. For the laminar and transition states, surfactant molecules
were distributed within the central region of the tube (r < 10), as an adequate number of
rodlike micelles still existed. By contrast, the peak of the density profile shifted to r ≈ 15
for the turbulent state. Thus, for dilute systems, the drag-reduction effect disappeared due
to large micelles breaking up into smaller ones and eventually into monomers.

Figure 7. Density profiles of surfactant molecules in radial direction. Re: Reynolds number; φ: surfac-
tant volume fractions.

For dense systems, there was also a difference in density profiles, particularly for the
turbulent state. For Re � 700, several peaks could be seen in the radial direction, reflecting
the distribution of orientationally ordered rodlike micelles along the flow direction over
the entire radial range. When Re was increased over 700 (corresponding to the turbulent
state with φ = 0.01), distinct peaks in the range of r < 15 disappeared as a result of rodlike
micelles changing into sheet-shaped ones.

4. Conclusions

We presented a possible molecular-level mechanism of turbulence suppression in sur-
factant aqueous solutions based on a large-scale dissipative particle dynamics simulation.
Our simulations revealed that the phenomenon of the drag-reduction effect was caused by
turbulence suppression, and the number and formation of micelles were closely related
to the suppression of the turbulent transition. We established the necessary conditions
for obtaining the drag-reduction effect: maintaining (i) a certain minimal size of micellar
structures (Na � 103), even at high Re; and (ii) a homogeneous distribution of surfactant
molecules in the radial direction of the tube. To the best of our knowledge, our work is
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the first to show molecular-simulation evidence for the relation between micellar structure
and drag reduction in pipe flow. Our findings provide new insights into the mechanism of
drag reduction on the molecular level, and may prove valuable for identifying the required
synthesis to obtain the drag-reduction effect in a targeted range of Reynolds numbers.
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Abstract: We use coarse-grained molecular dynamics simulations to study adsorption on ligand-
tethered particles. Nanoparticles with attached flexible and stiff ligands are considered. We discuss
how the excess adsorption isotherm, the thickness of the polymer corona, and its morphology
depend on the number of ligands, their length, the size of the core, and the interaction parameters.
We investigate the adsorption-induced structural transitions of polymer coatings. The behavior of
systems involving curved and flat “brushes” is compared.

Keywords: hairy nanoparticles; adsorption on nanoparticles; nanocarriers; molecular dynamics;
computer simulations

1. Introduction

For many years, polymer brushes have attracted considerable attention due to their
interesting properties and many potential applications [1–11]. The brushes can be synthe-
sized on planar surfaces as well as on nanoparticles. In such polymer coatings, ligands are
chemically attached to a substrate. The unique structure of the tethered polymer layers
makes them very interesting from a purely practical point of view. Due to the high mobility
of the chains, their configurations can change with an environmental stimuli, such as
the pH, temperature, and salt concentration [2,3]. These coatings are also thicker and
mechanically more stable than physically adsorbed monolayers [1].

Recent advances in polymer chemistry have enabled the synthesis of polymer brushes
with well-defined structures and tunable properties [1]. Similarly, developments in nano-
material chemistry have produced polymer-tethered (hairy) nanoparticles with narrow
size distributions and controllable physicochemical characteristics of polymer coronas [2].
These hybrid nanoparticles offer a novel platform for the application of brush systems in
diverse fields, such as the production of nanocomposites [4], sensing [5], biotechnology,
and biomedicine [6]. The particle-based polymer brush systems can be applied as drug
delivery vehicles and as carrier materials for proteins or enzymes [7–9,12–14].

These drug delivery systems are of great interest for the treatment of cancer and
other diseases [7–9,12]. Many kinds of drug carriers have been developed [7], including
various hairy nanoparticles. Their polymer coatings prevent aggregation and facilitate
conjunction with drugs and compounds that can protect the carrier against recognition by
the immune system. They can deliver drugs on-site, resulting in higher drug transport
efficiency, lower dosages required, and reduced side effects. Hairy nanoparticles can be
exploited not only for drug delivery but also for monitoring the treatment’s effects or
enhancing its efficiency [7,9].

Polymer-tethered magnetic nanoparticles can serve as contrast agents in magnetic
resonance imaging [13]. The delivery of drug molecules to the target place consists of three
steps, namely the loading of the molecules to a carrier, their transport in the blood, and the
triggered release of drugs from a carrier in response to a stimulus encountered on entry
into the diseased tissue [7]. Understanding these processes is essential for the rational
design of drug delivery systems and other applications of polymer-based carriers.
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The great variety of polymeric coatings makes hairy nanoparticles amenable to various
loading strategies. The active molecules can form chemical bonds with functional groups
in polymer chains or accumulate in the brush via physical adsorption [7]. On the other
hand, polymer brushes can be designed to eliminate or significantly reduce the adsorption
of biomolecules onto surfaces [10,11]. Hence, it is important to develop insight into the
interactions between molecules or colloidal particles and polymer brushes to develop
approaches to control the adsorption characteristics.

Regardless of the purely practical motivations for investigating polymer-tethered lay-
ers, these systems are extremely interesting from a fundamental point of view. Therefore,
polymer brushes on flat substrates were extensively studied using different theoretical
methods, including scaling theory, the self-consistent field theory, and the density func-
tional theory [15–19]. Most of the research focused on modeling the morphology of brushes
by changing parameters, such as the type of tethers, their lengths, the grafting density,
the interactions of chains with the environment, and the temperature. The results were
summarized in several reviews [15,16,19].

The morphology of brushes on curved surfaces was less extensively studied. Some
works used the similarity between polymer-tethered particles and star polymers [20,21].
A mean-field theory for star polymers was developed by Daoud and Cotton [22]. This
theory predicted more stretched chain conformations in the vicinity of the surface due
to excluded volume effects and relaxed chain conformations for the peripheral region of
the star. Ohno et al. [20,21] extended the Daoud–Cotton model to the polymer-tethered
spherical particles of different sizes.

In contrast to flat surfaces, particle curvature implies that the area per chain increases
with distance from the surface, and thus the outer ends of the chain have more space. The
self-consistent field model and the scaling theory were used to explore the properties of
finite chains tethered on curved interfaces [23,24]. Williams and Zhulina [24] described
polymer brushes at spherical and cylindrical surfaces immersed in implicit solvents. They
analyzed the effects of the surface curvature and the solvent quality of the brush archi-
tecture. In turn, Lo Verso et al. [25] used molecular dynamics simulations and density
functional theory to study polymers end-grafted to spherical nanoparticles under good
solvent conditions.

The behavior of various molecules and particles near brushes was also the sub-
ject of theoretical considerations. Most of this research has focused on particles near
flat surfaces modified with tethered chains. The adsorption of small molecules [26–30],
polymers [31–34], peptides, proteins [35–39] and Janus particles [40,41] on the flat brushes
was interpreted in the framework of different approaches. It has been shown how the
adsorption depends on the grafting density, the chain length, and interactions between all
species [19,26–34]. However, in the case of hairy nanoparticles, research has focused on
their interactions with small molecules [42–46] or proteins [47–49].

Grest’s group [42–46] used fully atomistic molecular dynamic simulations of spherical
particles modified with various ligands solvated in water and organic solvents and on
interfaces [46]. Quite recently, Chew et al. [48] studied the hydrophobicity of monolayer-
protected gold nanoparticles using atomistic molecular dynamics simulations. They cal-
culated local hydration free energies at the nanoparticle–water interface and found that
these energies were correlated with the preferential binding of propane as a representative
hydrophobic probe molecule.

It is difficult to theoretically predict the amount of adsorption on hairy particles. The
reason lies mainly in the complexity of the problem. Hairy nanoparticles can be treated as
“living adsorbents”; their internal morphology changes in a response to interaction with the
environment. In addition, the adsorption of fluid molecules induces the reconfiguration of
tethered chains [43,45,48,50]. The chains attached to a curved surface are more mobile than
those tethered on a flat substrate.

Thus, for hairy particles, these effects become stronger [19–21,23]. Furthermore, nanopar-
ticles are typically dispersed in a solvent, and they can aggregate due to interactions
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between molecules adsorbed on different hairy particles [50,51]. There are only a few theo-
retical works devoted to a description of the adsorption on hairy nanoparticles [50,52] or
hairy vesicles [53].

Adsorption on hairy nanoparticles was also a subject of experimental studies [52,54–57].
For example, Ballauff et al. [52,54,55] analyzed the impact of several parameters on the
adsorption on polyelectrolyte layers. However, Snytska’s group [56,57] studied the ef-
fects of grafting density on the properties of polymer brushes prepared on flat and on
colloidal particle substrates. By changing the grafting density, they tuned the properties
of the carrier material, such as swelling, charge, adhesion, and the adsorption of enzyme
on grafted brushes. The adsorption of albumin on magnetic submicrospheres with a
hairy core-shell structure was also measured [58]. Wang et al. [51] presented the results
of research concerning the co-immobilization and separation of proteins using particles
modified with polyelectrolytes.

All the above-mentioned studies demonstrated the complexity of the processes un-
derlying the loading of molecules onto nanoparticle-based carriers. Therefore, a thorough
description of the adsorption on hairy nanoparticles remains an open challenge. There
is still a lack of systematic investigations concerning the correlation between the proper-
ties of polymer corona and the efficiency of adsorption on hairy particles and the spatial
distribution of adsorbed molecules around the cores.

In this work, we study an idealized coarse-grained model for the adsorption of
spherical molecules on polymer-tethered particles by molecular dynamics simulations. Our
main purpose is to give a quantitative description of adsorption onto hairy nanoparticles
under different conditions and to examine the behavior of spherical brushes in the presence
of small particles. We change such parameters as the core diameter, grafting density, length
of chains, their flexibility, interactions between all moieties, and the density of adsorbed
particles. In this way, we can modulate the thickness of the polymer corona, its internal
morphology, and the adsorption of fluid molecules onto a hairy nanoparticle. We want to
capture basic factors determining the adsorption properties of hairy particles. Some results
are compared with their planar counterparts.

We consider nanoparticles with rather short ligands. The behavior of such nanoparti-
cles is relatively less explored compared with those with very long chains. However, these
systems are very interesting from a purely cognitive point of view. Additionally, due to
savings in computation time, it is possible to scan a wider range of parameter space. This
allows us to capture basic factors determining the adsorption properties of hairy particles.

2. Model and Simulation Methodology

We consider a hairy particle immersed in a fluid consisting of spherical particles P
(molecules or small colloids). For computational efficiency, we coarse-grained our system
to reduce the number of “atoms” required. A single tethered nanoparticle was modeled
as a spherical core with attached f chain molecules. The core diameter equals σc, and the
particles P have the diameter σP. Each chain consists of M tangentially jointed spherical
segments of identical diameters σs. The chain connectivity is assured by the harmonic
segment–segment potentials

u(b)
ss = kss(r − σs)

2, (1)

where r is the distance between segments. The first segment of each chain is rigidly fixed
to the core at a randomly chosen point on its surface (at the distance σcs = 0.5(σc + σs)).
We assume that the chains are perfectly flexible, and, in each chain, segments are freely
connected (model M1).

All the spherical entities interact via the shifted-force Lennard–Jones potential [59]

u(ij) =

{
4εij
[
(σij/r)12 − (σij/r)6 ]+ Δu(ij)(r), r < r(ij)cut ,

0, otherwise,
(2)
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where
Δu(ij)(r) = −(r − r(ij)cut )∂u(ij)(r(ij)cut )/∂r, (3)

In the above r(ij)cut denotes the cutoff distance, σij = 0.5(σi + σj) (i, j = c, s, P) and εij
is the parameter characterizing interaction strengths between spherical species i and j.
The indices “c” , “s”, and “P” correspond to the cores, the chain segments, and the small
particles, respectively. All particles are dispersed in an implicit solvent that determines the
strength of interactions between them.

We also study hedgehog-like particles with rigid ligands (model M2). Furthermore,
we consider also the adsorption of the particles P on a planar surface modified with end-
tethered chains using a model analogous to that described above. In this case, however,
the solid surface interacts with all particles except the ligand’s bonding segments via the
hard-wall potential.

We introduce standard units. The diameter of segments is the distance unit, σs = σ,
and the segment–segment energy parameter, εss = ε, is the energy unit. The mass of a
single segment is the mass unity, ms = m. The basic unit of time is τ = σ

√
(ε/m). The

reduced temperature is T∗ = kBT/ε.
In this study, particles P and chain segments have the same mass, m. The spring

constant of the binding potential, kss = 1000ε/σ2.
In our simulations, core–core, core–chain, and particle–core interactions are purely

repulsive, while particle–chain (particle–segment) interactions were attractive. In some
simulations, we assume that also segment–segment and particle–particle are attractive. To
switch on or switch off attractive interactions, we use the cutoff distance. For attractive
interactions, r(ij)cut = 2.5σij, while, for repulsive interactions, r(ij)cut = σij. The grafting density
is defined as ρgr = f /A, where A is the area of the substrate.

Molecular dynamics (MD) simulations were performed using the LAMMPS classical
MD code [60,61]. The Nose–Hoover thermostat was used to regulate the temperature. The
reduced temperature was T∗ = kBT/ε = 1 for all the results reported here. Two series of
simulations were carried out, for the hairy nanoparticles and the planar brushes.

In the first case, a cubic simulation box was used with the nanoparticle’s core fixed at
the center of the simulation cell. The box size varied from L = 57σ to L = 107σ depending
on the system studied. In the case of bigger cores and longer tethers, bigger boxes were
used. Standard periodic boundary conditions were introduced in all directions.

The first segment of each tethered ligand was fixed at a distance σcs away from the
center of the nanoparticle. These binding beads are randomly distributed on a spherical
surface. All the tethering points were then kept fixed thereafter. The simulation cell
always had a size capable of accommodating each hairy particle with stretched ligands,
the cloud of adsorbed particles, and a sufficiently large part of the bulk fluid. The sphere
inscribed (with the radius R′ = L/2) in the cube was treated as a virtual adsorption system
submerged in the bulk fluid.

A planar brush was simulated in a rectangular box with sizes Lx = Ly and Lz, in
directions x, y, z, respectively. The wall located at z = 0 was covered by the ligands, while
the wall at z = Lz was a bare, hard wall. The ligands were attached to the flat surface in
the same way as to the nanoparticle. The distance between these walls was large enough
to ensure the existence of the region of a uniform fluid in the middle part of the cell. The
system is periodic in the x and y directions. The distance Lz ranged from 40 to 80. In the
majority of the runs, the box dimension Lx was 100. In this case, the whole simulation cell
is considered as the adsorption system.

The spherical particles, P, were randomly inserted into the system until their desired
density, ρ0 was reached. The initial density of the particles P is defined as ρ0 = N/V,
where N is the number of the particles and V is the cell’s volume.

Simulations were performed for several dozen sets of parameters characterizing the
nanoparticle, for two values of diameter σc = 2σ and 4σ, different lengths of ligands
M = 5, 10, 15, 20, 30, and numbers of tethered chain f = 5, 10, 20, 30. In each case,
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the density of particles P varied from ρ0 = 0.0001 to ρ0 = 0.3. For selected parameters,
simulations were also carried out for the planar surfaces with attached ligands.

To obtain proper equilibrium, we used very long simulations, simulations with dif-
ferent starting configurations for each system, and alternating heating and cooling of the
system. We equilibrated the system for at least 108 time steps until its total energy reached
a constant level, at which it fluctuated around a mean value. The production runs were for
at least 107 time steps. At the time, data were saved after every 1000 time steps and used
for the evaluation of the local densities of chain segments, ρs(z), and the fluid particles P,
ρ(r), where r was the distance between the core center and a segment or a particle. The
results presented here were averaged over at least five statistically independent systems.
The process was the same for nanoparticles and planar surfaces.

3. Results and Discussion

3.1. Description of the Studied Systems

We studied the adsorption of small particles on different hairy particles and the flat
surfaces modified with tethered chains.

As already mentioned, the simulations were carried for the inert cores. The soft repul-
sive core–segment and core–particle interactions were assumed. All energy parameters
εij = ε (i, j = c, s, P) except for the particle–segment energy parameter, which is varied
(εPs = 1.5ε and 3.0ε ). The motivation for choosing these values originates from the fact
that similar parameters have already been used for planar brushes [27,28,41] and hairy
particles [50]. In the framework of the implicit solvent model, these parameters correspond
to the good solvent conditions [19]. Thus, the tethered chains are solvophilic.

We discuss here the results obtained for the nanoparticles with attached flexible (model
M1) or rigid ligands (model M2). Most simulations were performed for the systems in
which only particle–segment interactions are attractive. However, some simulations were
also carried out for the case of attractive segment–segment and particle–particle interactions
( models M1a, M2a). Table 1 shows the types of interactions in different models.

Table 1. Types of interactions in different models.

Interactions Models M1, M2 Models M1a, M2a

segment–core repulsive repulsive
particle–core repulsive repulsive

segment–segment repulsive attractive
particle–particle repulsive attractive
particle–segment attractive attractive

We begin with a detailed analysis of the behavior of the M1-systems. Then, we present
selected results for different models.

Our “basic” model (M1) mimics a typical hairy particle with attached flexible chains.
For simplicity, only particle–segment models are assumed to be attractive. First, we study
the system behavior for relatively low interactions and set εPs = 1.5ε. In this case, we study
the cores of two sizes (σc = 4σ, 2σ) and the corresponding flat substrate. Different numbers
of attached chains ( f ) and different chain lengths (M) are assumed.

3.2. Excess Adsorption Isotherms

A basic measure of adsorption is the excess adsorption [27,50]. For adsorption on a
single spherical hairy particle, the excess adsorption (per particle) is defined as

Γ = 4π
∫

r2(ρ(r)− ρb)dr, (4)
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where ρb is the reduced density of molecules P in the bulk phase. This value is determined
from the analysis of the density profiles. Far away from the center of the core, its impact
diminishes, and the density achieves a constant value, ρb [27,50].

We normalize the excess adsorption in the following way

Γ∗ = Γ/A, (5)

where A is the surface area. For nanoparticles, it is the area of the core surface, A = π(σ2
c ).

In the case of a flat surface, the excess adsorption (per a unit of surface area) is
calculated from the well-known equation [27]

Γ∗ =
∫
(ρ(z)− ρb)dz, (6)

where z is a distance from the surface. Clearly, Equation (5) becomes a form of Equation (6)
for Rc → ∞ .

The excess adsorption can be also estimated from the following equation

Γ = V′(ρ0 − ρb), (7)

where V′ is the volume of the virtual adsorption system, V′ = Vk = πL3/6 for the particle,
and V′ = V for the flat surface. The last equation is used for the experimental measurement
of adsorption. In some cases, to analyze the simulation results, we used both of these
equations, and the obtained values were consistent.

In Figure 1, we show the excess adsorption isotherms of particles P on different hairy
particles as well as on flat brushes. Parts a and b present the results for the core of diameter
σc = 4σ and different numbers of attached chains (a) and their lengths (b). Usually, when
density ρb increases, the excess adsorption rapidly rises, reaches its maximum, and begins
to slowly decline. However, for short chains or very small numbers of ligands, an atypical
course of excess adsorption isotherms is seen.

After an initial rapid increase, the adsorption drops to a deep minimum and begins to
rise again. For higher densities, ρb, the excess isotherms have a usual shape. The effect of
the “superadsorption” at low densities will be discussed later. An increase in the number
of ligands and their length cause an increase in the adsorption. This is a consequence of
the assumed model. As the total number of attractive segments increases, the number of
potentially available “adsorption sites” also increases.
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Figure 1. Excess adsorption isotherms for the model M1 and εPs = 1.5ε: (a) the hairy particle, σc = 4σ,
M = 20 (circles): f = 10 (black), 20 (red), 30 (green), and M = 30, f = 30 (blue squares), (b) the
hairy particle, σc = 4σ, f = 20 (circles): M = 5 (black), 10 (red), 15 (green), 20 (blue), 30 (yellow),
and f = 30, M = 10 (violet squares), (c) M = 20, ρgr = 0.398 (circles): the flat substrate, f = 20
(black), the hairy particle, σc = 4σ, f = 20 (red), the hairy particle, σc = 2σ, f = 5 (violet), and f = 20,
M = 10 (squares): the flat substrate (blue), the hairy particle, σc = 4σ (green). Symbols correspond to
the simulation points. Lines serve as a guide to the eye.
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In Figure 1c, the effect of the surface curvature is shown. We compare the excess
adsorption isotherms for brushes with the same ligands (M = 20 ) and the same grafting
density (ρgr = 0.398). The chains are attached to the bigger (σc = 4σ, red line), the smaller
core (σc = 2σ, violet line), and the flat substrate (black line). The impact of the curvature
on the magnitude of adsorption is visible. First, the adsorption (per unit of area) on a flat
brush is considerably smaller than on spherical hairy particles. Due to geometrical reasons,
a volume of “the adsorbed phase” is larger for a spherical brush, and thus the number of
adsorbed particles is greater.

Second, the core size also affects the adsorption. However, this effect is significant
only in the case of very low or relatively high bulk densities of adsorbed particles. Note
that the local minimum of adsorption at very low density only appears for the smaller core.
The number of segments in the polymer layer is much greater for a big core compared to a
small one with the same grafting density. Therefore, the excess adsorption on a big particle
becomes considerably greater at high densities.

Additionally, in Figure 1c, we present the adsorption isotherms for the same number
( f = 20) of shorter ligands (M = 10) grafted to the flat substrate (black line) and the big
core (green line). In the case of flat brushes, an anomaly in excess adsorption does not
occur for both longer and shorter chains.

Overall, our simulations show the possibility of controlling adsorption on hairy
nanoparticles by changing the core size, the chain length, and the grafting density. For the
systems tested here, the adsorption increases as the total number of segments increases.
Adsorption on nanoparticles is significantly greater than on flat brushes.

In general, our results are qualitatively consistent with experimental observations [56–58].
However, direct comparison is difficult. There is still a lack of systematic experimental
investigations concerning the correlation between the adsorption isotherms and the prop-
erties of the hairy nanoparticles. One can find the adsorption isotherms measured for one
type of nanoparticles [58] or the values of adsorption estimated at one arbitrary chosen
fluid density on different nanoparticles [56].

Marschelke et al. [56] investigated the immobilization of laccase from Trametes versi-
color onto hairy particles with a shell built of poly-(2-dimethy laminoethyl methacrylate)
(PDMAEMA). This study showed that the polymer loading (adsorption) showed a maxi-
mum at different enzyme concentrations depending on the grafting density of the brushes.
They also presented the dependence of the polymer loading on the grafting density for
different enzyme concentrations.

At a certain low concentration, the polymer loading decreased with the increase of the
grafting density. In the case of higher concentrations, the loading increased, achieved a
maximum, and decreased. In a wide range of higher concentrations, however, the polymer
loading increased with the grafting density as in our simulations.

Adsorption isotherms on hairy nanoparticles are usually estimated only for very
dilute solutions and densely grafted substrates [58]. Under such conditions, the adsorption
monotonically increases with the increase of the initial concentration of adsorbed particles.
The same trend is observed at the beginning of “typical” isotherms obtained from our
simulations. However, we also obtained isotherms with the additional maximum at low
particle concentration. To the best of our knowledge, this “superadsorption” at the ligand-
tethered nanoparticles has not been reported thus far.

3.3. Thickness of Polymer Layer

Adsorption on a brush strongly depends on its structure. On the other hand, the brush
morphology varies during adsorption [48,50]. It is well-known that the configuration as-
sumed by the chains depends on the entropic and enthalpic contributions to the free energy.
The chains tend to maximize their configurational entropy by adopting a random-walk
configuration [19,23]. Simultaneously, they minimize the potential energy by profitable
adsorbed particle–segment contacts. The brush structure follows from the competition
between these trends.
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The average thickness of the polymer layer reflects, to some degree, its structure. In
the case of spherical hairy particles, the thickness of the polymer corona is given by [25,43]

H = 2(

∫
r3ρs(r)dr∫
r2ρs(r)dr

− Rc). (8)

For flat substrates, one can obtain [25]

H = 2

∫
zρs(z)dz∫
ρs(z)dz

(9)

We define the relative thickness of the polymer layer as the ratio of the estimated
value H to the thickness for completely stretched chains, H* = H/M.

Figure 2 shows the relative average thickness of the bonded phase as a function of the
bulk density (ρb) for different model systems. In part a, the thicknesses H∗ are plotted for
rather long chains (M = 20) and different numbers of ligands. One can see that the thick-
ness of the polymer corona was strictly correlated with the excess adsorption isotherms. For
f > 10, all presented curves, similarly to the corresponding excess adsorption isotherms,
have the same shape. As the density increased, the H∗ fell sharply, then in a narrow region
remained almost constant and rose linearly.

At low densities, particles P can deeply penetrate the polymer corona, and their
adsorption rapidly increases. The adsorbed particles form bridges between segments
and the polymer. An increase in the number of adsorbed particles enhances this effect.
However, after reaching a certain threshold density, there is no more room for additional
particles and the chains begin to unfold; thus the thickness gradually increases. However,
for rather rarely grafted cores with f = 10, at extremely low densities, a local maximum is
visible (black line). The relative thickness of the polymer corona increased as the number
of ligands increased. Due to the effect of the excluded volume, the chains became more
stretched.
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Figure 2. The average thicknesses of the corona for the model M1 and εPs = 1.5ε: (a) the hairy particle,
σc = 4σ, M = 20 (circles): f = 10 (black), 20 (red), 30 (green), and M = 30, f = 30 (blue squares),
(b) the hairy particle, σc = 4σ, f = 20 (circles): M = 5 (black), 10 (red), 15 (green), 20 (blue), 30
(yellow), and f = 30, M = 10 (violet squares), (c) M = 20 and ρgr = 0.398 (circles): the flat substrate,
f = 20 (black), the hairy particle, σc = 4σ, f = 20 (red), the hairy particle, σc = 2σ, f = 5 (violet),
and f = 20, M = 10 (squares): the flat substrate (blue), the hairy particle, σc = 4σ (green). Symbols
correspond to simulation points. Lines serve as a guide to the eye.

Figure 2b displays the impact of the chain length on the functions H∗ vs. ρb and the
fixed number of ligands ( f = 20). After a sharp minimum at low densities, H∗ increased
linearly. The same was found for the system with a higher grafting density ( f = 30)
and M = 10 (violet squares). However, in the region of densities considered, there was
no minimum on the curve plotted for very short chains (M = 5). The thickness jumped
rapidly and then increased linearly. Comparing these curves, we found that an increase
of chain length at the same grafting density led to a considerable decrease of the relative
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corona thickness. This can be explained by increasing the adsorption of particles and the
enhancement of the bridging effects.

In part c, the effect of the curvature on the average brush thickness is presented for
systems from Figure 1c. At the same grafting density (full circles) the thickness increased
with decreasing surface curvature. In the case of the flat surface, the relationship H∗ vs. ρb
is a slowly increasing function, while, for spherical cores, slight jumps on the curves are
visible at very low densities.

Let us briefly discuss the problem of the thickness of polymer-tethered layers. It is
well-known that the average height of the flat brush depends mainly on the chain length,
the grafting density, and solvent quality [19]. Scaling theories and the self-consistent
field theories [19,23,24] predict that the height of the brush increases as the chain length
increases; simultaneously, its relative thickness decreases. Thus, our results are qualita-
tively consistent with theoretical predictions. Similarly, the grafting density increased in
accordance with a power-law dependence [19].

Such a relation accurately approximates the data obtained for dense brushes. How-
ever, density functional studies [62] showed that the behavior of sparse brushes can be
completely different. For very low surface densities of tethered chains, the brush height
remained almost constant. In this case, the grafted chains did not practically affect one
another, and they assumed unperturbed configurations. For medium-covered substrates,
the height fell to a minimum [62]. With a further increase of the grafting density, the brush
height increases as in the predicted scaling theories [19]. Although, we also took into
account the rather sparse brushes ( f = 5, 10). In all systems considered here, an increase of
the grafting density led to the formation of thicker brushes.

The effect of the adsorption of particles on the brush height was much less studied.
We analyzed the impact of the fluid density on the brush height using density functional
theory [62,63]. Increasing ρb can both increase or decrease the brush height. The course of
the functions H vs. ρb depends on all interactions in the system [63]. The experimental
studies confirmed that the brush height can vary in a complex way during the adsorption.

Marschelke et al. [56] found that the thickness of the swollen PDMAEMA brushes
was significantly reduced after the immobilization of enzyme, while the opposite effect
was observed for dry brushes. However, Minko et al. [64] reported that the adsorption
of enzyme on poly(acrylic acid)-modified (PAA) particles caused the increase of polymer
brush thickness in the swollen state. Unfortunately, there is no information about the
impact of enzyme concentration on the brush thickness.

A decrease in the brush thickness is commonly explained by the strong attractive
interactions between segments [19,23,24]. In our model, this mechanism is completely
distinct. Particle–segment interactions play a decisive role to cause the adsorption of
particles on “chains”. In turn, adsorbed particles influence the chain configurations. The
particles form bridges between segments belonging to the same chain and to other chains.
Such a bridging effect was observed experimentally [51] The chains wrapped around
particles and the polymer corona became more compact. For a sufficiently dense fluid, the
adsorbed particles pull segments to the bulk phase so that the height increases. Similar
results were obtained for adsorption on nanoparticles with mobile ligands [50].

3.4. Structure of Interfacial Layers Formed on Nanoparticles

To obtain a deeper insight into the structure of the polymer layers, we calculated
the one-dimensional density profiles of chain segments, ρs(r) and the density profiles of
adsorbed particles, ρ(r), around the core.

Figure 3 presents the segment density profiles and the density profiles of adsorbed
particles on the big nanoparticle (σ = 4σ) for different numbers of chains and their lengths,
(a) f = 20, M = 20 , (b) f = 20, M = 10, and (c) f = 10, M = 20, calculated at different
initial densities of particles ρ0.

209



Int. J. Mol. Sci. 2021, 22, 8810

2 4 6 8 10 12
r/σ

0

0.2

0.4

ρ
s

4 8 12
r/σ

0

0.2

0.4

0.6

ρ

a

2 4 6 8
r/σ

0

0.2

0.4

ρ
s

2 4 6 8
r/σ

0

0.2

0.4

0.6

ρ

b

2 4 6 8 10
r/σ

0

0.2

0.4

0.6

ρ

2 4 6 8
r/σ

0

0.2

0.4

ρ
s

c

Figure 3. Density profiles of the chain segments and fluid particles (insets) around the core for the
model M1 plotted for different initial densities of the fluid ρ0 = 0.0001 (black), 0.001 (red), 0.01
(green), 0.05 (blue), 0.1 (yellow), 0.2 (brown), and 0.3 (violet): (a) f = 20 , M = 20, (b) f = 20, M = 10,
(c) f = 10, M = 20. Other parameters: σc = 4σ, εPs = 1.5ε.

In the segment density profiles for the higher grafting density (Figure 3a,b), one
sees three or four peaks. The first peaks correspond to grafted segments that are located
directly at r = 2.5σ. The pronounced structure is also visible further from the core. The
second segments in chains show up as rather sharp peaks at r = 3.5σ. The next peaks at
r = 4.5σ are much wider. Then, the segment density smoothly decreases. The molecules
are attracted by the chains, due to which, they penetrate deeply into the polymer layer.
In the fluid density profiles, ρ(r), one sees peaks corresponding to “adsorption on” the
subsequent layers of segments. The density of the fluid inside the brush is greater than in
the bulk phase.

An initial density of the adsorbed molecules affects the structure of the surface layer.
In the case of longer ligands, an increase of the density ρ0 causes an increase in the density
of the particles inside the polymer layer. Such a relation is observed for the “normal” excess
adsorption isotherms. For short tethered chains, however, the density profile corresponding
to ρ0 = 0.001 (red line) is much greater than that estimated at ρ0 = 0.01 (green line). This
reflects the existence of a local maximum at the beginning of the excess adsorption isotherm.
At ρ0 = 0.001, three well-pronounced peaks are visible in the density profile of the fluid. In
the same part of the brush, the segment density is very high. This suggests the occurrence
of a reconfiguration in the polymer corona at this fluid density.

The local maximum at the beginning of excess adsorption isotherm was also found
for low grafting density ( f = 10) and long chains (M = 20). Figure 3c depicts the
corresponding density profiles. Here, the segment densities in the middle part of the
polymer layer were much lower than those for the dense brushes. The segment density
was the highest for the lowest density ρ0. In the center part of the corona, the local fluid
density at ρ0 = 0.0001 (black line) was considerably greater than at ρ0 = 0.001 (red line).
The one-dimensional segment density profiles, ρ(r), show the densities averaged on a
sphere of radius r. They do not show all changes in the shape of the polymer corona.

We monitored the configurations for all studied densities of fluid. The most repre-
sentative examples for model M1 are presented in Figure 4. In the upper row (a, b, c), the
particle with attached long chains (M = 30) is presented for different densities of fluid:
ρ0 = 0.0001 (a), ρ0 = 0.001 (b), and ρ0 = 0.1 (c). Corresponding configurations for the
particles with shorter chains (M = 10) are shown in the middle row (c, d, e). In the case of
long tethers, at the very low density (ρ0 = 0.0001), the chains are unfolded, and a few parti-
cles are arrested inside the polymer layer. The hairy particle has a symmetrical core-shell
structure. As more particles are adsorbed, the polymer layer becomes more compact, and,
at ρ0 = 0.1, a dense cloud of segments with particles trapped inside is observed.

For the short chains (M = 10) at the lowest density ρ0, the morphology of the polymer
layer is similar to the previous results. However, it changes dramatically at ρ0 = 0.001,
and a cone-like structure is found. In this case, adsorbed molecules can easily penetrate
the polymer layer, and they accumulate near the chains and form bridges between dif-
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ferent chains. The cloud of segments becomes highly asymmetrical. A part of the core
remains uncovered.

In the bottom row, the snapshots for f = 10 and M = 20 are shown. In this case, the
cone-like structure appears at the lowest density, as the fluid density increases, the chains
stretch and transform into a loose asymmetrical structure. Notice that the total number
of segments is the same as for the particle drawn in the middle row. This suggests that
the cone-like structure can be stable if there are enough adsorbed particles to stick the
segments together. As the density ρ0 increases, the excluded volume effects cause gradual
extension of the chains, and this characteristic structure can disappear (see Figure 4f).

Figure 4. Examples of the equilibrium configurations of hairy particles (model M1, εPs = 1.5ε)
immersed in fluids of different densities ρ0 = 0.0001 (a,d,g), 0.001 (b,e,h) , 0.1 (c,f,i) for f = 20 and
M = 20 (a–c), f = 20 and M = 10 (d–f), and f = 10 and M = 20 (g,h,i). The red sphere represents the
core, and blue spheres correspond to bonding segments, yellow spheres and pink spheres represent
the remaining segments and fluid particles P, respectively. For clarity, the particles P are represented
by points (size ratios are not kept) in parts (c,f,i).

We also found that an increase of curvature of the core favored the formation of
cone-like structures (not shown here). We compared the behavior of particles consisting of
cores of different sizes with relatively long attached chains (M = 20) and the same grafting
densities. For the smaller core, the cone-like structure arose and did not for the larger core.

Overall, our results clearly show that adsorption on hairy nanoparticles particles can
significantly change the morphology of the polymer layer. The particles were adsorbed
mainly inside the brush, and their presence induced changes in the morphology of the
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polymer layer. In some cases, asymmetric cone-like structures were found. The asymmetry
in the polymer coatings was likely to have a significant effect on the aggregation behavior.

Similar effects were reported by Bolintineanu et al. [45] who carried out atomistic
molecular dynamics simulations of different alkanethiol-coated gold nanoparticles solvated
in water and decane. In some systems, they found significant local bundling of chains on
the nanoparticle surface, which resulted in highly asymmetric coatings [45]. Simulations
performed by Chew et al. [48] also showed that ligands tended to form “bundles”, giving
rise to anisotropic structures despite homogeneous surface coatings.

In our previous work [50], we presented the adsorption-induced reconfiguration of
the polymer corona built of ligands that could freely move on the core surface. We found
that, depending on fluid–chain interactions and the fluid density, isolated hairy particles
could be classified as core-shell, octopus-like, and corn-like.

Furthermore, Marschelke et al. [56] proved experimentally that the adsorption of the
enzyme affects the polymer swelling and, therefore, leads to the changes in the surface
morphology, charge, and adhesion performance of the final polymer–enzyme layer.

3.5. Structure of Interfacial Layers Formed on a Flat Substrate

To investigate a role of curvature of the substrate, we carried out simulation for
brushes formed at a flat surface.

Figure 5 illustrates the structure of a bonded layer at the flat surface for the same
grafting density as in the case of the hairy particles (see Figure 1c). The segment density
profiles have a typical liquid-like structure with the well-pronounced peaks corresponding
to subsequent layers of segments. Then, this structure diminishes, and the density of
chain segments gradually decreases to zero at the effective brush height. The extent of the
layering and the effective brush height increase with increasing the density of adsorbed
particles.

In the interior of the polymer layer, the segment density decreases as the fluid density
increases. The opposite effect is observed in the outer part of the bonded phase. In the
insets, the density profiles of particles are also plotted. The location of peaks in the density
profiles of segments and molecules P are the same. As with the hairy particles, molecules
are “adsorbed on segments”.

The density of adsorbed particles is high near the surface, then it somewhat decreases
and, for high bulk densities, increases again at the brush end. The molecules are adsorbed
also “on the brush” (ternary adsorption [15,33]). Similar results have been obtained for
the flat surfaces modified with tethered short chains using the functional density theory
[26–29] and molecular dynamics simulations [41].
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Figure 5. Density profiles of the chain segments and fluid particles (insets) near the flat substrate
for the model M1 and different chain lengths: (a) M = 20, (b) M = 10 plotted for different initial
densities of the fluid ρ0 = 0.0001 (black), 0.001 (red), 0.01 (green), 0.05 (blue), 0.1 (yellow), 0.2 (brown),
and 0.3 (violet). Other parameters: f = 20, εPs = 1.5ε.
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For geometrical reasons, a direct comparison of the density profiles around the core
with those calculated near the flat surface is impossible. However, the polymers grafted
to the flat surface formed more segment layers, and they were more stretched. This
polymer layer was more compact. In contrast to the hairy particles, on flat surfaces, ternary
adsorption was found. Particles penetrated less into such a dense polymer layer and
accumulated at its outer part and above it.

In Figure 6, we show examples of configurations of flat brushes immersed in a compat-
ible fluid. The grafting density was the same as in the case of the larger core with attached
f = 20 chains. In part a, the whole simulation box is shown for M = 10. The side sections
of the systems are also presented for M = 10 (b) and M = 20 (c). We see that the adsorption
on the layer consisting of a longer chain was considerably greater. This was manifested by
considerably smaller density in the bulk phase. Ternary adsorption is clearly visible in the
snapshots. One can see that there was less available space between chains than in the case
of the hairy particles.

Figure 6. Examples of the equilibrium configurations of the system (M1) involving flat surfaces
modified with chains of different lengths: M = 10 (a,b) and M = 20. Other parameters: ρgr = 0.398,
εPs = 1.5ε. The red line represents the flat substrate. Blue spheres correspond to bonding segments,
yellow spheres and pink spheres represent the remaining segments and fluid particles P, respectively.
In parts (b,c), sideways views of simulation boxes are shown.

Our study proves that the curvature of the substrate influenced the adsorption and
structural properties of the brushes. Experimental investigations of Marschelke et al. [56,57]
showed that there was no direct transferability of the results received from planar to curved
substrates. Our simulations confirm their conclusion.

3.6. Other Models for Adsorption on Ligand-Tethered Nanoparticles

As already mentioned, we also performed a few simulations for models M1a, M2, and
M2a for σ = 4σ, M = 10, and f = 20. The results were compared to those obtained for
the same geometrical parameters and the basic model M1. We show how the adsorption
depended on the degree of flexibility of the ligands, the strength of interactions between
the particle and ligand segments, and attractive interactions between the adsorbed particles
and between segments.

In Figure 7, excess adsorption isotherms for different model systems are shown. As
one can predict, the adsorption was greater for stronger particle–segment interactions.
Increasing the energy parameter ε can cause the disappearance of the local maximum at
low density in the excess adsorption isotherm (compare the solid blue and green lines).

The attractive particle–particle and segment–segment interactions intensified the ad-
sorption (compare the red and green lines or black and blue lines). Adsorbed particles
additionally attract others, and a wider “adsorption layer” is formed. This effect is particu-
larly visible for εPs = 1.5ε (blue solid line) at high bulk densities. Moreover, it can be seen
that, for rigid ligands, adsorption is always greater than for flexible tethered chains.

This effect is minor for εPs = 1.5ε (black lines) and clearly visible for stronger particle–
segment interactions, εPs = 3.0ε, (red lines). The difference in the behavior of particles with
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rigid and flexible ligands became much more significant for attractive particle–particle and
segment–segment interactions (green lines). This brief discussion shows that adsorption
was highly dependent on the details of the model used.
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Figure 7. Excess adsorption isotherms on the particle with attached flexible (circles, solid lines) and
rigid ligands (squares, dashed lines) for different models of adsorption: models M1 and M2 with
ε = 1.5ε (black), models M1 and M2 with ε = 3.0ε (red), models M1a and M2a with ε = 3.0ε (green),
and model M1a with ε = 1.5ε (blue). Other parameters: f = 20, M = 10. Symbols correspond to
simulation points. Lines serve as a guide to the eye.

It should be stressed that the effect of “superadsorption” at very low densities also
occurred for the rigid ligands that did not change their configurations. Thus, it results
from a special situation of particles in the confined space near the curved surface between
ligands, which act as obstacles. The behavior of particles depends on the resultant of all
forces in the systems. In turn, the effective potential is shaped by all pair–pair interactions
and changes as the density increases. For a special combination of the system parameters,
the effect of “superadsorption” at low densities can be observed. In the case of stronger
interactions, this phenomenon does not occur.

Figure 8 presents the density profiles of adsorbed particles and ligand segments at
ρ0 = 0.1, where the adsorption is the greatest. To a considerable degree, the structure of
the adsorbed fluid replicates the structure of ligands. This was particularly apparent for
the hedgehog-like particles (M2). In this case, a series of narrow peaks were observed in
the density profiles.

For flexible chains, both the segment density profiles and the fluid density profiles
had only a few peaks and decreased continuously in the outer part of the polymer corona.
The density of the fluid in the whole surface layer increased for stronger particle–segment
interactions and attraction between adsorbed particles. Note that the effect of attraction
between particles and between segments was more significant. If these interactions are
attractive, the segment density increases not only deep inside the polymer corona but also
further from the core.

As mentioned, for flexible tethers, the presence of adsorbed particles influences their
configurations. In the framework of the model M1, for stronger particle–segment interac-
tions (compare black and red lines) the segment density was lower near the core, higher
for in the middle of the polymer layer, and again slightly higher in the corona periphery.
The adsorbed particles push the segments outward from the immediate vicinity of the core.
On the other hand, the particles and segments “stick” to each other, allowing the chains to
wrap themselves around the particles. The structure of the polymer layer is a result of a
complex interplay between these effects.

The attractive interactions between particles and between segments also affected
the structure of the polymer layer. For weaker particle–segment interactions (εPs = 1.5ε)
attraction between particles caused the segment density to increase inside the polymer
corona (r < 5.5σ) and to decrease outside (black and blue lines). The increase was the
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strongest in the middle part of the corona. In the case of εPs = 3.0ε, the opposite effect was
observed in the interior of the brush (red and green lines). However, for 4.5σ < r < 5.5σ,
the attractions between particles caused an increase of the segment density. It did not
influence the behavior of the outer part of the brush.
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Figure 8. Density profiles of the chain segments (a) and fluid particles (b) around the core at ρ0 = 0.1
for particles with attached flexible (solid lines) and rigid ligands (dashed lines) plotted for different
models and values of εPs: models M1 and M2 with 1.5ε (black lines), models M1 and M2 with
εPs = 3.0ε (red lines), models M1a and M2a with εPs = 3.0ε (green lines), and model M1a with
εPs = 1.5ε (blue line). Other parameters: σc = 4σ, f = 20, M = 10. In the inset of part a, the segment
density profile for the hedgehog-like particle is shown.

Figure 9 illustrates the “superadsorption” effect at low densities for hedgehog-like
particles. In part a, the fluid density profiles obtained for the model M1 with εPs = 1.5ε are
shown. A change in the sequence of the profiles plotted for increasing densities ρ0 is clearly
visible (see inset). If εPs = 3.0ε, the profiles for ρ0 = 0.001 (red line) and ρ0 = 0.01 (green
line) are intertwined. In the latter case, the excess adsorption monotonically increased in
the region of low densities.

2 4 6 8 10 12 14
 r/σ

0

0.5

1

1.5

ρ

2 4 6
r/σ

0

0.5ρ

a

2 4 6 8 10 12 14
r/σ

0

0.5

1

1.5

ρ

2 4 6
r/σ

0

0.5

1

1.5

ρ

b

Figure 9. Density profiles of fluid particles around the core plotted for the hedgehog-like particle
in the system of the M2-type and εPs = 1.5ε (a), 3.0ε (b) at different initial densities of the fluid
ρ0 = 0.0001 (black), 0.001 (red), 0.01 (green), 0.05 (blue), 0.1 (yellow), 0.2 (brown), and 0.3 (violet).
In the insets, the initial parts of the density profiles are shown on a more accurate scale. Other
parameters: σc = 4σ, f = 20, M = 10.

Figure 10 presents selected configurations for the particles with attached flexible
ligands. The snapshots for the model M1 and εPs = 3ε for different densities ρ0 are shown
in the top row. In this case, for ρ0 = 0.0001, the cone-like structure began to be formed. For
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weaker particle–segment interactions (see Figure 4d–f), the core-shell structure with loosely
distributed segments was found at this fluid density. The cone-like structures occurred
even for higher densities.

In the bottom row, we present the results for the same particle–segment interactions
but for the model M1a. The cone-like structure was observed already at the lowest fluid
density. However, at ρ0 = 0.1, the polymer corona became less compact and more sym-
metrical. Likely, interactions between the adsorbed molecules and molecules in the bulk
fluid pull the chains into the surrounding fluid, and the special structure is destroyed.
Thus, attractive interactions between fluid molecules considerably affect the structure of
hairy particles.

Figure 10. Examples of the equilibrium configurations of hairy particles immersed in fluids of
different densities ρ0 = 0.0001 (a,d), 0.001 (b,e), 0.1 (c,f) for model M1 (a–c), model M1a (d–f): f = 20,
M = 20 (a–c), f = 20, M = 10 (d–f). Other parameters: σc = 4σ, f = 20, M = 10 and εPs = 3.0ε. The
red sphere represents the core, and blue spheres correspond to bonding segments, yellow spheres
and pink spheres represent the remaining segments and fluid particles P, respectively. For clarity,
particles P are represented by points (size ratios are not kept) in parts (c,f).

Finally, we discuss the configurations for the particle with stiff ligands (Figure 11). In
this case, the core and ligands form a rigid backbone of the particles and no reconfiguration
is possible. In part a, a typical configuration at very low density (ρ0 = 0.0001) is shown.
Parts a and b illustrate the behavior of the “basic model” M1. When the density ρ0 increased
to ρ0 = 0.001, the particles accumulated near the ligands and between them.

The remaining pictures are for this higher density but for different system param-
eters. If particle–segment attraction was stronger, the adsorption was markedly greater
(Figure 11c). The effect of attractive interactions between particles was even more spectacu-
lar as seen in comparing configurations (Figure 11b,d). Particles “condense” in the volume
between rigid ligands.

In summary, the behavior of nanoparticles with stiff or flexible ligands is significantly
different. The details of the models can influence the results of simulations. Nevertheless,
the fundamental features of the systems are quite well imitated by the simplest models M1
or M2.

The study showed that the adsorption of particles on hairy particles is a very complex
process that depends on many parameters and relations between them. In general, for the
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system studied, adsorption rose with increasing the grafting density, the length of chains,
and the particle–segment interactions.

The general trends observed in our simulations were consistent with previous experi-
mental results [56–58,64].

Figure 11. Examples of the equilibrium configurations of the hedgehog-like particles immersed in
fluids of densities ρ0 = 0.0001 (a) and 0.001 (b–d) for different models: (a,b) model M2, εPs = 1.5ε, (c)
model M2, εPs = 3.0ε, and (d) model M2a, εPs = 3.0ε. Other parameters: σc = 4σ, f = 20, M = 10.
The red sphere represents the core, blue spheres correspond to bonding segments, and yellow spheres
and pink spheres represent the remaining segments and fluid particles P, respectively.

4. Conclusions

This work presents the results of coarse-grained simulations for different polymer-
functionalized spherical nanoparticles immersed in an explicit fluid consisting of small
particles P. We considered the particles with ligands permanently anchored at randomly
chosen points at the core surface. We studied nanoparticles with attached flexible chains
and rigid ligands.

First, hairy particles modified with perfectly flexible chains were considered. The
simplest possible model in which only particle–segment interactions are attractive while the
remaining pair interactions are repulsive was discussed. For this model, we demonstrated
that, in a wide region of particle densities, the excess adsorption on a hairy nanoparticle
increased for longer chains and higher grafting densities. The adsorption properties of
hairy nanoparticles of different sizes and flat surfaces modified with grafted chains were
compared. When the grafting density was kept constant, the normalized excess adsorption
on the flat brush was considerably smaller.

However, the effect of the core size was negligible in a wide region of densities. This
was significant only in the case of very low or relatively high bulk densities of adsorbed
particles. For the systems with assumed attractive particle–particle and segment–segment
interactions, the excess adsorption was greater than in our “basic” model system, where
these interactions were repulsive. Our conclusions regarding the adsorption on hairy
particles are in line with previous experimental observations [56–58].
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Adsorption on hairy particles changes the morphology of the polymer corona. Our
simulations elucidated the mechanism of adsorption-induced nanoparticle shell reconfigu-
ration of the nanoparticle shell. Adsorbed particles form the bridges between segments
belonging both to the same chain and different chains [50,51]. The chains form coils with
the particles trapped inside and joined together. We computed the average thickness of
polymer coatings for different fluid densities and stated that this is strictly correlated with
the excess adsorption isotherms.

We analyzed the dependencies of the brush thickness on the density of adsorbed
particles and compared them with the theoretical predictions [19,62,63] and experimental
results [56]. Depending on the assumed parameters core-shell or cone-like structures of
hairy particles were found in the model systems. In the case of the cone-like particles, the
segment cloud was highly asymmetrical. The chains with adsorbed particles accumulated
on a part of the core surface, while the remainder was uncovered. The polymer layer could
be more or less compact. We found continuous adsorption-induced structural transitions
in polymer coatings. The cone-like structure transformed into the core-shell structure at
higher densities.

The adsorption-induced local bundling of chains on the nanoparticle surface was ob-
served in the simulations carried out for other systems [48,50] as well as in experiments [56].
In the case of short chains, “the superadsorption” was observed at very low particle densi-
ties. The excess adsorption isotherm had a low local maximum at a very low density. For
higher densities, however, the excess adsorption isotherm had a typical course. Likely, this
follows from the superposition of the effect associated with the confinement of particles
near the curved surface between ligands (which act as obstacles) and the effect of the
interplay between all interactions in the system. This anomaly occurs only for special
combinations of parameters and disappears for stronger attractive interactions.

Finally, we discuss adsorption on the hedgehog-like particles with attached rigid
ligands. The adsorption on such particles is higher than on the corresponding hairy
particles with flexible chains. If particle–particle interactions are attractive, we observe a
“condensation” of fluid in “pores” between ligands.

In summary, we demonstrated how the model parameters affected adsorption on hairy
nanoparticles. We analyzed the mechanism of adsorption and the structure of the polymer
coating with details. The adsorption on hairy particles follows from competition between
interactions near the surface and in the bulk phase and the entropy effects associated with
the limiting of possible chain configurations near the core. Hairy particles with flexible
chains are “living” adsorbents, which makes the research difficult.

Future studies of adsorption on ligand-tethered nanoparticles can proceed on several
fronts. The density functional theory of adsorption on flat brushes [26–29,33,34] can be
adapted to describe the adsorption on hairy nanoparticles. The theoretical predictions
can be compared with the results of our simulations. Moreover, the molecular dynamics
simulation of adsorption from different explicit solvents will be performed. We hope that
our results will help to rationally design hairy particles that could be carriers of bioactive
compounds.
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7. Ulbrich, K.; Holá, K.; Šubr, V.; Bakandritsos, A.; Tuček, J.; Zbořil, R. Targeted Drug Delivery with Polymers and Magnetic
Nanoparticles: Covalent and Noncovalent Approaches, Release Control, and Clinical Studies. Chem. Rev. 2016, 116, 5338–5431.
[CrossRef]

8. Zhang, L.; Bei, H.P.; Piao, Y.; Wang, Y.; Yang, M.; Zhao, X. Polymer-Brush-Grafted Mesoporous Silica Nanoparticles for Triggered
Drug Delivery. ChemPhysChem 2018, 19, 1956–1964. [CrossRef]

9. Rahman, H.; Hossain, M.R.; Ferdous, T. The recent advancement of low-dimensional nanostructured materials for drug delivery
and drug sensing application: A brief review. J. Mol. Liq. 2020, 320, 114427. [CrossRef]

10. Banerjee, I.; Pangule, R.C.; Kane, R.S. Antifouling Coatings: Recent Developments in the Design of Surfaces That Prevent Fouling
by Proteins, Bacteria, and Marine Organisms, Adv. Mater. 2011, 23, 690–718. [CrossRef]

11. Pavithra, D.; Doble, M. Biofilm formation, bacterial adhesion and host response on polymeric implants—Issues and prevention.
Biomed. Mater. 2008, 3, 034003. [CrossRef] [PubMed]

12. Chivere, V.T.; Kondiah, P.P.D.; Choonara, Y.E.; Pillay, V. Nanotechnology-Based Biopolymeric Oral Delivery Platforms for
Advanced Cancer Treatment. Cancers 2020, 12, 522. [CrossRef]
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Abstract: We studied the phase behavior of two-dimensional systems of Janus-like particles on a
triangular lattice using Monte Carlo methods. The model assumes that each particle can take on
one of the six orientations with respect to the lattice, and the interactions between neighboring
particles were weighted depending on the degree to which their A and B halves overlap. In this
work, we assumed that the AA interaction was fixed and attractive, while the AB and BB interactions
varied. We demonstrated that the phase behavior of the systems considered strongly depended
on the magnitude of the interaction energies between the AB and BB halves. Here, we considered
systems with non-repulsive interactions only and determined phase diagrams for several systems. We
demonstrated that the phase diagram topology depends on the temperature at which the close-packed
systems undergo the orientational order–disorder transition.

Keywords: Janus particles; phase transitions; Monte Carlo simulation

1. Introduction

Janus particles have a surface composed of two chemically different patches, A and
B [1,2]. The surface chemical anisotropy, which can be tuned by an appropriate fictionaliza-
tion, results in orientation-dependent interactions. The chemical composition and the size
of patches, influence both self-assembly and the formation of different ordered structures
in two- and three-dimensional systems [3–8]. In the region of low and moderate densities,
the formation of micelles, vesicles, and worm-like clusters has been observed [9–11]. It was
also shown that Janus particles form crystals of different structures and density [11].

The behavior of dense two-dimensional systems of Janus particles has been recently
studied by several authors [3,12–14]. Shin and Schweizer [3] used the Kern–Frenkel
model [15] and developed a version of self-consistent phonon theory, which predicted the
formation of different orientationally ordered hexagonal phases. The structure of these
phases was found to be primarily determined by the so-called Janus balance [16], defined
by the size of the attractive patch. Shin and Schweizer showed also that such systems
may undergo phase transitions between different orientationally ordered phases. Similar
orientationally ordered structures were observed by Iwashita and Kimura [4]. On the
other hand, experimental study and Monte Carlo simulation of Jiang et al. [5] showed the
formation of a glass-like phase, instead of the theoretically predicted zigzag phase [3].

In our recent paper [13], we studied the orientational order–disorder transitions in
closely packed two-dimensional systems of Janus particles, using a simple lattice model,
which allowed for only six different orientations of each particle. It was demonstrated
that the nature of the transition is entirely determined by the sign of the parameter
ε = uAA + uBB − 2uAB, where uAA, uAB and uBB are the energies of interaction between
the nearest neighbor pairs with their AA, AB, and BB halves facing one another. The
parameter ε determines whether the contacts between the like (AA and BB) or unlike (AB)
halves are favored.

When ε < 0, the systems were shown to order into the zigzag phase, with the order–
disorder transition belonging to the universality class of the three-state Potts model [17].
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On the other hand, when ε > 0, the ordered phase was found to be different, with the order–
disorder transition belonging to the universality class of the four-state Potts model [17].
Here, we should mention that various lattice models (Ising, Potts, etc.) are commonly used
to describe the behavior of diverse physical systems [18,19].

We also studied the phase behavior of Janus-like particles [14] using the same lattice
model with uAB = uBB = 0, i.e., with the interaction potential similar to that proposed by
Kern and Frenkel [15]. The model was studied using the Monte Carlo method in the grand
canonical ensemble, and two versions of the model were considered. In the first version,
the strength of attractive interaction, confined to the A halves of neighboring particles, was
assumed to depend on the degree to which they were overlapping. In the second version,
it was assumed that the interaction energy between a pair of neighboring particles was the
same for any mutual orientations, in which their A patches overlapped to any extent.

It was demonstrated that both versions of the model led to qualitatively different
results. In the case of the first version, the self-assembly was found to lead to different
stripped structures, depending on the density and the temperature. In particular, we found
that, at sufficiently low temperatures, the condensation led from a very dilute lamellar gas
phase to the high density ordered zigzag phase. At intermediate temperatures, the system
underwent two first-order phase transitions. The first led to the condensation of the gas
phase into the partially ordered, phase (Z2), with kinked stripes that were predominantly
ordered along two axes of the lattice.

The second transition occurred between the Z2 phase and the high density well-
ordered zigzag phase (Z). At sufficiently high temperatures, only one continuous transition,
between the disordered fluid-like and the ordered zigzag phases, was observed. In the
case of the second model, we found only one first-order transition at low temperatures.
This transition occurs between a dilute gas-like phase and the ordered phase, which
forms a kagome lattice of the density equal to 6/7. A further increase of the density was
demonstrated to lead to the reorientation of particles and the formation of dense glass-like
structure, similar to that observed by Jiang et al. [5].

Thus, the phase behavior was demonstrated to be sensitive to the magnitude of
attractive interaction acting between differently oriented particles.

The primary aim of this work is to discuss the phase behavior of two-dimensional
systems of Janus-like particles with the tuned interactions between their different parts. In
particular, we were interested in the question of how the phase behavior is affected by the
stability of the dense ordered phase and by the strength of attractive interactions between
particles.

To this end, we applied the same lattice gas model as used in [13,14,20] and assumed
that the interaction between the neighboring Janus particles depends on the degrees to
which their different parts overlap. We considered three series of systems in which the A-A
interaction was fixed while A-B and B-B interactions were varied. In the first series, the AB
and BB interactions were assumed to be the same, uAB = uBB = u∗. In the second (third)
series, uAB (uBB) was assumed to be equal to zero, while uBB (uAB) was varied.

Only the second series, with uAB = 0, appeared to mimic real Janus particles with
hydrophilic and hydrophobic parts [2,3,14]. However, the other two series are also of
interest, since each of them has demonstrated a little different phase behavior.

2. The Model and Methods

As already mentioned, the model used here is quite similar that considered in [13,14,20].
Thus, the Janus particles placed on a triangular lattice were assumed to be made of two halves
A and B, and each particle was assumed to take on one of the six orientations, defined by the
angle θ(k) = (k − 1)(2π/6) (k = 1, . . . , 6), measured with respect to the x-axis (see Figure 1a).
Throughout this work, we assumed that all interactions were short-ranged and limited to the
first nearest neighbors.
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Figure 1. (a) The six possible orientations of a particle on a triangular lattice. (b) Two representative examples of differently
oriented Janus particles, with (k, l) = (1, 6) and (6, 6) and the separation vector r = a1, demonstrating how the weights
determining the interaction energy between neighboring particles were calculated.

The interaction energy between a pair of particles located on adjacent sites i and j,
u(ki, kj, rij), was assumed to depend on their orientations, ki and kj, defined by the angles,
θ(ki) and θ(kj), as well as on the separation vector, rij, of unit length. The triangular lattice
is described by three unit vectors: a1 = (1, 0), a2 = (0.5,

√
3/2), and a3 = (−0.5,

√
3/2),

and hence there are six different separation vectors, which are equal to ±ai (i = 1, 2, 3).
To each particle, we assigned the spin vector of unit length, S = (cos(θ), sin(θ)), and

hence u(ki, kj,�rij) can be written as u(Si, Sj, rij). Moreover, we assumed that the energy of
interaction between a pair of neighboring particles depends on the degree to which their
various halves overlap. This leads to the following expression for u(Si, Sj, rij):

u(Si, Sj, rij) = wAA(Si, Sj, rij)uAA + wAB(Si, Sj, rij)uAB + wBB(Si, Sj, rij)uBB , (1)

where uAA, uAB, and uBB are the interaction energies corresponding to the orientations,
in which the AA, AB or BB halves face one another, while wAA(Si, Sj, rij), wAB(Si, Sj, rij),
and wBB(Si, Sj, rij) are the weights, determined by the degrees to which the AA, AB, and
BB regions overlap for given relative orientations, specified by Si and Sj, and locations,
specified by the separation vector rij (see Figure 1b). There are 12 different values of the pair
interaction energy, as summarized in Table 1. In Table 1, we also give the orientations of
pairs of neighboring particles corresponding to different values of u(Si, Sj, rij), for rij = a1.

Table 1. Possible different values of the interaction energy between a pair of neighboring particles
and the pairs of orientations of a given energy for the separation vector vecr = (1, 0).

u1 = uAA (0,3)
u2 = uAB (0,0), (1,5), (2,4), (3,3), (4,2), (5,1)
u3 = uBB (3,0)
u4 = 0.75uAA + 0.25uAB (0,2), (0,4), (1,3), (5,3)
u5 = 0.75uAA + 0.25uBB (1,2), (5,4)
u6 = 0.75uBB + 0.25uAB (2,0), (3,1), (3,5), (4,0)
u7 = 0.75uBB + 0.25uAA (2,1), (4,5)
u8 = 0.75uAB + 0.25uAA (0,1), (0,5), (2,3), (4,3)
u9 = 0.75uAB + 0.25uBB (3,2) (5,0), (3,4), (1,0)
u10 = 0.5uAB + 0.25(uAA + uBB) (1,1), (2,2), (4,4), (5,5)
u11 = 0.5uAA + 0.5uAB (1,4), (5,2)
u12 = 0.5uBB + 0.5uAB (2,5), (4,1)
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To study the phase behavior, we used the Monte Carlo method in the grand canonical
ensemble [21]. The Hamiltonian of the model reads

H =
1
2 ∑

i,j
u(Si, Sj, rij)ninj − Nμ , (2)

where the sum runs over all pairs of nearest neighbors; ni = 1, when the i-the site is
occupied, and 0 otherwise; and N is the total number of particles in the system,

N =
L2

∑
i=1

ni (3)

and μ is the chemical potential. In the system with linear dimension L, the total density is
equal to ρ = N/L2, and the densities of differently oriented particles are defined as

ρk =
1
L2

L2

∑
i=1

niδ(θ(ki)− θ(k)). (4)

Of course,

ρ =
1
L2

6

∑
l=1

ρl (5)

Throughout this work, we assumed that uAA = −1.0, with |uAA| taken as the unit
of energy, while the values of uAB and uBB were varied. The temperature, the chemical
potential, and all other energy-like quantities are expressed in the reduced units.

The simulations were carried out for rhomboid cells of the size L× L, with the standard
periodic boundary conditions. Since the systems considered were found to form various
ordered structures of different symmetry and density, we considered simulation cells of the
sizes suitable to properly accommodate those structures in periodically repeated simulation
cells.

The quantities recorded included the averages of the total density, 〈ρ〉, the densities of
differently oriented particles, 〈ρk〉, the potential energy per site, 〈u〉, the heat capacity

CV =
1

T2 [〈H2〉 − 〈H〉2], (6)

and the density susceptibility per site

χρ =
1
T
[〈ρ2〉 − 〈ρ〉2] . (7)

To equilibrate the system, we used 106–107 Monte Carlo steps and another 5 · 106–108

Monte Carlo steps were used to calculate averages. Each Monte Carlo step involved 10 · L2

attempts to change the state of the system. In the grand canonical ensemble, the possible
changes of the system state involved either the creation of a particle on a randomly chosen
site, with also a randomly chosen orientation or the removal of a randomly chosen particle.
The simulation at a given temperature usually began at a sufficiently low value of the
chemical potential, corresponding to a very low density, and then the chemical potential
was gradually increased up to the values at which the nearly entire lattice was filled.

After the recording of such an “ascending” isotherm, we performed the run, starting
at a high density, and recorded the “descending“ isotherm. This procedure allowed
locating the first-order phase transitions. In finite systems, the first-order transitions at
low temperatures are usually accompanied by hysteresis loops, due to the presence of
metastable states [21,22].

During the equilibration runs, the changes of the recorded quantities were monitored,
and the equilibration was assumed to be complete when these quantities ceased to undergo
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systematic changes and showed only oscillations around average values. In some cases, this
was achieved already after 105–5 · 106 Monte Carlo steps; however, usually the equilibration
required a considerably larger number of Monte Carlo steps, up to 107.

3. Results and Discussion

To begin, we consider the systems with uAB = uBB = u∗, assuming that u∗ ∈ [−1.0,−0.1].
The isotherms, calculated at different temperatures and for different values of u∗, demon-
strated that all these systems exhibit qualitatively the same behavior. Figure 2 presents
the isotherms recorded for u∗ = −0.1, and the systems with u∗ < −0.1 led to quite similar
results and the presence of the first-order transition at sufficiently low temperatures. The
transition can be treated as the gas–liquid condensation, and it terminates in the critical
point. The critical temperature, Tc(u∗), gradually increases when u∗ decreases from −0.1
to −1.0 (see Figure 3). In the particular case of u∗ = −1.0, the critical temperature takes
on the value of about 0.91, as predicted for the isotropic lattice gas model on a triangular
lattice [23,24].
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Figure 2. The examples of isotherms recorded for the system with u∗ = −0.1 at different temperatures
(given in the figure).

In [13,20], we show that the close-packed systems, with ρ = 1.0 and different values
of u∗, undergo the order–disorder transition between the orientationally disordered phase
and the ordered zigzag (Z) phase. The transition was demonstrated to be continuous
and belonging to the universality class of the three-state Potts model, with the transition
temperature decreasing linearly to zero, when u∗ decreases toward −1.0. When u∗ = −1.0,
the interactions become isotropic, and hence no orientational order–disorder transition
is possible. The locations of the orientational order–disorder transition, To(u∗), are also
included in Figure 3 and in all systems with u∗ ≤ −0.1 the critical temperature is higher
than To(u∗).

Therefore, at sufficiently low temperatures, the gas should condense directly into the
ordered Z phase, while at higher temperatures, but still lower than Tc(u∗), the condensation
should lead to the orientationally disordered condensed phase. The transition between the
dense orientationally disordered and the ordered zigzag phase is expected to be continuous,
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just the same as in the close-packed systems. This implies that the line of the orientational
order–disorder transition terminates in the critical end point located on the condensed
phase branch of the gas-condensed phase coexistence.

-1 -0.8 -0.6 -0.4 -0.2 0
u*

0

0.2

0.4

0.6

0.8

1

T

Figure 3. The changes of the critical temperature, Tc(u∗), (circles), the critical end point temperature,
Tcep(u∗), (triangles) the orientational order−disorder transition temperature in close-packed systems,
To(u∗) (filled circles), and the tricritical point temperatures, Ttrc(u∗) (triangles), with u∗.

This scenario was found in the systems characterized by u∗ = −0.1 and −0.2, in
particular, when u∗ = −0.1. The recorded densities of differently oriented particles, 〈ρk〉,
along the isotherms at T = 0.16 and 0.17 demonstrated (see Figure 4) that, at T = 0.16, the
gas condensation led to the orientationally ordered Z phase, in which four orientations
were favored (cf. [20]), while, at T = 0.17, the gas condensation led to an orientationally
disordered liquid.

However, the orientationally disordered liquid phase undergoes the transition to the
ordered Z phase at the chemical potential μ ≈ −1.12, and the density is equal to about 0.99.
From the results obtained at different temperatures, we estimated the phase diagram for
this system, which is given in Figure 5. As expected, the line of continuous orientational
order–disorder transition meet the gas-condensed phase coexistence at the critical end point,
located at Tcep(−0.1) ≈ 0.167, μcep(−0.1) ≈ −1.175, and ρcep(−0.1) ≈ 0.965. In the system
with u∗ = −0.2, the critical end point is located at Tcep(−0.2) ≈ 0.16, μcep(−0.2) ≈ −1.33,
and at the density ρcep(−0.2) ≈ 0.997.

Qualitatively, the same behavior is bound to occur in the systems with lower values
of u∗. However, since To(u∗) decreases when u∗ becomes lower, the critical end point is
shifted toward gradually decreasing temperatures, and toward the densities very close to
unity. Already in the system with u∗ = −0.2, the estimated density at the critical end point
is very high.
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Figure 4. The densities of differently oriented particles along the isotherms obtained for the system
with u∗ = −0.1 at two temperatures, given in the figure. The filled (open) symbols correspond to the
four favored (the two disfavored) orientations in the ordered zigzag structure.
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Figure 5. The estimated phase diagram for the system with u|ast = −0.1. The main part shows
the T − μ projection, and the inset gives the T − ρ projection. Circles and squares represent the
coexistence points of the first−order and continuous transitions, respectively. The filled square marks
the location of the critical end point, while the filled circle (in the main part) shows the location of the
first-order transition in the ground state.
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The situation changes when u∗ becomes higher than about −0.084, since the order–
disorder transition temperatures, To(u∗), exceed the expected critical temperatures (cf.
Figure 3). This does not exclude the possibility that the phase diagrams may still look
like those shown in Figure 5, however. The calculations carried out for the systems with
u∗ = −0.05 and −0.03 demonstrated a different behavior. The isotherms (see the main
part of Figure 6) and the isothermal changes of the ratio 〈ρk〉/〈ρ〉 (see the inset to Figure 6)
obtained for the system with u∗ = −0.05, demonstrated that, at the temperature T = 0.14,
the first-order transition leads from the gas phase directly to the well developed Z structure.

At higher temperatures of T = 0.15 and 0.17, which are still lower than To(−0.05) ≈
0.19, the isotherms do not show the first-order transition between the gas and liquid phases,
and the density smoothly increases with μ. However, at sufficiently high densities, a
continuous transition, associated with the development of orientationally ordered Z phase,
takes place at temperatures up to To(−0.05). At the temperatures above To(−0.05), we did
not observe the formation of the Z phase at all.

The orientational order–disorder transition is not accompanied by any visible density
anomalies along the isotherms, but it leads to large changes of the ratio 〈ρk〉/〈ρ〉 (cf. the
inset to Figure 6). In the orientationally disordered phase, all six orientations are equally
probable, and hence 〈ρk〉/〈ρ〉 ≈ 1/6. In the orientationally ordered phase, four orientations
are favored, while the remaining two are disfavored. The transition is also accompanied by
the appearance of heat capacity peaks of the height and location of maxima depending on
the simulation cell size.

In Figure 7, we present examples of heat capacity curves obtained at T = 0.15 and
for different sizes of the simulation cell. Here, we should recall that, in the close-packed
system, the orientational order–disorder transition belongs to the universality class of the
three-state Potts model [12,20]. Therefore, the observed transition also belongs to the same
universality class. However, to confirm this prediction, one would need to evaluate the size
dependence of the joint distribution of density and energy fluctuations, since the scaling
fields comprise mixtures of temperature and chemical potential [25,26].
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Figure 6. The main part shows the isotherms recorded at different temperatures for the system
with u∗ = −0.05, while the inset presents the changes of the ratio 〈ρk〉/〈ρ〉 along the isotherms at
T = 0.14 and 0.15. The arrows in the main part mark the locations of the orientational order−disorder
transition.
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Figure 7. The heat capacity curves for the system with u∗ = −0.05 at T = 0.15, recorded using the
simulation cells of different sizes (shown in the figure).

The constructed phase diagrams for the systems with u∗ = −0.05 and −0.03 are
shown in parts a and b of Figure 8, respectively. Taking into account that, in both systems,
the coexistence lines of the first-order transition smoothly meet the lines of the continuous
transition, we conclude that the first-order transition terminates in the tricritical point,
Ttrc(u∗), which replaces the critical point. The estimated tricritical point temperatures in
these two systems are Ttrc(−0.05) ≈ 0.144 and Ttrc(−0.03) ≈ 0.12.

The calculations carried out for the system with u∗ = −0.01, i.e., quite close to zero,
demonstrated the behavior quite similar to that found in the case of u∗ = 0.0 [14]. Figure 9
shows a series of isotherms recorded for this system, which exhibit two discontinuous
density jumps at temperatures between 0.07 and 0.09, indicating the presence of two first-
order transitions. The first transition occurs between the orientationally disordered low
density phase and the partially ordered phase, Z2, in which two orientations are favored.
This is illustrated by the changes of 〈ρk〉 along the isotherm at T = 0.09 (see Figure 10a).

The phase Z2 consists of long kinked zigzag clusters, with a large number of 120o

kinks, predominantly oriented along with two out of three axes of the triangular lattice
(see Figure 11). The second transition, which takes place at higher densities, leads to the
development of the ordered Z phase. At temperatures T > 0.09, only one continuous
transition takes place. Figure 10b shows the changes of 〈ρk〉 along the isotherm at T = 0.10
and demonstrates that the only transition occurs between the orientationally disordered
(lamellar) fluid and the orientationally ordered Z phase.
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Figure 8. The phase diagrams evaluated for the systems with u∗ = −0.05 (a), and −0.03 (b). Open circles and squares show
the phase boundaries for the first−order and second−order transitions, respectively. The filled squares mark the locations
of the tricritical points. In the main panel, the location of the gas–zigzag transition in the ground state is marked by the
filled circle.
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Figure 9. The isotherms obtained for the system with u∗ = −0.01 at different temperatures.
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Figure 10. The changes of densities of differently oriented particles along the isotherm at T = 0.09 (a) and T = 0.10 (b),
obtained for the system with u∗ = −0.01. The dashed vertical lines in part (a) mark the locations of density jumps due to
the transitions. One should note the hysteresis loop accompanying the transition between Z2 and Z phases.

Figure 11. The snapshot recorded for the system with u∗ = −0.01, at T = 0.08 and μ = −1.126,
which shows the structure of the phase Z2.

The recorded isotherms, heat capacities, and density susceptibilities, allowed us to
construct T − μ and T − ρ projections of the phase diagram as shown in Figure 12. Taking
into account that, in the ground state, this system exhibits only one transition, between a
gas-like and the ordered Z phases, we conclude that the triple point, Ttr,1, in which a very
dilute gas-like phase coexists with the Z2 and Z phases, must exist at a certain temperature
below 0.07.
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Figure 12. The proposed phase diagram for the system with u∗ = −0.01. The main part and the inset
show the T − ρ and the T − μ projections, respectively. The circles mark the first−order transitions,
while the squares mark the locations of continuous transitions. The dotted vertical lines in the main
panel mark the expected locations of the triple points.

On the other hand, the lines of low and high density transitions, μ1(T) and μ2(T), are
expected to meet at a temperature of about 0.093 and a density of about 0.65. At this point,
the LF, Z2, and Z phases coexist.

The change of the phase behavior between the systems with u∗ = −0.03 and −0.01
results from the weakening of attractive AB and BB interactions. In the Z and Z2 phases,
every particle enjoys attractive interactions with all neighboring particles; however, the AB
and BB attraction is weaker when u∗ = −0.01. In the Z phase, the A half of each particle
has contact with the A parts of four neighboring particles, and the formation of straight
zigzag stripes is enhanced by the AB and BB attractions.

In the Z2 phase, the A half of each particle interacts with either three or four A
halves of neighboring particles, while the AB and BB attractive interactions are of lesser
importance. On the other hand, the Z phase has a negligible residual entropy per particle
in the thermodynamic limit [3], and this is stabilized by strong attraction. In the Z2 phase,
with large regions of empty sites, the entropy is higher than in the well-ordered Z phase.
Thus, the phase Z2 is stabilized by entropic effects.

However, the contribution of entropy to the free energy decreases when the tempera-
ture is lowered, and hence the structure of the condensed phase becomes dominated by the
potential energy. This explains the appearance of the triple point Ttr,1. As the temperature
increases, the ordering in both the Z and Z2 phases is gradually destroyed by thermal
fluctuations; however, the effect of these fluctuations is considerably stronger in the case of
the already not well-ordered Z2 phase. Therefore, the disordering of the Z2 phase takes
place at lower temperatures than the disordering of the Z structure, thus, leading to the
presence of another triple point at the temperature Ttr,2 ≈ 0.93.

Now, we turn to the results obtained for a series of systems with uAB = 0, which
are the most closely related to the usual models of Janus particles [15]. The close-packed
systems with uAB = 0 and uBB < 0 undergo a continuous orientational transition, however,
at temperatures increasing linearly from about 0.204, when uBB = 0, up to about 0.408,
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when uBB = −1.0. Similarly, to the series with uAB = uBB, the phase behavior is expected
to depend on the stability of the ordered Z phase.

The systems with uBB very close to zero were found to exhibit qualitatively the same
behavior as the already discussed system with u∗ − 0.01 and the system with u∗ = 0.0. For
lower uBB, equal to −0.05 and −0.1, the phase diagrams were qualitatively the same as
found for the systems with u∗ equal to −0.03 and −0.05. Thus, the dilute gas-like phase
condenses directly into the zigzag ordered structure at the temperatures up to the tricritical
point temperature, Ttrc(−0.05) ≈ 0.135 and Ttrc(−0.1) ≈ 0.175.

At higher temperatures, the disordered fluid undergoes a continuous order–disorder
transition, up to the temperatures corresponding to the order–disorder transition in close-
packed systems. Upon a further lowering of uBB below about −0.116, the phase behavior
changes, and the first order transition between the gas-like phase, and the condensed phase
was found to lead directly to the ordered zigzag structure only at temperatures below the
critical end point, which was the onset of the continuous order–disorder transition.

Above the critical end point temperature, the gas-like phase condenses into the disor-
dered lamellar liquid, and the transition terminates in the critical point. The critical end
point temperature and the critical temperature were found to increase when uBB decreased.
Figure 13 presents the examples of phase diagrams obtained for uBB = −0.1 (part a) and
−0.2 (part b), which demonstrate the changes of the topology with uBB, while Figure 14
shows the estimated changes of Tc, Tcep, Ttrc and To with uBB.

It is well seen that Tc and Tcep meet Ttrc at uBB ≈ −0.116. Thus, for any uBB lower
than about −0.116, the phase diagram topology is expected to remain unchanged. When
uBB decreases, the critical end point temperature gradually approaches the temperature
at which the close-packed systems undergo the order–disorder transition. We limited the
calculations to uBB down to −0.3, since the estimation of the critical end point temperatures
for lower values of uBB was quite difficult. Already for uBB = −0.3, Tcep(−0.3) is quite
close to To(−0.3), and the density at the critical end point is quite high and equal to about
0.98.
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Figure 13. The estimated phase diagrams for the systems with uAB = 0 and ubB equal to −0.10 (a) and −0.2 (b). The main
panels and insets show the T − ρ and the T − μ projections, respectively. The circles and squares mark coexistence points of
first−order and continuous transitions, respectively
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Figure 14. The changes of the critical temperature, Tc(uBB), (circles), the tricritical point temperatures,
Ttrc(uBB) (diamonds), the critical end point temperatures, Tcep(uBB) (squares), and the orientational
order−disorder transition temperature in close-packed systems, To(uBB) (filled circles), for the
systems with uAB = 0.

In the series with uBB = 0, the nature of the order–disorder transition in dense systems
is different for uAB lower and higher than −0.5. Namely, when uAB > −0.5, this transition
belongs to the universality class of the three-states Potts model, while, for uAB < −0.5, it
belongs to the universality class of the four-state Potts model [20]. In the particular case
of uAB = −0.5, the orientational order–disorder transition does not occur at all. In the
close-packed systems, the temperature of the order–disorder transition decreases from
0.204, when uAB = 0 to zero, when uAB = −0.5. Then, for uAB < −0.5, the transition
temperature increases from zero up to about 0.14, when uAB decreases from −0.5 to −1.0.

Here, we studied only the systems with uAB between −0.05 and −0.25, and Figure 15
presents three phase diagrams obtained for uAB = −0.05, −0.1, and −0.15. In the case
of uAB = −0.05, the phase behavior is qualitatively the same as in the already discussed
systems with uAB = uBB = −0.03 and −0.05, as well as in the systems with uAB = 0 and
uBB = −0.05 and −0.1. Thus, the fluid phase condenses directly into the ordered zigzag
structure at any temperature, between zero and the temperature at which the close-packed
system undergoes the order–disorder transition.

In the case of uAB = −0.1, the dilute gas-like phase condenses into the ordered zigzag
phase, only at temperatures up to the triple point temperature, Ttr(−0.1) ≈ 0.1, At slightly
higher temperatures, up to about 0.103, the gas condenses into the disordered liquid phase.
The transition terminates at the usual critical point. However, at temperatures between
about 0.1 and 0.102, the disordered liquid undergoes the first-order transition to the ordered
zigzag phase. At ≈0.102, the tricritical point appears, and, at still higher temperatures, the
disordered fluid undergoes a continuous transition to the zigzag phase.

The system with uAB = −0.15 shows qualitatively different phase behavior, and the
onset of a continuous order–disorder transition is located in the critical end point. Here,
again, at the temperatures above the critical end point and up to the critical point, the
gas-like phase condenses into the disordered liquid. Thus, the behavior is the same as in
the already discussed systems with u∗ < −0.076 and with uAB = 0 and uBB < −0.116.
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Figure 15. The estimated phase diagrams for the systems with uBB = 0 and different values of uAB, equal to −0.05 (a),
−0.1 (b) and −0.15 (c). The main figures and insets show the T − ρ and the T − μ projections, respectively. The vertical
line in part b marks the location of the triple point. Open and filled symbols correspond to the first−order and continuous
transitions, respectively. In part b, the low and high density transitions are marked by circles and diamonds, respectively

From the calculations carried out for several systems, we can estimate the changes of Tc,
Tcep, Ttrc and Ttr with uAB, shown in Figure 16. Similarly to previously discussed systems,
the tricritical point and the critical point temperatures increase when the AB attraction
becomes stronger, and these two regimes meet when uAB ≈ −0.116. However, the critical
end point temperature exhibits non-monotonous changes with uAB. The temperature of
the order–disorder transition in a close-packed system. To(uAB), decreases when the AB
attraction becomes stronger, and Tcep(uAB) is bound to be lower than To(uAB).
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Figure 16. The changes of the Tc(uAB), (circles), Ttrc(uAB) (triangles), Tcep(uAB) (diamonds), Ttr(uAB)

(squares), and To(uAB) (filled circles) estimated for the series with uBB = 0.

4. Summary

We studied the phase behavior of two-dimensional systems of Janus-like particles on
a triangular lattice. Here, we assumed that all, AA, AB, and BB, interactions are attractive.
The AA interaction energy was fixed, while the AB and/or BB interaction energies were
varied, and assumed to be less attractive than the AA interaction. We assumed that the
particles can take on only six different orientations and that the interaction energy between
a pair of nearest neighbors depends on their mutual orientations. Using the grand canonical
Monte Carlo simulation method, we considered three series of systems with uAB = uBB,
uAB = 0 and with uBB = 0.

We demonstrated that the phase behavior of all systems strongly depends on the stability
of the high density zigzag (Z) phase. The stability of the Z phase is determined by the
anisotropy of interactions and increases when the AB and/or BB attractions become weaker.
As a consequence, in the systems with sufficiently strong anisotropy of interactions, the liquid
phase does not appear, and the dilute fluid condenses directly into the zigzag ordered phase.
The transition terminates in the tricritical point. At temperatures above the tricritical point,
the disordered fluid undergoes a continuous transition into the zigzag phase.

When the AB and/or BB attraction increases, the stability of the zigzag phase becomes
weaker, and its formation is possible only at sufficiently high densities and at sufficiently
low temperatures. This means that the dilute phase condenses into the zigzag phase only
at the temperatures lower than the critical end point temperature. At temperatures above
the critical end point, the dilute phase condenses into the disordered liquid-like phase, and
the transition terminates in the usual critical point.

The above scenario was found in all three considered series of systems. Whenever
the critical point appears, the critical temperature increases when the attraction between
AB and/or BB halves becomes stronger. In the particular series with uAB = uBB = u∗,
the critical temperature went up to the value corresponding to the critical point of the
uniform system when u∗ = −1.0. In the series with uAB = 0 and with uBB = 0, the critical
temperatures reached lower values when uBB or uAB went to −1.0.
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In the case of the series with uAB = 0, the phase diagram topology remained the same
for any uBB lower than about −0.116. Thus, the onset of the continuous order–disorder
transition in the dense fluid meeting the bulk coexistence in the critical end point, Tcep(uBB),
and Tcep(uBB) gradually increased when uBB is lowered. On the other hand, the series with
uBB = 0 is expected to show different behavior, when uAB decreases. In this paper, we
discussed only the systems with uAB ≥ −0.25.

In this series, the critical end point temperature, Tcep(uAB), is bound to go to zero
for uAB = −0.5, since this particular system does not undergo any orientational order–
disorder transition [20]. However, a further decrease of uAB below −0.5 means that
the order–disorder transition reappears; however, now, this transition belongs to the
universality class of the four-state Potts model. Therefore, it is expected that the continuous
order–disorder transition should occur at sufficiently high densities and at sufficiently low
temperatures. The onset of this transition is also expected to be located at the critical end
point, Tcep(uAB).

Here, we recall the results obtained for symmetric mixtures [27,28], which show
qualitatively the same changes in the phase diagram topology when the tendency toward
demixing becomes weaker. In that case, the demixed fluid is an ordered state, and by
lowering its stability, the same sequence of phase diagram topologies appears.
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Abstract: Isosymmetric structural phase transition (IPT, type 0), in which there are no changes in
the occupation of Wyckoff positions, the number of atoms in the unit cell, and the space group
symmetry, is relatively uncommon. Chlorothiazide, a diuretic agent with a secondary function as an
antihypertensive, has been proven to undergo pressure-induced IPT of Form I to Form II at 4.2 GPa.
For that reason, it has been chosen as a model compound in this study to determine if IPT can
be predicted in silico using periodic DFT calculations. The transformation of Form II into Form I,
occurring under decompression, was observed in geometry optimization calculations. However,
the reverse transition was not detected, although the calculated differences in the DFT energies
and thermodynamic parameters indicated that Form II should be more stable at increased pressure.
Finally, the IPT was successfully simulated using ab initio molecular dynamics calculations.

Keywords: DFT; CASTEP; aiMD; ab initio molecular dynamics; phase transition; polymorphism

1. Introduction

Polymorphism, commonly defined as the ability of a substance to exist as two or more
crystalline phases that have different arrangements or conformations of the molecules in
the crystal lattice [1] is a phenomenon with particular importance in the pharmaceutical
sciences and industry. The differences between polymorphs at the molecular level can
manifest themselves in different properties, important in this field, such as hygroscopicity,
solubility, thermal stability, rate of dissolution, hardness, chemical reactivity, and many
others [2,3]. For the correct design of a pharmaceutical compound, it is, therefore, crucial
to control its solid-state form to guarantee its properties.

The application of high pressure has been shown as a route to access new phases
of solid-state materials—possibly the most famous example being the transformation of
graphite into diamond [4]. Under increased pressure, the geometry of both inter and
intramolecular bonds can often be altered, new hydrogen bonds can be formed, and
existing ones broken or symmetrized. In most cases, pressure-induced phase transition
can occur in a single step between higher- and lower-symmetry space groups (type I),
through a low-symmetry transition state between relatively higher- symmetry initial and
final structures (type II), or via the transformation in which the mechanism is more complex
(type III). Isosymmetric structural phase transition (IPT, type 0), in which there are no
changes in the occupation of Wyckoff positions, the number of atoms in the unit cell,
and the space group symmetry are relatively uncommon [5]. However, there are some
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well-known and recently discovered examples of such transitions: sodium oxalate [6],
1,3-cyclohexandione [7] L-serine [8], sulfamic acid [9], biurea [10], and α-glycylglycine [11].

The density functional theory (DFT) methods are commonly used to model the struc-
ture and properties of organic molecules. However, the uniqueness of each polymorphic
form property arises mostly from short- and long-distance intermolecular interactions.
Therefore, DFT-based methods in which a single molecule in vacuum or in solution is being
modeled were found to be inappropriate and inaccurate to study the polymorphism-related
phenomena. While those “single molecules” methods are generally successfully applied
in other aspects of pharmaceutical sciences, i.e., to study drug–biomolecule interactions
or to predict the formation of complexes, in order to study the solid-state pharmaceu-
tics, other types of calculations, sometimes called “periodic DFT calculations”, should be
used [12–14]. In this case, the adjective “periodic” is an abbreviation of “performed under
periodic boundary conditions” which is a crucial requirement for accurate modeling of
crystals. Further, in such calculations, the pseudopotentials are frequently used to repre-
sent an effective interaction that approximates the potential experienced by the valence
electrons. Additionally, the plane-wave basis sets are employed instead of the localized
ones [15,16].

Noncovalent forces, such as hydrogen bonding and van der Waals interactions, are
crucial for the formation, stability, and function of molecules and materials [17,18]. There
exists a variety of hybrid semiempirical solutions that introduce dispersion corrections in
the DFT formalism [19]. These semiempirical approaches provide the best compromise
between the cost of the first principals evaluation of the dispersion terms and the need to im-
prove non-bonding interactions in the standard DFT description. The Tkatchenko–Scheffler
(TS) correction [20], used in this study, exploits the relationship between polarizability
and volume, and thus accounts to some degree for the relative variation in dispersion
coefficients of differently bonded atoms. This is achieved by weighting values taken from
the high-quality first-principals database with atomic volumes derived from Hirshfeld
partitioning of the self-consistent electronic density. It should be noted, however, that
the TS scheme is an atom-pairwise dispersion model. As dispersion interactions are not
strictly pairwise additive, many-body dispersion interactions can become important for
some systems, especially when large and flexible molecules are involved [21]. Such in-
teractions can be captured by the many-body dispersion (MBD) model [22]. However,
the object of this study, chlorothiazide, is a rather small and rigid molecule, therefore,
only small differences between the TS and MBD dispersion models would have been
expected. The increasing number of studies presenting results of periodic DFT calculations
on pharmaceutical solids confirms that those kinds of computations can be successfully
used to answer the fundamental questions as well as to provide specific solutions for
experimental challenges. Many successful applications of such calculations have been
recently reviewed by us [23]. However, among those works, there was no application of
periodic DFT calculations to study the phenomenon of isosymmetric phase transition in
the manner presented in this study.

To be precise, it must be stated that some of the crystals that have been proven
experimentally to undergo IPT were also modeled using the DFT methods. However, in
those cases, the computational part was limited to the geometry optimization at the pressure
at which the particular structure was obtained, followed sometimes by the thermodynamic
parameters calculations [10,11].

However, presently, we have decided to expand the spectrum of the applied compu-
tational methods by using the various DFT functionals, empirical dispersion corrections,
phonon density of states calculations, and computationally demanding ab initio molecular
dynamics calculations (aiMD). This effort has been made to answer the question if such IPT
can be predicted and, if yes, how it should be carried out. To the best of our knowledge,
there are no published works presenting an application of such combined calculations to
study the phenomenon of IPT.
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To achieve this aim, chlorothiazide (6-chloro-4H-1,2,4-benzothiadiazine-7-sulfonamide
1,1-dioxide, CT, Figure 1) has been chosen as a model compound. This active pharma-
ceutical ingredient (API) is used as a diuretic agent with a secondary function as an
antihypertensive [24]. It exists in various complex solid-state forms, including solvates
and co-crystals. However, at ambient conditions, only one polymorphic form of CT has
so far been reported (Form I). More importantly, this API has been chosen as its crystal
structure and pressure-induced IPT have been studied experimentally by Oswald et al. [25].
In that work, the authors obtained a series of crystal structures of CT at various pressure
conditions and confirmed that the IPT occurs at 4.2 GPa resulting in Form II, which was
found to be more stable at pressures higher than 4.2 GPa. For CT, the most noticeable
differences between Forms I and II studied at the same conditions can be observed for “a”
length of a unit cell, which is clearly visible in Figure 2. Unit cell dimensions of all studied
structures can be found in Table 1.

Figure 1. Chemical structure of chlorothiazide (CT).

Figure 2. The change of unit cell edge “a” length with respect to pressure. Green circles—Form I,
Red circles—Form II.

As the aim of the study was to also check the accuracy of the applied computational
methods, it was important that this coherent group of crystal structures was obtained
in one study as it allowed the elimination of the possible differences in the unit cell
dimensions caused by the application of different diffractometers or diamond anvil cells
used for high-pressure experiments. This would be an issue if the structures originated
from different works. From Figure 2 and Table 1, it can be observed that some changes
of the unit cell dimensions are non-monotonic upon compression. This was probably
caused by inaccuracies in their determinations as, at some of the studied pressures, the
authors performed solely powder X-ray diffraction (PXRD) measurements followed by
pattern refinement.
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Table 1. Structural parameters of crystal forms of chlorothiazide. Data for Form II were bolded to
increase the clarity.

Form p [GPa] a [Å] b [Å] c [Å] α [o] β [o] γ [o] V [Å 3] XRD

I 0.0 4.886 6.405 8.985 74.05 83.56 80.54 265.01 PXRD
I 0.0 4.875 6.401 8.980 74.05 83.54 80.47 264.01 SCXRD
I 0.1 4.873 6.413 8.941 74.07 83.71 80.59 263.50 PXRD
I 0.5 4.835 6.310 8.895 74.62 84.12 80.67 256.84 SCXRD
I 0.8 4.812 6.278 8.829 75.09 84.07 80.94 253.18 PXRD
I 1.3 4.760 6.146 8.737 76.06 84.56 81.25 244.06 SCXRD
I 1.4 4.768 6.185 8.767 75.66 84.53 81.24 246.43 PXRD
I 2.1 4.728 6.050 8.684 76.54 84.73 81.67 238.02 SCXRD
I 2.2 4.734 6.074 8.691 76.30 84.83 81.70 239.29 PXRD
I 2.8 4.718 5.998 8.656 76.64 84.89 82.05 235.11 PXRD
I 3.2 4.678 5.910 8.593 77.22 85.05 82.54 228.90 PXRD
I 3.5 4.693 5.901 8.599 77.48 84.97 82.35 229.53 SCXRD
I 4.0 4.676 5.812 8.543 77.95 85.11 82.77 224.41 SCXRD
I 4.1 4.681 5.895 8.587 77.34 85.12 82.36 228.31 PXRD
I 4.2 4.680 5.848 8.592 77.63 84.70 81.77 226.34 PXRD
II 4.2 4.529 5.957 8.540 76.52 76.52 83.27 216.35 PXRD
II 4.4 4.510 5.929 8.503 76.53 85.62 83.20 218.91 SCXRD
II 5.1 4.483 5.893 8.465 76.23 85.84 83.28 215.16 SCXRD
I 5.1 4.696 5.804 8.538 77.98 84.85 81.80 224.37 PXRD
II 5.1 4.524 5.933 8.524 76.64 85.54 83.48 220.50 PXRD
II 5.9 4.461 5.859 8.427 75.99 86.06 83.35 211.77 SCXRD
I 6.2 4.666 5.793 8.618 77.62 85.25 82.03 224.58 PXRD
II 6.2 4.510 5.897 8.472 76.31 85.65 83.30 216.80 PXRD

Form—either I or II polymorph, according to [21]; p—pressure at which the structure was studied; a, b, c, α, β, γ,
V—unit cell dimensions; XRD-type of X-ray diffraction experiment applied to obtain the structure information
(PXRD—powder X-ray diffraction; SCXRD—single-crystal X-ray diffraction).

Having the appropriate amount of structural data, clearly showing the IPT of CT,
there was nothing left but to check how the periodic DFT calculations performed in such
cases. Our motivation was that if we succeed with this model compound, this method can
be further validated on other solid organics undergoing IPT and could finally be used as a
screening method in order to predict if the pressure-driven IPT would occur for a particular
compound, assuming that only the low-pressure structure is known. Such a method would
surely help to design the demanding high-pressure experiments.

2. Results and Discussion

2.1. Choice of the DFT Functionals

The first set of calculations (Table S1) was performed to find out how the choice of the
DFT functional would affect the accuracy of geometry optimization and to choose the most
accurate one for the subsequent calculations. This was carried out by the optimization of
the experimental crystal structure obtained at normal conditions (refcode QQQAUG09).
This step is usually omitted in the studies presenting the results of DFT calculations on
crystals. This is because, similarly to B3LYP for in vacuo calculations, the GGA PBE
functional with TS dispersion correction has not been proved many times to be the most
accurate in the case of solid-phase modeling. Unsurprisingly, also in this study, the most
accurate results have been obtained by the GGA PBE TS approach. Using this functional,
the differences between the experimental and calculated unit cell dimensions were lower
than 0.05 Å for lengths and 0.5 ◦ for angles, while for the other functionals those differences
were in some cases found to be larger than 1 Å and 10.

However, in addition to the GGA PBE TS, we have also decided to choose the PBESOL.
Although, without any dispersion correction, this functional was specially designed and
validated for the densely packed solids, and was in some cases shown to be more accurate
than GGA PBE TS, especially for the calculations performed under increased pressure [26].
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2.2. Geometry Optimization of Forms I and II under External Pressure—Unit Cell
Dimensions Analysis

The next stage of this work was the optimization of both polymorphic forms (I and II)
under external pressure to find out if the IPT can be observed. More specifically, we
have chosen two crystal structures of CT—the structure of Form I obtained at normal
conditions (QQQAUG09) and Form II obtained at 5.9 GPa (QQQAUG17). These structures
were obtained at the most distinct pressure conditions. Both structures were optimized at
19 different values of external pressure, exactly those that had been applied experimentally,
listed in Table 1. Due to the large number of calculations (two crystal structures, two DFT
functionals, 18 values of pressure = 72 optimizations), the obtained unit cell dimensions
are listed in Tables S2 and S3 for clarity reasons. Additionally, the visual representation
of some of the results are presented in Figure 3. Below, firstly, the changes in the unit
cell dimensions upon compression (when geometry optimization starting from Form I)
or decompression (when geometry optimization starting from Form II) will be discussed.
Then, the RMSD of the calculated structures will be presented and analyzed. Finally,
the differences in the energies calculated at the same pressure and using the same DFT
functionals but different structures will be discussed.

Figure 3. The change of unit cell edge “a” length with respect to pressure. Green circles—experimental Form I; red circles—
experimental Form II; blue circles—calculated ones. Top left—using PBE TS and starting from Form I; top right—using
PBESOL and starting from Form I; bottom left—using PBE TS and starting from Form II; top right—using PBESOL and
starting from Form II.
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Looking at Figure 3, it is clearly visible that both choice of the DFT functional and
of the initial structure (polymorphic form) subjected to geometry optimization had an
influence on the obtained results. For the calculations of Form I (top left and top right),
the results obtained using PBE TS were more accurate than those obtained using PBESOL,
especially for lower pressure values (0 and 0.1 GPa). Application of neither of those
functionals enables prediction of the IPT during the compression process because even at
higher pressures Form I was still preserved after optimization.

More interesting were the results obtained through modeling of the decompression,
which is when Form II had been chosen as the starting one (bottom left and bottom
right). For the PBE TS calculations, Form II was preserved, though it is impossible to
assess the accuracy of those calculations as Form II was not obtained at pressures lower
than 4.2 GPa. However, the changes in the unit cell dimensions were continuous, which
suggested that there should be no IPT. However, when the calculations were performed
using PBESOL, Form II was preserved only for pressures higher than 3.5 GPa. At this
pressure, a jump discontinuity can be observed, which would suggest that at this point one
can expect IPT. As an experimentally determined pressure at which IPT occurs was found
to be 4.2 GPa, there was a 0.7 GPa difference between the experimental and theoretical
values. However, it should be noticed that the experiments were carried out at 293 K
while the geometry optimization calculations were performed at 0 K. Therefore, neglecting
the thermal motions could be the main reason for this inaccuracy. Nevertheless, DFT
calculations of the decompression of Form II using PBESOL enable the prediction that
IPT would occur. Unfortunately, in most cases, the low-pressure crystal structure of
a compound is known while the question remains if compression would result in the
IPT. In the case of CT, this question could not have been answered using solely energy
minimization. However, this did not discourage us to look for another solution which will
be described in one of the next paragraphs (2.5).

2.3. Geometry Optimization of Forms I and II under External Pressure—RMSD Analysis

So far, only the differences between the experimental and calculated unit cell dimen-
sions were discussed. However, to confirm the results discussed above, the analysis of
the conformational changes should also be performed. Though CT is an API with rather
limited conformational space, there are of course some conformational differences between
the molecules found in Form I and Form II. Instead of presenting the comparison of the
lengths, angles, and dihedrals, we have decided to calculate the root mean square deviation
(RMSD) values between the calculated and experimental crystal structures. This analysis
was, however, hampered by the lack of some experimental data. As is presented in Table 1,
only part of the structural parameters originated from the SCXRD measurements while the
rest from PXRD. The crystal structures have been fully solved, including the determination
of the positions of the atoms, only for structures studied by SCXRD. Besides, there was no
pressure at which the SCXRD has been done for both Form I and Form II. Therefore, the
RMSD analysis was limited to nine examples (Table 2 A–I).

The coloring scheme for the values in Table 2A–I was applied to facilitate their catego-
rization into five groups (A and B; C and D; E and F; G, H, and I) in order of increasing
pressure. In the first group (A and B), the most accurate results were obtained when PBE
TS functional was used for optimization, which is also consistent with results presented in
Table S1. Besides, the choice of the initial structure had no influence on the obtained results.
In other words, no matter whether Form I or Form II was used as the initial structure, after
geometry optimization, an accurate structure of Form I was obtained. However, in the case
of PBESOL calculations, the choice of the initial structure had an influence on the obtained
results. Though PBESOL, as described previously, was found to be less accurate than PBE
TS for the calculations at 0 GPa, more accurate results were obtained for Form I than II
(RMSD 0.1249 vs. 0.1724).
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Table 2. A. RMSD of the structures at 0 GPa. B. RMSD of the structures at 0.5 GPa. C. RMSD of the
structures at 1.3 GPa. D. RMSD of the structures at 2.1 GPa. E. RMSD of the structures at 3.5 GPa.
F. RMSD of the structures at 4.0 GPa. G. RMSD of the structures at 4.4 GPa. H. RMSD of the structures
at 5.1 GPa. I. RMSD of the structures at 5.9 GPa. To facilitate the analysis of the data in Table 2 a
three-color scale was applied. In this scale, the 50th percentile (midpoint) was calculated, and the cell
that holds this value was colored yellow. The cell that holds the minimum value was colored green,
and the cell that holds the maximum value was colored red.

A
p = 0 GPa, Form I

Exp PBESOLII PBESOL I PBE TS II PBE TS I

Exp 0 0.1724 0.1249 0.1159 0.1010
PBESOL II 0.1724 0 0.0854 0.1138 0.1467
PBESOL I 0.1249 0.0854 0 0.0836 0.0862
PBE TS II 0.1159 0.1138 0.0836 0 0.0572
PBE TS I 0.1010 0.1467 0.0862 0.0572 0

B
p = 0.5 GPa, Form I

Exp PBESOLII PBESOL I PBE TS II PBE TS I

Exp 0 0.1398 0.1079 0.1028 0.1039
PBESOL II 0.1398 0 0.0663 0.1153 0.1257
PBESOL I 0.1079 0.0663 0 0.0585 0.0653
PBE TS II 0.1028 0.1153 0.0585 0 0.0209
PBE TS I 0.1039 0.1257 0.0653 0.0209 0

C
p = 1.3 GPa, Form I

Exp PBESOL II PBESOL I PBE TS II PBE TS I

Exp 0 0.1115 0.1093 0.1447 0.1070
PBESOL II 0.1115 0 0.0241 0.1255 0.0478
PBESOL I 0.1093 0.0241 0 0.1024 0.0367
PBE TS II 0.1447 0.1255 0.1024 0 0.0921
PBE TS I 0.1070 0.0478 0.0367 0.0921 0

D
p = 2.1 GPa, Form I

Exp PBESOL II PBESOL I PBE TS II PBE TS I

exp 0 0.1192 0.1166 0.1703 0.1169
PBESOL II 0.1192 0 0.0169 0.1635 0.0325
PBESOL I 0.1166 0.0169 0 0.1478 0.0230
PBE TS II 0.1703 0.1635 0.1478 0 0.1428
PBE TS I 0.1169 0.0325 0.0230 0.1428 0

E
p = 3.5 GPa, Form I

Exp PBESOL II PBESOL I PBE TS II PBE TS I

exp 0 0.2278 0.1224 0.2566 0.1212
PBESOL II 0.2278 0 0.2165 0.0407 0.2120
PBESOL I 0.1224 0.2165 0 0.2507 0.0149
PBE TS II 0.2566 0.0407 0.2507 0 0.2456
PBE TS I 0.1212 0.2120 0.0149 0.2456 0

F
p = 4.0 GPa, Form I

Exp PBESOL II PBESOL I PBE TS II PBE TS I

exp 0 0.2646 0.1231 0.2767 0.1254
PBESOL II 0.2646 0 0.2577 0.0262 0.2738
PBESOL I 0.1231 0.2577 0 0.2738 0.0215
PBE TS II 0.2767 0.0262 0.2738 0 0.2898
PBE TS I 0.1254 0.2738 0.0215 0.2898 0
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Table 2. Cont.

G
p = 4.4 GPa, Form II

Exp PBESOL II PBESOL I PBE TS II PBE TS I

exp 0 0.1408 0.2952 0.1422 0.3058
PBESOL II 0.1408 0 0.2846 0.0226 0.2973
PBESOL I 0.2952 0.2846 0 0.3002 0.0194
PBE TS II 0.1422 0.0226 0.3002 0 0.3127
PBE TS I 0.3058 0.2973 0.0194 0.3127 0

H
p = 5.1 GPa, Form II

Exp PBESOL II PBESOL I PBE TS II PBE TS I

exp 0 0.1411 0.3171 0.1402 0.3243
PBESOL II 0.1411 0 0.3125 0.0216 0.3216
PBESOL I 0.3171 0.3125 0 0.3245 0.0179
PBE TS II 0.1402 0.0216 0.3245 0 0.3334
PBE TS I 0.3243 0.3216 0.0179 0.3334 0

I
p = 5.9 GPa, Form II

Exp PBESOL II PBESOL I PBE TS II PBE TS I

exp 0 0.1453 0.3372 0.1425 0.3419
PBESOL II 0.1453 0 0.3361 0.0194 0.3421
PBESOL I 0.3372 0.3361 0 0.3462 0.0182
PBE TS II 0.1425 0.0194 0.3462 0 0.3520
PBE TS I 0.3419 0.3421 0.0182 0.3520 0

Quite opposite results could be observed in the second group (C and D). This time,
the accuracy of the results obtained using PBESOL and PBE TS was almost the same, with
one important observation. For the PBESOL, the choice of the initial form had no influence
on the results, while for the PBE TS the accurate results were obtained only if the proper
form (I) had been chosen as the initial structure.

For the third group (E and F), the accuracy of PBE TS and PBESOL was almost the
same. However, this time, the choice of the correct initial form (I) was crucial to obtain
accurate results for both functionals. This is also elegantly reflected in Figure 3, which
shows that the length of “a” edge obtained after optimization at 3.5 and 4.0 GPa depends
significantly on the initial structure but not on the DFT functional used. Those results
correspond nicely with experimental ones, as for those pressure values Forms I and II were
found to coexist. This has been proven by the PXRD analysis, as in the diffractograms
recorded at those conditions peaks from both Form I and Form II could have been observed.
This may suggest that the Gibbs free energies of those two polymorphs are very similar,
and thus if the phase transition had occurred during optimization, it would have been
associated with a negligible change of the free energy.

The last analyzed group (G, H, and I) is also very consistent in terms of the received
RMSD values. For this group, unlike for the others, Form II was the experimentally obtained
one, which resulted in small RMSD values for comparisons between the experimental and
modeled structures when Form II was used as the initial structure for calculations. As
previously stated, based on the results presented in Tables S2 and S3 and Figure 3, the
application of neither PBE TS nor PBESOL enabled the prediction of the ISP to obtain Form
II while optimizing Form I at the increased pressure. This is also reflected in the large
RMSD values between the experimental structure (Form II) and calculated ones, using
Form I as the initial for both PBESOL and PBE TS. For this group, the differences between
the results obtained using PBE TS and PBESOL were found to be negligible when either
Form I or Form II was used as the initial.

2.4. Geometry Optimization of Forms I and II under External Pressure—Energy and
Thermodynamic Parameters Differences Analysis

The next step of the analysis was the comparison of the energies obtained while
applying the same pressure values and DFT functionals but using different initial structures
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(Forms I and II). Results are presented in Tables S4 and S5, Figures 4 and 5. In those figures,
the calculated unit cell lengths “a”, obtained starting either from Form I or II, have also
been shown as they are relevant for the discussion below. The positive values of differences
indicate that form II is energetically preferred.

Figure 4. (A): Differences between the energies (Form I—Form II) of the structures modeled using PBE TS functional, with
respect to pressure. (B): The change of unit cell edge “a” length obtained from calculations using PBE TS functional, with
respect to pressure. Yellow circles—using Form I as initial; violet circles—using Form II as initial.

Figure 5. (A): Differences between the energies (Form I—Form II) of the structures modeled using PBESOL functional, with
respect to pressure. (B): The change of unit cell edge “a” length obtained from calculations using PBE TS functional, with
respect to pressure. Yellow circles—using Form I as initial; violet circles—using Form II as initial.

Looking at Figures 4 and 5, some similarities and differences between those results
can be observed. For the lower pressure values (lower than 1.40 GPa and 3.20 GPa for
PBE TS and PBESOL, respectively), the calculated differences between the energies were
found to be very small. It is not surprising that for those calculations the transition of
Form II into Form I has been observed. This is clearly visible, by looking at the right parts
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of those figures presenting the values of “a” lengths. The absolute value of the energy
difference corresponds with the difference between the “a” values calculated using different
Forms as the initial. Then, above a certain value of pressure (2.20 GPa and 3.50 GPa for
PBE TS and PBESOL, respectively), the values of energy differences begin to increase
monotonically, meaning, that according to both PBE TS and PBESOL calculations results,
Form II is becoming more stable with the increase in pressure, which is in agreement with
experimental observations. However, in the whole studied pressure range, the differences
obtained using PBESOL were found to be negative, meaning that according to the PBESOL
calculations Form I should be more energetically favorable than Form II under those
conditions. Those results were not in agreement with experimental observations. However,
for the results obtained using PBE TS, the change of the sign of the calculated differences
was observed at a pressure higher than 5.50 GPa. Therefore, according to the calculations
obtained using PBE TS functional, Form II should be more stable than Form I at higher
pressure, which was confirmed experimentally. For the PBE TS calculations, if the difference
between the forms was larger than 3 kJ/mol the transition of Form II into Form I was
observed (at c.a. 2.00 GPa). In the case of PBESOL, the difference had to be larger than
6.60 kJ/mol to force the transition which occurred at 3.20 GPa.

The most important conclusion from the results observed and discussed above was
that the results obtained using the PBE TS functional suggested that Form II should be
more stable under increased pressure; however, the IPT was not observed during geometry
optimization. This conclusion encouraged us to try to overcome the energy barrier between
Form I and Form II using ab initio molecular dynamics (aiMD) which will be described in
detail in Section 2.5.

More accurately, it is not the electronic energy difference discussed above, but the
difference between the Gibbs free energy (ΔG) that decides which polymorphic form is
more stable at certain conditions. Therefore, to obtain the thermodynamic parameters of
the studied forms, the calculations of phonon density of states were performed. The results
of those calculations are presented and discussed below (Figure 6, Table S6). The entropy
(ΔS) values were multiplied by the temperature (T = 293 K) to facilitate the analysis, as
ΔG = ΔH–TΔS.

Figure 6. Differences between the thermodynamic parameters: free energy (ΔG, black dots) enthalpy
(ΔH, green dots), temperature times entropy (TΔS, blue dots); Form I—Form II; of the structures
modelled using PBE TS functional at 293 K, with respect to pressure.

The differences between the ΔH values were found to change similarly to the changes
in energy values (Figure 4), suggesting that the IPT of Form I to Form II should be exother-
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mic at pressures higher than 5.5 GPa. However, the differences between the TΔS in the
pressure range 2.20–6.20 GPa were found to be negative and monotonically decreasing.
This indicated that the studied pressure-induced IPT should be entropy-driven transfor-
mation. The calculated changes in the free energy (ΔG) suggested that the studied Forms
should coexist at pressure range 3.5–4.1 GPa and above this pressure Form II should be
more stable and dominant, which is in agreement with the experimental data.

Concluding this section, the geometry optimization and thermodynamic properties
calculations enabled the prediction of Form II to Form I IPT that occurs upon decompres-
sion. Further, the free energy calculations results agreed with experimental observations,
indicating that Form II is more stable at higher pressure. However, probably due to the
large energy barrier between Form I and Form II at higher pressure, the geometry opti-
mization of Form I did not result in obtaining Form II at any of the studied pressure values.
In order to achieve this aim, the aiMD dynamics calculations were performed.

2.5. Ab Initio Molecular Dynamics Simulations

As stated above, the geometry optimization of Form I at increased pressure did
not result in Form II, which was the major aim of this study. However, encouraged by
the results of energy (Figure 4) and thermodynamic parameters (Figure 6) calculations,
showing that Form II is indeed more stable at increased pressure, we decided to perform
the computationally demanding ab initio molecular dynamics (aiMD) simulations. Due to
the small differences between the energies of the studied Forms, even at 6.2 GPa, being
in the order of 1 kJ/mol, we have not performed the “classical” molecular dynamics
simulations based on the molecular mechanics’ framework as their accuracy was expected
to be insufficient.

For the aiMD simulations, GGA PBE TS functional was chosen, opposite to PBESOL,
and Form II was found to be energetically favorable (Figure 4) at increased pressure. The
simulations were performed at T = 293 K and p = 6.20 GPa, as this was the largest value of
pressure at which the structural information for CT was obtained and, at the same time,
the difference between the energies of the studied Forms at this pressure was the largest, in
favor of Form II (Figure 4).

The geometry optimized at 6.20 GPa Forms I (QQQAUG09) and II (QQQAUG17)
structures were used as starting for aiMD simulations. Form I was the obvious choice as
the aim was to observe the IPT and obtain Form II. Additionally, simulations with the
same parameters were performed also using Form II as initial for several reasons. First,
we wanted to confirm that under those conditions no other phase transition would occur
as well as to confirm the stability of this form under this pressure condition. Though
experimentally Form II was found to be stable at 6.20 GPa, we wanted to ensure that
the results of the calculations would be in agreement with this experimental observation.
Secondly, since the introduction of kinetic energy associated with temperature always
results in structural parameter fluctuations, it was necessary to determine the magnitude of
such fluctuations. The results of aiMD are presented in Figures 7 and 8 and Figures S1–S4.

The results of aiMD showed that it was a proper method to simulate the pressure-
induced IPT of CT Form I into Form II. All the structural unit cell parameters of Form
I changed into those of Form II during the simulation. Using previously discussed “a”
edge as an example, the value of Form II exhibits only thermal fluctuations while the
value of Form I decreases monotonically for the first 15 ps, reaching the experimental and
computational values obtained for Form II. The simulation time needed for the structural
parameters of Form I to convert into those of Form II was not common, i.e., in the case of
angle α (Figure 8) it was shorter than for the edge “a”. Nevertheless, if only Form I is known,
performing aiMD simulations at 6.20 GPa, preceded by the geometry optimization, would
suggest that IPT may occur and would allow the estimation of the unit cell parameters
of the new form. The reason why the aiMD simulations were required to observe the
IPT that was not achieved in the geometry optimization is surely connected with the
energy barrier between those two forms. The results of the thermodynamic calculations,
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presented in Figure 6, suggested that this transition is entropy-driven. Therefore, by
adding kinetic energy in the aiMD simulations, it was possible for the studied system
(Form I) to overcome this energy barrier and reach the deeper minimum (Form II). MD
simulations are complementary to lattice-dynamical calculations in the sense that the latter
are better suited to low temperatures, whereas the former are subject to ergodicity problems.
Lattice dynamics are by definition limited to the (quasi)harmonic regime, while molecular
dynamics naturally account for all the anharmonic effects occurring at high temperatures.

Figure 7. Running average of the unit cell edge length “a” obtained from aiMD simula-
tion at T = 293 K and p = 6.2 GPa using PBE TS functional. Horizontal lines represent the
experimental values.

Figure 8. Running average of the unit cell angle “α” obtained from aiMD simulation at T = 293 K
and p = 6.2 GPa using PBE TS functional. Horizontal lines represent the experimental values.

Therefore, answering the question stated in the title of this work, the DFT-based calcula-
tions can predict the pressure-induced IPT of CT, though only through the aiMD simulations.
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3. Computational Methods

The density functional theory (DFT) calculations of geometry optimization, ab initio
molecular dynamics (aiMD), phonon dispersion, and density of states were carried out with
the CASTEP program [27] implemented in the Materials Studio 2017 software [28] using
the plane wave pseudopotential formalism. On the fly generated (OTFG) norm-conserving
pseudopotentials (NCP) were generated using the Koelling–Harmon (KH) scalar relativistic
approach [29].

For comparison of the conformations of structures under investigation, the direct root
mean square deviation (RMSD) of atomic positions for single molecules was calculated
(Table 2) according to the Equation:

RMSD =

√
Σid2

i
n

where d is the distance between each of the n pairs of equivalent atoms in two optimally
superposed structures.

To facilitate the analysis of the data in Table 2 a three-color scale was applied. In this
scale, the 50th percentile (midpoint) was calculated, and the cell that holds this value was
colored yellow. The cell that holds the minimum value was colored green, and the cell that
holds the maximum value was colored red.

3.1. DFT Functionals and Dispersion Correction Methods

The Perdew–Burke–Ernzerhof (PBE) [30] pure or with Tkatchenko–Scheffler (TS) [20]
or Gimme [31] dispersion correction, Perdew–Wang (PW91) [32] pure or with Ortmann–
Bechstedt–Schmidt (OBS) [33] dispersion correction, revised Perdew–Burke–Ernzerhof
(RPBE) [34], Wu–Cohen (WC) [35], solid-design version of the PBE (PBESOL) [36] exchange-
correlation functionals, defined within the generalized gradient approximation (GGA) as
well as the local exchange-correlation functional of Perdew and Zunger [37] with the
parameterization of the numerical results of Ceperley and Alder [38] (LDA CA-PZ), with
or without the OBS method of dispersion correction were used in the calculations.

3.2. Geometry Optimization

Geometry optimization was carried out using the Broyden−Fletcher−Goldfarb−Shanno
(BFGS) [39] optimization scheme and smart method for finite basis set correction. The
electronic parameters—kinetic energy cutoff for the plane waves (Ecut) and number of
Monkhorst–Pack k-points during sampling for a primitive cell Brillouin zone integra-
tion [40] were optimized and set to 990 eV and 3 × 3 × 2, respectively.

The experimental X-ray structure of chlorothiazide Form I (refcode QQQAUG09)
and Form II (QQQAUG17) from the Cambridge Structure Database (CSD) were used as
initial for calculations. During geometry optimization, all atom positions and the cell
parameters were optimized, with no constraints. The convergence criteria were set at
5 × 10−6 eV/atom for the energy, 1 × 10−2 eV/Å for the interatomic forces, 2 × 10−2

GPa for the stresses, and 5 × 10−4 Å for the displacements. The fixed basis set quality
method for the cell optimization calculations and the 5 × 10−7 eV/atom tolerance for SCF
were used.

3.3. Thermodynamic Parameters Calculations

Phonon frequencies were obtained by diagonalization of dynamical matrices com-
puted using linear response methodology (also known as density functional perturbation
theory, DFPT) [41]. DFPT is the most commonly used ab initio calculation method of
phonons. This method is different from a direct method since DFPT calculates the change
in the Hamiltonian under a given perturbation of charge density or wavefunction, rather
than directly displacing atoms in a direct method. The q-point separation parameter, which
represents the average distance between Monkhorst–Pack mesh q-points used in the real
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space dynamical matrix calculations, was set to 0.05 Å−1. The convergence criterion for the
force constants during a phonon properties run was set to 1 × 10−5 eV/Å2. This model
was employed to calculate band structure, DOS, phonon spectrum, and phonon DOS
properties. For the dispersion calculations, the separation between consecutive q-vectors
on the reciprocal space path was set to 0.015 Å−1. For the DOS calculations, the 3 × 3 × 2
Monkhorst–Pack k-points grid has been chosen, resulting in the q-vector separation of
0.04 Å−1.

The results of a calculation of phonon spectra have been used to compute, in the
quasi-harmonic approximation, zero-point vibrational energy (Ezp), entropy (S), Gibbs free
energy (G), and enthalpy (H) as functions of temperature, using the Formulas (1)–(4) below
that are based on the work by Baroni et al. [41]. In those formula, ω represents phonon
frequency, F(ω) represents the vibrational density of states for a phonon spectrum, Etot is
the total electronic energy at 0 K, k is Boltzmann’s constant, and h̄ is the Dirac’s constant.

Ezp =
1
2

∫
F(ω)h̄ωdω (1)

S(T) = k

⎧⎨⎩
∫ h̄ω

kT

exp
(

h̄ω
kT

)
− 1

F(ω)dω −
∫

F(ω) ln
[

1 − exp
(
− h̄ω

kT

)]
dω

⎫⎬⎭ (2)

G(T) = Etot + Ezp + kT
∫

F(ω) ln
[

1 − exp
(
− h̄ω

kT

)]
dω + pV (3)

H = G + TS (4)

3.4. Ab Initio Molecular Dynamic Simulations (aiMD)

Born–Oppenheimer ab initio molecular dynamics (aiMD) [42] simulations were run
in CASTEP using an NPT ensemble maintained at a constant temperature of 293 K and
pressure of 6.20 GPa, using Nosé thermostat, Parinello barostat, and PBE TS functional.
The kinetic energy cutoff for the plane waves (Ecut) was set to 990 eV and the integration
time step was set to 0.5 fs. No symmetry constraints were applied during the simulations.
The total time of the simulation was set to 20 ps.

4. Conclusions

In this work, the pressure-induced IPT of chlorothiazide was studied using DFT
methods. First, the accuracy of the calculations using different DFT functionals was evalu-
ated, resulting in the choice of the PBE TS and PBESOL for future calculations. Then, the
geometry optimization calculations of Form I and Form II at all experimentally studied
pressure conditions were performed. It was observed that the choice of DFT functional
had a significant influence on the received results. In particular, the dispersion correction
(TS) was found to be crucial for achieving accurate results, and thus for the thermody-
namic and aiMD calculations only the PBE TS functional has been chosen. Through the
geometry optimization, the IPT of Form II into Form I upon decompression was achieved,
however, the opposite pressure-induced transition was not observed, regardless of the
chosen functional. However, both the comparison of the electronic energies and chosen
thermodynamic parameters (ΔG, ΔH, ΔS) indicated that Form II is more stable at the
increased pressure. Finally, in order to observe the pressure-induced IPT of Form I into
Form II, ab initio molecular dynamics simulations were successfully applied.

Since the DFT calculations enabled to predict the IPT of CT, we will continue to
study the other IPT using the methodology described in this work. We hope that such
an approach, when successfully validated on the reasonable number of examples, will
be used in the future as a screening method to predict the isosymmetric phase transition,
lowering the costs and increasing the efficiency of the studies designed for searching of
new polymorphic forms.
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Abstract: Systems with short-range attractive and long-range repulsive interactions can form periodic
modulated phases at low temperatures, such as cluster-crystal, hexagonal, lamellar and bicontinuous
gyroid phases. These periodic microphases should be stable regardless of the physical origin of
the interactions. However, they have not yet been experimentally observed in colloidal systems,
where, in principle, the interactions can be tuned by modifying the colloidal solution. Our goal is
to investigate whether the formation of some of these periodic microphases can be promoted by
confinement in narrow slit pores. By performing simulations of a simple model with competing
interactions, we find that both the cluster-crystal and lamellar phases can be stable up to higher
temperatures than in the bulk system, whereas the hexagonal phase is destabilised at temperatures
somewhat lower than in bulk. Besides, we observed that the internal ordering of the lamellar phase
can be modified by changing the pore width. Interestingly, for sufficiently wide pores to host three
lamellae, there is a range of temperatures for which the two lamellae close to the walls are internally
ordered, whereas the one at the centre of the pore remains internally disordered. We also find that
particle diffusion under confinement exhibits a complex dependence with the pore width and with
the density, obtaining larger and smaller values of the diffusion coefficient than in the corresponding
bulk system.

Keywords: colloids with competing interactions; periodic microphases; confinement

1. Introduction

Competing attractive and repulsive interactions can be found in a wide variety of
systems, ranging from block copolymers, proteins, or colloids, just to mention a few
examples [1]. Even though the physical origin of the interactions are different in these
systems, theory predicts that they all exhibit similar phase diagrams in which periodic
microphases (cluster-crystal, hexagonal, bicontinuous gyroid and lamellar phases) are
stable at low temperatures [2–6]. One might think that colloidal systems, in which the
attractive and repulsive interactions can be tuned by modifying the colloidal solution,
could be a good playground to experimentally study the formation of periodic microphases.
Still, these periodic microphases have not yet been experimentally observed in colloidal
systems [7], which has been attributed to the particle size polidispersity [8], to the slow
kinetics of the fluid [9–11], or to the inability of a simple effective potential to capture
the behaviour of the colloidal solution [7]. Additionally, recent studies have suggested
that apart from the strength of the interactions, the attractive and repulsive ranges play
an important role and their variation can induce different phase behaviours [1,12]. In
this regard, the ranges of interaction can be easily tuned in block copolymers by varying
the length of the chains composed of one or another monomer [13]. Block copolymers
self-assembly has many potential applications in nanotechnology and industry, such as
separation and ion conduction in batteries, templating for nanomaterial synthesis and
sensing [14,15].
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Obtaining the proper ranges in experimental colloidal systems has been challeng-
ing, but some recent approaches in which the colloidal particles are functionalised with
hydrophobic molecules have shown promising results [16]. In a previous work [17], we
showed how the Lennard-Jones plus Yukawa (LJY) potential, with the proper ranges and
strengths of the interactions, can form ordered microphases in bulk. Here we want to stress
the importance of simulations in predicting new physical phenomena. In particular, simu-
lation is useful to guide the design of experiments that can lead finally to new discoveries.
Regarding the applications, confined colloidal particles in channels of different geometries
have been used to build wave-guide devices useful in sensing [18].

There are several ways in which the ordering of the periodic microphases can be
induced, for example, by applying shear [19] or by confining the fluid in pores with
the appropriate geometry [20]. In this work, we will explore this second route. It is
known that confinement of simple and complex fluids can change the phase behaviour
by shifting coexistence lines to lower or to higher temperatures than in bulk, depending
on the shape and size of the pores and on the nature of the interactions of the fluid with
the pore walls [21]. It can also induce significant changes on the dynamic behaviour, in
some cases finding a nonmonotonous variation of the diffusion coefficient with the pore
size [22–24]. In the particular case of systems with competing interactions, previous theory
and simulation studies showed that confinement can promote or inhibit the formation of
periodic microphases depending on whether the pore size is commensurate or not with
the periodicity of the bulk microphase. For example, we showed in a previous work that
confinement in channels with triangular and hexagonal cross-sections favour the formation
of the hexagonal phase, as well as by introducing wedges in pores with cylindrical cross-
sections (which otherwise promote the formation of helical structures) [25,26]. We also
found that new phases that are not stable in bulk can be stabilised when confined by
the appropriate pore geometry. In this way, cluster-crystals with different symmetries
were obtained by confinement in bicontinuous porous materials [27]. Surprisingly, the
study of confinement in simple geometries, such as a slit pore, has not been sufficiently
explored. Indeed we are only aware of a few studies in which fluids with competing
interactions confined between parallel plates were studied, but those were restricted to
two- and one-dimensional cases [20,28,29]. The literature on the dynamic behaviour of
fluids with competing interactions in confinement is also scarce [30].

In this work we undertake a simulation study to investigate the effects of confinement
on the structural and dynamic behaviour of fluids with competing interactions in narrow
slit pores as a function of the pore width. The study is performed under conditions at
which the cluster-crystal, the hexagonal and the lamellar phases are stable in bulk.

Our goal is to determine whether the formation of periodic microphases can be
thermodynamically and/or kinetically favoured by confinement.

2. The Model and the Simulation Method

The colloidal particles interact with each other via an effective short-range attraction
long-range repulsion (SALR) model potential resulting from the addition of a Lennard-
Jones potential plus a Yukawa repulsive term:

uSALR(rij) = 4ε

⎡⎣( σ

rij

)2α

−
(

σ

rij

)α
⎤⎦+

A
(rij/ζ)

exp
(−rij/ζ

)
(1)

The parameters of the model were assigned the same values as in our previous work
in which the bulk phase diagram was investigated [17]. In particular, we chose ε = 1.6,
σ = 1.0, α = 6, A = 0.65, and ζ = 2.0. For computational efficiency, the potential is
truncated and shifted at rc = 4.0σ. In what follows, all the magnitudes are reduced taking
σ and ε as units of length and energy, respectively.

The confinement is implemented along the z direction by placing two parallel walls
at zw = ±W/2, so that the separation between them is W. Periodic boundary conditions
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are imposed along the x and y directions. The walls are structureless and repulsive.
Particles interact with the walls via a Lennard-Jones model truncated and shifted at the
energy minimum:

Vzw(ziw) =

⎧⎨⎩4εw

[(
σw
ziw

)12 −
(

σw
ziw

)6
]
+ εw : ziw < 21/6σw

0 : ziw ≥ 21/6σw

, (2)

where εw = 1.0, σw = 1.0, and ziw is the distance from particle i to the pore wall zw. The
Lennard-Jones plus Yukawa interaction potential used to model the interactions between
the particles and the truncated Lennard-Jones potential that accounts for the interactions
between the particles and the walls are plotted in Figure 1.

0 1 2 3 4 5
r/

1

0.5

0

0.5

u S
AL
R
(r)
/

particle-particle
particle-walls

Figure 1. The Lennard-Jones plus Yukawa potential used to model the interactions between colloidal
particles and the Lennard-Jones potential truncated and shifted at the energy minimum used to
model the interactions between the slit walls and the particles

Thus, the total energy of the system is given by:

Utot =
N−1

∑
i=1

N

∑
j>i

uSALR(rij) +
N

∑
i=1

(VW/2(ziw) + V−W/2(ziw)). (3)

The slit width is given by the centre–centre separation between the confining walls, W.
Taking into account that the energy of a particle becomes very repulsive for distances to
the wall shorter than σw, the available width for the particle volume is actually 2σw smaller
than the pore width. The edges of the simulation box were set to Lx = Ly = 40σ, and
Lz = W, with W∗ = W/σ = 5.0, 7.0, 9.0 and 11.0. Thus, the number density is calculated
as ρ∗ = (Nσ3)/(LxLyW). Given the large dimensions of the simulation box along the x
and y directions, we expect that finite-size effects will be small.

The phase behaviour of the confined SALR fluid was explored by performing a series
of Monte Carlo (MC) simulations in the grand canonical ensemble at T∗ = kBT/ε = 0.30
for several values of the chemical potential within −1.2 ≤ μ∗ = μ/ε ≤ 0.5. For each
wall separation, we chose three states at which the cluster-crystal, the hexagonal and the
lamellar phases exhibit the most ordered structure (as compared to those obtained at other
chemical potentials). The numbers of particles confined in the slit pore at each considered
state are given in Table 1.
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Table 1. Average number of particles confined in the slit pores at which the fluid organises into
ordered structures at T∗ = 0.3 at densities at which the bulk fluid assembles into a cluster-crystal, a
cylindrical and a lamellar phase. Note that the chemical potential for the more dense lamellar phase
might not be reliable due to the low acceptance probability of the insertion/deletion MC moves. In
any case, we only used these simulations to generate the initial configurations for the NVT MD runs.

Phase W∗ = 5.0 W∗ = 7.0 W∗ = 9.0 W∗ = 11.0

Cluster-Crystal
N = 1030
μ∗ = −1.20

N = 1748
μ∗ = −1.00

N = 2403
μ∗ = −1.00

N = 2807
μ∗ = −1.00

Cylindrical
N = 1868
μ∗ = −0.60

N = 2923
μ∗ = −0.40

N = 3845
μ∗ = −0.40

N = 4065
μ∗ = −0.60

Lamellar
N = 3432
μ∗ = 0.50

N = 5399
μ∗ = 0.20

N = 6124
μ∗ = 0.50

N = 8058
μ∗ = 0.40

∗ denotes reduced variables.

Starting from these configurations, the confined fluid was then heated and cooled
using Molecular Dynamics (MD) simulations in the canonical ensemble (NVT). The MD
simulations were performed with the LAMMPS simulation package [31], in which the
truncated and shifted SALR model described above was implemented in an external
subroutine coded by us. The time step was set to dt = 0.005

√
mσ2/ε. Temperature was

controlled with the Nose-Hoover thermostat with a relaxation time of 100dt. Simulations
were evolved for 106 MD steps for equilibration, followed by another 106 MD steps for
taking averages.

The structure of the fluid was identified mainly by visual inspection of local density
plots. These plots were built by dividing the simulation box in small cubic cells of approx-
imate edge length σ, measuring the particle density in each of these cells and averaging
over 10,000 independent configurations, so that we can evaluate the local density function:

ρxyz(x, y, z) =
〈N(x, y, z)〉

ΔV
, (4)

where 〈N(x, y, z)〉 is the average number of particles in a cubic cell of edge σ and centred
at the point (x, y, z), and ΔV is the volume of each small cubic cell, in our case ΔV = σ3.
Isosurfaces of these density maps were visualised using OpenDX software. Clusters were
also identified by performing a cluster size analysis [32], adopting the convention that two
particles are nearest neighbours if the distance between them is lower than rcut = 1.6σ
for the cluster-crystal and hexagonal phases and lower than rcut = 1.4σ for the lamellar
phase, i.e., roughly the distance to the first minimum in the radial distribution function
of each periodic microphase [17]. This information was used to calculate the cluster size
distribution (CSD).

The spatial distribution of the particles along the direction perpendicular to the pore
walls was investigated by measuring the density profiles, calculated by dividing the pore
volume in small slabs of width Δz = 0.1σ and averaging the number density in each of
these slabs:

ρz(z) =
〈N(z + Δz)〉

LxLyΔz
. (5)

Here 〈N(z + Δz)〉 is the ensemble average of the number of particles in the slab between
z − Δz/2 and z + Δz/2, and Lx and Ly are the two periodic edges of the simulation box.

Following our preliminary study of the bulk system [17], we also investigated the
internal ordering of the clusters at the particle scale as a function of temperature. For
that purpose, for each periodic microphase, we chose an order parameter that is able to
discriminate particles within local ordered environments from those within local disor-
dered environments. As in the bulk system, the spherical and cylindrical clusters that
form the cluster-crystal and hexagonal phases at low temperatures have local icosahedral
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symmetries. In this case, a common neighbour analysis (CNA) [33] allows us to distinguish
particles with local icosahedral environments from liquid environments. The CNA analysis
was made with the OVITO visualisation tool [34], using a fixed cutoff radius of 1.6σ, that
corresponds to the distance to the first minimum in the pair distribution function in the bulk
cluster-crystal and hexagonal phases [17]. On the contrary, in the lamellar phase, particles
are arranged in stacks of hexagonally-packed layers. Therefore, it is more convenient to use
the Lechner and Dellago order parameter, that is able to effectively distinguish particles in
ordered local environments (i.e., solid-like, including particles in the frozen lamellae [17])
from those in disordered local environments. For the lamellar phase, first neighbours were
defined using a slightly shorter cutoff distance than for the cluster-crystal and hexagonal
phases of 1.4σ, corresponding to the first minimum in the pair distribution function of the
bulk lamellar phase [17].

Finally, we also measured the mean squared displacement (MSD) that provides infor-
mation on the single particle dynamics:

〈
Δr(t)2

〉
=

〈
1
N

N

∑
i=1

(ri(t)− ri(0))
2

〉
, (6)

where ri(t) and ri(0) are the positions of particle i at times t and zero, respectively. The
diffusion coefficient, D, is estimated from Einstein’s relation:

D =
1

2d
lim
t→∞

∂
〈
Δr(t)2〉

∂t
(7)

where d is the dimensionality of the system. For the confined systems, we calculated
the diffusion coefficient in the direction parallel to the walls (D‖), because the particle
displacement in the perpendicular direction is limited by the narrow width of the pores.
In this case, the MSD is calculated using only the x and y coordinates, and d is set to
2. For the bulk system, movements in the three directions of space are considered and
d = 3. To calculate the diffusion coefficient, we divide the MSD data into 10 independent
blocks. Then, we fit the MSD to a straight line and calculate the diffusion coefficient in
each block following Equation (7). We discard the first steps in which the systems usually
exhibit ballistic behaviour. We only calculate the diffusion coefficient when the MSD scales
linearly with t, i.e., in the diffusive regime. The diffusion coefficients are averaged over the
independent blocks and the errors are estimated as the standard deviation of the sample
of blocks.

3. Results

3.1. Equilibrium Properties

The qualitative phase diagram of the bulk system was published in previous work [17]
and is sketched in Figure 2. The three isochores studied for each pore width W are marked
with symbols in this diagram. These isochores correspond to values at which the cluster-
crystal, the hexagonal and the lamellar phases are stable at low temperatures in bulk.
The structures of the confined fluid in the slit pores at T∗ = 0.3 obtained from the MD
simulations are shown in Figure 3. The stability of these structures with temperature
was studied by performing simulations in the NVT ensemble at T∗ = 0.20–0.50, and the
results are summarised in Figure 2, where the colors of the symbols represent the various
structures formed. The results obtained in each density region are described in detail in
what follows.
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Figure 2. Sketch of the bulk phase diagram, using data from Ref. [17]. The state points studied for
each pore size W∗ = 5, 7, 9 and 11 are marked with different symbols, and their colours indicate the
structure adopted by the confined fluid in each thermodynamic state, as provided in the legend.

W* = 5 W* = 7 W* = 9 W* = 11* = 0.1287

* = 0.2335

* = 0.4290

* = 0.1561

* = 0.2610

* = 0.4820

* = 0.1668

* = 0.2670

* = 0.4252

* = 0.1594

* = 0.2309

* = 0.4578

Figure 3. Local density isosurfaces ρ∗iso = 0.30 for all the ordered microphases obtained at different
slit widths, W∗. Note that the density chosen for the isosurfaces is somewhat lower than that in
our previous work on SALR systems modelled with the square-well linear model (in which we
chose ρ∗iso = 0.40) [25–27]. The reason for this new choice is that the clusters obtained with the
Lennard-Jones plus Yukawa model used in this work are appreciably smaller [17]. Two views are
presented for cluster-crystal and hexagonal phases and one for the lamellar phase. The number
densities in reduced units, ρ∗, are specified and the temperature is T∗ = 0.30.

3.1.1. Low Density: The Cluster-Crystal

Let us start discussing the structures obtained by the MD simulations at T∗ = 0.3 and
low densities, ρ∗ ≈ 0.12 − 0.16 (Figure 3). Under these conditions the fluid is still able to
organise into an ordered cluster-crystal under confinement, except for the pore size W∗ = 9.
In particular, the fluid forms one layer of hexagonally-packed clusters for W∗ = 5 and
W∗ = 7, the difference being that clusters are roughly spherical in the narrowest pore and
adopt a spherocylindrical shape in the W∗ = 7 pore. At W∗ = 11, the pore is wide enough
to host a stack of two hexagonally-packed layers of nearly spherical clusters. Finally, at

262



Int. J. Mol. Sci. 2021, 22, 11050

W∗ = 9, the system assembles into a structure composed of two layers formed by a mixture
of spherical and spherocylindrical clusters, in which some local hexagonal ordering can be
observed, but that is globally disordered.

The diameter of the clusters (d∗0 = d0/σ) measured from the local density isosurfaces
projected on the plane perpendicular to the pore walls, as well as the distance (l∗0 = l0/σ)
between nearest neighbour clusters are given in Table 2. For the three pore widths for
which ordered cluster structures are observed, l∗0 and d∗0 adopt values relatively close to
those of the bulk system, with a maximum deviation of about 5%–6%. Larger differences
can be seen in the CSD (Figure 4, left panel). At T∗ = 0.30, the bulk CSD is bimodal,
exhibiting two peaks of similar probability at n = 19 and n = 23 [17]. For W∗ = 5 the CSD
is slightly narrower than in the bulk system and peaks at slightly smaller sizes, whereas
for the remaining pore widths, the CSD is shifted to larger sizes. This effect is especially
pronounced for W∗ = 7, in which the maximum is located at n = 31, consistently with the
formation of elongated clusters (Figure 3).

Table 2. Estimation of the distance between clusters (l∗0 = l0/σ) and the average cluster size
(d∗0 = d0/σ) in bulk and in the confined systems. The cluster size d∗0 corresponds to the average cluster
diameter in spherical and cylindrical clusters, and to the width of the lamellae in the lamellar phase.

W∗ 5.0 7.0 9.0 11.0 Bulk

Cluster-crystal
l∗0 = 5.9
d∗0 = 3.3
ρ∗ = 0.1287

l∗0 = 5.8
d∗0 = 3.1
ρ∗ = 0.1561

−−
−−
ρ∗ = 0.1668

l∗0 = 6.0
d∗0 = 3.3
ρ∗ = 0.1594

l∗0 = 5.6
d∗0 = 3.3
ρ∗ = 0.155

Hexagonal
l∗0 = 5.3
d∗0 = 3.0
ρ∗ = 0.2335

l∗0 = 5.5
d∗0 = 3.0
ρ∗ = 0.2610

l∗0 = 5.8
d∗0 = 3.2
ρ∗ = 0.2670

l∗0 = 6.2
d∗0 = 3.0
ρ∗ = 0.2309

l∗0 = 5.6
d∗0 = 2.8
ρ∗ = 0.252

Lamellar
−−
d∗0 = 2.9
ρ∗ = 0.4290

l∗0 = 3.7
d∗0 = 1.5
ρ∗ = 0.4820

l∗0 = 4.7
d∗0 = 2.2
ρ∗ = 0.4252

l∗0 = 3.9
d∗0 = 1.7
ρ∗ = 0.4578

l∗0 = 4.6
d∗0 = 2.2
ρ∗ = 0.407

P
(n
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T* = 0.30
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Figure 4. Cluster-size distributions of the cluster-crystal in bulk and in the slit pores of width W∗ at
T∗ = 0.3 and T∗ = 0.4.

The reason why the cluster-crystal becomes incommensurate for the W∗ = 9 slit pore
can be rationalised from the values of d∗0 and l∗0 . This pore is too wide for the fluid to
organize into a single layer of spherocylinders with their axial directions aligned perpen-
dicularly to the pore walls. In spherocylindrical clusters that are 7σ high, i.e., of height
comparable to the accessible pore width in which the particles can move, many particles
experience repulsive interactions, making this configuration energetically unfavourable. A
possible alternative would be to form two layers of hexagonally-packed spherical clusters.
Taking the values of d∗0 and l∗0 from the bulk system, these two layers can be nicely ac-
commodated in a slit pore of width W∗ ≈ 2 + d∗0 +

√
2/3l∗0 = 9.9, where d∗0 is the average

cluster diameter,
√

2/3l∗0 is the z-distance between two hexagonally-packed layers in which
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the distance between the nearest clusters is l∗0 , and the factor 2 takes into account that
the centre of the particles can not get closer than σ to the pore walls. Thus, in order to
accommodate these two layers in the W∗ = 9 pore, either the distance between the two
layers and/or the shape of the clusters would have to be modified from those in the bulk
phase. Our simulations indicate that in these conditions the system is not able to find
an ordered cluster phase, forming instead a structure in which spherical and elongated
clusters coexist and exhibiting only local order in some regions. Finally, in the pore size
W∗ = 11, two layers of the bulk cluster-crystal can be fitted leaving some extra room in the
pore. In this case, the cluster-crystal is somewhat expanded in order to occupy the whole
accessible volume within the pore, as evidenced by the larger values of d∗0 (as well as in the
shift of the CSD to larger sizes, Figure 4) and of l∗0 as compared to in bulk.

Focusing now on the stability of the assembled structures with temperature, our
simulations indicate that the confined cluster-crystal phase remains stable up to higher
temperatures than in bulk, except for the pore width W∗ = 9, which, as we have just seen, is
incommensurate with the bulk cluster-crystal (Figure 2). In particular, the cluster-crystal is
able to survive up to T∗ = 0.30 when confined in pores of sizes W∗ = 5, 7 and 11, whereas
in bulk it melts at T∗ = 0.20 − 0.25 depending on the density. Shifts in the coexistence lines
between two phases are common under confinement and have been observed either in
complex [26,27,35] and simple [36] fluids. On the contrary, for the pore size W∗ = 9, the
structure remains only partially ordered down to T∗ = 0.20.

As can be seen in Figure 5 (first row), the particle density profiles measured along
the direction perpendicular to the pore walls, exhibit pronounced maxima and minima,
indicating the ordering of the particles in layers for all the investigated pore widths and
at all temperatures, becoming particularly sharp at low temperatures. At T∗ = 0.20, the
density profiles in the W∗ = 5 and W∗ = 7 pores are larger than zero anywhere within
the pore, except for distances shorter than the particle repulsive core radius, which reflects
that a single layer of clusters has been formed. However, the number of maxima in the
density profiles differs in the two pores: four for W∗ = 5 and six for W∗ = 7. In both cases,
two of these maxima form at the walls and are less pronounced than those in the pore
central region. The distance between two adjacent maxima is of the order of the particle
diameter, being somewhat shorter at the pore central region (about 0.7σ for W∗ = 5 and
0.9σ for W∗ = 7) than at the pore walls (about 1.0σ in both cases). For the two widest pores,
W∗ = 9 and W∗ = 11, the formation of two clearly different layers of clusters is reflected
in the pronounced decrease of the local density at the pore central region. Curiously, this
decrease is more pronounced for W∗ = 9 than for W∗ = 11 at all temperatures, despite
the fact that the confined fluid is more ordered at W∗ = 11. Especially remarkable, is that
at T∗ = 0.5, the two layers are significantly smoothed for W∗ = 11 but are still visible
for W∗ = 9. As temperature is lowered, smaller peaks develop within each of these two
layers, and their interdistance is again of the order of the particle diameter (about 0.95σ for
W∗ = 9 and 0.90σ for W∗ = 11).

The presence of very sharp maxima and minima in the density profiles at low tem-
peratures indicates internal ordering of the clusters, a phenomenon already observed in
the bulk system [17]. This motivated us to monitor the internal ordering of the clusters as
a function of temperature by measuring the fraction of particles within local icosahedral
environments as identified with the CNA analysis. As can be seen in Figure 6 (top panel),
at these low densities the internal ordering exhibits a similar temperature behaviour as in
the bulk system. Clusters are internally ordered at low temperatures (as only the inner
particles have icosahedral local environments, a fraction of particles in icosahedral environ-
ments of around 0.1 indicates that almost nearly all the clusters are internally ordered [17]),
and gradually become disordered as the temperature increases. Visual inspection of the
configurations (see Figure 6) reveals that, at the lowest temperature, the clusters exhibit
well defined geometries, often consisting in interpenetrated icosahedra sharing a five-fold
axis (two, three or even four icosahedra can be merged to form clusters with n = 19, n = 25
and n = 31 particles, which appear with relatively large probabilities, as shown in Figure 4
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(left)) or formed by adding particles at the surface of an icosahedral cluster (e.g., the cluster
with n = 24 shown in Figure 6).W* = 5
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3.1.2. Intermediate Density: The Hexagonal Phase

At intermediate densities (ρ∗ ≈ 0.23 − 0.27) and T∗ = 0.3, the confined fluid organises
into cylindrical clusters for the four pore sizes, as in the bulk system (two different views
for each pore are shown in Figure 3), but there are clear structural differences depending
on the pore width. For W∗ = 5, one layer of cylindrical aggregates with roughly circular
cross-sections is formed. This is hardly surprising because the bulk cylinder diameter
(d0 = 2.75σ) is comparable to the accessible pore width (which is approximately equal to
W∗ − 2σ). The diameter of the confined cylinders becomes somewhat larger than in the bulk
system, probably to occupy as much as possible of the available pore space (see Table 2).
For a wider pore (W∗ = 7), the fluid organises into two layers of cylindrical clusters. The
cylinders in this structure are deformed with respect to those in the bulk phase, adopting
ellipsoidal (instead of circular) cross-sections. This suggests certain incommensurability of
the pore size with the bulk cylindrical phase that can be overcome with a small deformation
of the cylinders. As a rough estimation, two layers of the bulk cylindrical phase can fit
in a pore of width W∗ = 2 + d∗0 +

√
3/2l∗0 ≈ 9.5, where the term

√
3/2l∗0 accounts for

the distance in the z direction between the centres of two layers of cylinders in which
the distance between the nearest cylinders is l∗0 . Surprisingly, this pore size estimate is
significantly larger than the actual pore width (W∗ = 7), but the cylindrical phase is still
able to survive by deformations of the cross-section of the cylinders and probably also
by adjusting the distance between them. As a consequence of this, the average energy of
the confined fluid in the W∗ = 7 pore (〈u∗〉 = −1.904) is higher than in the bulk system
(〈u∗〉 = −2.065).

Following the same reasoning, the pore size W∗ = 9 has almost the appropriate size to
fit two layers of the bulk hexagonal phase and, thus, one would expect that the fluid would
be less compressed in this case. This is exactly what we observe in the simulations. The
fluid still organises into two layers of cylindrical clusters, which now adopt nearly circular
cross-sections as in bulk. On the contrary, for W∗ = 11, the pore size is somewhat wider
than needed for hosting two perfect layers of the bulk cylindrical phase. This is partially
offset by forming slightly thicker cylinders and increasing the distance between them as
compared to the bulk phase (see Table 2). Note that the orientation of the cylinders with
the simulation box is different depending on the pore size to adjust the separation between
the nearest cylinders to a value similar to that of the bulk system.

The cylindrical phase is destabilised at temperatures slightly lower than in the bulk
system, in particular it remains stable up to T∗ ≈ 0.30, whereas in bulk it survives up to
T∗ ≈ 0.35 (Figure 2). The number of layers of cylinders can again be easily inferred from
the local density profiles ρ(z) and, except for the narrower pore, the layering of particles
at low temperatures is enhanced as compared to the cluster-crystal (see Figure 5). For
the pore size W∗ = 5, one single layer of cylinders is formed, and the density profiles
exhibit two rounded peaks of enhanced density, indicating a mild tendency of the particles
in the cylinders to sit preferentially in these two planes. For W∗ = 7 and W∗ = 9, two
layers of cylinders are formed, and this is reflected in the density profiles by a region of
low density between the two layers. At low temperatures, each of these two layers of
cylindrical clusters exhibits three peaks, the intensities of which vary with the pore width.
For the two pore sizes, the central peak in each of the two layers is the highest. The two
edge peaks away from the centre of the cylindrical clusters are equal in the W∗ = 9 pore,
but in the W∗ = 7 pore the peak closer to the pore centre is smaller.

These profiles are consistent with the previous observation from the 3D local density
plots shown in Figure 3, in that the cross-sections of the cylinders is circular in the W∗ = 9
pore, but are significantly deformed in the W∗ = 7 pore. The two peaks closer to the pore
centre become shoulders of the central peak of each layer of cylindrical clusters at T∗ = 0.3
in the W∗ = 7 pore, but they survive up to T∗ = 0.4 in the W∗ = 9 pore. The same occurs
for the region of very low density between the two layers of cylinders that persists up to
T∗ = 0.3 in the W∗ = 9 pore, but that becomes a region of small density in the W∗ = 7
pore at this same temperature. For W∗ = 11, the two layers of cylinders are not separated
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by a region of low density even at the lowest considered temperature. The reason is that
the cylinders adopt a sinusoidal shape in the direction perpendicular to the walls to use as
much as possible of the free pore volume that remains by fitting two layers of cylinders in
this wide pore.

Visual inspection of the configurations reveals that, as in the bulk system [17], at low
temperatures the cylindrical clusters adopt ordered configurations consisting in decagonal
tubes made by interpenetration of isosahedra sharing a five-fold axis. As can be seen in
Figure 6, central panel, the evolution of the fraction of particles with icosahedral symmetry
with temperature exhibits a similar behaviour to the bulk system. Unsurprisingly, the
results are almost exactly the same as those of the bulk system for the most commensurate
pore W∗ = 9, and the larger reduction of order is observed for the most incommensurate
pore W∗ = 7.

3.1.3. High Density: The Lamellar Phase

At high densities (ρ∗ ≈ 0.42–0.49) and T∗ = 0.3, the fluid organises into lamellar
structures for the three larger considered pore sizes, as in bulk. This is the expected
behaviour, as the geometry of the pores is fully compatible with the lamellar phase. At
W∗ = 5, the fluid occupies the whole pore volume, that is wider than the size of bulk
lamellae (d∗0 = 2.9 to be compared to d∗0 = 2.2 in bulk, see Table 2). For W∗ = 7, two
lamellae are formed, this time narrower than in the bulk system (d∗0 = 1.5 to be compared
to d∗0 = 2.2 in bulk), and with a slightly shorter separation between them (l∗0 = 3.7 versus
l∗0 = 4.6 in bulk). For W∗ = 9, the system assembles into two lamellae, the thickness
and interdistance of which are comparable to those in bulk, indicating that this pore size
matches very well the periodicity of the bulk lamellar phase. For W∗ = 11, a third lamella
is formed, although at this temperature, T∗ = 0.3, both the width of the lamellae and
especially the distance between them are reduced with respect to the bulk phase to adjust
to the available pore volume.

The lamellar phase is able to survive up to T∗ = 0.4 for all pore widths, i.e., at tem-
peratures higher than the bulk system in which the transition occurs at T∗ ≈ 0.35 [17] (see
Figure 2). Again this is not entirely surprising, as the geometry of the pores is compatible
with the lamellar phase. The density profiles ρ(z) further reveal that the lamellar phase is
particularly stable with temperature, especially for the pore sizes W∗ = 7 and W∗ = 11, in
which the fluid organises into two and three lamellae, respectively. Each lamella is made of
two molecular layers, as evidenced by the two sharp peaks observed in each layer up to
relatively high temperatures (up to T∗ = 0.4 for W∗ = 7 and up to T∗ = 0.3 for W∗ = 11).
The sharpness of these peaks indicates that the internal structure of the lamellae remains
ordered at these temperatures. Curiously, for W∗ = 11 and T∗ = 0.4 the two lamellae
close to the pore walls are still very structured (they are internally ordered), but the middle
one exhibits two much more rounded peaks (it is internally disordered). This indicates
that the proximity to the walls induces the internal ordering of the lamellae, and such
internally ordered lamellae can coexist with disordered lamellae away from the walls. For
the pore width W∗ = 9, only two lamellae are formed, but each one is now composed of
two equally populated molecular layers (next to the pore walls) and by an incomplete third
hexagonally-packed layer facing the centre of the pore, signalled by a less sharp peak. In
this case, the peaks in each lamella are already rounded at T∗ = 0.3, indicating that in this
case the internal ordering of the lamellae is less significant at a high temperature. As found
for the cluster-crystal and the cylindrical phases, the tendency of the particles to arrange in
layers parallel to the walls is significantly reduced in the narrowest pore (W∗ = 5), which
only exhibits fairly rounded peaks even at low temperatures.

The internal ordering of the lamellae was investigated by measuring the fraction of
particles with solid-like environments using the Lechner and Dellago local order param-
eter [37]. As can be seen in Figure 6 (bottom panel), the fraction of solid-like particles as
a function of temperature is strongly dependent on the pore size, differing also from the
bulk phase for all pore sizes. At T∗ = 0.2 the vast majority of the particles have local solid
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environments (close to 100%) for all pores, except for W∗ = 9, in which case it drops to 90%.
This is due to the growth of a third incomplete molecular layer facing the centre of the pore
in each lamella. For the W∗ = 7 pore, the transition from ordered to disordered lamellae
is discontinuous as in bulk, but occurs at a higher temperature than in the homogeneous
system. For W∗ = 11, the decay of the number of particles in ordered environments is more
gradual, e.g., at T∗ = 0.4 about 60%–65% of the particles have solid-like environments. The
reason is that, as mentioned before, the two lamellae at the pore walls become disordered
at a higher temperature (T∗ = 0.4) than the one at the centre of the pore (T∗ = 0.3) (see
Figure 6). These results indicate that the walls promote the internal ordering of the lamellae
(i.e., they remain ordered up to a higher temperature than in bulk), but those lamellae that
are not next to the walls get ordered at similar temperatures as in bulk. Finally, for W∗ = 5
and W∗ = 9, the lamellae become disordered at lower temperatures than in bulk, which is
attributed to some incommensurability of the bulk lamellar phase with these pore sizes.

3.2. Dynamic Properties

Once we had characterised the equilibrium phase behaviour, we also analysed the
dynamics at temperatures around which the periodic microphases start to form. The MSD
measured in the four pore sizes at densities at which the cluster-crystal, the cylindrical and
lamellar phases are formed are collected in Figure 7, and the diffusion coefficients obtained
from these data are plotted in Figure 8. The comparison of the diffusion constant is not
made either at constant density nor at constant chemical potential for all the pores, as it
is often done in the literature. Instead, in this work we choose to make the comparison
under those conditions at which the most ordered structure was obtained in each pore
size (which are those shown in Figure 3), as our aim is to investigate if the diffusion of the
particles is altered by confinement under the temperature and density conditions at which
the periodic microphases start to form from the fluid phase. Note that it is not always
possible to obtain different ordered structures at the same density or the same chemical
potential for different sizes of the pores, because, due to incommensurability, these ordered
structures may be destabilised and become disordered.

3.2.1. Low Density: Cluster-Crystal

The behaviour of the MSD at low densities and temperatures just above those at which
the cluster-crystal starts to form, T∗ = 0.4, is qualitatively similar in the four considered
pore sizes and also in the bulk system. The MSD at long times is diffusive for all the pore
sizes and in the bulk system. The diffusion coefficient, calculated using Einstein’s relation
(Equation (7)), as a function of pore size is shown in Figure 8. As can be seen, the diffusion
coefficient has a nonmonotonic behaviour with the pore size. The maximum diffusion is
achieved for the narrowest pore, in which case the diffusion coefficient is even higher than
for the bulk system. The minimum diffusion corresponds to the W∗ = 7 pore, and then
diffusion increases with pore size until it reaches the bulk behaviour. Note that the density
in the narrowest pore is somewhat lower than in the remaining pores and than in bulk, and
this might partly explain why diffusion is faster in this system. However, it is also worth
mentioning that the narrowest pore is the only one in which the fluid is still organised in
intermediate size clusters at T∗ = 0.4, as in the bulk system (see Figure 4, right panel). On
the contrary, in the remaining pore sizes, the CSD distributions are shifted to larger sizes.
It is important to highlight that the nonmonotonic variation of the diffusion constant with
the pore size cannot be explained solely based on the density of the fluid. For example, the
diffusion constant for W∗ = 7 (ρ∗ = 0.1561) is lower than that for W∗ = 9 (ρ∗ = 0.1668), in
spite of the density of the fluid being higher in the latter case.

On the contrary, at a temperature just below that at which the periodic microphases
start to be seen, T∗ = 0.3, the behaviour of the MSD at long times depends on the pore
size. For the narrowest pore, the particle movement is diffusive as in the bulk system, but,
for the remaining pores, it becomes subdiffusive, this effect being more pronounced for
the pore size W∗ = 7. Our hypothesis is that the lower diffusion in the pore W∗ = 7 is a
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consequence of the higher ordering of the clusters as compared to the defective structures
found for W∗ = 5 and especially for W∗ = 9, as can be seen in the density isosurface plots
shown in Figure 3.
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3.2.2. Intermediate Density: Cylindrical Phase

In the cylindrical phase the particle movement is diffusive at long times either at
temperatures just above (T∗ = 0.4) and below (T∗ = 0.3) those at which the cylindrical

269



Int. J. Mol. Sci. 2021, 22, 11050

clusters start to form. At T∗ = 0.4, the diffusion coefficient adopts similar values for the four
pore sizes, being higher in confinement than in the bulk system (Figure 8, central panel).
Note that this cannot be explained on the basis of the densities, because, depending on the
pore size, the chosen states exhibit both higher and lower densities than the bulk system.
Curiously, both in confinement and in bulk, the system is organised in a percolating fluid at
this temperature. Our hypothesis is that, consistently with the shift to lower temperatures
of the stability region of the cylindrical clusters with respect to the bulk system (Figure 2),
confinement partly destroys the clustering at these intermediate densities, thus facilitating
the particle diffusion.

At T∗ = 0.3, the diffusion coefficient is similar in the bulk system and in the W∗ = 5
and W∗ = 11 pores, adopting somewhat larger values for W∗ = 7 and W∗ = 9. It is
important to note, however, that cylinders are parallel to one of the edges of the square
section of the simulation box in the W∗ = 7 and W∗ = 9 pores, whereas for W∗ = 5 and
W∗ = 11, they are tilted with respect to one of the edges. Thus, in the former case each
cylinder is an independent cluster, but in the latter case all the cylinders are connected to
each other due to the periodicity of the system. As a consequence, the cylindrical clusters
can move with respect to their neighbours in the narrowest and widest considered pores,
but not in the W∗ = 7 and W∗ = 9 pores. Thus, it is not possible to make a fair comparison
between the diffusion coefficients as a function of the pore sizes in this case.

3.2.3. High Density: Lamellar Phase

In the lamellar case the MSD exhibits diffusive behaviour at long times at temperatures
somewhat above (T∗ = 0.5) those at which the lamellar phase starts to form. At this
temperature, the diffusion coefficient under confinement is significantly lower than that of
the bulk system for the four considered pore sizes. Our hypothesis is that this could be
related to the more efficient packing obtained in the four confined systems as compared
to that in the bulk system. Note however, that there is some ambiguity on how to define
the density in the confined pores, as one can take into account or not the particle excluded
volume close to the pore walls.

At T∗ = 0.4, the diffusion coefficient of the lamellar phase increases with the pore
size, except for W∗ = 7, the size at which the fluid exhibits the higher diffusion under
confinement. As can be seen in Figure 7, the scaling of the MSD with time reveals a
superdiffusive behaviour in this case (i.e., the MSD is proportional to tβ, β being an
exponent higher than 1). Our hypothesis is that the origin of this enhanced diffusion is
related to the smooth surfaces of the formed lamellae in this pore size. For W∗ = 7, the fluid
organises into two lamellae, each one made of two hexagonally-packed layers of particles.
As a consequence of the smooth lamellar surfaces and pore walls, the two lamellae can
slide with respect to each other due to the thermal movement, leading to a high diffusion
coefficient in this case. This effect is not observed for W∗ = 9 and W∗ = 11, because
the lamellae surfaces are no longer smooth, due to the formation of an incomplete third
layer at W∗ = 9 and to the disordered local structure of the central lamella at W∗ = 11.
At T∗ = 0.4, the diffusion coefficient is only slightly higher in bulk than in any of the
considered confined systems. It is interesting to note that the fluid is organised into a
lamellar phase at this temperature in the three largest considered pores, but it forms a
percolating fluid in bulk.

4. Discussion and Conclusions

In this work we have studied the assembly of colloids with competing interactions
when confined in narrow slit pores at densities at which the cluster-crystal, the hexagonal
and the lamellar phases are stable in bulk. We have found that those periodic modulated
phases also form under confinement. In particular, our simulations predict that the cluster-
crystal and the lamellar phases are often stable up to higher temperatures when confined
in slit pores than in the bulk system, but that of the cylindrical phase is lower than in
bulk. In the cases in which the pore size is not perfectly commensurate with the pore
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width, the fluid is often able to adjust the cluster shape, size and interdistance between
clusters to fit in the available volume in the pore. One exception to this general behaviour
is that the cluster-crystal was not formed even at very low temperatures in the W∗ = 9
wide slit pore, which can be easily rationalised because this pore size is incommensurate
with the corresponding bulk cluster-crystal. Thus, we can conclude that, in general, the
presence of walls promotes the formation of the lamellar phase, as expected, but also of
the cluster-crystal. The results obtained in this work are similar to those observed in block
copolymers confined in slit pores [38]. This suggests that the universality of the phase
behaviour in systems with competing interactions observed in bulk can be extended to
confined systems.

We have also observed that the presence of walls induces the ordering of the particles
within the clusters (spherical, cylindrical or lamellar) in layers of particles parallel to
the pore walls. This has already been observed in simple and complex fluids (see, e.g.,
Refs. [24,39]), and also recently in the adsorption of colloids with competing interactions at
an attractive surface [40]. In the case of the lamellar phase, this leads to the internal ordering
of the lamellae at higher temperatures than in the bulk system, and to an interesting
behaviour in which the lamellae adjacent to the pore walls remain ordered while the
lamellae further away from the walls become disordered, a phenomenon observed in the
widest considered slit pore. The local ordering in the vicinity of a flat surface has also been
observed in experiments of block copolymers under confinement [41]. Both our simulations
and the experiments already performed in different systems with competing interactions
under confinement might help to design new experiments under the proper conditions to
finally obtain ordered microphases in colloidal systems.

Finally, we found that at temperatures just above those at which periodic microphases
start to be seen, the diffusion coefficient of the confined fluid can adopt values higher or
lower than in bulk depending on the density and on the pore width. In particular, we
observed that the diffusion coefficient of the colloidal particles depends on the pore width.
This dependence is complex, because the walls induce the internal ordering of the clusters.
For a given phase (cluster-crystal, cylindrical or lamellar), the observed nonmonotonic
behaviour with the pore size cannot be explained based solely on the density of the confined
fluid, as it is often found that the diffusion coefficient does not correlate inversely with
the density of the confined fluid, as one would expect for normal fluids. Depending on
the shape of the clusters and the separation between the pore walls, it is possible to obtain
either larger and smaller values of the diffusion coefficient than in the corresponding
bulk systems.

The main conclusion of our work is that the formation of the lamellar and cluster-
crystal phases appears to be favoured by confinement in simple slit pores. Although in
some cases, the diffusion might be lower in confinement than in bulk, the formation of the
periodic microphases was observed in relatively short times in our simulations, indicating
that there should not be important kinetic bottlenecks that hinder their formation. We
suggest that confining colloids with competing interactions in simple slit pores might be a
promising route for the experimental observation of those phases.
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