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At the core of the Anthropocene lies human influence on the environment. Loss of
biodiversity, deforestation, and more frequent extreme events such as flooding or heat
waves are just a few of the human-induced environmental changes. Over time, human
domination has become more apparent, and its influence on the environment has deepened
the complexity of the global system. The scientific community embraced these challenges
and responded by developing and applying new transdisciplinary approaches to study
complex socio-ecological systems (SES). Computational modeling is now an integral part
of systems research.

The use of computational models to study interactions between societies and ecosys-
tems has a rich history. Indeed, using computers to model human and natural systems
dates can be traced back to the 1960s. Initially, the modeling efforts were isolated. While
statistical modeling was well established, dynamic representations of systems were only
emerging [1]. Over time, system dynamics modeling gained popularity, especially in
ecology [2,3]. With advances in complexity science [4,5], new approaches arose: individual-
based models (ecology) and agent-based models (social science) [6,7]. The popularity of
complex system modeling has also increased due to advances in data science, ranging
from our ability to continuously acquire data to the growing availability of sophisticated
analytical tools (e.g., Geographic Information Systems, Deep Learning for satellite images).
Researchers and, to a lesser extent, practitioners recognized the value of system modeling
as a tool of knowledge integration and as an instrument for forecasting future system
trajectories. At the same time, voices of criticism or outright rejection of social-ecological
systems models occurred [8]. Critics pointed to mismatches between the simplicity of
models and the complexity of the ever-growing environmental change on a planetary scale.
Simply put, the modeling community was not prepared for tackling real-word complex
global problems of the Anthropocene. Experts identified insufficient representation of
couplings across space, time, scale, and institutions [9].

However, the role of SES modeling should not be underestimated. SES models
contribute to understanding and guiding our exploration of system structure. Hidden
interrelationships within complex systems are hard to grasp without the formal and explicit
conceptualization afforded by models. Developing and employing systems thinking skills
does not come naturally to humans [10], who are often agnostic regarding nonlinear
causation and primarily think of simple chains of causes-and-effects despite the existence
of feedback loops. The limited mental capabilities of humans are felt both on fundamental
properties of complex SES (non-linearity, cyclic, delays) and on higher-level properties
such as adaptation and emergence. Thanks to SES models, we shift from an attempt at
navigating ‘implicit models’ in our mind to a structured approach based on an ‘external
model’ that formalizes the system. The external and formal representation of a system
provides immense capabilities to identify the hidden unknowns in systems or identify
potential interventions. Despite these many advantages, the educational use of SES models
is still limited.
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One of the flagship characteristics of complex SES is emergence. System-wide prop-
erties cannot be explained by examining a system as one big whole or dissecting its
components and studying them in isolation. Instead, the macro patterns are indirect results
of micro-decisions at a local scale. Climatic change on a global scale is an excellent example
of a byproduct of decisions made by individual households, industries, and agriculture.
The role of human behavior has long ago been identified as critical at explaining changes
at the system level. However, conceptualizing human behavior is not a trivial task. Tradi-
tional representations of decision-making rely heavily on formal statistical and econometric
models, grounded in well-developed theories. These approaches have many deficiencies,
including the assumption of rational decision-making or easy access to relevant informa-
tion, which can be aggregated into representative system actors. However, the profound
changes in the environment result from different human and organizational actions. Thus,
SES models are excellent tools to represent heterogeneous behavior leading to a large
assortment of consequences of human and institutional decision-making.

The recent decade brought about an enormous amount of data. This includes the rise
of the Internet of Things and the ability at continuously acquiring sensor data. Data from so-
cial media has also shown its importance for understanding the arguments formed during
debates on pressing socio-ecological issues. The increased scientific attention to data shar-
ing and replicability has led to the development of open-access data repositories in which
data is discoverable and reusable. Under the umbrella of ‘big data’, these heterogeneous
data sources have been used to augment applied modeling, to better characterize the rele-
vant factors and inter-dependencies system (i.e., designing a conceptual model), fine-tune
a model (i.e., calibration or ‘training’) or evaluate its quality (i.e., validation or ‘testing’).
Despite these advances in the availability of data, we are still limited by methods of in-
formation extraction. Traditional data collection methods rely on well-structured survey
instruments and quantitative data from secondary sources like international databases [11]
and spatial data clearinghouses [12]. Such data bodes well for SES modeling, where
variables are easily identifiable and quantifiable. While not new to science, in-depth, open-
ended interviews are still uncommon in SES model development, often due to a lack of
mixed-methods that translate qualitative data into quantitative model inputs.

It is now generally accepted that without public trust, SES modeling will largely re-
main an academic exercise. For SES models to serve as reliable instruments used in solving
critical environmental challenges, they need to be embraced by people and communities
that ‘live and breathe’ these problems. Stakeholder engagement in both data collection and
model development (from the early steps of design to the final matters of validation and
scenario evaluation) enhances model transparency and credibility. SES is inherently spatial,
and participatory modeling allows researchers to gain insight into the tacit knowledge of
local communities, households, and governments. Furthermore, the traditional approach
to communicating model outputs, where modelers develop models and produce scenarios
presented as the final product to stakeholders, has been vastly criticized. Frequently, stake-
holders do not accept these results simply because they do not understand or agree with
the underlying assumptions. Instead, they refuse to accept the outcomes because they feel
left out of decision-making [13].

The four challenges of SES modeling described above, namely (1) data collection and
information extraction, (2) citizen participation in model development, evaluation, and
application, (3) exhaustive and inclusive representation of decision making, and (4) the
educational role of models in deepening our understanding of complex SES, permeate the
papers in this Special Issue.

To set the stage, we start from the philosophical discourse by Shultz and Wildman,
who stress the importance of a realistic representation of the social factor in SES systems
models—a topic that they call ‘human simulation’. After a brief outline of the recent
advances in SES modeling, they move on to the glaring gaps in existing simulation en-
deavors, namely, insufficient representation of the human dimension in model design
and application, with limited variety of values and worldviews of system actors. The
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authors advocate for more active stakeholder participation in model development. They
also point out the deficiencies in the commonly used decision-making rules and encour-
age the use of more realistic cognitive architectures when designing and implementing
human decision-making.

A step towards a more realistic representation of human agency in SES modeling is
the information extraction approach proposed by Djenontin, Zulu, and Ligmann-Zielinska.
In their study in Malawi, they collected data on farmers’ restoration decisions using focus
group discussions, role-playing games, and household surveys. They demonstrate a
procedure in which these seemingly incompatible data sources are progressively used to
identify stakeholders’ goals, which in turn shape their individual and collective decisions,
and result in quantifiable practices and activities that influence both the extent and the
magnitude of agricultural land restoration.

In their article, Lenfers et al. report on using real-time sensor data to improve the
accuracy of simulations in real-time. They describe their framework on the example of
agent-based modeling for an adaptive massive urban transportation system in Hamburg,
Germany. Finally, they discuss how sensor data can improve the predictive capabilities
of models, building public trust in model outcomes to gain political support for Smart
City investments.

In another urban study, Jiang and colleagues describe an agent-based model built to
investigate shrinking cities, i.e., deteriorating metropolitan areas with an ever-increasing
vacant land and population decline. Their study is an excellent real-world example of
system emergence. The primary process in the model is a real estate market of buyers
and sellers, whose decisions ultimately drive the spatiotemporal change in housing oc-
cupancy. Both groups of agents make decisions based on very different goals operating
within very different constraints. Hence, the authors point to the importance of explicit
operationalization of agent heterogeneity within and across system actors.

Next, we turn to the educational and participatory aspects of SES. Guadagno and
colleagues developed a unique educational tool called STEPP that equips students with
critical systemic thinking skills. STEPP is a hybrid model developed to teach students how
to formalize systems by defining their structure, identifying the key variables driving the
processes, and manipulating them to define system states and the necessary transitions
between them. The research team reports on a usability study of the tool done by a group
of high school teachers. The tool was met with enthusiasm. The teachers pointed to
positive user experience, applicability in STEM-C, and STEPP’s practicality in a real-world
classroom setting. As such, the tool is one of the pioneering examples of active learning
about complex systems by directly manipulating models emulating these systems.

While Guadagno et al. propose a tool that assists in abstract model formulation,
Tschimanga and colleagues demonstrate how to integrate and systematically present
distinct empirical SES data. They report on a comprehensive, integrated information
system to explore the complex climate-water-migration-conflict nexus in the Congo Basin.
The system provides tools that assist in data collection, analysis, and synthesis packed
into one convenient yet rigorous database easily accessible on the internet and open to
anyone interested in the topic. They built the system from quantitative and qualitative
data amounting to over 500 variables, grouped into thematic areas from sociodemographic
characteristics, through conflict resolution and community resilience, to water transfer.
The tool can provide practical knowledge for decision-makers, encourage community
engagement in conflict resolution, and support formulation of robust solutions, especially
in situations involving migration and conflict. The ultimate goal is to provide a transparent
yet extensive source of information that can assist in participatory decision making to
seek solutions that balance human and community needs, simultaneously minimizing
adverse effects of human activities on natural resources.

We conclude with a review paper on the methods and tools of quantitative human-
water nexus models by Meijer, Schasfoort, and Bennema. The authors report on a structured
literature assessment focusing on modeling human responses to changes in water availabil-
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ity. They identify several typologies, including the theories applied to frame the problem,
methods used in the study, its extent (and hence, the generalizability of results), and the
relevance for policymaking. The authors stress an inadequate representation of human

agency in the reported studies. On the one hand, decision-making in dynamic models
rarely goes beyond direct water use. On the other hand, statistical analyses, brimming with
a wide variety of predictors, lack the behavioral mechanisms underlying human actions.
To reconcile these mismatches, the authors propose an eight-step framework for human
response quantification of water resource use.

The seven articles of this Special Issue make important contributions through their
innovative methods and applications. However, research on modeling and simulation
for complex socio-ecological systems must continue to evolve given the complexity of the
challenges that we face and the urgency of addressing them. This continuation is already
visible as our core themes remain central in the next series of Special Issues [14,15]. While
such publications highlighting the ongoing need for the scientific committee to rise to
the challenge, we stress the necessity to complement the necessary academic exercise of
reporting with a demonstration of tangible impact in solving environmental challenges.
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Abstract: In rural areas in developing countries where livelihoods directly depend on agriculture,
shortage of water can have severe socio-economic and humanitarian consequences and has been
suggested to result in conflict and migration. Understanding such responses is important for the
development of effective water management policies and other interventions. However, despite
the availability of extensive knowledge on water-related human behavior, water resources planning
studies do not always look beyond direct impacts. Therefore, this paper assesses literature on
water-related human responses, the quantification and conceptualization methods and theories used,
the scale at which models are applied, and the extent to which findings are used to make policy
recommendations. We found system dynamics approaches mostly applied for policy evaluations,
but often with a limited integration of human behavior beyond water use; agent-based models seem
to be suited for policy analysis, but only limitedly applied for that purpose; and statistical studies
to present the widest range of human responses and explanatory factors, but without making the
behavioral mechanisms explicit. In fact, only a limited number of studies was based on behavioral
theories. Based on these findings we recommend eight steps to facilitate quantification of human
responses for water resources planning purposes.

Keywords: human responses; quantitative modeling; water resources planning; water availability;
water shortage; drought

1. Introduction

Understanding human responses to changes in water availability is important to
develop effective water management and climate adaptation strategies. Water is of key
importance for the lives and livelihoods of people, particularly in rural areas. Therefore,
changes in water availability, either through climate change or man-made, can lead to
a loss of income from agriculture or from other water-related ecosystem services, such
as pastures for cattle or fish production in lakes. Such changes have been related to
famine and impoverishment [1], to displacement and migration [2], and to social tensions
and conflict [3]. However, such impacts are not always straightforward, since people
make individual decisions to adapt their livelihoods [4], to stay or to move away [5,6], to
cooperate or to fight. Various factors play a role in such decisions, such as (1) the motivation
and ability to adapt [4], (2) resources and social networks that facilitate migration [7],
(3) perceptions of inequality [8] or (4) the need to defend one’s own interest in the absence
of a functioning government [9]. Such autonomous decisions may also cause a feedback on
the water system. Di Baldassarre et al. [10] listed various counterintuitive consequences
of water and climate-related policies that result from unexpected behavior of people in
response to these policies; for example, continued water shortage after improvements in
water supply as a result of more intensive water use practices, or an increase in flood risk as
a result of intensified land use after levee construction. This indicates that the dynamics of

Sustainability 2021, 13, 8675. https://doi.org/10.3390/su13158675 https://www.mdpi.com/journal/sustainability
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human-water systems are a large source of uncertainty in policy making. Not taking such
dynamics into account in planning water resources management or climate adaptation
strategies could lead to policies that are either ineffective or have unintended negative
social impacts.

To facilitate the consideration of human responses in water resources planning and
climate adaptation, it would be useful to assess the impact on different societal groups
under various future projections of, amongst others, climate change or as a result of
certain water management measures [11,12]. Planning of water resources management
and climate adaptation often involves quantitative modeling to address the interlinkages
between water availability, water demand, and water regulation throughout the basin and
over time [13]. Integrating human responses in such quantitative modeling exercises is thus
one of the ways to quantify the impact of interventions while considering the dynamics in
human-water systems.

Over the past years the attention for social impacts from changes in water management
systems has increased. This ranges from assessing socio-economic/sectoral impacts of
water resources management in Integrated Water Resources Management [14–16], to
understanding the interactions between water and human systems in the field of socio-
hydrology [17]. Konar et al. [18] divided the existing socio-hydrology research into four
groups: (1) water metabolism—the economic use of water; (2) interactions between humans
and droughts, (3) interactions between humans and floods and (4) the role of human
institutions, policy and management. The focus of the socio-hydrology research is on the
two-way interactions between water and humans. This therefore mainly addresses how,
as a result of changes in water systems, humans have altered their behavior regarding
water use and management which in turn affects the water system and humans through
feedback loops. The socio-hydrology research pays less attention to other societal dynamics
that can be triggered by changes in water availability, although some examples are found
in studies addressing migration [19] and suicide among farmers as a result of reduced
irrigation water [20]. However, it seems that no systematic attention has been paid to how
the impacts of water on people lead to other types of responses, that could result in the
societal and humanitarian impacts mentioned above, and that no concepts of these types of
human responses and societal consequences have been developed in the field of hydrology
and water management.

Therefore, in this paper we carried out a literature review to assess what methods,
theories or concepts authors have used to quantify human responses to changes in water
availability, with the aim of drawing lessons and identifying generic approaches or theories
that can guide assessment of human responses to drought and water scarcity to inform
water resources planning.

2. Materials and Methods

2.1. Study Identification and Selection

To answer our research question, we conducted a structured literature assessment of
the ways in which human responses to changes in water resources availability are quan-
tified. We used Scopus [21] to search for relevant articles that quantify human responses
to changes in water resources availability. The search included all available scientific
journal articles in the English language until May 2019, within subject areas relevant to
the environment (environment, agriculture, earth sciences), modeling (engineering, math-
ematics, computation sciences, and human behavior (social sciences, multi-disciplinary
research, arts, economy, decision-making and psychology). We ran two searches, the first
focused on the combination of water availability and human responses (response related
search in Table 1), and the second focused on the combination of water availability and
specific model types frequently used to model human behavior (model related search in
Table 1). In the search functions we included the various common alternatives for each
of our three key words: quantification; human responses, changes in water resources. In
addition to quantification, we also searched for terms related to modeling and simulation.

8



Sustainability 2021, 13, 8675

We considered four types of human responses: (1) not responding, which may result in
increased poverty, (2) livelihood adaptation, legally or illegally, (3) human mobility either
referred to as refugees, internal displacement or migration, and (4) protest, social unrests
and violent conflicts. In addition to the fact that many households will employ a variety of
coping strategies, there is also some overlap between categories. For example, migration is
a way of livelihood adaptation, as it will enable the migrant to engage in a different type
of income strategy in another area. Violent behavior can be a way to illegally appropriate
resources, and can be considered an undesirable way of obtaining alternative income or sus-
tenance. Violent behavior can be a reaction to the inability to adapt to a reduction in water
resources availability but can also be a way to diversify income. To understand the further
societal impacts of changes in water availability, we considered it useful to address these
types of consequences explicitly, while being aware of their different character. Figure 1
displays the numbers of studies that were identified, screened, and included. From the 759
unique studies identified through the search, 39 studies where identified that dealt with
the quantification of human responses in relation to changes in water availability.

Table 1. Search functions used in Scopus to search in titles, abstracts, and keywords. (The wildcard *
is included in combination with truncated words to search for multiple forms of the same word or to
allow for different spellings).

Search Topic Search Function

Response related

(“water shortage” OR “water scarcity” OR “water stress” OR “water
demand” OR “water availability” OR drought *) AND (“response *”
OR “behavior * r”) AND (model * OR quantif * OR simulat *) AND
(conflict * OR migra * OR displace * OR refuge * OR livelihood * OR

poverty)

Model type related

(“water shortage” OR “water scarcity” OR “water stress” OR “water
demand” OR “water availability” OR drought *) AND (“system

dynamic *” OR agent-based OR “behavio*r* model *” OR
“discrete-event”)

2.2. Study Assessment

We systematically analyzed all studies by assessing five aspects: (1) the types of
human responses that are considered, (2) the types of quantification methods used, (3) the
theory or other method used to conceptualize the relationship between water and the
human responses, (4) the geographical scale at which the analysis was conducted, and
(5) the ways the results were linked to policy recommendations. We did not use fixed
categories upfront. Instead, we made an inventory of the ways these five aspects were
addressed or applied in the study, and subsequently grouped them in sub-categories for
further analysis. Short definitions of each of the five aspects are included in Table 2.
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Figure 1. Numbers of studies identified, screened, and included following the PRISMA 2020 flow
diagram.

Table 2. Categories and sub-categories for analysis of the studies.

Aspect Definition

Quantification approach
Types of models or quantification method to

quantitatively assess human behavior in response to
changes in water availability

Human responses All human actions in responses to a change in water
resources or water-related ecosystem services

Theories and approaches to
conceptualizing human responses to

changes in water availability

Theories applied to conceptualize human behavior,
or indication of other approaches not explicitly

based on an existing theory

Policy application Extent to which analysis is used to derive policy
measures or policy recommendations

Geographical scale The spatial unit at which the analysis was conducted

3. Results

3.1. Characterization of the Studies Selected: Communities, Geographical Scales and
Quantification Methods

The 39 papers have a strong focus on rural populations, especially on farmers and
herders. This may result from the fact that there is a strong link between water availability
and rural livelihoods, with 70% of global freshwater used for agriculture, and agriculture
being important as a livelihood basis for rural communities (See Table 3). This is particularly
the case in Africa and Asia, which shows clearly from the geographical spreading of the
studies (See Figure 2).
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Table 3. Characterization of selected studies.

Study Communities Location and Scale Method

Alam, 2015 Farmers Rasjahi district, Bangladesh statistical
Ashraf et al., 2014 Farmers Balochistan province, Pakistan statistical
Asseng et al., 2010 Farmers Katanning region, Australia agent-based

Bai et al., 2019 Livestock herders Hulun Buir/Inner Mongolia,
China statistical

Berger, et al., 2017 Farmers National level, Ethiopia agent-based
Berhanu and Beyene, 2015 Livestock herders Southern Ethiopia statistical

Bommel et al., 2014 Farmers Sub-national level, Uruguay agent-based
Boone et al., 2011 Livestock herders Kajiado District, Kenya agent-based

Bradley and Grainger, 2004 Farmers and livestock herders Silvo-pastoral zone of Senegal other
Butler and Gates, 2012 Livestock herders North Kenya, South Somalia optimization

Carter and Janzen, 2017 All households Stylized case optimization
Clark and Crabtree, 2015 Livestock herders mountain-steppe-taiga, Mongolia agent-based

Collman et al., 2016 All households National level, Somalia system dynamics
Desta and Coppock, 2004 Livestock herders Southern Ethiopia statistical

Dieguez Cameroni et al., 2014 Livestock herders Basaltic region of Uruguay agent-based
Entwisle et al., 2008 All households Nang Rong District Thailand agent-based

Esquivel-Hernández et al., 2018 All households National level, Costa Rica statistical
Fagariba et al., 2018 Farmers Upper east region of Ghana statistical

Gies et al., 2014 Farmers and livestock herders Juba river basin, Ethiopia, Kenya
and Somalia system dynamics

Giuliani et al., 2016 Farmers Adda river basin, Italy system dynamics
Gohari et al., 2017 Farmers Zayandeh-Rud River Basin, Iran system dynamics

Gori Maia et al., 2018 Livestock herders Sertao, Brasil statistical
Grosskopf et al., 2015 Livestock herders National level, Uruguay agent-based

Hailegiorgis et al., 2018 Rural households South Omo Zone, Ethiopia agent-based
Hassani-Mahmooei and Parris, 2012 All households National level, Bangladesh agent-based

Kansiime and Mastenbroek, 2016 Farmers West Nile region, Uganda statistical
Khanian et al., 2019 All households Famenin County, Iran statistical

Kotir et al., 2016 All households Volta River Basin, Ghana system dynamics

Krömker et al., 2008 All households
Andhra Pradesh, India; Algarve

and Alentejo, Portugal; Volgograd
and Saratov, Russia

agent-based

Lawson and Kasirye, 2013 All households National level, Uganda statistical

Martin et al., 2016 Livestock herders High Atlas Mountains,
Morocco agent-based

Miller et al., 2014 Livestock herders Tarangire National Park, Tanzania statistical
Okpara et al., 2016 All households Small Lake Chad basin, Chad statistical
Pérez et al., 2016 Farmers Pumpa irrigation system, Nepal agent-based

Pope and Gimblett, 2015 Farmers Rio Sonora Watershed, Mexico agent-based
Ryu et al., 2012 Farmers Eastern Snake Plain Aquifer, USA system dynamics

Twongyirwe et al., 2019 Farmers Isingiro district, Uganda statistical

Warner et al., 2015 Farmers Tempisque River Basin, Costa
Rica statistical

Yazdanpanah et al., 2014 Farmers Boushehr province, Iran statistical

Most of the modeling of human responses is done at the sub-national scale, on regional,
state/province or community level. This makes sense for three reasons: (1) to understand
the changes in water systems that can induce human responses it is important to understand
how these changes affect specific types of land use, such as deltas or irrigation areas,
(2) modeling (groups of) actors of too large areas would result in very large models. Large-
scale models would therefore require the aggregation of individual actors into actor groups.
(3) The detailed data collection through interviews as applied in most studies is resource-
intensive and can only be done among a limited set of agents. Nevertheless, it would be
interesting to explore how small-scale findings can be applied to larger scales, to further
improve continental scale assessments of societal impacts of, for example, climate change.
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Figure 2. Geographical spread of study areas in selected papers. Dots are placed in the center of the
country where the study took place. The numbers indicate the number of papers addressing (an area
within) a country, also visualized through larger dot sizes.

Four categories of quantification methods were found, with one paper not fitting any of
the categories and assigned the label ‘other’. We find that most studies (n = 16) use statistical
methods (category 1) to assess correlations between responses and explanatory factors.
Fourteen studies simulated human decisions in response to changes in their environment at
the level of individuals or actor groups, mostly agent-based models (category 2). Six studies
used system dynamics models (category 3), and two studies used optimization methods
(category 4). Quantification by means of models does not however necessarily imply
simulation or optimization. For example, [22] developed equations to identify equilibrium
situations; whereas [23] quantified thresholds at which pastoralists would switch between
survival and performance strategies. This last paper is assigned the category ‘other’ since
it did not fit any of the four categories that we distinguished.

Often system dynamics models and agent-based models are connected to other models
that represent the biophysical system, such as hydrological or water allocation models. For
example, Gies et al. [24] used a combined hydrological and system dynamics model to
assess changes in income and the population affected by migration in relation to a variety of
water and land management measures such as water harvesting, water storage or irrigation
efficiency. Gohari et al. [25] used a combined hydrological, socio-economic and agricultural
system dynamics model to assess the impacts of climate change and various adaptation
strategies. Human responses are included as feedback mechanisms in which decisions are
made to maximize utility at system level, and in which variations in utility affect water
demand.

3.2. Human Responses

The selected 39 papers all quantify human responses as a result of changes in water
availability (See Table 4 for an overview). We only mention which types of response op-
tions were included in the analyses in the various studies. This does not imply that the
authors found these responses to be the consequence of changes in water availability. These
response options can be grouped into five categories. Short-term coping strategies (cate-
gory 1), other than alternative income, was mentioned in 13 of the papers, and were found
to consist of (1) reducing consumption [26,27], (2) obtaining additional income by selling
assets [26–28], borrowing money or products [27,28], or (3) receiving food aid, additional
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remittances and other types of community sharing or external assistance [23,29–31]. In ad-
dition, short-term coping could require buying fodder to replace natural vegetation [26,27].
Livelihood adaptation is the most frequently described response, mentioned in 30 papers.
Adaptation is achieved through either or both income diversification (n = 10) to be less
dependent on income sources subject to water availability, and adaptation of agricultural
practices (n = 27). We considered these as two separate human response categories. Income
diversification (category 2) can consist of a (partial) shift to another livelihood, such as
combining pastoralism with cereal cultivation or charcoal making [32,33] or finding paid
labor on or off the farm [34]. Adaptation within the agricultural sector (category 3) is done
in various ways, for example, by managing water and other inputs [28,35], improving
water supply infrastructure and wells [31,36], by making well-informed choices on crops or
crop varieties, livestock management strategies [32,37], and new ways of preparing land or
planting crops [31,38,39]. Migration (category 4) is rather frequently (12 papers) mentioned
as a response option as well, either seasonally or for other shorter periods of time, such
as return migration as well as permanently [40]. Violent behavior and social tensions
(category 5) were discussed as the results of water shortage in two papers only [22,41].
Many studies (n = 18) found responses in several categories, which shows the variation
in possible human responses related to reduced water availability, and highlights that
people do not always choose a single response but make use of several options, combining
short-term coping strategies with longer-term structural adjustments.

From the set of studies analyzed, no clear differences between the types of human
responses considered in the different types of methods can be found (see Table 5). However,
the methods do differ in the way human responses are considered. Studies using a systems
dynamics approach focus, logically, at the system level, and do not consider human
behavior explicitly, but studies using agent-based models do. The questions that studies,
using system dynamics or agent-based models, seek to answer differ. Whereas agent-
based models focus on understanding the various factors, including behavior, influencing
decisions of actors, system dynamics models focus more frequently on understanding how
the (water) system would be impacted because of certain responses. Although agent-based
models could also be used to assess the wider system level impacts, and system dynamics
models could also integrate knowledge on human behavior in system-level models, this
may not often be done.

3.3. Theories and Approaches to Conceptualizing Human Responses to Changes in Water Availability

A variety of approaches were used to conceptualize human responses, which are
summarized in Table 6. We found that 24 of the studies analyzed used a deductive
approach, which Locke [42] defined as “moving from the general to the specific.” This
implies that the research starts with a hypothesis based on existing theories or conceptual
frameworks. Seventeen of the 24 studies used a distinctive underlying theory, of which
almost half of the studies strictly followed the chosen theory throughout the study [32].
The rest of the studies loosely referred to a theory, using it mainly as inspiration for their
conceptual framework or model [43]. In the analyzed studies, we identify three different
types of theories for the conceptualization of human responses, including (1) economically-
based utility maximization theories, (2) behavioral theories from the field of sociology,
psychology and migration studies, and (3) theories based on vulnerability and resilience
concepts.
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Table 4. Human response types addressed.

Study
Short-Term

Coping Strategies
Income

Diversification
Agricultural
Adaptation

Migration Conflict

Alam, 2015 1
Ashraf et al., 2014 1 1 1 1
Asseng et al., 2010 1

Bai et al., 2019 1
Berger, et al., 2017 1 1

Berhanu and Beyene, 2015 1 1
Bommel et al., 2014 1
Boone et al., 2011 1 1 1

Bradley and Grainger, 2004 1 1 1 1
Butler and Gates, 2012 1 1

Carter and Janzen, 2017 1
Clark and Crabtree, 2015 1 1

Collman et al., 2016 1 1 1
Desta and Coppock, 2004 1

Dieguez Cameroni et al., 2014 1
Entwisle et al., 2008 1 1

Esquivel-Hernández et al., 2018 1
Fagariba et al., 2018 1 1

Gies et al., 2014 1 1
Giuliani et al., 2016 1
Gohari et al., 2017 1

Gori Maia et al., 2018 1
Grosskopf et al., 2015 1

Hailegiorgis et al., 2018 1 1
Hassani-Mahmooei and Parris, 2012 1

Kansiime and Mastenbroek, 2016 1
Khanian et al., 2019 1

Kotir et al., 2016 1 1
Krömker et al., 2008 1 1

Lawson and Kasirye, 2013 1
Martin et al., 2016 1 1
Miller et al., 2014 1

Okpara et al., 2016 1 1 1
Pérez et al., 2016 1

Pope and Gimblett, 2015 1 1 1
Ryu et al., 2012 1

Twongyirwe et al., 2019 1 1
Warner et al., 2015 1

Yazdanpanah et al., 2014 1
Total 16 10 27 12 2

Table 5. Human responses addressed in studies using different types of quantification methods.

Quantification Method
Short-Term

Coping Strategies
Income

Diversification
Agricultural
Adaptation

Migration Conflict

Statistical methods 5 5 11 2 1
Agent-based models 6 3 9 6 0

System dynamics 1 0 6 3 0
Optimization 1 1 0 0 1

Other 1 1 1 1 0
Total 14 10 27 12 2
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Table 6. Approaches, theories, and concepts used.

Study Approach Specific Theory or Concepts Used

Alam, 2015 Deductive Utility maximization
Ashraf et al., 2014 Inductive None/unclear
Asseng et al., 2010 Deductive Utility maximization

Bai et al., 2019 Inductive None/unclear
Berger, et al., 2017 Deductive Utility maximization

Berhanu and Beyene, 2015 Deductive Utility maximization
Bommel et al., 2014 Inductive Participatory methods
Boone et al., 2011 Deductive Insights from previous studies

Bradley and Grainger, 2004 Deductive Resilience theory
Butler and Gates, 2012 Deductive Utility maximization

Carter and Janzen, 2017 Deductive Utility maximization
Clark and Crabtree, 2015 Deductive Insights from previous studies

Collman et al., 2016 Deductive Behavioral theory: dread-threat theory
Desta and Coppock, 2004 Deductive Insights from previous studies

Dieguez Cameroni et al., 2014 Inductive Participatory methods
Entwisle et al., 2008 Deductive Insights from previous studies

Esquivel-Hernández et al., 2018 Inductive None/unclear
Fagariba et al., 2018 Inductive None/unclear

Gies et al., 2014 Inductive None/unclear
Giuliani et al., 2016 Deductive Utility maximization
Gohari et al., 2017 Deductive Utility maximization

Gori Maia et al., 2018 Inductive None/unclear
Grosskopf et al., 2015 Inductive Participatory methods

Hailegiorgis et al., 2018 Deductive Behavioral theory: protection motivation theory
Hassani-Mahmooei and Parris, 2012 Deductive Behavioral theory: push-pull theory

Kansiime and Mastenbroek, 2016 Deductive Resilience theory
Khanian et al., 2019 Deductive Resilience theory

Kotir et al., 2016 Inductive Participatory methods
Krömker et al., 2008 Deductive Behavioral theory: protection motivation theory

Lawson and Kasirye, 2013 Deductive Based on insights from available literature
Martin et al., 2016 Deductive Resilience theory
Miller et al., 2014 Inductive Participatory methods

Okpara et al., 2016 Inductive None/unclear
Pérez et al., 2016 Deductive Insights from previous studies

Pope and Gimblett, 2015 Inductive Participatory methods
Ryu et al., 2012 Inductive Participatory methods

Twongyirwe et al., 2019 Inductive None/unclear
Warner et al., 2015 Deductive Insights from previous studies

Yazdanpanah et al., 2014 Deductive Behavioral theory: theory of planned behavior

The most frequently applied (n = 8) theory is utility maximization, which originates
from welfare economics, assuming that people make rational decisions that optimize their
welfare. This theory accounts for the comparison of different individual responses. For
example, Berhanu et al. [32] developed a model for the analysis of pastoralist responses to
long-term climatic variability based on pastoral household utility maximization, whereas
the system dynamics model of Gohari et al. [25] used income-maximization as the main
determinant for agricultural land use decisions.

Individual behavioral theories developed in sociology or psychology were used in
five of the analyzed studies. This ranges from commonly used theories, such as the theory
of planned behavior, to theories predominantly applied to the field of migration. We
found that only Hailegiorgis et al. [44], Krömker et al. [43], and Yazdanpanah et al. [45]
used commonly known behavioral theories in their studies, respectively, the protection
motivation theory and the theory of planned behavior. The protection motivation theory
states that peoples’ decisions to protect themselves is based on the (1) perceived severity
of a threatening event, (2) the perceived probability of the occurrence, (3) the expectancy
that the recommended behavior is effective and (4) the ability of the person to execute the
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recommended courses of action successfully [46]. Hailegiorgis et al. [44] used this theory
as part of a framework that describes the socio-cognitive adaptive behavior of households,
which helps to explain the subjective adaptive capacity of individuals to climate change.
Krömker et al. [43] indirectly used the theory by applying a psychological action model
which is based on the protection motivation theory. The theory of planned behavior started
as the theory of reasoned action to predict an individual’s intention to engage in a behavior,
intending to explain the majority of individuals’ behavior [47]. It links beliefs to behavior
based on the (1) attitude of an individual towards a behavior, (2) the subjective norm based
on the individual’s social network and other social norms, and (3) the perceived behavioral
control, including capacity and autonomy in the choice to adapt. Yazdanpanah et al. (2014)
built on the theory of planned behavior and expanded this with moral norms to analyze
water conservation adaptation responses. Both these theories allow for the evaluation of a
range of possible human responses.

The migration-focused push-pull theories and dread-threat theory use similar be-
havioral insights, such as the individual’s motivation to change and expectancy of the
behavior, however, they are mainly developed to explain migration. Lee’s [48] push-pull
theory conceptualized the motivation of an individual to migrate by factors associated
with the area of origin, factors associated with the area of destination, intervening ob-
stacles and personal factors. The push-pull theory is still one of the most used theories
to explain humans’ decision to migrate. Hassani-Mahmooei and Parris [49] used this
migration decision theory to model the migration dynamics of inhabitants of Bangladesh.
Dread-threat theory originates from psychology and is related to the Intergovernmental
Panel on Climate Change’s risk framework. It explores how the local perception of threat
affects the decision-making about remaining in place, migrating or both. The perceived
uncertainty of the threat is combined with the perceived impact of the threat; for example,
an unpleasant death for future generations at risk. Collman et al. [50] further developed the
theory based on anthropological and journalistic accounts and translated this qualitative
theory to a partly quantitative model to evaluate the attractiveness of threat response
strategies. The two theories from the field of migration focus on the decision whether to
migrate. Alternative human responses are not considered.

Four other papers used resilience or vulnerability theory as part of a socio-ecological
framework to describe human responses. Unlike the utility maximization and individual
behavioral theories, these are not well-defined theories to simulate responses. Typically,
these papers relate components related to resilience, such as exposure, vulnerability, and
adaptive capacity of individuals to human responses. For example, Martin et al. [51]
developed a framework to provide insights into the vulnerability of pastoral households in
relation to droughts, which was based on, amongst others, vulnerability and livelihood
security concepts, whereas Kansiime [52] employed a framework that combined social and
ecological approaches to analyze resilient behavior. In addition, Bradley and Grainger [23]
assessed resilient behavior to develop a social resilience model to describe the switch from
performance strategies to survival strategies. Khanian et al. [40] developed a conceptual
model based on the relation between mechanisms of place attachment and adaptive capac-
ity on migration decisions. Most of these papers do not use a single theory but combine
theories with information from literature or their own insights.

The remaining seven of the 24 deductive studies did not explicitly apply a human
response theory but used either qualitative or quantitative information from previous
studies as a starting point for a hypothesis of human responses. The information could be
part of an existing model, as demonstrated by Boone et al. [29], who used the household
model DECUMA to simulate decision-making or based on literature as shown by Desta
and Coppock [33] who used historic behavior of the Maasai to explore behavior of the
Borana society.

As an alternative to a purely deductive approach, participatory methods were used
to develop a conceptual framework or model through inductive methods, in which rules
and cause–effect relations are derived from observations. We found seven studies that
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used participatory methods. A method was defined as participatory when there was
active communication with a stakeholder group, ranging from focus group discussions
and participatory modeling to virtual experiments. The execution of only a survey is not
considered a participatory approach. For example, Bommel et al. [53] demonstrated an
approach in which an agent-based model was designed together with livestock farmers
through several participatory workshops. In addition, Dieguez et al. [54] used local
knowledge as the basis for their agent-based model using a series of workshops to define
decision-making strategies, which became a decisional sub-model in the Decision-Support
System SequiaBasalto. Most participatory (design) methods use local data and information
to develop a model that simulates decision-making in the same local or regional context.
This relates to an indicative approach in which generic lessons can be drawn based on local
data without using an existing theory.

Aside from studies that used a human response theory or inductive participatory
approach, eights studies were categorized as not using a specifically defined human
response approach or theory. These are primarily econometric or statistical studies using
results of questionnaires or census data to derive relations between human responses
and other variables. These studies do not specify a human response hypothesis based on
theories or literature but carry out an analysis to answer the main research questions based
on available (census) datasets or questionnaire results, sometimes implicitly informed
by conceptual models and cause–effect relations from previous literature. For example,
Ashraf [28] evaluated farmers’ coping and adaptation behavior towards drought through
a survey, without mentioning a specific hypothesis. In addition, Bai et al. [26] used
questionnaires, consisting of household census and adaptation measures, to define the most
adopted adaptation measures and to relate adaptation to technical efficiency of livestock
production. Esquivel-Hernández et al. [41] conducted a spatial distribution and temporal
analysis of water conflicts, making the link between conflicts and hydro-meteorological
events. These studies can be considered as inductive, as these studies were not designed to
test an existing theory, but to find correlations and patterns in behavior.

3.4. Policy Applications

We assessed the articles for the connection they made with possibilities for new
policies or interventions to facilitate or guide the autonomous actions, and to improve the
coping capacity and structural adaptation to temporary or structural changes in water
availability. Our small sample does not allow us to draw firm conclusions, but we did
notice that the way policies are addressed varies across the studies that apply different
types of quantification methods (see Table 7).

Table 7. Connections of research findings to policy recommendations.

Quantification Method Policy Analysis Policy Suggestion No Link with Policies

Statistical methods 0 11 5
System dynamics 5 0 1

Agent-based models 2 1 11
Optimization 1 0 1

Other 0 0 1
Total 8 12 19

Approximately half (n = 20) of the studies relate their findings on human responses to
policy. Twelve of these use new insights in the functioning of the system or the identification
of major determinants to suggest directions for possible policies. This was found especially
among studies applying statistics analysis and correlation methods. The other eight studies
give more comprehensive policy recommendations, including an analysis of the impact
of alternative policy options. In particular, the system dynamics are set up in a way that
policy options can easily be compared, which provides direct policy advice. As these
studies mainly focus on policy, behavioral dynamics are often simplified. For example,
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Gohari et al. [25] analyzed the impact of agriculture adaptation strategies with a system
dynamics model, including water demand and water use in the socio-economic sub-system
of their system dynamics model, without further detailing human behavior. There are
few examples of models that both modeled human behavior and analyzed the impact of
policy options. Berger et al. [27] is one of these examples, simulating individual farming
decisions in their agent-based model, and analyzing different policy interventions, such
as fertilizer subsidy and providing credit. This model used utility maximization theory
as a basis, simplifying human behavior to optimizing of income. The majority of the
publications analyzed (n = 19) focus on identifying major factors explaining a certain type
of behavior, without using the results to suggest ways to actively influence the systems
and the outcomes; this is often the case in studies applying agent-based modeling. Some
studies do indicate a possibility to apply the model to explore policy options, as a potential
next step.

4. Discussion

The aim of the study presented here is to identify conceptual models and theories that
help quantify human responses to water-related events and water scarcity, in particular.
We are looking for practical guidance on how to assess impacts on people beyond first-
order impacts. This is important to identify possible further impacts such as autonomous
adaptation, to be aware of unintended impacts such as impoverishment, displacement, or
social tensions, and because certain responses could have feedbacks on the water system
itself. Without giving any value judgment on desired or undesired consequences, we argue
that it is important to understand the consequences of man-made or natural changes to
water systems, in order to develop effective and adequate policies for drought relief, water
management or climate adaptation.

Previous reviews discussed the selection of the most suitable methods for water re-
sources modeling [55,56] or public participation [57] and identified gaps and next steps
in relation to modeling of specific environment-society linkages [58,59]. With regard to
integrating human behavior in water systems analysis, this paper adds two aspects to
existing reviews: (1) a broad view on human responses to drought and water shortage,
whereas other studies focus either on feedbacks of human behavior on water systems [18],
or on specific responses such as migration [59]; and (2) a systematic analysis of the ap-
proaches to address human behavior in relation to drought and water shortage. Insights
in the approaches used can facilitate the integration of human behavior in water-related
policy analysis and planning.

Therefore, we were specifically interested in frameworks, theories and conceptual
models that can help to gain insights in possible responses and the factors determining
human behavior in response to changes in water availability. From our analysis, we found
that less than half of the studies we analyzed made use of, or referred to, behavioral
theory from either the field of economics, psychology, anthropology or sociology. The
relatively small number of articles that refer to such a theory is in line with the findings
of Davis et al. [60], who observed that less than one-fourth of the studies about behavior
actually use behavioral theory, and that when it is used, it is often relatively loosely
referred to. Furthermore, we observed that although many studies have an interdisciplinary
approach, typically one discipline is most developed. For example, Gies et al. [24] used a
comprehensive hydrological model, whereas the socio-economic and behavioral aspects
receive less attention. The opposite is observed in Collman et al. [50] who used a thorough
analysis of human responses and paid less attention to the physical system. This could be
explained by the background of the researchers and the need for demarcation of research.
However, for a policy study, a balance between the different disciplines could be beneficial.

From the behavioral theories referred to in the analyzed studies, we can derive key
elements that are generally considered important when quantifying human responses to
changes in water availability:
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1. Aspirations or objectives. It is important to identify what it is that individuals or
groups aim to achieve. Maximization of profit is in the analyzed studies the most
frequently used method to guide human behavior. Bounded rationality, the idea that
rationality is limited when individuals make decisions, is becoming widely accepted
as an alternative to utility maximization. Incorporating aspects of bounded rationality
in a human response model requires the introduction of sufficient stochastic processes
and a wide range of aspects that influence decisions, such as mental well-being, health,
and a feeling of security. We saw a limited number of studies that entirely integrated
bounded rationality in their model. For example, Yazdanpanah et al. [45] included
many factors related to bounded rationality, such as the impact of perceived risk on
the intention to conserve water, but they did not build a model. Incorporating clear
objectives in the model likely makes it easier to analyze the results. However, setting
objectives is not entirely in line with the idea of bounded rationality.

2. Response options. We observed that some studies consider a wide ranges of response
options, while others focus on one or a few. Our observation is that statistical studies,
aiming to explain what factors determine the choice for a certain option have a broader
perspective, while studies quantifying response behavior consider a limited, specific
set of options such as income diversification, improving water infrastructures or
migration. Further, qualitative studies, which we did not include in our analysis,
often provide a wealth of information on the many different ways in which people
cope with changes in water availability, and drought specifically (e.g., [61]).

3. Factors influencing the attractiveness of responses options. All studies identify factors
that influence decisions on which (a combination of) responses to pursue, either based
on existing conceptual models describing human responses or based on explanatory
factors mentioned in literature. Factors can be further divided into three types, all
considering characteristics on an individual level (e.g., age, skills, risk averseness),
the household level (e.g., ownership of land), and societal level (e.g., demography,
economy, institutions):

a. Factors making current behavior unattractive. This is a key element in many of
the theories (e.g., push-pull, dread-threat).

b. Factors making alternatives attractive. This is a key element in many theories
which optimize behavior to achieve a certain outcome. It is also an explicit
element of the ‘pull’ factor.

c. Factors inhibiting change. There can be reasons why a different type of behavior
is theoretically more attractive, but people may be reluctant to act upon such
an opportunity.

4. Decision rules determining the choice to move from a certain behavior to a different
type of behavior. For example, a change is only made when a certain threshold is
exceeded. Bradley and Grainger [23] describe this as performance threshold, to switch
between survival and performance strategies, whereas Martin et al. [51] describe this
as resilience: a certain impact can be withstood during a certain time, depending on
buffers people have. Where studies differ is to what extent decision-making rules
are made explicit, and what these decision rules entail. For example, studies using
statistical analysis (e.g., multinominal regression) are interested in understanding
which factors explain certain responses best, but do not normally seek to explain how
exactly the decision-making behavior works. Results from such statistical studies
could feed decision rules.

The purpose of this paper was to understand how human responses were quantified
in studies on water availability and drought. We are aware that other fields may have
developed theories on human behavior that could be adopted for water management
purposes. For example, Davis et al. [60] identified in their scoping study 82 theories of
behavior and behavioral change from the fields of psychology, sociology, anthropology
and economics, of which the most frequently applied are the transtheoretical model of
change, the theory of planned behavior and the social cognitive theory. The theory of
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planned behavior was also found in the studies analyzed here. It would be worthwhile to
also explore the applicability on water issues and additional insights from other theories
in future work. The relatively minor use of behavioral theories in the analyzed studies
might be explained by the researchers that work on these studies. Most researchers have a
background in climate change, hydrology, water management or policy studies and are
potentially less familiar with psychology and sociology disciplines, which is the main
source of behavioral theories.

What does this mean for better integrating human responses in planning studies? As
we introduced earlier in this work, planning studies often consider large spatial scales, such
as river basins or countries, consider various sectors, and need to be finalized within certain
time and resource constraints. In practice, this could mean that it will not be possible to
develop a detailed agent-based model and run it for various scenarios and alternative
water management strategies. Based on our analysis, we identified that qualitative and
statistical studies explaining historic behavior often consider a wide range of possible
responses. These could offer a starting point for a planning study, to identify what would
be the possible responses for different stakeholder groups. It can subsequently be decided,
for example, through a stakeholder consultation, which of these options are likely and
require further study and quantification. Therefore, we suggest the following steps:

1. Identify the areas most at risk from future development or water resources manage-
ment measures in the study area.

2. Identify the different societal groups that live in or have their livelihoods based on
these areas, for example, through combining maps of occurrence of water-related
hazards with administrative maps.

3. Start with a broad assessment on the possible responses.
4. Select a set of options to quantify in more detail through either system level models

in which behavior is aggregated, or agent-based models to allow individual level
analysis.

5. Select a single or set of theories and related conceptualization, that support the identi-
fication of objectives/aspirations, decision-influencing factors, and response rules.

6. Identify data collection options that are both feasible and do justice to the context and
complexities, including previous research findings in similar areas/situations, key
information interviews or field surveys.

7. Integrate the quantitative analysis in the water system analysis to obtain insights in
possible social consequences and effectiveness of water management actions.

8. Identify and assess alternative water management actions or complementary policies,
such as providing assistance to cope with short-term water shortage or to support
people to structurally adjust their livelihood strategies.

5. Conclusions

To better understand the consequences of changes in water resources systems, either
natural or man-made, it is important to understand how different groups of people would
respond to a change in water availability. Responses could result in a feedback on the water
system, for example through using more water, to the adoption or refusal of proposed
new practices, or to further impoverishment, protests, or migration away from the area.
To design effective policies, it is important to understand what factors and what levels of
change in these factors could trigger specific responses. The purpose of this paper was
to give an overview of the different ways through which human responses to changes in
water availability were conceptualized and quantified.

We found that even in our limited sample of 39 studies that quantify human responses
in relation to water scarcity and drought, many different approaches are used. Only a
limited number of studies is based on behavioral theories. Although the specific research
questions the studies seek to answer differ, with implication for the methods used, we
think the quantification of human responses could benefit from combining concepts out
of various theories, at least in the early stages of research projects and planning studies:
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(1) to consider a wide set of objectives or aspirations of people: profit maximization
cannot explain everything, (2) to consider the (perceived) attractiveness of both current
and alternative strategies, and (3) to consider how people use these perceptions to make
decisions on how to best achieve their objectives. Then, it may be possible, or necessary
given time, resource, or data constraints, to make a choice regarding the objectives, response
options, and decision rules to model quantitatively, to ensure that human responses are
integrated in the development of water management plans.
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Abstract: We present an integrated information system needed to address the climate-water-migration-
conflict nexus in the Congo Basin. It is based on a rigorous and multidisciplinary methodological
approach that consists of designing appropriate tools for field surveys and data collection campaigns,
data analysis, creating a statistical database and creating a web interface with the aim to make
this information system publicly available for users and stakeholders. The information system
developed is a structured and organized set of quantitative and qualitative data on the climate-
water-migration-conflict nexus and gender, consisting of primary data collected during field surveys.
It contains 250 aggregated variables or 575 disaggregated variables, all grouped into 15 thematic
areas, including identification; socio-demographic characteristics; access to resources; perception
of climate change; perception of migration; financial inclusion (savings, access to credit and circu-
lation of money); domination and control on water resources, land ownership and property rights,
conflict resolution and community resilience; water uses; vulnerability to climate change; housing,
household assets and household expenditure; food security; health, hygiene and sanitation; envi-
ronmental risk management; women’s economic autonomy; and water transfer from the Congo
Basin to Lake Chad. The information system can be used to model and understand the interface
of human-environment interactions, and develop scenarios necessary to address the challenges of
climate change and resilient development, while supporting key policy areas and strategies to foster
effective stakeholder participation to ensure management and governance of climate and natural
resources in the Congo Basin.

Keywords: Congo Basin; Lake Chad; climate change; water; migrations; conflicts; gender; resilient
development

1. Introduction

Climate and water are the linchpins of life on the planet Earth, including the distri-
bution of biodiversity, socio-economic development and the maintenance of ecosystems.
Ecological and socio-economic productivity are therefore a function of the spatial and
temporal distribution of climate and water. Land use and climate change include a complex
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component of human-environment interactions. Impacts can be environmental, social or
economic, thus contributing to the vulnerability of riparian communities. Vulnerability to
change varies between social groups, depending on their geographical location, social and
economic status, level of exposure to change and ability to cope or adapt to change. Human
vulnerability and the ability to cope or adapt depends on access to social and economic
goods and services and the degree of exposure to economic and social stress. Modelling
the complex interaction of human-environment interface is of paramount importance to
effectively address the issues of resilient development. Unfortunately, there is always a
lack of appropriate data at the required scales of decision making.

In the region of the Congo Basin, human factors as well as hydro-climatic and envi-
ronmental dimensions are multifaceted, complex and difficult to integrate, particularly
in situations of data scarcity and non-stationary resources availability at different scales.
These challenges are accentuated in the context where social, economic and political condi-
tions have not recognized the need for up-to-date hydro-climatic, environmental or their
associated socio-economic data, or where the resources to collect and interpret these data
are not available.

Trigg and Tshimanga [1] mention that the Congo Basin is an especially important
ecosystem not only because it is very large but also because we are only now beginning to
understand its uniqueness. It is the second-largest river system in the world and supports
millions of livelihoods through agriculture, transport, fishing and timber, and yet we
know relatively little about how it functions. Emerging evidence suggests that change in
the pattern of land use (human factors) and climate change (environmental factors) pose
substantial threats to water resource availability in the Congo Basin [2]. Activities such
as deforestation, uncontrolled mining and settlements exert unprecedented pressure on
the available natural resources across the basin scales as well as their natural variability
and heterogeneity. The direct impacts of climate change, in the basin—such as changes
in seasonal rainfall and temperature distribution, land use, hydrological regimes and
water-use patterns—are predictable [3]. These effects amplify the vulnerability of about
120 million people across the Congo Basin, who depend on rain-fed agriculture and basin
resources for their livelihoods and socio-economic well-being. They all have a negative
influence on the subsistence economy for local communities through their impact on
agricultural production and food security. Predictably, the groups living in the most
vulnerable situations, including women and girls, are the most adversely affected [4,5].

In addition to the above-mentioned drivers of change, there is a new trend of human
pressure that results from migration of Mbororo pastoralist communities from Lake Chad
region to the Congo Basin, particularly in the north-eastern part of the Democratic Republic
of Congo. Kabamba [6], explains that for many African countries, seasonal migration
of pastoralist communities is a cultural practice and a traditional approach to adapting
to environmental changes. However, the increasing intensification and unpredictability
of climate change is hampering the ability of these communities to use migration as an
effective response to seasonal variations. The climatic variability observed in the Sahel
region surrounding the Lake Chad Basin, combined with the rapid increase in population
growth and along with inefficient practices of managing available water, particularly in the
Lake Chad Basin [7] is of particular concern while assessing newer patterns of migration
and associated conflicts currently observed in the Congo Basin. The mass movements
of Mbororo pastoralist communities or herders from the Lake Chad region to the Congo
Basin has been recently identified as an important migration route in the region [6,8].
These communities have entered the northern countries of the Congo Basin—the DRC,
Central African Republic (CAR), Cameroon and South Sudan—and multiple episodes
of land and water conflicts have been recorded [9]. These migratory movements have
increased over the past two decades due to several direct and indirect factors, most often
related to climate variability, land occupation, natural resources’ degradation and armed
conflicts [10]. This has led to the replacement of traditional trends in human mobility with
new migration patterns driven by the needs of communities to access natural resources,
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including water, land and pasture. The result is the emergence of newer types of conflicts.
This trend weakens the balance and cultural exchanges between migrants and resident
communities. In this north-eastern part of the DRC, local communities have already been
paying a heavy price over the past three decades of armed conflicts and civil wars, internal
displacement of populations, illegal exploitation and degradation of natural resources, lack
of basic socio-economic structures, and acute poverty. Moreover, the issue of inter-basin
water transfer from the Congo to maintain and revitalize the water level of Lake Chad is a
regional agenda of the major political, socio-economic and scientific concerns, and is at the
heart of intense debates that sometimes involve the theory of “water war” or socio-political
conflicts triggered by water [11]. The context of the “Water War” as evoked by Mutinga [12],
and in some public debates (Economic and Social Council- DRC, 2019; National Assembly-DRC,
March 2020 Session), identifies water-related conflicts as the main threat to biological and
cultural diversity in the Congo Basin.

In this context, a thorough understanding of the interactions between climate, water,
migration and conflict at the regional level is becoming relevant. This has been the focus
of a research and capacity building initiative: “Addressing climate- and water-driven
migration and conflict interlinkages to build community resilience in the Congo Basin
(Available online: https://www.crrebac.org/en_GB/projet-climat-eau-migration-conflit
(accessed on 1 April 2021))”, implemented by the Congo Basin Water Resources Research
Center -CRREBaC in collaboration with the United Nations University—Institute for Water,
Health and Environment, under the financial support of the International Development
Research Centre (IDRC). The emerging new migration pathways induced by various direct
and indirect factors require a comprehensive understanding of regional and sub-regional
dimensions to define a practical approach and appropriate strategies to ensure security,
peace and socio-economic well-being. Measures to develop such strategies for adaptation
to these changes should be at the center not only of public policies, but also of technical
assistance and capacity development agendas toward sustainable solutions for human
development, environmental sustainability and community resilience.

All this together means that an adequate integrated information system is required in
support of a holistic and multidisciplinary approach to address the complexity of human-
environment interaction issues for resilient development in the Congo Basin. The aim of
this paper is therefore to present an integrated information system needed to address the
climate-water-migration-conflict nexus in the Congo Basin, as well as the methodological
approaches used for data production, building the database and setting up an open access
infrastructure of this information system.

The information system presented in this paper is intended to address the challenges of
climate change and resilient development, while supporting key policy areas and strategies
to foster effective stakeholder participation to ensure the management and governance of
climate and natural resources, and gender consideration in all aspects, both at national,
basin and regional levels. It aligns with the development plans of countries in the Congo
Basin region, fits well in support of the implementation of Sustainable Development Goals
(SGDs), can help strengthen the capacity of local communities, and empowers women
and benefits youth through insights for income and livelihood diversification activities.
It also integrates an applied research dimension towards providing practical knowledge
for decision makers and other stakeholders, along with enhanced understanding of the
vulnerabilities, exposure and risk and to participatory design of long-term investment and
development strategies.

2. Study Region

The climate-water-migrations-conflicts nexus investigated in the study is complex and
multi-faceted and involves several countries in North Africa, West Africa, Central Africa
and East Africa, including Libya, Niger, Sudan, Nigeria, Cameroon, Chad, the Central
African Republic (CAR), the Republic of Congo, the DRC, South Sudan and Uganda.
Climate variability and change is of particular concern in this region, with implications
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for the availability of water and natural resources for communities, especially nomadic
pastoralists. The resulting effects of these implications relate to the current migration trends,
which trigger communities’ conflicts in the northern part of the DRC, and also influence
transboundary water governance across the Congo Basin. Therefore, this study considers
these countries as a region of interaction or influence of the climate-water-migration-
conflicts nexus in order to establish the factors that trigger migration in countries of origin
and the factors of vulnerability in the countries receiving migrants. Figure 1 presents the
entire region of influence of this study, which is subdivided into three zones, including the
migrant reception zone (Zone I), the migrant area of origin (Zone II), and the Congo Basin
as a whole (Zone III).

Figure 1. Climate-Water-Migration-Conflict nexus study in the Congo Basin.

Zone I is considered as the area of reception of migrants, and is the priority area
for field survey in this study. It represents a sensitive point for a range of critical issues,
including conflicts that result from new patterns of migrations and settlements, political-
military activities, a critical rate of deforestation and degradation of natural resources,
epidemics such as cholera and Ebola virus disease, and ambitious proposals to transfer
water from the Congo Basin to Lake Chad-the Transaqua Project [6–11].

Together, these factors are expected to have long-term negative effects on people and
communities living in vulnerable situations. In this multi-faceted, complex and difficult
decision-making setting, appropriate efforts are required to advance analytical approaches
to obtain adequate and up-to-date hydro-climatic and socio-economic information to ana-
lyze the interactions between migration and water-related security, and their implications
for people living in the basin, to propose adaptation measures to strengthen the resilience
of local communities. The study conducted in Zone I will furthermore be used to support
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regional policies and strategies to combat impacts of climate change on migration patterns
and trends and the resulting conflicts.

This area (Zone I) of investigation is located in the north-eastern part of the DRC
within geographical coordinates 0.5 to 4.75 degrees North and 23 to 30 degrees East,
which combine three administrative provincial states within the DRC, namely Bas-Uélé
(148,331 km2, home to 1,263,826 inhabitants), Haut-Uélé (89,683 km2; 1,826,974 inhabitants)
and Ituri (65,658 km2; 5,611,925 inhabitants). Zone I marks the administrative limits of the
DRC with CAR, south Soudan and Uganda, which are identified in this study as a region of
interaction with regard to the flow of migrants in the Congo Basin. Three main watersheds
identified in this area include the Aruwimi River watershed (area 120,406 km2), the Itimbiri
River watershed (52,854 km2) and the Uele River watershed (139,124 km2) [5,13]. The
Itimbiri and Aruwimi Rivers are directly connected to the main stem of the Congo River,
while the Uele passes through the Oubangui River. They are all the major rivers of the
right bank that provide consistent streamflow contribution to the Congo River. Ambitious
inter-basin water transfer plans consider diverting up to 3000 m3/s from rivers in this area
to sustain Lake Chad’s water level. As mentioned above, these development plans are at
the heart of intense debates that involve the theory of “water war”.

From natural resources availability point of view, this area has been identified since the
colonial era as a breadbasket of the DRC [14,15], where road, rail and river navigation routes
were maintained to facilitate export of a large number of resources including minerals
and agricultural products such as peanuts, bananas, beans, maize, cassava, sweet potato,
rice, coffee, rubber, cotton, palm oil, etc. Since 1990’s, the region has been characterized by
the influx of the Mbororo pastoralist migrants, armed conflicts and a series of epidemics
including Ebola, cholera, etc.

The second area of this study (Zone II) involves the Sahel region where the Lake
Chad Basin constitutes a key physiographic feature with regard to climate change impacts
and human pressure on water resource availability and other natural resources used by
local communities. For nearly four decades, Sahelian countries have been experiencing an
increased influence of climate variability with significant effects on the intensity, frequency
and duration of climatic variables such as rainfall, temperature and evapotranspiration [16].
In particular, recurrent droughts have had significant effects on water availability and the
drying out of pastures. In addition to the inherent hydrological factors such as evaporation,
infiltration and declining rainfall, other anthropogenic factors have contributed to increased
water stress in the Lake Chad Basin. These include the galloping population growth
(8 million in 1970 and more than 30 million today), construction of numerous water
retention or storage structures, irrational river diversions, excessive irrigation and irrational
agricultural practices. The dynamics of land use in the Lake Chad Basin are explained in
Kiari [17], Réounodji [18], Magrin [7,19], Sarch and Birkett [20], . Water withdrawals for
irrigation have gone from 2 to 3 billion m3/year, compared to the average inflow of 25 to
30 billion m3/year in recent years.

The third area (Zone III) is the whole Congo Basin that encompass nine riparian
countries, namely: The Republic of Congo, Cameroon, CAR, Rwanda, Burundi, Tanzania,
Zambia, Angola, and the DRC. Overall, the Congo Basin offers opportunities that are
seen as alternative solutions to develop strategies for adaption to the impacts of climate
change in the region [13]. These opportunities include hydro-power, water supply, fisheries,
agriculture, transportation, and maintenance of aquatic ecosystems. However, a critical
gap remains in understanding the hydro-climate processes in this region. Trigg and
Tshimanga [1] stress that, due to increasing human pressures on the basin natural resources,
we are in danger of losing this ecosystem before we have really begun to understand it.

3. Methodological Approach

3.1. Conceptual Framework

There is a critical lack of data necessary to establish an adequate understanding of the
dynamic interaction of human-environment system in the study region. Meanwhile, the

29



Sustainability 2021, 13, 9323

complexity of issues related to sustainable management of natural resources and resilient
development in the region means that a holistic and multidisciplinary approach is required
in the case of this study. Figure 2 provides a conceptual methodological framework for
the study of climate-water-migration-conflicts nexus in the Congo Basin. The conceptual
framework addresses four main focal areas, including climate, water and vulnerability;
migrations; and conflicts; with gender being the cross-cutting subject area.

Figure 2. Conceptual framework of the climate-water-migrations-conflicts nexus in the Congo Basin.

The first focal area aims to map spatial and temporal patterns of hydro-climatic vari-
ability and associated vulnerability in view of establishing evidence of the environmental
and climatic footprint for human movement paths (temporary, seasonal or permanent). It
includes traditional and emerging situations, in order to profile existing and developing
water-related conflicts and water-related migration scenarios. In this regard, the analysis
looks at hydro-climatic characteristics, natural environment and land use characteristics,
and socio-economic characteristics (migration, conflict, gender, access to resources and
uses) in order to establish vulnerability and guide the economy of adaptation to build
community resilience.

It is established that population movements, particularly migration, are central to the
interactions between climate, water and conflicts, and the process towards resilience. They
can be viewed both (two levels) as a consequence of climate change and a contributing
factor to climate change. In this regard, the second subject area focuses on the links
between climate change and migration. It seeks to elucidate the impact of climate change
on migration, as well as the impact of migration on climate change. At the first level,
the intensity of migration risk is first determined by climate change indices: hydrological
and climatic indices (drought, flooding, seasonal variability, etc.). The aim here is not
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really to measure the impact of the environment on migration, but to identify areas at
risk where climatic migration would have taken place. The hypothesis here is that the
more extreme these indices are, the more climate change is hitting the area, making it a
potentially repulsive environment, and thus more climate-related migration will take place.

Migration movements have increased over the last two decades due to several direct
and indirect factors, and more often are related to climate variability, land use and natural
resources degradation. This has led to the replacement of traditional patterns of human
mobility with new migration patterns driven by communities’ needs to access land and
water resources. As a result, new types of conflicts are emerging. This trend weakens the
established cultural balance and exchange between migrant and resident communities. It
has an impact on traditional mediation mechanisms, favouring violent conflicts between
farmers and herders. In order to establish the Climate-Water-Migration-Conflict causal
complex, the third focal area targets analytical parameters such as identification of the
parties to the conflicts, the causes of the conflicts and the management of the conflicts.

The study integrates a socio-economic gender approach to ensure that the needs and
priorities of both men and women are taken into account. This inclusive approach to
finding solutions for sustainable water resources management policies in the Congo Basin
aims to identify strategies for adapting to climate change and resolving emerging conflicts,
as well as community resilience alternatives that involve men and women, making them
part of the climate action and benefiting equitably from the related benefits. This cross-
sectoral analysis aims to identify gender disparities and opportunities for climate change
resilience in the socio-economic sectors in the study area and identify the most effective
community-based and innovative initiatives in the target communities that contribute to
strengthening social equity within the community and reducing climate risks.

3.2. Desing of Data Collection Tools

In view of the objectives of the production of the study data, nine data collection tools
were designed and made available to researchers for fieldwork. These are the following
tools:

• Investigator’s guide;
• Household count sheet;
• Model sheet for sample selection;
• Sample draw sheet;
• Migrant routes sheet;
• A guide to focus-groups and group discussions;
• A guide to semi-direct interviews;
• A survey guide for management of protected areas;
• Household survey questionnaire.

3.3. Field Survey and Sampling

Due to limitations in time and technical resources, fieldwork and data collection
campaigns focused on the first region of the study area (Zone I, Figure 1), in the northern
part of the DRC. The data collection campaign was therefore a pivotal activity of this study,
making it a full-fledged objective of data production. The three provinces identified in this
study were subject to field investigations for the collection of data that was used for four
levels of comparison (Figure 3, Table 1):

• The first level of comparison relates to the three different provinces in the northeastern
part of the DRC;

• The second level of comparison involves urban, peri-urban and rural (cluster) envi-
ronments in each of three provinces;

• The third level of comparison concerns migration status;
• The fourth level of comparison is gender-related.
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Figure 3. Field survey and sampling sites.

Table 1. Sampling strategy and data collection.

Province Cluster Cluster Name
Number

Household
Sample

Size
No
Poll

Focus
Group

Discussion
Group

Individual
Interview

Route
Sheet

Bas Uélé
Urban (City of Buta)

Ruby 320 30 10 2 1 5 3
Bagbe 320 30 10 2 1 5 3

Alongo 320 30 10 2 1 9 6
Peri-urban

(City of Bondo) Makambuwa 320 30 10 2 1 6 4

Rural
(Gaya Chefferie) Localité Baye 320 30 10 3 2 7 3

Top Uélé
Urban (City Isiro)

Tely 328 30 10 3 2 3 2
Kongoli 324 30 10 3 1 3 2
Edindale 322 30 10 3 1 6 1

Peri-urban
(City of Niangara) Ligunza 300 30 10 3 1 4 3

Rural
(Chefferie Manziga) Nambia 300 30 10 3 1 2 12

Ituri

Urban (City of Bunia)
Simbilyabo 360 30 12 2 1 5 5
Muzipela 360 30 12 1 1 5 5
Lumumba 360 30 12 1 1 5 5

Peri-urban
(City ofAru) City ofAru 300 30 10 2 1 3 4

Rural (NdoSector) Epulu location 300 30 10 2 1 6 4
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Fieldwork campaigns took place from July to September 2019 and targeted collection of
primary and secondary data on socio-economic and environmental impacts of migrations,
impacts of climate change on water resources, different water uses and land use. On the
ground we worked with a cultural mosaic with five major sociolinguistic groups: the
Peuls (transhumants), the autochthonous peoples, Bantu, Sudanese and nilotics of various
origins who have settled in the regions under the study, some for centuries, through trade,
wars, colonization; and for others, recently, through migratory routes and population
movements, in search of pastures, water resources related to climate change and safe land.
The quantitative sample was drawn using the following six steps:

• Visiting the cluster and numbering all households counted, using a count sheet, 1 to
N (number of households);

• Computing “R” for random sample, R = N/30 and we rounded to double digits after
the comma;

• Selecting a random number. To do this, a random number table at n digits (n being
the number of values that constitute the entire part of R) is considered. The random
number (T1 drawn indicates the ID number, sample number) in the survey base is the
first sample unit (first household);

• Selecting the other sample units on the basis of the “R” draw step by creating an
arithmetic progression based on T1 and for R = N/30;

• Setting survey numbers. This involves assigning a sequential number of 1 to n to all
units held in the household;

• Identifying units of the sample: for each unit we searched for the identifiers of the
actors.

The research questions under investigation in this study have been the focus of
several debates at regional and international levels for several decades, with the aim of
developing appropriate strategies to strengthen communities’ resilience to the threats of
climate change, migration and the various resulting conflicts (community conflicts and
the environment). As a result, the data collection campaign noted active participation of
stakeholders involved in climate change, water, migration and conflicts issues. We noted
the involvement of communities’ elders, local elected members of the national assembly, the
senate and the provincial assemblies, political-administrative authorities at the provincial
and territorial capitals, customary authorities, religious and opinion leaders, members of
women’s associations, representatives of vulnerable groups, representatives of migrants,
members of civil society, groups of local leaders such as heads of streets, localities, groups,
sectors, state service agents and households.

Overall, 1008 individuals participated in the investigation as shown in Table 1. Sam-
pling and data collection indicate that 450 individuals responded to the quantitative
questionnaire of our surveys. In addition, 248 people participated in the 51 focus groups
and group discussions organized for this study with 6 to 12 people per group. Some 310
individuals, including 198 men and 112 women, were interviewed in semi-direct individual
interviews.

For the qualitative part of the survey, organized mainly in focus groups, group discus-
sions and semi-direct discussions, we addressed a selected audience according to specific
criteria in order to record the opinions of key players on all the themes of the survey.
During the investigations, the aim was to direct the selection of respondents according
to the actors cited by first interviewees as resource persons. In each targeted province,
respondents/households were divided into three clusters: urban, peri-urban and rural. For
the quantitative part of the survey, the statistical unit was the household. Thus, the sample
was drawn on three levels. In urban and suburban areas, municipalities were selected
from which we randomly draw neighborhoods (quartiers) in the first degree and streets
in the second-degree. In the third degree, 30 households per cluster were drawn from a
systematic household count using a household count sheet. Here, the household refers
to a group of persons, related or not, living in the same dwelling unit (or under the same
roof), most often taking their meals together, supporting together their basic needs and
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generally recognizing within it the authority of a single person who acts as the head of the
household. According to the study’s baseline terms, household observation units are all
persons with a minimum age of at least 10 years old.

In rural areas, in the first degree, the territories were considered. In the second degree,
we considered chiefdoms in each territory. In the third degree, villages were drawn from
the chiefdoms. A systematic counting of the number of households in the village was
more than 30. Otherwise, when households in a village were less than 30, we used the
population census as a whole.

The sample for the collection of quantitative data at the household level in each
province was carried out in three locations. For the province of Bas-Uélé, it was in the city
of Buta, the capital of the province (urban); the city of Bondo, the capital of the territory
(Periurban) and the village Baye, the capital of the Diadia grouping of the Gaya chiefdom
(village). At the level of the province of Haut-Uélé, the investigation took place in the city
of Isiro, the provincial capital; the city of Niangara, the capital of the Niangara Territory
and the chiefdom of Manziga-Nambia. As for the province of Ituri, outside the city of
Bunia, the provincial capital, data collection activities were organized in two territories:
Mambasa and Aru. For the territory of Mambasa, at the level of the city of Mambasa,
capital of the Territory and at the level of the chiefdom of Epulu. For the territory of Aru,
the data collection focused on the villages Ndango and Ngabo of the Ndo Chiefdom of the
Biringi Group.

3.4. Data Screening and Processing

Figure 4 shows the steps used for data processing and analysis, which all led to
building a dataset of the nexus on climate, water, migrations and conflicts in the Congo
Basin. This database is further used to build an interactive interface to facilitate access to
the information contained in the database.

Figure 4. Data screening and processing.

3.4.1. Data Coding

Data coding consisted of transforming the data into a suitable format for computer
aided analysis. It involved both quantitative and qualitative data, which were grouped
into 15 thematic areas by assigning them an identification number.
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3.4.2. Data Entry

From the coded data, three files were successively created using the EpiData entry
function in EpiData 4.2, which is a software package created by epidemiologists [21,22].
These files include the questionnaire file, data file, and control file and recording file.

The questionnaire file is used to create the database questionnaire file that integrates
the three important characteristics of each variable, namely the name of the variable, the
label of the variable and the format of the variable. The questionnaire file created is known
as .QES in the database. The data file is created automatically and by default has the same
name as the questionnaire file (QES), but with the extension .REC, which means record.
After naming the data file, a short description of the file is made; this is the data file label.
This is useful in the documentation functions of the file and allows a brief description of
the database.

The control file contains automatic control commands or restrictions needed in the
data file. It has the extension .CHK, which means check. Some restrictions used to facilitate
the use of this database are presented below:

• Limiting the input of numbers to a given range or to a number of predefined values;
• Make the entry of a variable mandatory;
• Copy the contents of a variable from the previous record into the new record to be

entered;
• Create transition to other variables based on the content of the data entered;
• Facilitate computation of variables based on the value of other variables;
• Facilitate computation of complexes operations.

The recording file allows the data to be entered into the .REC file, precisely in the
input fields corresponding to the variables or questions under consideration. The data
were recorded in the .REC file continuously until the maximum number of records or
observations was reached, i.e., 450 records. Data export can be done using dBase, Excel,
Stata or SPSS formats.

3.4.3. Building the Database

The database on the Climate-Water-Migration-Conflict nexus (CEMiC) was created on
the EpiData software when the data is exported in the Sav. format of the SPSS software
(Statiscal Package Social Science). After the creation of this database, a thorough cleaning
was carried out in each observation with the aim of correcting and recoding the outliers.
The database is built using the SPSS software package, which helps to clean the database
from errors and also ensures data display.

3.4.4. Transformation of the Database from SPSS into an Interactive Data
Visualisation Interface

A combination of previous steps has led to establish an integrated information system.
This process of setting up the information system was carried out in several stages, includ-
ing construction of a structure that consists of the hierarchical organization of the research
themes, variables and response modes, and creation of the variable description form that
provides a summary description about the variable. An example case of the form is given
in Figure 5.
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Figure 5. Type of variable description form.

4. Database Architecture and Information System on Climate-Water-Migrations-
Conflicts (CEMiC)

The field investigation and data processing carried out in this study have led to
building the database and information system that are presented in the following sections.

4.1. Data Types, Variables and Thematic Areas

The types of data contained in the CEMiC database covers the following information:

• Migration statistics;
• Vital statistics in relation to the different segments of the populations constituting each

“local community”;
• The actors, stakes and capacities of influence (powers: formal, informal and spiritual)

upon each other;
• Strategies (mobilized social intelligence);
• The norms involved (cultural factors, customs and traditions, state laws, social prac-

tices put in place by actors, etc.);
• Statistics of human groups, livestock and land tenure;
• Local evidence of climate variability (images, units of measurements, local concepts,

actors, durations of climatic seasons, flood levels, and regularity or irregularity of pre-
cipitation) and the links between climatic factors-migratory pressures-the availability
or unavailability of water resources, the nature and types of violence and conflicts
associated with them, and the mechanisms of resilience of communities;

• The perception of population, involving men, women and children on migrants and
climate change;

• The experience of migrants themselves in transhumance, migration routes, cultural
and natural realities encountered in transit and reception places;

• Differences constructed in the socio-cultural context of the Congolese, particularly
in the provinces under study, including how conceptions and forms of masculin-
ity/femininity facilitate or hinder gender equity in various areas of the country’s
development;

• Shared views, different points of view.
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• Two criteria are used for the classification of the data types, including aggregation and
the scale of measurement. Aggregation of variables consisted of compiling information
contained in the database with the aim to constitute ensembles of data for data
analysis [23]. The individual variables, also called disaggregated variables, contain
the statistical characteristics of these ensembles. From a scale of measurement point of
view, the variables are either qualitative or quantitative. Therefore, the disaggregated
variables refer to the statistical nature of the variables which are quantitative or
qualitative; nominal, ordinal, discrete or continuous.

Overall, 250 aggregated variables including 575 individual variables (disaggregated)
have been grouped around 15 thematic areas, which are used to build the database of
Climate-Water-Migration-Conflict nexus in the Congo Basin. These 15 thematic areas
constitute the main core of the CEMiC database, they are presented and briefly discussed
below. Figure 6 presents the 15 thematic areas and 18 aggregated variables that illustrate
the content of the water use theme. The frequency of variables per category of thematic
area is presented in Figure 7.

Figure 6. Thematic areas and 18 aggregated variables that illustrate the content of the water use theme.
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Figure 7. The frequency of variables per category of thematic area.

Identification elements: The focus of this thematic area is the identification data or
social characteristics for people or communities under investigation. Information contained
in this thematic area includes the profile of the respondents that was determined by age,
gender of the head of household and of the respondent, marital status, place of birth,
residence time of people in the community, level of education, religious affiliation, ethnicity,
household size and occupation. For instance, most of the households surveyed (69%) are
headed by a man, with an average household size of seven persons. The population of the
provinces surveyed is predominantly young, with 73.3% under the age of 50. Age is a very
important variable in the migration process and subsistence activities. Life cycle theory
indicates that people do not migrate at all ages; on the contrary, there are ages at which the
propensity to migrate is very high, notably the ages of access to school, employment and
marriage, and others at which it is very low. Agriculture is the main activity of 90% of the
heads of households surveyed.

Access to resources: Agro-pastoral production is one of several key activities in sev-
eral tropical regions. Its profitability is highly dependent on the possibility of accessing
other resources such as land and water as well as other technical resources including
credit facilities, training, information and technical input such as seeds, tools, fertilizers,
pesticides, etc. Access to these resources is therefore essential for the population as they
significantly contribute to satisfying multiple needs [24]. The thematic area on access
to resources provides information that highlight the state of socio-economic factors that
determine the vulnerability of the population living in the study area [9]. For instance, it is
established that two-thirds of households in the study area obtain their water from unde-
veloped springs, streams or unprotected wells. The inadequacy of water and sanitation
infrastructures encourages the spread of infectious diseases, especially diarrheal diseases,
which are one of the major causes of malnutrition. The same is true for the level of access
to electricity which is a necessary criterion for assessing the level of development in an
area. In the north-eastern region of the DRC, access to electricity is not secured for the vast
majority of the population.
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This thematic area also provides information on pressure and threats from anthro-
pogenic activities on biodiversity, including armed groups, mining, poaching, slash-and-
burn agriculture, illegal farms and camps, less sustainable fishing, and transhumance by
Mbororo herders.

Perception of migration: The recent surge in cross-border migration in the north-
eastern region of the DRC is of great concern to the local and national governments of
the country as well as to the local communities—noting the negative impacts on social
stability, as well as on the security situation, as local and sub-regional conflicts become
more widespread [6,9]. It is necessary to have the perception of the populations affected by
these emerging new trends of migrations in the region. The type of information provided
under this thematic area highlights the insertion of migrants in the local communities and
the reasons for migration that help identify different groups of migrants.

Vulnerability to climate change: Risk assessment is necessary to identify exposures
and vulnerabilities to climate shocks in a given region, so it is necessary to assess the factors
and possible changes that affect communities, their livelihoods and assets. It is also about
understanding the existing resilience capacities, in other words, the factors that enable
communities to cope effectively with climate risks. In Uganda for instance, the use of
locally relevant information on climate change adaptation resulted in a 67% reduction ($226
to $325 per household per year) in crop losses and damage in the intervention districts
compared to the control district. Climate information contributes to decision making
and sharing of good agricultural practices. It also enables the dissemination of resilience
actions to cope with climate shocks [25]. The CEMiC database highlights the state of access
to information and resilient strategies to climate change, thus providing diversification
measures that are necessary to strengthen community resilience to climate change [26–29].

Property rights, conflict resolution and community resilience: Multiple conflicts
have emerged in the north-eastern part of the Congo Basin, the most recurrent of which
are those related to conflicts between displaced peoples and the residents, and conflicts
between farmers and pastoralists [30,31]. In the first case, land is sometimes inappropriately
occupied without taking into account the rights of the displaced or residents [10]. In the
second case, areas of land that used to be occupied by farmers have become preferred areas
for the development of pastoralism. This situation prevents both sides from benefiting
from these areas and also creates conflicts. Resolving these land conflicts is clearly a major
task [32]. This requires special attention to find appropriate solutions based on local,
provincial and national strategies to strengthen the resilience of local communities, which
are already facing armed conflicts. The implementation of alternative conflict management
mechanisms linked to pastoral resources (mediation prior to formal justice) could prove to
be very relevant.

Perception of climate change: The local climate conditions affect the basic socio-
economic way of life of the populations who live essentially from natural resources and
whose mode of exploitation is based on the seasonal distribution of climatic variables.
Several studies [33–35] highlight that small-scale producers and poor rural populations
in developing countries are particularly vulnerable to the impacts of climate variability
and change, mainly due to non-resilient and insufficiently diversified production systems,
which also complicate the adoption of practices that are supposed to go hand in hand with
effective climate change adaptation and mitigation measures.

The history of the ethnic groups settled in the North-East of the DRC reveals a subsis-
tence mode based on rain-fed agriculture, hunting, gathering and fishing. The relationship
between these human subsistence activities and rainfall is a matter of adequate know-how
to cope with rainy conditions in the rainforest, a legacy that has been passed down through
many generations. It is therefore relevant to analyse the perceptions of this population in
order to bring out the tangible evidence of climate change on the activities of the population,
including their endogenous knowledge, which can lead to an adapted action plan that
integrates the evidence based on the perceptions of this population.
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In this regard, the CEMiC database provides information on the disruption of sea-
sonality, particularly irregular and very intense rains, which have repercussions on socio-
economic life, with the agricultural sector being the most affected. The late start and poor
distribution of the rains alter the agricultural calendar, and farmers no longer know how to
orientate sowing and harvesting. Low agricultural production is the greatest manifestation
of climate change in women’s activities in the study area. Climate change jeopardises
the achievement of women’s goals in terms of their annual production and the perceived
impact on their socio-economic empowerment.

Financial inclusion (savings, access to credit and circulation of money): Climate
change and insecurity have been identified as the main cause of migration within the
region, thus leading the mass movement of the Mbororo pastoralist communities to the
north-eastern region of the DRC [36,37]. It should be noted that there are many other
financial activities at stake that are linked to the current trend of the Mbororo phenomenon
which involve several groups of stakeholders in the informal economy. This informal
economy encompasses the use of natural resources such as minerals, wildlife products
and flora, all of which are centered around the cover of “cow species”. In addition, there
is a transhumance economy based on the trade in transhumant animals [33]. One of
the interesting avenues of research opened up by this study is the identification and
understanding of the chains of money movement from this informal economy.

One of the interesting avenues of research opened up by the study on the Climate-
Water-Migration-Conflict nexus remains the identification and understanding of the circuits
of circulation of money from this unformal economy. The presence of Mbororo herders in
the north-eastern part of the DRC is justified on the one hand by the presence of a large
hydrographic network that irrigates the forest and savannah ecosystems of the Bili-Uéré
Hunting Estate and Bomu Wildlife Reserve [38] and on the other hand, by the security and
climatic challenges faced by the countries of origin of the Mbororo [36,37,39,40]. However,
the existence in the DRC of an important market for the sale of transhumance animals is
seen as one of the major motivations for the presence of the Mbororo in the DRC, which
is currently considered to be an emerging destination for the transhumance economy of
the Mbororo in the Congo Basin. The authors of [41] raised several questions about the
dynamics of beef marketing in Mali during the closure of the Senegalese and Ivorian
borders at the time of political events. Similarly, multiple attacks by negative forces in
the Lake Chad region have exacerbated the vulnerability of livestock market behaviour
and encouraged Mbororo herders to explore the Congo Basin. The analysis of the modus
operandi of transhumance as described during interviews with state services and civil
society in the study area present the availability of the cattle market as the main reason
for Mbororo transhumance in the north-eastern part of the DRC. In analysing the realities
and prospects of the livestock trade in Central Africa, [42] states that: “The savannahs of
Central Africa have long been considered as exclusively cotton-growing areas, particularly
in Chad and the Central African Republic”. However, over the past 30 years, pastoral
livestock farming has emerged in southern Chad and northern CAR. The savannahs have
become regions producing cattle for export. In addition to the traditional flows to Bangui,
Congo and southern Cameroon, a new export circuit has emerged linking southern Chad
to Nigeria. It is controlled by networks of Arab and Fulani traders. This new export
circuit drains about 170,000 head per year from livestock markets located mostly in the
Moyen-Chari (Chad). To date, live cattle have become Chad’s most important export
product, accounting for 51% of the total value of exports. The efficiency of the trading
networks is explained by a complex traditional organisation in which commercial functions
are divided between several complementary actors: traders, associates, guarantors, brokers,
forwarders, etc.

Water uses: Despite its abundant freshwater resources, the DRC faces the challenge of
managing these resources to meet competing needs for economic and social development.
It should be noted that only 4% of this potential is currently mobilized for multiple uses
including agriculture, pastoralism, domestic use, etc. The assessment of current and
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future water uses under climate change context and competing interests in the region
is of paramount importance. The need to address the challenges associated with the
implementation of IWRM (Integrated Water Resources Management) is also a priority [43].
The CEMiC databse provides information on water use that should contribute to water
security in the region. Sadoff and Muller [44] note that water security is central to climate
change adaptation.

Housing, household assets and household expenditure: The migration observed in
the north-eastern part of the DRC is not without consequences, as it contributes to the
deterioration of socio-economic factors in this region. It was therefore useful in the context
of this study to better understand the links between livelihood assets and the mechanisms
put in place to deal with the deterioration of living conditions.

The database provides information on three levels of assessment of housing, namely:
precarious housing, acceptable housing and comfortable housing, which reflects the state
of poverty in the study area.

Food security: Households are food secure when they are able to obtain the necessary
amount of safe, diverse and year-round food for their family members to lead a healthy
and active life. Food security is defined as the ability to obtain enough food to meet
the dietary needs of all family members, either from individual production or through
purchases. The food security vulnerability cell [45] highlighted the fact that of the 22
countries in the world considered to be in acute food crisis, 17 are in Africa. Of these
countries, Chad, Côte d’Ivoire, the Democratic Republic of Congo (DRC), Ethiopia and
Zimbabwe were identified as highly vulnerable areas, accounting for almost 64% of the
total undernourished population in African countries. It was therefore important for this
study to take stock of the population’s vulnerability to food insecurity, as food security is a
key indicator in assessing the adaptive capacity of populations.

The database highlights information on food consumption scores, calculated accord-
ing to the World Food Programme method and based on dietary diversity, frequency
of consumption and relative nutrient intake of different food groups. The information
contained in the database can be used to lead multi-sectoral interventions to reduce the
prevalence of food insecurity [46].

Water-Hygiene-Sanitation: A diagnostic analysis of the water, hygiene and sanitation
sector reveals that water security in the DRC is a challenge and there is low access of popu-
lation to improved water and sanitation services. This situation increases the vulnerability
of the population.

Dominance and control over water resources: Water resources are never simply
there; they are produced by social and political systems. Water resources are the prod-
uct of history; water systems are not only shaped by, but also shape social and political
relations [9]. Diverse ranges of social and political institutions and formal and informal in-
stitutions govern the use, access and control of water at a range of different scales. Cultural
systems and traditions that contribute to conservation of water and related resources are
rooted in customs, beliefs and values of local people. They have played and will continue
to play a prominent role in protecting water resources. Conflicts over water are not new
around the world, but in the last two decades they have had a sharp rise. In the Congo
Basin, the theory of water war is the focus of many debates [12]. Water resources are
therefore a determining factor as the availability and accessibility of water resources is a
limiting factor for development.

Environmental risk management: Large-scale intervention mechanisms, including
participatory approaches to awareness raising, security and biodiversity protection are the
local initiatives that are considered affordable and effective in managing environmental
risks related to migratory movements in the study area. This theme has therefore been
prepared to highlight initiatives that are resilient to the climate-water-migration-conflict
causal complex.

Large-scale intervention mechanisms, including participatory approaches to aware-
ness raising, security and biodiversity protection, are the local initiatives deemed affordable
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and effective in managing environmental risks related to migratory movements in the
study area. This theme provides information that point to initiatives that are resilient to
the Climate-Water-Migration-Conflict causal complex.

Anthropogenic activities can be intentional targets of environmental change and
can be subject to feedback in terms of environmental change; they can be intentional
or “by-products” of other human activities. The CEMiC database points to evidence of
anthropogenic activities including poaching, illegal exploitation of natural resources and
water pollution that constitute major environmental risks (potential and actual impacts)
caused by the transhumance of Mbororo herders in the north-eastern part of the DRC.
Protected area managers claim that these impacts are becoming increasingly important in
the study area.

The massive presence of Mbororo zebu herds in the protected areas exerts a significant
pressure on biodiversity, ranging from encroachment to pollution of watercourses. The
various threats and pressures experienced by the protected areas in the study area also
stem from the illegal exploitation of natural resources, the weakness of the regulatory,
institutional and operational framework (governance) and the limited number of partners.
In addition, the installation of Mbororo herders in the protected areas and the territorial
administration at the local level causes repercussions on the biological diversity of both
plants and animals in the region, which does not spare the ecosystem services that would
be closely linked to biodiversity, and influences the ecological integrity of the protected
areas by breaking the balance between the elements of nature.

In addition, the human, logistical and financial means to ensure the efficient manage-
ment of biodiversity in these protected areas, which are supposed to be little disturbed,
are limited. This justifies the presence of several militias in the protected areas, including
transhumant Mbororo herders, who justify the use of firearms for the security of their herds,
sometimes eliminating certain emblematic species (lion, leopard, elephant, Sitatunga, etc.).

To manage these environmental risks, the information highlighted in the CEMiC
database relates to local (based on indigenous knowledge), national and even regional
initiatives and strategies that provide opportunities to improve human well-being and
reduce human and environmental vulnerability [47]. This information is effective when un-
dertaken in a forward-looking manner and focuses holistically on four priority dimensions:
legal and institutional; social based on infrastructure development; technical and opera-
tional; and research and development. National policies based on indigenous knowledge
and supported by international agreements and conventions on biodiversity management
as well as management capacity building provide opportunities to enhance and protect
biodiversity and ecosystem services provided by protected areas [48–51].

Enhancing women’s economic empowerment: In general, women face serious diffi-
culties of access to available resources, including restricted rights and reduced mobility and
participation in decision-making, which make them vulnerable to climate change, exacer-
bating the already existing inequalities [32]. Gender equality and women’s empowerment
are important aspects for reducing inequalities within communities [52].

The CEMiC database highlights information related to the dependence of women on
natural resources and rainfed agriculture. The relevance of this type of information has
been demonstrated in scientific literature, notably the National Network of Rural Women
of Senegal [53] which stated that ‘rural women are closely dependent on natural resources
for the survival of their households’.

Although endowed with exceptionally abundant natural resources, the DRC has not
been able to transform this potential into wealth. Its population, particularly the female,
lives in poverty. This paradox was demonstrated in the study of Climate-Water-Migration-
Conflict nexus in the Congo Basin, which shows that hydro-climatic dynamics combined
with migratory pressures on resources accentuate social precariousness, particularly that
of women [32].

In addition, the database points to inequalities between women and men that af-
fect all sectors of life, particularly from access to resources to decision-making. These
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inequalities are a major socio-economic determinant for the development of the local com-
munities [54,55] emphasize the need for information and actions to improve women’s
representation in decision-making and to increase their financial and physical assets in or-
der to enable them not only to be financially self-sufficient, but more importantly to provide
them with better access to decent employment, higher wages, better career opportunities
and to compete.

Water transfer from the Congo Basin to Lake Chad: The ambitious proposal to
transfer water from the Congo Basin to Lake Chad has allowed the theory of water war
to build up [56]. It is true that in principle, the Congo Basin countries as a whole have a
high-water resource potential compared to other African countries, which could support
regional cooperation in the management of shared water systems, but there is a very low
level of access to water services such as drinking water, sanitation and food security in
these countries, particularly in the DRC. This is largely due to lack of infrastructure, weak
technical and human capacities and poor governance, which result in little or no social
resilience to cope with the unforeseen effects of climate change and its socio-economic and
ecological consequences.

The dynamics of hydro-climatic variability in Lake Chad is a historical phenomenon
that has been fluctuating for centuries and continues to do so. This phenomenon has
unfortunately been amplified by demographic pressure and irrational management of the
natural resources available in the Lake Chad Basin. From this, analysists observe that the
inter-basin water transfer initiative should not be directly linked to the dynamics of climate
variability and change in the region [7,8,16]. Margin points to a deliberate intention to
use scientists to support an alarmist trend of the disappearance of Lake Chad. Scientists,
analysts and political actors in the DRC and Congo Basin countries oppose this initiative of
the inter-basin water transfer on the basis of territorial sovereignty, the large-scale impacts
it would have in terms of loss of forest ecosystems and biodiversity, protected and existing
World Heritage areas, displacement of human populations, destabilization of the Congo
River flow and river sedimentation, proliferation of invasive species between Lake Chad
and the Congo Basin, impacts on the future of the Inga hydro-electric sites, etc. Congolese
analysts also argue that solving the problem in Lake Chad only possibly creates another
problem in the Congo Basin. They stress that that the migrations currently observed in
the north-eastern part of the DRC and the ambitious proposals to transfer water from the
Congo Basin to the Lake Chad Basin are likely to amplify the vulnerability of communities
already living with the effects of climate change exacerbated by decades of armed conflicts.

The CEMiC database provides opinions of stakeholders on the opportunities and
threats that would result from the inter-basin water transfer initiative.

Figure 8 presents the types of disaggregated variables for the thematic area on access
to water resources. The relative frequency per category of quantitative and qualitative
variables (Figure 9) and nominal, ordinal, discrete and continuous (Figure 10) are also
presented. Overall, it comes out that the distribution of the statistical characteristics of
the database is dominated by the qualitative and nominal variables that represent 77.6%
and 73.6% respectively, whereas the range of the other statistical characteristics includes
22.4% of quantitative variables, 4% of ordinal variables, 16.4% of discrete variables and
6% of continuous variables. The spread of these statistical characteristics also shows the
variability of the information content in the database.
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Figure 8. Disaggregated variables type on access to water resources.

Figure 9. Relative frequency per category of quantitative and qualitative variables.
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Figure 10. Relative frequency per category of nominal, ordinal, discrete and continuous variables.

4.2. Open Access Integrated Information System and Functionalities

An operational and publicly accessible web interface of the Climate-Water-Migration-
Conflict nexus information system is of paramount importance as it fosters enhanced
collaboration, and improves knowledge sharing between researchers, policy makers and
communities in the Congo Basin on human-environment interactions. The need for such an
information system has already been stressed in the many studies that tended to address the
interlinkages between climate-water-migration-conflicts in the region of central Africa [43].

The database Climate-Water-Migration-Conflict nexus of 15 thematic areas and 250
variables is used to develop this knowledge-based interface that allows stakeholders to
easily access information (Figure 11), with 450 samples for the three provinces investigated,
150 each. The interface is built with the aim of providing users with an intuitive navigation
of information. It has two functions, notably to present information in a simple way; and to
promote the value of the information for users, facilitate information update, inform about
the flow statistics of users and their needs and facilitate dialogue and feedback between
the users and the investigators. The tools used to build the database include:

• An online spreadsheet (Google Sheet) that allows data storage and correction of
possible encoding during processing.

• An online tool for converting data into customizable informative reports and tables
(Data Studio), which is used to produce the tables, graphs and filtering tools.

• A content Management System (Wordpress), known as one of the most effective tools
for search engine optimization. It is used for the design and dynamic updating of
websites or multimedia applications. A website dedicated to the presentation of data
has been set up with the Wordpress tool connected to Data Studio.
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Figure 11. Screenshot of the web interface displaying thematic areas of the information system on climate-water-migration-
conflicts’ nexus in the Congo Basin.

The operational and publicly accessible web interface of the Climate-Water-Migration-
Conflict nexus information system has three levels of navigation, namely a home page, a
theme display and a variable display. The different functionalities are summarized below.

• Home page: The home page is the link between the information system and visitors
or users. Its purpose is to provide visitors or users with intuitive navigation of the
platform’s data. It therefore has two essential functions, namely to clearly present and
enhance the platform through various data updates and to direct the flow of visitors.
It displays the list of themes in a structured way.

• Display of themes: The themes are organized in the second place, and each contains a
list of variables. Each theme is described in a summarised way to allow visitors or
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users to get a feel for the content. Fifteen themes have been structured in this platform,
each containing variables.

• Display of variables: The variable is the last unit of presentation in the information
system and is presented in two ways, namely tabular and graphical. In the presenta-
tion of the variable, two navigation possibilities are made available to the user, namely
navigation by province and navigation by locality. Two key pieces of information are
also highlighted for each variable, namely the response modalities and the numbers
(for the table) or percentages (for the graph). For every variable, a table and a graphic
can be displayed, and the filter tools are used to facilitate navigation based on the
three administrative boundaries, the territories or localities (Figure 12). The user will
also find two filters next to the variable for downloading data in CSV format and for
redirecting to appendix data (focus group and semi-structured interview transcript
sheets) to the variable in word or pdf format.

Figure 12. Screen shot of the type of variable display and functionalities.

5. Conclusions and Way Forwards

Human-environment interaction constitutes a critical issue under the current context
of climate change, but there is always a lack of information at the appropriate scale of
decision making to effectively address the issue. The lack of information on the current
state of the climate and natural resources at different scales in the Congo Basin, and on
how their dynamics will change in the future in response to changing environmental
conditions (climate change and land use), represents a bottleneck for sustainable planning.
A critical lack of technical resources and the institutional challenges undermine the ability
to implement strategies to ensure resilient development. This study carried out in the
Congo Basin to address climate- and water-driven migration and conflict interlinkages to
build community resilience enabled the development of an information system that results
from the application of a rigorous and multidisciplinary methodological approach. This
approach consisted of designing appropriate tools for field survey and data production,
creating a statistical database and creating a web interface with the aim to make this
information system publicly available for users and stakeholders.
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The information system developed is a structured and organized set of quantitative
and qualitative data on the climate-water-migration-conflict and gender nexus, consisting
of primary data collected during field surveys. It contains 250 aggregated variables or
575 disaggregated variables, all grouped into 15 thematic areas, including identification;
socio-demographic characteristics; access to resources; perception of climate change; per-
ception of migration; financial inclusion (savings, access to credit and circulation of money);
domination and control of water resources, land ownership and property rights, conflict
resolution and community resilience; water use; vulnerability to climate change; housing,
household assets, household expenditure; food security; health, hygiene and sanitation;
environmental risk management; women’s economic autonomy; and water transfer from
the Congo Basin to Lake Chad.

The use of this this information system will help achieve the following goals:

• Provide practical knowledge for decision makers and other stakeholders, along with
enhanced understanding of the vulnerabilities, exposures and risks as well as partici-
patory design of long-term investment and development strategies;

• Strengthen collaboration and experience sharing in the Congo Basin through interac-
tions between researchers, policy makers, communities and other stakeholders;

• Contribute to the capacity building of stakeholders on emerging issues addressed by
climate-water-migration-conflict nexus in the Congo Basin;

• Support policy and decision makers in the formulation and implementation of smart
solutions to the impacts of climate change and the water crisis in the Congo Basin,
with particular attention to the impacts of migration and conflict;

• Support key policy areas and strategies to foster effective stakeholder participation to
ensure the management and governance of climate and natural resources, and gender
consideration in all aspects, both at national, basin and regional levels;

• Strengthen political commitment to support climate resilient development in the
Congo Basin;

• Support of the implementation of Sustainable Development Goals (SGDs), and help
strengthen the capacity of local communities, empower women and benefit youth
through insights for income and livelihood diversification activities.

It should be noted that the work carried out in this study singled out a hotspot area
of climate- and water-driven migration and conflicts in the Congo Basin, but it is not
sufficient to represent the all geographical, physiographical and sociological domains in the
Congo Basin. Undertaking such a study in the other areas of the Congo Basin region that
represent different conditions will enrich the information system and benefit the purpose
of cross-fertilisation of knowledge. The current work has also enabled the development of
the first phase of the infrastructure of the information system, which will require feedback
from users for future improvement to meet their needs.
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Abstract: The current trend towards living in big cities contributes to an increased demand for effi-
cient and sustainable space and resource allocation in urban environments. This leads to enormous
pressure for resource minimization in city planning. One pillar of efficient city management is a
smart intermodal traffic system. Planning and organizing the various kinds of modes of transport
in a complex and dynamically adaptive system such as a city is inherently challenging. By deliber-
ately simplifying reality, models can help decision-makers shape the traffic systems of tomorrow.
Meanwhile, Smart City initiatives are investing in sensors to observe and manage many kinds of
urban resources, making up a part of the Internet of Things (IoT) that produces massive amounts of
data relevant for urban planning and monitoring. We use these new data sources of smart cities by
integrating real-time data of IoT sensors in an ongoing simulation. In this sense, the model is a digital
twin of its real-world counterpart, being augmented with real-world data. To our knowledge, this is
a novel instance of real-time correction during simulation of an agent-based model. The process of
creating a valid mapping between model components and real-world objects posed several challenges
and offered valuable insights, particularly when studying the interaction between humans and their
environment. As a proof-of-concept for our implementation, we designed a showcase with bike
rental stations in Hamburg-Harburg, a southern district of Hamburg, Germany. Our objective was
to investigate the concept of real-time data correction in agent-based modeling, which we consider
to hold great potential for improving the predictive capabilities of models. In particular, we hope
that the chosen proof-of-concept informs the ongoing politically supported trends in mobility—away
from individual and private transport and towards—in Hamburg.

Keywords: agent-based model; model development; IoT sensors; smart cities; real-time data; MARS;
simulation correction; decision support systems; urban planning; multimodal travel

1. Introduction

How does a person in a city, e.g., a resident or a tourist, decide which mode of trans-
portation (or a combination thereof) to choose for a given trip? Likely, the decision-making
process is guided by personal preferences. These might be tied to external factors: perhaps
the sun is shining today, or some exercise might be good. In such a scenario, one might
choose to travel, for example, by bicycle as opposed to by car, bus, or train. Moreover, more
people would perhaps also cycle more regularly if there was reliable bicycle parking at
public transport stations or if more free-floating bike sharing systems were available [1].
By virtue of focusing on modeling individual entities and their autonomous behavior,
agent-based models (ABMs) are a promising tool for studying these kinds of human de-
cisions, thresholds, and processes. Particularly, models that are designed to simulate
the future of their real-world counterparts might provide valuable predictive insights,
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which might serve as decision support for organizations and policymakers. However,
a model’s inherent tendency to be a simplified representation of reality (especially when its
goal is to model parts of a highly complex system such as a big city) introduces uncertainty
and limitations to its prediction horizon. Along with designing models that are truthful and
capable representations of reality, we therefore consider it necessary to actively increase
the certainty of (and the potential confidence in) predictive statements that are based on
model output data. Together, quality in design and quality in prediction can yield high
value for decision-makers and other stakeholders.

To mitigate the uncertainty that is concomitant with simulations of the future, we
promote a corrective mechanism that streams real-time data into an ongoing simulation of
an ABM. We propose the hypothesis that ABMs are especially well-suited for integrating
sensor data, and that considering real-time data within ABMs can help reduce uncertainties
of simulation results, thereby increasing their credibility and trustworthiness in the eyes of
decision-makers and stakeholders. Additionally, we intend to analyze the related impact of
streaming real-time data into simulation runs. Figure 1 illustrates the high-level building
blocks and components of our setup for this research: we linked a large-scale ABM of the
City of Hamburg, Germany, with the Internet of Things (IoT) sensor network provided by
the city’s administration, creating a submodel of the traffic system through that agents can
navigate based on individual decisions and via multiple traffic modalities. Given that the
model receives real-world data as input to integrate into its simulation runs, we consider it a
digital twin (for more information, see [2]). As multi-modality is one of the key components
of the model, bicycle rental stations (RS) are taken as an example of a physical asset that
is represented virtually within the model. By design, the use of a rental bicycle occurs in
a larger multimodal context, given that a user must travel to and from a RS using other
modes of transport.

We felt that modeling bicycle travel provides a well-suited context of study because it
inherently involves human–environment interactions that are influenced by environmental
factors such as weather and road conditions. It is important to note, however, that the
proposed mechanism is not limited to Hamburg and bicycle sharing. Rather, it is trans-
ferrable to a wide range of geographic contexts and use cases, given the necessary geodata
and sensor data required to model the environment of interest and perform corrections
to simulations. As such, many issues related to sustainability, environmental health, and
urban planning that can be tackled with a model-driven approach can also be supported
by the proposed mechanism.

Figure 1 also illustrates a future potential of the type of corrective mechanism we
propose and examine in this work. Given the proper tools from the fields of artificial
intelligence (AI) and machine learning, corrections that were made to simulations of a
model can be fed back into the model to train it. Such learning would be based on the
model’s shortcomings that were observed during past simulations. The shortcomings, in
turn, are derived from a comparison between the trajectory of simulation runs to the course
of the model’s real-world counterpart, informed by real-world data. Since the present
research is limited to correcting simulation runs only, it can be considered as a springboard
to a way of developing learning models in future research.

There exists a good number of specialized, large-scale modeling and simulation
frameworks for city traffic scenarios. MATSim [3] and SUMO [4] are prominent examples,
each with a usage record spanning many cities globally. The underlying model structure is
well-adapted to intermodal traffic solutions and allows for quick, special-purpose model
development. However, we are not aware of existing software frameworks that cover the
linkage between such a model and IoT sensors in a generalized way. The idea of linking
software agents and IoT technology is relatively recent. Neyama et al. [5] combine driving
behavior in a vehicular IoT system with an ABM. Krivic et al. [6] propose the use of an
agent-based approach for the discovery and management of IoT services. Zheng et al. [7]
describe a universal smart home control platform architecture based on an ABM. Pico-
Valencia and Holgado-Terriza [8] and Savaglio et al. [9] provide a good overview of systems
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and technologies in that context. Another promising approach to describe the interaction
between a simulation model and its physical counterpart is ’symbiotic simulation’ [10].
Such simulation systems are designed to support decision-making at an operational level
by making use of (near) real-time data generated by the physical system and streamed to
the development of the simulation model [11].

Figure 1. Example workflow of a model derived from an urban environment (Hamburg) and
incorporating real-world sensor data from that environment’s IoT sensor network (Urban Data
Platform). In future research, the real-time correction mechanism proposed in this work might be
utilized to develop a learning model via AI and machine learning algorithms.

Still, the ongoing utilization of real-world spatio-temporal data within simulation
models holds many challenges. It is therefore advisable to create small and manageable
models, constructing a virtual representation of a small subset of the real modeling space
and growing it incrementally. Zaballos [12] demonstrated an example of this by deliberately
designing a smart campus digital twin that makes up only a subset of the entire university
grounds. Zhang [13] attempted to use models to optimize the communication between
garbage collection trucks and garbage cans that are equipped with sensors. Lavalle [14] did
a recent exploration of information acquisition from and visualization of big data sources
specifically for decision support. Sanchez-Iborra [15] states that both rental bicycles and
owned bicycles must be considered to accomplish meaningful change in the mobility and
modality landscape of urban environments. Bačić [16] observed that sensor systems can
serve as a first step in the development of smart cities whose potential can be harnessed
by models if they can interact with the data sources effectively. Saltelli [17] expands on
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this thought by identifying the potential of datasets that emerge from sensor networks
to increase model accuracy by allowing for better calibration. Yet, Clay et al. [18] and
Kieu et al. [19] state that it is currently not possible to use ABMs for real-time simulation
due to the absence of established mechanisms for dynamically incorporating real-time data.

The remaining paper is structured as follows. Section 2 gives an overview of the
technologies employed, the model used, and the data integration mechanism implemented
to realize a means of performing simulation course correction with real-time data. Section 3
provides a description of a proof-of-concept that serves to illustrate the capabilities of the
implemented mechanism by applying it to a specific simulation scenario. In Section 4,
the results of the proof-of-concept are discussed and some challenges and implications
of correctively intervening into the trajectory of an ongoing simulation are highlighted.
Section 5 offers conclusive thoughts on this contribution and suggests some avenues for
future research in simulation correction and the mitigation of model uncertainty in general.

2. Materials and Methods

As part of the SmartOpenHamburg (SOHH) project, we developed a base model for
individual urban mobility in Hamburg, Germany [20] in which agents are virtual represen-
tations of people who travel within the city using a variety of modalities—bicycles and cars,
among others. In this section, we provide a brief overview of the Multi-Agent Research
and Simulation (MARS) framework, which was used to implement the model. Based on
the framework’s components, the model design and the data integration mechanism are
then described in turn.

2.1. The MARS Framework

The free (GNU General Public License) and large-scale, agent-based framework
MARS [21] has a history of applications in a variety of disciplines, e.g., climate change miti-
gation [22], the modeling of adaptive human behavior [23,24], and traffic simulation [20].
MARS comprises three core concepts: agents, entities, and layers.

• Agents are autonomous software components that generally represent physical con-
cepts with well-defined boundaries. In the given example, humans who are residents
or visitors of Hamburg are modeled as agents.

• Entities are essentially passive agents. Unable to act or move autonomously, they con-
ceptualize objects like bikes, cars, or buses that can be utilized by agents.

• Layers are made up of a set of spatio-temporal data. They describe the immediate
surrounding environment that agents can interact with. Besides standard GIS formats
like ESRI shape and raster-layer formats (e.g., ASC and GeoTiff), MARS also supports
vector-layer formats such as GeoJSON and GraphML data. Georeferenced time series,
e.g., precipitation or temperature, can be easily incorporated into a simulation run [25].

The MARS runtime system has been implemented in C#, whereas models can be
written in C# or in the MARS DSL, a domain-specific language [21]. Simulations can be
executed either on a local computer or in a cloud environment [20].

2.2. Model Design

To integrate real-time data in the system, we created a model that uses only a subset
of the available base model components. The model’s protagonists are agents named
CycleTraveler, each moving from a source coordinate to a destination coordinate on foot or,
if feasible, using an entity called RentalBicycle. Agents are spawned by the SchedulerLayer
that holds their temporal descriptions with, inter alia, their area of spawning and their
area of destination. Within these areas, each agent’s exact start and goal coordinate is
chosen randomly. An agent’s movement occurs on multiple spatial graph environments,
each designated for a distinct travel modality (here: walking and cycling). The Spatial-
GraphEnvironment (SGE) [20] manages this graph, supervises all movement with respect
to consistency (e.g., collision prevention), and allows exploration queries to collect in-
formation about surrounding agents. The SGE provides route searching capabilities and
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k-nearest neighbors (k-NN) queries to resolve nearest nodes. The spawning and destination
areas may, however, lie beyond the SGE’s extent. To reach the graph (or their goal outside
the graph), agents use entry (or exit) points, respectively. These points are defined in the
GatewayLayer, which contains gateway points between different sections of the city’s travel
network (e.g., suburban railway stations). A threshold is defined within which the agents
may enter the graph via the nearest node. If the distance to such a node is greater than
the threshold, the agent enters the graph using the gateway point that is located closest to
its goal. Similarly, an agent whose goal is beyond the graph’s periphery uses the closest
gateway point if the threshold is exceeded (for more technical details see [2]).

Within the simulation area, agents always start moving on foot. Each agent checks
if switching to available transportation devices would make for a faster route to its desti-
nation. For example, entities called BicycleRentalStations can be explored by querying the
BicycleRentalLayer to check if they currently hold a RentalBicycle. This action represents
the real-world process of a person checking the availability of rental bikes remotely via
a smartphone app. The agent chooses to switch if at least one RentalBicycle is available
and if the time consumption for the detour to the BicycleRentalStation and from the target
BicycleRentalStation to the goal is smaller than the expected time saved due to increased
traveling speed. Bicycle rental occurs on a first-come-first-served basis; hence, renting
a bicycle is possible only if a bicycle entity is available at the time the agent reaches the
BicycleRentalStation. It is possible that all RentalBicycles available at a BicycleRentalStation
are in use by the time an agent reaches it. The agent then must continue its trip on foot,
either directly to the goal or to the next BicycleRentalStation with free RentalBicycles.

Deciding which modalities to use is part of an agent’s trip planning process. An agent
searches for routes using the SGE and chooses different modalities depending on its
capabilities and personal preferences. The fastest trip is constructed depending on the
current situation, including the position and availability of vehicles. As the situation might
change over time, a rerouting and replanning might be necessary when a RS is reached and
no bicycle is available. Walking is the fallback modality and is always available to an agent.

2.3. Data Integration

The model’s connection to the real world occurs via a link between a BicycleRentalSta-
tion and the real-world RS that it models. Figure 2 illustrates the flow of external data into
the model. The RS retrieves information from the city’s sensor network and forwards it to
the model, where it can be used by the agents during their travel planning and execution.
Before being integrated in the model, however, the data require a mapping phase consisting
of validation and sorting into a chronological catalogue (managed by the BicycleRental-
Layer and TemporalVectorLayer). It is withheld from a given BicycleRentalStation until its
phenomenon time (the timestamp from which the information is valid) and the simulation
time intersect. The BicycleRentalStation may then integrate the information in its state.
However, we implemented synchronization time points that notify a BicycleRentalStation
to integrate the most up-to-date information in its state. Therefore, all BicycleRentalStations
are synchronized at the same time point and not individually, even if new information for
a particular BicycleRentalStation might already be available. Generally, such updates result
in changes to the model that originate from an external source—in this case, the sensor
infrastructure. Alternatively, internal changes (e.g., an agent taking the last RentalBicycle
from a BicycleRentalStation) can impact the overall state of the model as well. In both
cases, subsequent actions by agents are affected, propagating events independently so that
new actions emerge and interact with spatial model object. In our model, the decisions
and movements of CycleTraveler agents are affected, guiding them to currently available
bicycle resources adaptively.
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Figure 2. Flow of external data into model via integration of the city’s sensor network using the MQTT (Message Queuing
Telemetry Transport) network protocol. Data received by the model are held and managed by the TemporalVectorLayer and
BicycleRentalLayer to assess the right simulation time points for mapping them to their respective BicycleRentalStations.

Generally, all model objects that are part of the simulation have a life cycle that
depends on the creation time (see SchedulerLayer) and their deletion in conjunction with
their specific purpose. However, BicycleRentalStations as temporal-dependent entities are
created with the arrival of the first valid values and end when the last valid time range has
been exceeded. Thus, BicycleRentalStations in the model are made available ad-hoc to new
incoming data. Both the start time and end time are managed distinctly, employing valid
and invalid time windows that run along with the simulation time (for more information
and technical details, see [2]).

The connection of the sensors is made additively by selecting and exchanging a key
candidate in the input. For the scenario, a set of topic or device endpoints is assigned
using parameterizable URIs (e.g., http://host.de/DataStream($\{variable\}/Observations,
accessed on 10 June 2021) that is valid for each station or is bound individually by the
BicycleRentalStation, populating the values for the containing parameters. Since MARS
allows multi-source binding, it can be used to obtain key candidates from other external
sources. For dynamic data in MARS, inputs are handled similarly to static inputs (such
as constants, files, or database queries). MARS currently supports connection to native
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message queuing telemetry transport (MQTT) endpoints, SenorThings APIs (build upon
MQTT), and Constrained Application Protocol (CoAP) as a means of direct connection
from IoT devices. Apart from the push-based connection for new messages to a desired
topic or device, only the SenorThings API currently allows queries via the Odata model.

For each monitored sensor, the simulation receives a new state from the SensorThings
API wrapper when a state changes externally on the participating sensor object. Sen-
sorThings states are encoded as JavaScript Open Notation ((JSON), which is a standard
file/data exchange format) and logically combine information from multiple sensors into a
virtual thing. Things contain any number of observable attributes related to one or more
previous geographic locations, each containing a geometric instance (e.g., polygon, point,
and line). Monitorable properties are measured individually by one or more concrete
sensors, where multiple sensory measurements for a property are aggregated to form a
factual observation. A data stream provides observations and participation in changes
from outside, associating the validity time and creation time with it. The aggregation with
the validity time is called “feature of interest.”

All connectors are coupled to the simulation system via a mediator-wrapper system
and connect the sources to a subset of its properties (Figure 3). Each source abstracts from
its schema and their location where it obtains the data, resulting in location transparency
for the models. The SensorThings application programming interface (API) provides a
spatiotemporal interface for monitoring sensors and observing changes in values of interest.
The SensorThings API broker registers states’ change, and the observer receives the entirely
new valid state for a given record time. For initialization before forecasting, given the
scenario start time and studied location, MARS loads the spatiotemporal subset from the
SensorThings API and adjusts the run for prognostic processing. When reaching the point
in time at which the first forecasts are made, the simulation either couples to real-time and
computes simultaneously to real-time or stops monitoring because new incoming external
data and the validity period no longer intersect with the simulation time.

2.4. Simulation Scenario

After coupling the data integration architecture with the ABM, a scenario was prepared
to serve as a proof-of-concept for the mechanism by which deviations accrued during a
simulation can be corrected. The mechanism is applied to sensors of RS. The proof-of-
concept strives to use the data integration mechanism to adjust, i.e., correct, if necessary, the
number of RentalBicycles per BicycleRentalStation at the end of a simulation using real-time
and historical data provided by the city’s sensor network. In particular, the Hamburg
SensorThings API platform is integrated, though the set of sensors providing real data is
presently still very limited. We distinguish between, on the one hand, the model design
and description and, on the other hand, a simulation scenario of the model. The former
(described in Section 2) provides the general structure and functionality of the model,
whereas the latter (described below) contains parametrizations and configurations for a
particular execution of the model.

There are different synchronization strategies that can be pursued to mitigate the
corridor of uncertainty that tends to widen over the course of a simulation. The approach
presented here aims for synchronization via integration of external real-time data to adapt
to the ground truth. In this sense, the implemented data integration mechanism can
broadly be categorized as performing a mixture of soft and hard correction: on the one
hand, the numbers of RentalBicycles at BicycleRentalStations are directly updated (hard) and,
on the other hand, bicycles that are currently in use by agents are not affected until they
are returned to a BicycleRentalStation (soft) [2].
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Figure 3. Illustrative birds-eye view of part of the simulation environment, showing integration of multiple sensors (Sj),
each of which potentially observes multiple rental bicycles (squares). The colors of the sensors correspond with the colors of
the rental bicycles they observe. The function count(Sj, ti) returns the number of rental bicycles observed by Sj at the point
in time ti. A rental bicycle does not get picked up by its sensor while it is in use.

In the district of Hamburg-Harburg (the simulation area), there are 14 RS, making up
5.6% of all RS in Hamburg as of 2020 (Figure 4). Between 4:00 p.m. and 6:00 p.m., there are,
on average, 1,045 trips made by bicycle in Hamburg-Harburg, 20% of which (roughly 320)
are made using a bicycle from a RS. On a monthly scale, this number is further reduced by
50%: people who use a bicycle from a RS do so less than once a month (data from mobility
report MiD 2017 [26]). Therefore, at most, 160 trips using a bicycle from a RS are expected
to occur during the simulation window. There are three trip categories—local, outbound,
and inbound [27]—among which the number of trips is divided evenly. Given the upper
bound of 160, the extent of under-usage of bicycles from RS is to be determined.
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Figure 4. The map shows the geographic extent of the proof-of-concept presented in this paper, together with the bicycle
rental station locations used within the scenario. Hamburg-Harburg is a southern district of the City of Hamburg in northern
Germany (Map tiles by Stamen Design, under CC BY 3.0. Data by OpenStreetMap, under CC BY SA).

3. Results

3.1. Proof-of-Concept

A configuration of spawning CycleTraveler agents with reasonable goals is predefined
using MiD 2017. The analyzed period was two hours on Monday, 14 December 2020.
The scenario was configured to start at 4:00 p.m. (tstart) with real-time sensor data for the
14 RS located in Hamburg-Harburg. During each simulation time step (Δt = 15 min), the
simulation outputs the current number of bicycles per RS. Simultaneously, corresponding
real-time data are documented. At 6:00 p.m., all simulated data are corrected to the real-
time data. Figure 5 depicts the deviation between the ground truth and the simulated value
of available bikes at 14 RSs. At the end of the time interval, the simulation states were
corrected to match the real-world numbers. In addition, Table 1 gives a concise overview
of the direction and magnitude of correction that was required per RS.

3.2. Ad-Hoc Simulation Results

An executable version of the model was created and is provided online under https://
git.haw-hamburg.de/mars/model-deployments/-/tree/master/SOHBicycleRealtime (ac-
cessed on 10 June 2021). It can be used to run further parameterized simulations. The
geographical area with the RSs is fixed, but the start and end time of the simulation can be
changed. The end time of the simulation needs to be in the future, so that live data from
the SensorThings API can be utilized. The points in time at which real data and simulation
data are synchronized need to be set as well. Due to the live nature of the API, it might
not always be available or have poor connectivity. In this case, the simulation needs to
be restarted. With the provided Python script, a visualization of the simulation results
can be created. For further information, please consult the README file provided at the
above link.
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Figure 5. Deviation between the ground truth and the simulated value of available bikes at 14 RSs considered in the scenario
over a period of two hours.

Table 1. Necessary corrections to the 14 RSs after two hours of simulation time.

Bicycle Rental Station Correction (Addition) Correction (Removal) No Correction Needed

RS05 1 - -
RS08 1 - -
RS10 1 - -
RS12 5 - -
RS14 5 - -

RS01 - 5 -
RS02 - 2 -
RS03 - 1 -
RS06 - 1 -
RS09 - 2 -

RS04 - - 0
RS07 - - 0
RS11 - - 0
RS13 - - 0

To give an illustrative example, we executed the box was executed twice for 10 June 2021,
from 5:00 p.m. to 10:00 p.m. In one execution, the correction interval was set to one hour,
while in the other, it was set to two hours. Figure 6 shows the results of both executions.

The results show the corrective mechanism in action, in one case on an hourly basis and
in the other case at every two-hour interval of simulation time. As indicated in Section 1,
a general but important distinction in the scope of correction is that the mechanism corrects
the simulation trajectory, but not the underlying model. The latter correction would be
conceivable if simulation corrections are fed back into the model—e.g., via AI integration
as described in Figure 1—to inform its characteristics and incrementally make it a more
perfect abstraction of its real-world counterpart.
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Figure 6. Deviation between the ground truth and the simulated value of available bikes at 14 RSs considered in the scenario,
simulation run 10 June 2021 over a period of five hours with correction interval set to hourly (top) and every two hours
(bottom). The vertical dotted lines indicate the points in time at which correction is performed.

4. Discussion

This research presents a novel approach that integrates real-time data from the IoT
into an ongoing simulation run of an ABM. The model’s connection to the real world occurs
via an interface between real bicycle rental stations and BicycleRentalStations in the model
(Figure 2). Based on the simulation results generated by the described proof-of-concept,
different corrections of the modelled numbers of bicycles per BicycleRentalStation were
needed. Figure 5 illustrates that the variance of the simulated values from the real world
increases over simulation time. The synchronization with the real-time data potentially
offers a corrective effect. However, as expected, the data generally overestimate the use
of bicycles from RS on the particular winter day that was chosen for the simulation run.
Although we are aware that temperature and precipitation have a significant impact on
cycling [28], the simulation does not consider weather data yet. In total, after two hours
of simulation time, 11 bicycles were removed from the simulation at some RS, 13 bicycles
were added to the simulation at other RS, and no bicycles were removed at still other
RS (since their bicycle counts matched that of their real-world counterparts) (Figure 5).
These results are highly dynamic. Each simulation run will produce slightly different data,
and due to the use of real-time data, the simulation always needs a current time frame or
must import historical data. In this study, we focused on the integration of real-time data.

The simulation scenario displays the potential of temporal data for reducing the
corridor of uncertainty at multiple synchronization points before predicting future states.
The data trajectories shown in Figures 4 and 5 indicate that the extent of the corridor may
grow over the course of a simulation. The approach of coupling BicycleRentalStations in the
model with real-world sensors and getting updates from their physical counterparts led
to corrected model states and simulation outputs. Furthermore, as expanded on during
the description of the data integration mechanism (see Section 2.3), it offers a means to
dynamically affect agent behavior (in this case, adaptive replanning during travel) via
external data that is related and relevant to the model.

One major challenge in creating a general-purpose integration was to join the real-
world data objects with the model objects. We decided to increase or decrease the number
of available RentalBicycles at the corresponding BicycleRentalStations. The model did not
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prevent CycleTravelers from using non-corrected station states. Therefore, RentalBicycles
that are currently in use remain unaffected. As mentioned in the model description,
we consider this approach a mixture of soft and hard correction due to missing information
about current rentals. A hard correction would correct all model parts that are dependent
on the data inputs (i.e., also remove RentalBicycles that are on the road at the time of
correction). Having implemented a relatively hard correction mechanism (by adjusting
the bicycle counts at each RentalBicycleStation to exactly the number provided in the
data for its real-world counterpart) enabled us to obtain a quantitative measure of the
corridor of uncertainty over simulation time. This measure has the potential to serve as a
validation tool during model development and simulation. Generally, all synchronization
strategies aim, at least in part, to increase or maintain the validity of the simulation.
Other strategies may prove more useful depending on the domain or scenario at hand.
Alternatively, a tougher condition would be to select the maximum/minimum as well as
simply assigning them and removing all dependent objects. An analysis of different update
strategies and their impacts on a given scenario is a promising area for future research and
experimentation.

The overarching integration with its temporal change is practically domain-independent
and transparent, but there are several aspects that still need to be realized by the domain
model. This includes the integration of new data in the entities with its effects on the agents.

5. Conclusions

Smart and sustainable cities are considered by some authors as ‘deeply political
projects’ [29]. In fact, the UN Sustainable Development Goal 11 (SDG 11) is about sus-
tainable cities and communities, making them more inclusive, safe, resilient, and socially
inhabitable. Individual mobility plays a vital role in that concept. Kandt and Betty (2020)
state: “the Mobilities paradigm offers a recent, practice-based perspective through which
the embedding of digital technology in cities can be conceptualized.”

Given the exponential increase of data availability in many areas of society and re-
search as well as the increasing number of technological possibilities in which data sources
can be interacted with, the potential for integrating real-world data into models of real-
world systems is apparent. We find that even our very basic proof-of-concept demonstrates
that such an integration is a highly non-trivial task that holds great potential for improving
the quality and efficacy of model outputs. The scientific community experiences growing
demand for predictive capability, driven mainly by the interest in and necessity of pro-
viding policy stakeholders, planners, and city managers with reliable information. Model
output data increasingly contribute to the bedrock of information on which stakeholders
in a wide range of settings base their reasoning and decision-making processes. The use
case presented in this contribution—smart traffic management in big cities—is merely one
example. However, reliance on models implies an acceptable of the uncertainty that is
inherent to them by design. Any effective mitigation of such uncertainty can result in
reasonably increased confidence in model data and more robust recommendations that
stem from that data.

Therefore, we assert that it is worthwhile to not only design semantically solid and
sound models but to also design ways to dynamically correct divergent model states and
maintain the integrity of simulation trajectories with respect to real-world parameters. The
corrective mechanism using real-time data presented in this paper is an example of dynamic
simulation correction. Particularly, the use of such a mechanism in the context of ABMs
is promising because such models tend to have a probabilistic component due to their
goal and ability to model individual human behavior and decision-making, which, viewed
from the outside, is intended to appear non-deterministic. As the expressiveness and
capabilities of ABMs increase, so does the possibility to equip agents with an increasingly
high number of degrees of freedom (to create more accurate virtual representations of
human behavior). Corrective real-time data streaming into simulation runs can prove to be
a powerful tool for, on the one hand, allowing such complexity to express itself in model
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design while, on the other hand, managing the resultantly large state space of simulation
runs and minimizing divergences from semantically valid states. However, an essential
next step in developing the model further is the creation of a feedback loop which helps
the model learn from past divergences, e.g., by utilizing a backpropagation algorithm like
those found in machine learning.

Following SDG 11, smart and sustainable cities should be considered as complex
adaptive systems. Therefore, the approach presented in this paper can also be seen as
a technology that enables urban analytics that addresses the epistemological, practical,
and normative challenges that arise in the context of urban policy [29]. Sensors range from
personal devices, such as smart watches, to air quality measurement devices, self-driving
cars, and drones. Building collaborative and AI-based software components around them
will certainly uplift the value of management dashboards and other tools.

It is apparent that the planning, building, and operating sustainable cities requires
further transdisciplinary research from a large variety of disciplines to realize the vision
behind SDG 11. Multi-scale dynamics—ranging from long-term trends to high-frequent,
real-time dynamics [29]—demand enormous efforts in the fields of modeling and simula-
tion, artificial intelligence, and big data management, among others. The physical world
needs to be linked adequately with its virtual counterpart. Our approach can be seen as
one step towards realizing such a link. Other cities—besides Hamburg—are invited to join
the initiative.
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Abstract: While the world’s total urban population continues to grow, not all cities are witnessing
such growth—some are actually shrinking. This shrinkage has caused several problems to emerge,
including population loss, economic depression, vacant properties and the contraction of housing
markets. Such issues challenge efforts to make cities sustainable. While there is a growing body
of work on studying shrinking cities, few explore such a phenomenon from the bottom-up using
dynamic computational models. To fill this gap, this paper presents a spatially explicit agent-
based model stylized on the Detroit Tri-County area, an area witnessing shrinkage. Specifically, the
model demonstrates how the buying and selling of houses can lead to urban shrinkage through
a bottom-up approach. The results of the model indicate that, along with the lower level housing
transactions being captured, the aggregated level market conditions relating to urban shrinkage are
also denoted (i.e., the contraction of housing markets). As such, the paper demonstrates the potential
of simulation for exploring urban shrinkage and potentially offers a means to test policies to achieve
urban sustainability.

Keywords: agent-based modeling; housing markets; Urban Shrinkage; cities; Detroit; GIS

1. Introduction

For the first time in human history, more people are living in urban areas (4.2 billion
people or 55% of the world’s population) and this is expected to grow in the coming
decades [1]. While the world’s urban population continues to grow, this growth is not
equal [2]. Some cities are actually shrinking, and the list of shrinking cities expands every
year and currently includes: Leipzig in Germany; Urumqi in China; and Detroit in the
United States [3–5]. The causes of urban shrinkage have been the source of much debate
but can be broadly attributed to a combination of factors related to deindustrialization,
suburbanization (i.e., urban sprawl) and demographic withdrawal (see: [6–8]). It has
also been noted that urban shrinkage poses a significant challenge to urban sustainability
from the urban planning, development and management point of view due to declining
populations and changes in land use [9].

The challenges brought by shrinking cities, especially in and around the traditional
downtown core of the city results in many problems such as population loss, economic
depression (due to loss in tax revenue), a growth in vacant properties and the contraction of
the land and housing markets. From a more general perspective, cities that focus too much
on one branch of the economy are often not regarded as sustainable, as such cities are more
vulnerable if the specific industry that they rely on declines [10] (as was the case for Detroit
and its reliance on the manufacturing industry). Hence, a decline of a specific industry will
cause people to lose their jobs and unemployment rates to rise. Residents in such cities may
therefore leave their current location in order to find employment opportunities in other
areas. Such employment mobility results in a large number of properties in shrinking cities
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to be left vacant as the population in a city declines. Significant amounts of vacant land
and abandoned properties across an entire urban area are one of the key characteristics of a
shrinking city [11]. Not only do these vacant (abandoned) properties potentially result in
higher rates of crime [12], but they also impact the local economy and contract the local
housing market [13]. For example, local governments collect less property tax revenue due
to the vacant properties, and therefore have less money to allocate to public safety and
infrastructure, which in turn potentially accelerates population decline. In other words,
the economic decline may worsen and the vacant properties may lead to the oversupply
of stock within local housing markets. Therefore, it is rational to expect house prices to
decrease and, if the population continues to decline, the local housing market may contract
or collapse completely [14].

Numerous factors including regional housing market trends, job suburbanization,
deindustrialization, downturns in the economy, increasing unemployment rates and pop-
ulation loss account for the causes of shrinking cities and the consequent contraction of
the housing market at the macro-level [14–16]. For example, in Detroit, the continued
suburbanization of jobs has driven people from downtown areas. More generally speaking,
deindustrialization and the loss of manufacturing, construction, and retail has accounted
for 60 percent of job losses in the 100 largest United States metro areas over the last few
decades [15]. People working in such sectors become unemployed and seek employment
elsewhere [8]. The motivation of this paper is to explore the housing market in a shrinking
city from the micro-level interactions, specifically based on individuals’ preferences and
trading interactions. Therefore, an agent-based model is utilized as a tool to simulate and
analyze a shrinking city’s housing market. Specifically, we explore how urban shrinkage
emerges at the macro-level through the simulation of housing trades at the individual level.
In the remainder of the paper, Section 2 introduces the study area and provides a literature
review with respect to housing and land markets from an agent-based modeling perspec-
tive. Section 3 outlines our model, while Section 4 presents the results of our simulation
experiments. Finally, Section 5 concludes the paper and discusses areas of future study.

2. Background

2.1. A Shrinking Detroit

The city of Detroit is the largest city in Michigan, located in the Great Lakes area of
the United States, which has also been given the moniker the “Rust Belt region”. There are
many stories that discuss the greatness of this city during the 1950s—when the automobile
manufacturing sector rapidly expanded and its population reached its peak [17]. However,
the stories today often describe how over the last 60 years the city of Detroit has declined
and shrunk. Specifically, how a growing city can rapidly become a declining one if it is
focused on only one branch of economic production (e.g., in the case of Detroit this was the
automobile). We believe that the city of Detroit is an excellent example of urban shrinkage.
Numerous factors contributed to the bankruptcy of the city in 2013. One key reason is the
increasing competition in the automobile manufacturing industry brought by globalization.
Jobs in manufacturing tend to be more suburbanized and thus employment is more decen-
tralized. Deindustrialization swept through the city of Detroit and its surrounding regions
over the last few decades [18]. Another significant phenomenon that Detroit has witnessed
is population loss, a decrease of over 60% in the last 60 years and 25% in the 10 years
up to the 2010 census [5]. This process has accelerated the contraction of the housing
market as employees in certain industries (e.g., manufacturing) become unemployed and
seek employment elsewhere which results in more houses in residential areas becoming
vacant. Large numbers of vacant properties and vacant land are now dispersed to almost
every corner of the city. This is shown in Figure 1, where the darker color indicates more
vacant units within each census tract from the 2010 census [19]. There were approximately
60,000 vacant parcels of land and about 78,000 vacant structures, of which 38,000 were
considered to be unliveable in 2014 due to the potential for structural collapse [17]. With the
increasing number of unliveable properties within the city boundary, the supply side of
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the housing market shrinks. In addition, population loss, caused by deindustrialization,
and suburbanization lead to shrinkage on the demand side (i.e., people looking for homes).
This combination of factors leads to the housing market shrinking from both the demand
and supply sides in Detroit [20].

Figure 1. Vacancy Unit Numbers of each Census Tract in Detroit Tri-County Area for 2010.

2.2. Literature Review

This section discusses the rationale for exploring urban shrinkage via dynamic compu-
tational approaches (unlike more static aggregate ones such as spatial interaction models);
moreover, why we utilized an agent-based modeling approach by introducing works
related to the topic of land markets (which, as noted above, are one of the main factors of
urban shrinkage). However, before we discuss these, let us first present our rationale for
choosing computational approaches. Our reasoning for this approach is that they allow us
to test various scenarios and experiments in the safe environment of a computer. What we
mean by this, is that it might not be feasible or ethical to carry out real world experiments,
for instance setting a building on fire and watching how people might evacuate, but one
can simulate such experiments in an computational model and observe the outcomes [21].
Generally speaking, such dynamical computational models fall within either the cellular
automata or agent-based modeling methodologies [22]. Such modeling methodologies
have been used to explore a wide-range of topics under the umbrella of urban dynamics
(see for example: [23,24]). One of the most widely explored areas with such models is
that of land use change and urban sprawl [25]. For example, the SLEUTH [26] model
has successfully simulated land use transitions relating to the urban sprawl around the
world (e.g., San Francisco, Washington, D.C.-Baltimore area, and “Chongqing, China,
etc.) [27,28]. Recently, cellular automata models equipped with more advanced machine
learning methods (e.g., Neural network and Random Forest) have been utilized to simulate
urban expansion in China with enhanced accuracy over more traditional cellular automata
approaches [29,30]. A closely related but slightly different approach to exploring land
use change regarding urban sprawl is that of agent-based modeling. The major differ-
ence between agent-based modeling and cellular automata is that in agent-based models,
one represents heterogeneous agents and each agent can have their own rule set which
is generally not the case for cellular automata models where transition rules tend to be
homogeneous [21,31–33]. By utilizing agent-based modeling, a variety of urban issues
have been explored, ranging from urban growth [34], land use and land cover change [35],
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the rise of creative cities [36], to that of urban migration [37]. Focusing more on residential
dynamics, agent-based models have been used to explore residential choices and gentrifi-
cation (e.g., [38–40]). However, as noted by Schwarz et al. [41], there is a gap in simulating
urban shrinkage through agent-based modeling.

Readers might be wondering why one might want to utilize agent-based modeling for
examining urban shrinkage? One reason is the ability of agent-based models to capture the
hierarchical structure of systems from the bottom-up, in a sense they focus on individual in-
teractions of entities (e.g., individuals buying and selling houses) at the micro-level and allow
us to capture more emergent phenomena at the macro-level (e.g., land markets). As such,
agent-based models can provide insights into the target phenomenon or system of interest, es-
pecially for complex systems that involve human–environmental interactions [42,43]. In such
systems, humans can impact the environment by their actions and in turn the environment
can impact humans (e.g., [42]). Housing and land markets are excellent examples of human–
environmental systems, as the main components in such markets at the micro-level are the
buyers and sellers [44]. Such actors (i.e., agents) make their own decisions to trade or interact
with each other and are impacted by the environment (e.g., economic and physical conditions)
which can lead to a variety of housing market dynamics emerging overtime at the macro-level.

Secondly, agent-based modeling, unlike other modeling techniques, allows us to
represent individuals as autonomous heterogeneous entities, each with different attributes
(e.g., income), which make decisions based on what they know about other agents as well
as the environment in which they are located [31,45]. With respect to housing and land
markets, this is an important consideration as all actors in the system (e.g., the buyers
and sellers) have different socioeconomic backgrounds, housing preferences, along with
different bid and ask-price strategies [44,46]. Therefore, through the implementation of
an agent-based model these heterogeneous characteristics and unique behaviors can be
represented and simulated.

With respect to modeling markets, Gode and Sunder [47] were among the first to
demonstrate how agent-based models could be utilized to capture supply and demand.
In their abstract model, traders were selected at random to buy and sell goods and through
these interactions demonstrated how supply and demand curves observed in “real” world
situations could emerge through simulation. Turning to land markets, Filatova et al. [48]
demonstrated how heterogenous agents with different ask and bid pricing behaviors could
generate a land market in a stylized abstract environment while at the same time capturing
urban growth, which was validated against Alonso’s [49] theory of land rent within a
monocentric city. Other researchers have also explored land markets emerging from the
bottom-up and how they impact land use within cities (e.g., [40,46]). For example, Torrens
and Nara [40] simulated the demand and supply sides of a land market to explore urban
gentrification in an area of Salt Lake City, Utah. However, while agent-based modeling of
residential housing choices and land markets has started to show its potential as a valuable
methodology for exploring urban issues from the bottom-up, no studies have examined
land markets and urban shrinkage yet. Studies utilizing agent-based modeling to explore
the urban shrinkage to date have mainly focused on land use and residential dynamics
(e.g., [50]) instead of housing market dynamics.

We would argue that capturing housing markets is essential for understanding urban
shrinkage, as the contraction of housing markets is caused by population loss under an
urban shrinking situation [13]. Hence, a model of urban shrinkage should capture not only
residential dynamics but also trades (or lack of) within the housing market. Therefore,
an agent-based model stylized on spatially explicit data is presented in this paper to
simulate the urban shrinkage in the Detroit Tri-County area. For the purpose of this model,
we want to explore how micro-level housing trades impact on macro-level shrinkage by
capturing trades between sellers and buyers within different dynamic sub-housing markets.
Our initial efforts in this area were presented in [51], where we showed that a stylized
model could not only simulate housing transactions but the aggregate market conditions
relating to urban shrinkage (i.e., the contraction of housing markets). In this paper, we
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significantly extend our previous work by: (1) enlarging the study area; (2) introducing
another type of agent, specifically a bank type agent; (3) enhancing the trade functions by
incorporating agents’ preferences when it comes to buying a house; (4) adding additional
household dynamics, such as employment status change. These changes will be discussed
in more detail in Section 3, which we turn to next.

3. Methodology

This section provides details utilizing the Overview, Design concepts and Details
(ODD) protocol by Grimm et al. [52] for a model exploring urban shrinkage by simulating a
generalized housing market based on the Detroit Tri-County Area, Michigan. In Section 3.1
we provide a brief overview of the study area and the agents in the model. Section 3.2
discusses model design concepts and Section 3.3 provides implementation details of the
model. NetLogo 6.1 [53] was utilized to create the model. The model itself and a detailed
ODD document [52] are available at: bit.ly/ExploreUrbanShrinkage, while the graphical
interface is shown in Figure 2. We provide the model and data to allow readers not only to
replicate the results presented in this paper but also to extend the model if they so desire.

Figure 2. Model graphical user interface, including input parameters, monitors (left) and the study area (middle) and
charts recording key model properties ((A): Number of households in different sub-markets; (B): Verification plot for total
household numbers (e.g., total household number, number of bank agents, the number of employed and unemployed
households); (C,D) show the median and average house price changes during the simulation).

3.1. Overview
3.1.1. State Variables and Scales

As noted in Section 2, the purpose of this model is to explore urban shrinkage by
simulating housing transactions and the aggregate market conditions relating to urban
shrinkage. Therefore, this model focuses on housing trades or transactions within various
housing markets, rather than the economy as a whole. However, variables within the
model that capture employment will be discussed in Section 3.4.2. Hence, trades between
buyers and sellers within different sub-housing markets are simulated by this model.
The whole Detroit Tri-County area can be divided into three sub-housing markets, which
are comprised of: (1) downtown; (2) city suburban; and (3) far suburban housing markets,
by utilizing spatial data which for an area of 5095 km2 as shown in Figure 3. Both the
downtown area and suburban areas are within Wayne County. The difference is that
the downtown area is defined by the Detroit opportunity zone data [54], while the city
suburban areas exclude the downtown area. The rest of the study area, which we call
far suburban, comprises part of Wayne County which is not defined as downtown or
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city suburban, along with Oakland and Macomb Counties, where the distance to the
downtown area is much greater. In order to model, simulate and experiment with the
housing market, we chose NetLogo as it has the capabilities to handle the spatial data
needed to build the model and allows for rapid prototyping. The sequence of all the events
in this model is displayed by the unified modeling language (UML) diagram in Figure 4,
which demonstrates the model flow and dynamics.

Figure 3. Study Area.

There are two types of agents in this model—households and banks. The main agents
are households who live in the Detroit Tri-County area. In the model, for the purpose of
simplification, one agent is used to represent 100 households. Agents are comprised of
various attributes that result in a heterogenous population. Except for the attribute HPOLY,
the rest of the agents’ attributes were selected for inclusion within the model based on
relevant literature, which is summarized in Table 1. Agents are heterogenous and vary in
their characteristics (e.g., ID, neighborhood type (i.e., HNT)) and finical backgrounds (i.e.,
HINCOME). Furthermore, household agents can be categorized into two types: buyers
and sellers, and they are all goal-oriented. All buyers have one goal which is finding an
affordable house by proposing a bid-price to sellers. If buyers are not able to find affordable
properties in four consecutive years, they will be removed from the system. On the other
hand, sellers aim to post an ask-price and maximize their profits from the trades (this will
be further discussed in Section 3.4.1). Sellers who fail to sell their houses are forced to leave
the system, at that time, the bank agent takes over the unsold houses and attempts to sell
these houses. Further details about the role of banks is provided in Section 3.3.1. As for
the attributes of the bank agents, only three attributes are inherited from sellers, which is
summarized in Table 1.
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Table 1. Agent attributes.

Attribute Description Agent Type Reference

ID Unique ID for households Household [48]

HNT Household neighborhood type that indicated which
sub-housing market is household located Household [54]

HPOLY Polygon ID indicated which polygon is household on Household & Bank Authors
estimation

HINCOME Income of the household Household [40,55]
HBUDGET Budget for annual housing cost and purchasing new house Household [48]

ROLE 0: Regular household; 1: Buyer; 2: Seller Household [48]
BIDPRICE Only associate with buyer households Household [48]
ASKPRICE Only associate with seller households Household & Bank [48]

EMPLOYED? Boolean value, if true, household has job, else, no jobs Household [55]
TRADE? Boolean value, if true, indicates household will trade Household & Bank [48]

YEAR Years that the household entered the market Household [55]

Figure 4. Unified modeling language (UML) Diagram of the Model.

The other component of this model is the environment, which contains two differ-
ent elements: (1) Geo-spatial; (2) Artificial housing market comprising three different
sub-markets—downtown, city suburban and far suburban. The geo-spatial environment
provides a geographic boundary of the whole simulation area and the boundaries of the
three sub-markets. Also, the geo-spatial environment provides a physical environment
for all agents to move around and the places where the households are located. This en-
vironment also contains the artificial housing market, which captures the housing trades
between buyers and sellers. The temporal scale in this model is one year, which is reflected
by one time step in the NetLogo model. Every year, households make decisions to become
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buyers and to trade with sellers or banks. Our rationale for choosing a year is that it is
unlikely for households to move more than once a year, and many other residential models
use a 1 year time step (e.g., [34,38,50,56,57]).

3.1.2. Process Overview and Scheduling

As discussed in Section 3.1, household and bank agents are the main entities in the
model. The key attribute of the households is their income (i.e., HINCOME) level, which
provides heterogeneity within the world and is updated as the simulation progresses
(see Section 3.4.2). There are several models that have used income to control residential
decision making (e.g., [48,49,55]). Accordingly, in this model, each household will make
their decisions based on their income status, that is, to either stay or leave their current
locations as shown by Figure 5. During each time step of the simulation, households will
check if they can still afford their current living location based on their annual budget
(i.e.,HBUDGET), which is calculated from their income. In addition, this income attribute
also informs housing trades (i.e., what they can afford to buy). This affordability check
will be explained in detail in Section 3.4.1. Once the buyer household decides to enter the
housing market, they search for sellers (which include banks) to interact with based on
their annual budget (i.e., HBUDGET). Similar to the real world, where buyers are restricted
to what they can afford, buyers within the model choose sellers within the filtered list and
offer a bid (i.e., a bid-price) to either sellers or banks, which will be discussed further in
Sections 3.2.1 and 3.4.1.

Figure 5. Household Decision-Making Process for Stay or Leave Current Location.

3.2. Design Concepts
3.2.1. Observing

In order to capture the housing market dynamics, we measure various variables
hierarchically, of which the details will be discussed in Section 3.5. At the macro-level,
the overall average and median house price, as well as the total number of buyers and
sellers within the study area is recorded at each time step of the simulation. At the micro-
level, each different sub-market will capture the average and median house prices and the
number of households through the entire simulation to reflect the differences among the
three sub-markets in order to see if any shrinkage is occurring.
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3.2.2. Sensing

All household and bank agents know which sub-markets they are located in and
the price of the house they currently live in. As will be discussed in Section 3.4.1, they
set budgets based on their own incomes and the budgets can be updated along with
changes in income at each time step of the simulation. Housing trades are the main
interaction in our model. Households who become buyers will use their budget to set
the bid-prices (BIDPRICE). For buyers who fail to trade with sellers in one time step, the
bid-price (BIDPRICE) will increase in the next time step. Each seller will set their ask-price
(ASKPRICE) based on the current house price. The ask-prics (ASKPRICE) will decrease in
the next time step if the seller fails to sell their current house. Banks have similar behavior
to that of sellers. The only difference is that the bank decreases their ask-price at a greater
rate. The rationale for this is because banks may want to sell the house within a short
time frame [58]. Details related to bid-price and ask-price dynamics will be discussed in
Section 3.4.2. Within the housing market, buyers make trades with sellers and they will
know every seller’s ask-price, which allows buyers to choose a specific seller based on
their financial capabilities. The trade will happen once the buyer finds a seller to trade with
and they agree upon the price. Further discussions related to the negotiation process are
provided in Section 3.4.1.

3.3. Details
3.3.1. Initialization

The initialization of the model is based on socioeconomic and geo-spatial data of the
study area. The socioeconomic data (e.g., income, employment status, house prices) come
from the Decennial Census [19] for each census tract in the study area. Before applying
this data to initialize the number of household agents within our simulation, the data were
preprocessed using Python to allow for efficient input into the NetLogo platform. Due to
the computational constrains of NetLogo, simulations that entail a large number of agents
are computationally intensive and time-consuming. To mitigate this we therefore only
represent 1% (i.e., 10,602) of the total number of households within the study area. The
model initializes the household agents tract by tract. There is a total of three stages during
the initialization process: (1) Create households; (2) Assign employment status; (3) Assign
house price. The households are initialized by using the income background from the
census dataset. For instance, if 500 households fall into the $10,000 to $15,000 income range
for a certain tract, five household agents will be generated with their incomes assigned
to this range. As for the income, if the household agent is generated within the $10,000
to $15,000 income range, the income of this household will be ten plus a random integer
between 5. After the generation of the households, several socioeconomic attributes are
introduced to the household agents, such as employment status and house prices, which
provides the household agents with more heterogeneous attributes. The employment
status is extracted directly from the census dataset to assign each household agent an
employment status. For instance, if 20% of the households are employed in a particular
tract, the model will assign 20% of households in this tract as employed and the rest of
them will be unemployed. To assign the house price for each household, the procedure is
similar to assigning employment status. We use the percentage of households falling into
various house value ranges to assign the house value. For instance, if 20% of households’
house values fall into $50,000 to $100,000, those households’ house values will be 50 plus a
random integer within 50.

In addition, three input parameters are used to initialize the model. The first being
the demand and supply condition (D-S parameter), which controls the ratio of buyers and
sellers. The model generates sellers based on the number of buyers. For instance, when
set to default (i.e., 0.5) the total number of buyers and sellers initialized is equal which
indicates equal demand and supply. While 0.1 would reflect demand exceeding supply
(i.e., more buyers than sellers), 0.9 would be the opposite (Section 4 shows the results of
changing this parameter). The second input parameter, HAVE-BANK? allows the model to
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add a bank agent. When set to its default (i.e., True), the bank agent is added to the model
(more details about the bank agent are given in Section 3.4.2). The last input parameter is
Price-Drop-Rate, which was inspired by what we see in the real world; that when a house
has been on the market for several months, the sellers often drop the price. A notable model
that does something similar is that of O’Sullivan [39], which decreased the percentage
for each seller’s ask-price in the next time step if the property remained unsold. Table 2
provides an overview of the model input parameters along with their default values.

Table 2. Initialization parameters’ default values.

Parameters Default Value Description Reference

D-S 0.5 Demand and supply, can be controlled by the user; the
default value indicates equal demand and supply

Author
estimation

HAVE-BANK? True Allow banks agent to be added to the model; default
value indicates banks will be added

Author
estimation

Price-Drop-Rate 5%
Ask-prices decrease rate, can be controlled by the user;
the default indicates 5% decrease of ask-price, if the
house is not sold.

[39]

3.3.2. Inputs

Data play an important role in model parameterization, as discussed in Section 3.3.1,
with respect to the initialization of the simulation. Furthermore, data play a role in valida-
tion which we will discuss in Section 4. Two categories of vector data are utilized in this
work: spatial data and socioeconomic data. Spatial data include: (1) Detroit city boundary
(shown in Figure 3); (2) Tri-County area boundary including Wayne County, Oakland
County, and Macomb County; (3) All census tract boundaries for the Tri-County area. The
census tract boundaries can be associated with socioeconomic data which were acquired
from the census dataset [19], as shown in Table 3.

Table 3. Census Variables for Model Initialization.

Variable Description Usage

H_I_K The number households fall in various income ranges (i.e.,
10 k to 15 K) Initialize the agents and their incomes

H_V_K The percentage of households falls to various house value
ranges (i.e., 50 k to 100 K) Initialize the agent house price

H_EM_R Employment status of each census tract Add employment status for each agent

3.4. Sub Models
3.4.1. Housing Market

There are three stages for the simulation process: (1) affordability check of household;
(2) generation of sellers and buyers; (3) trade and move-in. First, households will check their
affordability on their current house by comparing their annual budget (i.e., HBUDGET) and
the minimum housing cost (which we describe below). To check this, all households will
set their budgets, which represents 34% of their income (i.e., HINCOME) and can be used
on annual house fees, including property tax, annual maintenance, mortgage payments,
and so forth [59]. To calculate the minimum housing cost, three percentage numbers are
referenced including 1.52% of the house price for the property tax, 1.3% of the house price
for the annual maintenance fee and 4.54% of the house price for mortgage payment [60–62].
Hence, we set 7.38 % of the house price as the minimum housing cost, which indicates
the lowest annual cost for a house. If one household’s minimum housing cost exceeds
the annual budget (i.e., HBUDGET), which indicates the household cannot afford their
current house, they will enter the housing market. Secondly, the buyers and sellers will be
generated based on demand and supply (D-S), which was discussed in Section 3.3.1.
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As for the key interaction within the model, the trade (and subsequent moving in)
process comprises two stages: (1) buyers find sellers; (2) a negotiation on the price. For
the first stage of the trade, buyers will search for sellers (i.e., moving around the physical
environment). Buyers are able to enter every sub-market; however, buyers may not
enter the downtown sub-market first, due to perceived issues with neighborhood security
which may have negative impacts on buyer’s households’ decisions when purchasing a
new home [63]. Hence, we assume that properties in the downtown sub-market are less
preferred compared to city suburban and far suburban. As such, a buyer may enter the far
suburban sub-market first, and then search for sellers (i.e., homes for sale), because of the
perceived notions of overall safety conditions and a better quality of life in the far suburban
areas [63]. If a buyer is not able to find a seller in the far suburban sub-market, the buyer
will enter the suburban sub-market and continue to search for sellers. Rather than exclude
buyers from the downtown sub-market, a buyer may only enter the downtown sub-market
if they cannot find any sellers in both far suburban and city suburban sub-markets. To
determine whether the buyer can afford house or not, buyers have knowledge related to
all of the sellers’ ask-prices, which is analogous to what we see when using a real estate
website to search for a new home. The buyers will set the bid-price (i.e., BIDPRICE), which
is 2.5 times their gross income [64]. When a buyer searches for a new location, they keep
checking the ask-prices (i.e., ASKPRICE) of the sellers located in that area. Buyers will then
sort out a list of sellers based on their initial bid-prices (i.e., BIDPRICE) when they move to
a new area. For example, sellers with ask-prices less than 1.1 times that of a certain buyer’s
bid-price and greater than that buyer’s bid-price may be sorted into the list. If there is
only one seller in a specific area, the buyer will only bid on one house in one time step.
However, if there are more sellers in a specific area, the buyer’s bid-price may be reviewed
by all those sellers located in the same area, which can be considered multiple bids in the
same area in one time step (hence buyers can make multiple offers in one time step). After
this stage, the sellers attempt to complete a trade. The sellers’ goal is to maximize their
profit from the trade, so they will choose the buyer with the best bid-price. After the trade
is completed, the trade will be recorded.

3.4.2. Households and Banks Dynamics

To imitate reality, several dynamics are introduced to the household and bank agents.
The process is shown in Figure 6. For all households, employment status (EMPLOYED?)
may change each time step, which is inspired by Patel et al. [55]. For example, employed
households have a certain probability to lose their job; similarly, unemployed households
may have the probability of finding a job. As shown by Equation (1), the incomes’ dynamics
are based on the employment status of the agents. It+1 is the income at time t + 1, It is the
income at time t and α represents the employment status. If one household has a job, α will
be the ln 0.5, if not, it will be −0.1. The employment status therefore impacts the households’
income (HINCOME), which has a direct influence on their annual housing budget.

It+1 = It ∗ (1 + α). (1)

Population dynamics are reflected both by the sellers and buyers. As for sellers, if
they are employed but are unable to sell their houses over four consecutive years (i.e., time
steps), they may stay and keep trying to sell the house until a buyer is found. While, for
sellers who are unemployed, if they cannot sell the house in four consecutive years, they
will be removed from the system (akin to foreclosure). At that time, the bank agent may
take over their houses and keep trying to sell it. From the buyer’s side, if they are unable to
find a house to purchase in four consecutive years, they will be removed from the system.
This dynamic indicates that those buyers who cannot afford a house in any of the sub-
markets based on their financial status may move out from our study area to somewhere
else. Also, the dynamics of bid- and ask-prices are added to the model. From the seller
side, the ask-price (ASKPRICE) may decrease when the house is not sold [39]. For example,
in the model, if a seller or a bank fails to sell a house, the ask-price will decrease based on
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the Price-Drop-Rate in the next time step, which is shown in Equation (2). ASKt+1 is the
ask-price at time t + 1, ASKt is the ask-price at time t and PDR represents Price-Drop-Rate.
The bank agent’s ask-price drop rate is doubled compared to that of a seller household.
This is to reflect the banks wishing to clear their inventory and recoup money owed as fast
as possible.

ASKt+1 =

{
ASKt ∗ (1 − PDR) Sellers

ASKt ∗ (1 − 2 ∗ PDR) Banks
(2)

As for the buyers, the bid-prices (i.e., BIDPRICE) are impacted by their income (i.e.,
HINCOME). Other than that, buyers who fail to find a seller or bank to trade with may
increase their bid-price based on their budget (i.e., HBUDGET) as shown in Equation (3).
BIDt+1 is the bid-price at time t + 1, BIDt is the bid-price at time t and β is the random
number generated based on how much percentage a buyers bid-price can exceed their initial
offer. In our model we use 0.1, which indicates a buyers’ bid-price may not exceed %110
of initial bid-price. This β concept is based loosely on land market models (e.g., [46,48])
where buyers have a willingness to pay up to a certain percentage point over their initial
bid-price.

BIDt+1 = BIDt ∗ (1 + β). (3)

Figure 6. Household Dynamics.

3.4.3. Economic Environment

The economic environment is the invisible hand in the model and takes into account
inflation of house prices, which imitates economic inflation. Although the trend of the
economy in Detroit has been downwards, for example, there are few extreme cases where
homes have been sold for $1 [65]. According to 1990, 2000, and 2010 census data, the overall
house prices show an upward trend as seen in Figure 7A. The median house prices are all
increasing. One reason for this relates to general inflation. However, when disregarding
the impact of inflation by using the United States inflation calculator [66], the house prices
still keep increasing over time, as shown in Figure 7B. Hence, in the model, house prices
will increase during the simulation based on annual inflation rates taken from [66].
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Figure 7. Census Data on Median House Prices from 1990, 2000 and 2010 (A) Median House Price,
(B) Median House Price without Inflation.

3.5. Model Outputs

In Section 1, the contraction of the housing market and population loss are the con-
sequences of urban shrinkage, which is what we want to explore with this model (as
discussed in Sections 2 and 3). In order to explore this, a range of outputs are generated
by the model. To explain the urban shrinkage, we specifically focus on the changes on
the number of households and the changes in house prices within different sub-markets.
As discussed in Section 3.4.1, these selected outputs are the result of the housing trades
in the model. To capture the changes in house prices, median and average house prices
of each sub-market are used to reflect the price dynamics. At the same time, median and
average house prices for each census tract are also recorded by the model to show the
spatial disparity of the house prices.

4. Results

Before detailing the results of the model, we first want to discuss our efforts for
verification. Here we refer to verification as the process of checking if the model matches
its design [45]. In this study, verification of the model was performed by conducting code
walkthroughs, visual debugging [67] and a series of control variates experiments to ensure
the model was working as designed [68]. These tests ensured that we made no logical errors
in the translation of the model into code, and that there were no programming errors. Visual
debugging can be carried via the model interface when the model is running. Figure 2 not
only introduces the model interface, but also shows an example of visual debugging during
a model run. For individual households, we use various shapes and sizes to distinguish
different roles and status during a simulation. For example, a dot represents a regular
household, a square represents a seller household and a star represents a buyer household,
and the size differences of stars indicate the difference statuses of buyers during the trade.
A larger star represents a buyer who has successfully completed a house purchase. Other
than visual verification at the micro-level as discussed above, four plots (e.g., plot A, B, C,
D) are used for macro-level visual verification as shown in Figure 2. Plot A captures the
change in the number of households during the simulation. Plot B outputs some generic
results (e.g., total household number, number of bank agents), but the main purpose of this
plot is to show that the households’ employment statuses are updating (i.e., changing) over
the simulation, which was discussed in Section 3.4.2. As for Plots C and D, they show the
median and average house prices during the simulation. With these plots updating during
the simulation, we can ensure that the model does not have programming errors that stop
the simulation instantly, but further experiments were needed to test the impacts of the
input parameters, which it is not possible to capture through visual debugging alone and
we turn to this next.
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As discussed in Section 3.3.1, three input parameters were used in the model: (1) D-
S; (2) HAVE-BANK?; (3) Price-Drop-Rate. To test these three input parameters, a series
of control experiments were carried out for verification purposes. For instance, when
verifying D-S, we only modified the value of D-S and kept the other two parameters set to
default values as shown in Table 2. Each experiment was run 50 times and, in what follows,
we describe only the average results.

To verify D-S (see Section 3.3.1), one does not need to run the model, as D-S is only
used when the model is being initialized to set the number of buyers and sellers. Therefore
we tested various D-S values (e.g., 0.1, 0.5 and 0.9) and noted its outcome with respect to
number of buyers and sellers. Various D-S values stand for different demand and supply
scenarios, which will be discussed further below. As shown in Table 4, the model is able
to generate different numbers of buyers and sellers by modifying the value of D-S. As for
the other two parameters (i.e., price-drop-rate and HAVE-BANK?), because they are used
during the simulation, the following verification experiments were undertaken.

To test price-drop-rate, we carried a series of extreme value tests by setting the pa-
rameter to 0, 5, and 10 which represents how much of a percentage of the ask-price will
be decreased in each time step if the house is not sold. In this experiment, the bank agent
is not added (i.e., HAVE-BANK is False), our rationale for this is that the purpose here is
simply to test the impacts of Price-Drop-Rate on ask-price. Hence, by capturing the average
ask-price changes over the course of a simulation one gains sufficient evidence for this
stage of verification. As Figure 8A shows, when increasing the value of Price-Drop-Rate,
the average ask-price decreases more, which indicates that the Price-Drop-Rate parameter
does have an impact on the average ask-price and this parameter works as intended.

Moving to the verification of HAVE-BANK?, as discussed in Section 3.3.1, HAVE-
BANK? allows the model to add a bank agent. Unlike that of regular sellers, bank agents’
ask-price drop rate is doubled (seen Section 3.4.2). Hence, we assume that with the
increasing number of bank owned properties, the average ask-prices may decrease more
than those in a scenario where there is no bank agent. In Table 5, we capture 805 bank
owned proprieties by the end of the simulation, which indicates HAVE-BANK? is capable
of adding a bank agent when the need arises. Figure 8B shows that the average ask-price
drops with the increasing number of properties owned by the bank agent, and the average
ask-price is lower compared to the no bank scenario. This suggests that the bank agent
is added properly by the model. After carrying out these tests, we feel confident that the
model behaves as it is intended and matches its design and thus is verified.

Table 4. Verification of D-S.

D-S Buyer Seller

0.1 3633.78 403.20
0.5 2018.70 2018.28
0.9 404.10 3632.30

Table 5. Verification of Input Parameter.

HAVE-
BANK?

Total Household Buyer Seller Bank

Start End Start End Start End Start End

True 10601 7440 2140 120 2140 119 0 805
False 10601 8292 2100 28 2099 869 0 0
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Figure 8. Average Ask-price Changes with Different values of Different PDR (A) and HAVE-
BANK? (B).

Now, turning to model results and validation, we refer to validation as the process
ensuring the model aligns to the real world, specifically how the model can capture basic
market behavior as it potentially relates to urban shrinkage. In order to do this we present
three simulation scenarios of different demand and supply conditions for a period of
20 (year) time steps. We ran each scenario 50 times and, in what follows, we describe
only the average results. We chose 20 years as this will cover the years of 1990, 2000 and
2010, which we have census data for, which in turn can be used to validate the model.
To control for demand and supply, we only changed the D-S parameter in the model and
kept all other parameters at their default values (e.g., Table 2). Three different scenarios
were simulated to explore how different demand and supply conditions impact on median
and average house prices in the different sub-markets: (1) equal demand and supply;
(2) demand exceeds supply; (3) supply exceeds demand. Table 6 shows the final median
and average house prices in each sub-market for different D-S settings, which are the same
values described in Section 4.

Building on Table 6, Figure 9A shows the three scenarios with respect to the number
of households in each sub-market. As Figure 9A shows, the overall trend of household
numbers in all the three scenarios are decreasing, which can be considered as population
loss in a shrinking city. However, one can see that around time step 5, there is a drop in
the number of households. This drop is due to the bank agent entering the simulation and
taking over sellers’ houses which were unsold (as discussed in Section 3.4.2). Figure 9B,C
demonstrates how median and average house prices change over the simulation scenarios.
The results indicate that among all three simulation scenarios, the median and average
house prices in different sub-markets turn out to be increasing. This is due to inflation,
which is included in our model (as discussed in Section 3.4.3). The simulated increasing
house price trends are similar to those of the empirical data which was shown in Figure 9.
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If the demand exceeds supply scenarios, although all buyers are attempting to find
sellers and complete trades (i.e., buy a house), due to insufficient sellers generated at
initialization of the model, the number of relocating households is the lowest among all
scenarios. However, as shown in Table 6, the model captures the highest median house
price in the far suburban sub-market (which is approximately 60% more than that of
downtown), which is due to the sellers flooding this area as discussed in Section 3.4.1 and
is similar to what one sees in the “real world” (i.e., Figure 7). This suggests the model
captures the correct market behavior.

While in the demand equals supply scenario, due to a relatively balanced market, we
witness the most household relocations being captured, along with lowest median house
prices in suburban and far suburban sub-markets (i.e., suburban: 116.60; far suburban:
146.50). However, the median house price in the downtown sub-market is not the lowest
among all scenarios (i.e., 127.68). This result might sound counter-intuitive because one
would expect the lowest median house price in the supply exceeds demand scenario,
however, the average house price for all three sub-markets in this scenario is in the middle
of all the scenarios which suggests there are nuances in how one should record and
report the results of the model. One reason for this result could be because all buyers
have preferences for purchasing houses in far suburban and suburban (as discussed in
Section 3.4.1), which leads to a relatively competitive market. In addition, all sub-markets’
average house prices are the lowest among all scenarios.

By discussing the results above from the three scenarios, hopefully it is clear to the
reader that our model captures urban shrinkage from the aspect of decreasing numbers
of households in the downtown sub-market. Also, similar to empirical data as shown in
Figure 7, even without inflation, house prices are still increasing even in a well-known
shrinking city and our model captures similar trends in the three scenarios (as shown in
Figure 9). To some extent one could consider such results as level 2 validation in terms of
the Axtell and Epstein [69] schema of classification of model validation, in the sense we
can attain quantitative agreements of emerging macro-structures (e.g., declining number of
households and increasing house prices) from the bottom-up. We illustrate this in Figure 10
which shows the resulting house prices from the demand equals supply scenario. More
specifically, Figure 10A illustrates a heat map of each census tract’s median house price at
the end of the simulation, while Figure 10B displays the heat map of the average house
price. According to these heat maps, high median and average house prices are mainly
captured in far suburban sub-markets.

Table 6. Median and Average House prices (K) in Different sub-markets at the End of the Simulation.

D-S Value Description
Median House Price Average House Price

Downtown Suburban Far Suburban Downtown Suburban Far Suburban

0.1 Demand exceeds
supply 124.85 112.66 187.62 119.48 116.43 191.10

0.5 Equal demand
and supply 127.68 116.60 146.50 116.22 101.75 163.07

0.9 Supply exceeds
Demand 127.19 119.76 155.22 108.06 87.46 137.83
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Figure 10. Heat Maps of Median (A) and Average (B) House Prices at the End of the Simulation where Demand equals Supply.

5. Conclusions and Discussion

While we are witnessing a global growth of the urban population, which raises concerns
about urban sustainability (e.g., [9,70,71]), not all cities are growing (Section 1). Some, like
Detroit, are actually shrinking, which has drawn a lot of discussion from the research and
practice communities globally as it causes population loss, economic decline and a growth in
crime due to vacant properties and housing market contraction (e.g., [7,13,14,72]). However,
few efforts have been made to explore this phenomenon from a modeling and simulation
domain. This paper significantly adds to this nascent field of inquiry by specifically
capturing how the buying and selling of houses can lead to urban shrinkage from the
bottom-up through a case study of the Detroit Tri-County area. Results from this model
(i.e., Section 4) have implications concerning urban shrinkage. For example, we show how
household decline in an area could potentially lead to less tax revenue and therefore limits a
city’s ability to provide services, which in turn can lead to more urban decline as discussed
in Section 1. Although the simulated median and average house prices are showing an
upward trend, which seems inconsistent with the intuitive results of a contracting housing
market (i.e., the decreasing of house prices), this was due to the inflation over the simulated
years (see Sections 3.4.3 and 4).

While our model can capture urban shrinkage, like all models there are limitations
and there is always room for improvement. One area of improvement could be to extend
the model to represent more types of housing stock (e.g., apartments, single family homes,
etc.) which could be sourced from the American Community Survey or local government
property records along with home sales data. We chose not to go this route here as
the purpose of the model was to act as a prototype to explore how urban shrinkage
might emerge from the bottom-up through the interactions of buying and selling houses.
Another area of further work could be to better characterize new incoming populations.
In the current model we did not introduce new households based on their heterogeneous
financial and demographic backgrounds due to data limitations (i.e., the census data is
not continuous between 2000 and 2010). As a result of this, the final simulated household
numbers may be lower than the empirical data. With this being said, the declining trend in
the number of households for the whole study area is captured successfully by the model,
which aligns with the empirical data. One way to better capture new households entering
the study area is to use techniques from synthetic population generation such as those seen
in dynamic micro-simulation models (e.g., [73]). This would potentially allow us to better
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capture how changes in demographics impact on residents’ ability to stay in an area and
their preferences for certain types of neighborhoods, but that is beyond the scope of this
current paper as this would be a large undertaking and most agent-based models like the
ones cited in Section 2 only look at one aspect (i.e., subsystem) such as the land market
rather than the entire urban system itself [45].

Building upon this idea, the model presented in this paper only explored the buying
and selling of properties; however, as we noted in the introduction (Section 1), urban
shrinkage is a complex issue and we do not specifically model the economic environment
comprehensively (rather we simply consider inflation as only an aspect of the economic
environment). This simulation could be improved by incorporating time series data with
respect to the economy such as unemployment rates or economic growth. Alternatively
one could couple this model with a more macro economic model to account for such factors
(e.g., [74,75]). Other than incorporating more data into the simulation, the model could
capture more nuanced residential dynamics if the time step was deceased from a year to,
say, monthly. This would allow for a slower incremental price dropping of house values
if they remained unsold. It would also be interesting to experiment with multiple space-
time scales in order to explore the equifinality of urban shrinkage at different temporal
and spatial scales (e.g., [76]). Another area of work, especially with respect to urban
sustainability, would be to explore what it would take to stop urban shrinkage, or how
neighborhoods go from declining to growing, such as through gentrification. Gentrification
in Detroit has been discussed in the literature (e.g., [77–79]). Hence, another direction
to extend the model would be to explore gentrification in Detroit through modeling and
simulation. Similar to urban shrinkage, there is a growing body of models (e.g., [39,40,80])
that show promise for capturing such phenomena. Moving the focus point from Detroit to
other metropolitan areas, we believe the model presented here could be generalized across
metropolitan areas by integrating more data and adding new types of agents (e.g., investors
whose behaviors are different from households and banks). This is one reason we provide
the code and the data to the model (see Section 3), to allow other researchers to extend and
explore the model as they see fit. Even with these limitations and areas of further work we
believe this paper has demonstrated how agent-based modeling integrated with geo-spatial
data provides a promising method for exploring urban shrinkage and, if developed further,
potentially offers a means to test policies to alleviate this issue.
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Abbreviations

The following abbreviations are used in this manuscript:

ABM Agent-based Modeling
CA Cellular automata
ODD Overview, Design concepts and Details Protocol
UML Unified Modeling Language
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Abstract: Restoring interlocking forest-agricultural landscapes—forest-agricscapes—to sustainably
supply ecosystem services for socio-ecological well-being is one of Malawi’s priorities. Engaging
local farmers is crucial in implementing restoration schemes. While farmers’ land-use decisions
shape land-use/cover and changes (LUCC) and ecological conditions, why and how they
decide to embrace restoration activities is poorly understood and neglected in forest-agricscape
restoration. We analyze the nature of farmers’ restoration decisions, both individually and
collectively, in Central Malawi using a mixed-method analysis. We characterize, qualitatively and
quantitatively, the underlying contextual rationales, motives, benefits, and incentives. Identified
decision-making rules reflect diverse and nuanced goal frames of relative importance that
are featured in various combinations. We categorize the decision-making rules as: problem-
solving oriented, resource/material-constrained, benefits-oriented, incentive-based, peers/leaders-
influenced, knowledge/skill-dependent, altruistic-oriented, rules/norms-constrained, economic
capacity-dependent, awareness-dependent, and risk averse-oriented. We link them with the
corresponding vegetation- and non-vegetation-based restoration practices to depict the overall
decision-making processes. Findings advance the representation of farmers’ decision rules and
behavioral responses in computational agent-based modeling (ABM), through the decomposition of
empirical data. The approach used can inform other modeling works attempting to better capture
social actors’ decision rules. Such LUCC-ABMs are valuable for exploring spatially explicit outcomes
of restoration investments by modeling such decision-making processes and policy scenarios.

Keywords: goal frames; restoration decision-making rules; restoration decision-making processes;
mixed qualitative and quantitative data collection and analysis; farmer stakeholders; Central Malawi

1. Introduction

Restoring forest-agricscapes to address various environmental threats such as land degradation,
deforestation, climate change, and to sustainably supply ecosystem services for socio-ecological
well-being is increasingly embraced in Sub-Saharan Africa (SSA). Forest-agricscapes capture natural
landscapes made of interspaced agricultural and forested lands—typical of rural areas in SSA—that
should be managed holistically for landscape-scale restoration. Researchers stress that engaging local
farmers and landowners is necessary for a successful implementation of forest-agricscape restoration
schemes [1]. Local farmers’ engagement with restoration occurs at both individual and collective
levels and is often taken for granted or assumed to occur spontaneously. Yet, there is evidence of a low
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take-up of forest and land restoration by farmers [2–4]. This renders efforts in promoting restoration
technologies and practices inefficient, even though these remain a means to boosting restoration.
While farmers’ land-use decisions contribute to shaping the associated environmental and ecological
conditions [5], the role of their decision making on forest-agricscapes restoration remain overlooked [6].

In Malawi, 39% of the total land area holds opportunities for household-level restoration on
allocated or privately-owned customary lands. Another eight percent (8%) is suitable for collective
restoration on unallocated communal lands and in woodlands to help meet food security, climate
resilience, poverty alleviation, and energy needs [7,8]. It is, therefore, essential to understand why (or
why not) and how farmers decide to embrace restoration activities individually or collectively. Insights
into these socio-environmental behaviors are key for farmer-centered restoration efforts. Focusing on
socio-political and cultural considerations and choices that shape behaviors toward restoration [9] is
necessary to understand farmers’ needs in effective policy attempts to increase their engagement.

The goal of this study is to analyze the nature of the decisions to engage in restoration at individual
(farm-household) level and in collective actions (community-level) in Central Malawi. We use a
mixed-method approach with qualitative data from seven focus group discussions and role-playing
games, and quantitative data from a household survey of 480 participants in Dedza and Ntchisi
districts. We examine the rationales, motives, benefits, and incentives that underlie farmers’ restoration
activities in selected forest-agricscapes. We characterize the restoration decision-making rules using
combined insights from both qualitative and survey data. Emergent decision-making rules appear
to be very diverse, with nuanced goal frames reflecting environmental problems, livelihood needs
and gains, constraints, socio-political influences, morals, values, and risk attitudes, all featured in
various combinations.

Findings on the contextual reasons and the nature of the goal frames central to undertaking
restoration practices and activities can offer insights for policy and programming on entry points to
boost restoration efforts from a demand-side management perspective. Further, farmers’ restoration
decision-making rules constitute an important input for representing agents’ decisions in computational
agent-based models (ABMs) that explore outcomes of restoration investments by simulating such
social processes. The identified decision-making rules linked to the corresponding social actors’
actions (specific restoration activities and practices) provide the overall decision-making processes
to encode into a land-use/cover and change (LUCC)-ABM. These rules can substitute the often ad
hoc representation of human decisions in LUCC-ABMs. Crooks et al. [10] previously stressed such
challenges and Groeneveld et al. [11] discovered that out of 134 LUCC-ABMs reviewed worldwide,
83 did not ground the representation of the socio-behavioral processes in theory or in empirical
observations. Earlier reviews of ABM applications have also pointed to such challenges [12]. In this
paper, we offer a conceptual approach, with methodological application, to decompose empirical data
to inform such representation.

For the remainder of the paper, we elaborate, in Section 2, on the theoretical perspectives to
capturing human environmental behavior for computational modeling and our guiding framework
to generate the restoration decision-making rules. We also describe the data collection and analysis
methods. We present our findings in Section 3. In Section 4, we discuss the findings, including the
translation of the decision-making rules into a LUCC-ABM. We conclude the paper in Section 5 with
implications and suggestions for future work.

2. Materials and Methods

2.1. Modeling Human–Environmental Behaviors and Decision Processes

Understanding environmental decision making has remained critical in the management of
common resources [13]. Environmental behavior can be shaped by both demand-side and supply-side
management approaches. Practical demand-side interventions in resource management have often
ignored the behaviors of local resource managers and how these contribute to desired environmental
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and ecological conditions. Understanding these environmental behaviors is particularly important
for contemporary landscape restoration efforts. We draw on the goal-framing theory (GFT) on
environmental behavior rooted in social psychology literature and its utility for modeling.

The GFT is appropriate to understand environmental behavior and its impacts as it allows for
consideration of several heterogeneous and concurrent goal frames [14]. “A goal frame is, . . . , the
way in which people process information and act upon it. . . . When it is activated or focal, a goal is a
combination of a motive and an activated knowledge structure, especially causal knowledge related
to means–end relationships concerning the goal . . . A goal frame is a focal goal together with its
framing effects . . . ” [14] (p. 118). A goal-framing perspective suggests that environmental behavior
is shaped by diverse goal frames (conflictual or not) categorized as hedonic (level of pleasure/pain),
profit, or normative. These goals represent the determinants of environmental decisions and their
encoded or expressed behaviors, and are usually a mixture of motives, logic (causal reasoning or
rationales), and other potentially influential factors in relation to the goal. Groeneveld et al. [11] listed
six such other influential factors of environmental behaviors: economic, social influence, social impact,
environmental-altruistic, non-economic benefits, and spatial accessibility. Etienne [15] argued that the
GFT also aligns with the advocated paradigm of bounded rationality, which postulates that a human’s
decision making is constrained by limited information mediated by social, cognitive, economic, and
temporal factors [11]. Such considerations can inform the computational modeling of human decisions
within a socio-ecological system as an approach to improve the management and governance of
commonly held environmental resources [16].

Representation of Human–Environmental Decisions in Agent-Based Computational Modeling

Computational modeling approaches that emphasize socio-ecological interactions, specifically
those that contribute to enhanced understanding of LUCC dynamics, have been widely used in recent
decades [17,18]. An example is agent-based models (ABMs), which help to account for the agency
of individual social actors of the socio-ecological system and their interactions with and impacts
on the shared biophysical environment. The focus is on capturing actors’ heterogeneity, resource
constraints, interconnectedness, and interactions that conjointly constitute their decision making [19–21].
Recent large review studies of ABMs have focused on the representation and characterization of
human (agent) decision making, including implementation frameworks for the decision architecture,
generically [21,22], at the narrow farm level as potential complements to traditional farm models
in policy analysis [23], and specifically to LUCC-ABMs [11,21]. We draw on these reviews which
concur that understanding and representation of human decision making, including in collective
action settings, in ABMs remain underexplored. Huber et al. [21] specifically decry the reduced efforts
to model farmers’ emotions, values, learning, risk and uncertainty, or social interactions as part of
decision-making elements.

The main reasons advanced for such underexploration include the lack of context-appropriate
socio-economic data and variables, and the challenging use of frameworks to parameterize those
social/human behaviors properly and accurately. First, to formulate an appropriate context for
the decision-making component, researchers use data from social surveys, role-playing games,
semi-structured interviews, surveys, and expert knowledge to characterize and parameterize the
behavioral aspects [11,18,24–26]. Smajgl and Barreteau [25], in particular, offer a generic characterization
and parameterization (CAP) framework “that allows for a structured and unambiguous description of
the characterization and parameterization process” (p. 29), and demonstrate its use in several modeling
situations. However, their framework does not illustrate explicitly how to decompose the various
types of data into decisions rules and their types and how to integrate them into empirical ABMs.
The provided guiding options (e.g., steps M3 and M4b in particular) remain theoretical. Second, to
incorporate a relevant framework, many human decision heuristics have been employed [11,26–28].
Nine types of decision models are mostly used in modeling human decisions in ABMs [26]. These
include microeconomic models, space-theory-based models, psychosocial and cognitive models,

91



Sustainability 2020, 12, 5380

institution-based models, experience/preference-based models, participatory agent-based modeling,
empirical/heuristic rules, evolutionary programming, and assumption- and/or calibration-based rules.
Some of these frameworks have been used in combination [26]. Balke and Gilbert [27] categorized
14 agent decision-making models along five main dimensions that incorporate: cognitive processes,
affective aspects, social dimensions, norms, and learning. Groeneveld et al. [11] further investigated
the use of theories to implement human decision making in LUCC-ABMs. They concluded that in cases
where theories are used, preference is mostly given to the expected utility theory within a rational or a
bounded rational paradigm. These authors suggested considering psychological theories and blending
both cognitive and affective dimensions following the categories advanced by Balke and Gilbert [27].
While the challenge of behavioral theoretical grounding in LUCC-ABMs is an identified gap and barrier
for the broader reusability and policy relevance of such ABMs, this study responds to the first specific
need for enhancement of empirical ABM—the elicitation of decision rules from empirical multi-type
data. This can contribute to easing the representation of the behavioral components.

We use insights from the GFT and the literature reviewed above to build a conceptual approach
that allows us to systematically and comprehensively process and analyze data gathered from multiple
sources to capture the decision making of human agents in LUCC-ABMs. Specifically, we use the
approach to develop locally informed representations of farmers’ restoration decision making for a
future simulation of associated socio-ecological outcomes at a higher (aggregate) forest-agricscape
scale in Central Malawi using an ABM. While this study is part of a larger and growing body of
research on participatory modeling ranging from the effective capture of human behavior in models on
socioecological problems generically [29,30] to the capture of such behavior among farmers and other
environment-related land managers [31–33], a detailed examination of participatory modeling for ABM
is beyond the scope of this paper. As explained, the focus of this paper is only on our empirical-based
approach to depicting the behavioral rules.

2.2. Conceptual Approach to Develop Restoration Decision Rules

We elaborate below on the approach (Figure 1) that we followed to arrive at the restoration
decision rules (RDRs, rules for short) to use later in a future empirical LUCC-ABM (not part of this
article) that simulates the restoration processes in the study area.

Data used in our study come from three different sources: focus group discussions (FGDs
or discussions), participatory role-playing games (RPGs or games), and a farm-household survey
(FHH, survey for short). Such a mixed-method approach, detailed further below, enables us to
harness the analytical power of integrating data-gathering methods, data types, and data analyses to
cross-validate the findings [34]. Data from discussions and games provide in-depth qualitative contextual
information for the RDRs (rules); the survey furnishes numerical variables and parameters needed in
the future LUCC-ABM.

To arrive at well-defined rules, we first depict the broader mechanisms in which the rules are
embedded. We call these decision-making processes (DMPs, aka processes). We define them as explicit
constructs that synthesize the overarching information on decision making for forest-agricscape
restoration in the study area. These processes (DMPs) are executed through rules (RDRs), which we
define as procedures that result in the implementation of specific restoration activities and practices.
The rules are, therefore, the drivers of the observed restoration landscape.
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Figure 1. Conceptual approach.

To provide the context for the processes, we identified four groups of reasons that justify the
undertaking of the various forest-agricscape restoration activities and practices: rationales, motives,
benefits, and incentives. Restoration rationales are drivers of the rules that stem from logical reasoning
(rational thinking). Restoration motives are more implicitly guided by worldviews, beliefs, and
emotions. Benefits and incentives constitute rewards from a course of action. Benefits are endogenous
(self-directed)—what individuals perceive as rewards that they generate if they undertake a specific
restoration activity (e.g., economic, environmental). Incentives are exogenous—these are rewards
obtained from outside sources—mainly gains (monetary and non-monetary) obtained from government
programs or non-government organizations (NGO).

Separately from the context for the processes, we generated the rules from the data provided by
farmers. The rules synthesize the articulated decision-making factors (factors), which we first grouped
into categories representing the decision-making goal frames (goal frames). For example, Problem
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Solving constitutes a goal frame that reflects rational thinking to address perceived environmental
problems with actions (cognitively imagined) that are adequate to meet the specified goal.

In this section, we have introduced our conceptual approach, unavoidably including many
abbreviations for the constructs. In the consecutive sections, however, we use the alternative—simpler
names provided in italics in the parentheses.

2.3. Study Area, Data Collection, and Analysis

2.3.1. Study Area

We selected one research site in Ntchisi and one in Dedza districts in Malawi’s Central Region.
The sites are forest-agricscapes defined by a forest reserve (Ntchisi Forest Reserve (NFR, 9720 ha) for
Ntchisi district and Mua-Livulezi Forest Reserve (MLFR, 12,147 ha) for Dedza district); the adjacent
community woodlots, including formally designated village forest areas (VFAs); and the adjacent
agricultural lands on customary lands. On a jurisdictional level, we cover three traditional authority
areas (TAs) in Ntchisi and two TAs in Dedza (Figure 2). The current environmental condition and
potential future trajectory of each site is different, as are the underlying socio-political, cultural, and
economic factors [35,36]. Both districts are part of ongoing national restoration efforts.

Figure 2. Research areas showing the forest-agricscapes. Notes: NFR =Ntchisi Forest Reserve; MLFR =
Mua-Livulezi Forest Reserve; TAs = traditional authority territories; EPAs = extension planning areas.

2.3.2. Data Collection

We conducted seven discussions of 15–20 participants to capture the rules underlying engagement
in forest-agricscape restoration. We sought four discussions per district, two with representatives of
collective resource-management groups and two with representatives of farmers engaged in restoration
at farm-household level in separate venues. However, in Ntchisi district one of the discussions
combined the two types of representatives (hence, seven discussions in total), with distinguished
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questions for individual and collective restoration. We selected the participants purposely with the
help of local extension agent.

During the discussions, we used open-ended questions to gain insights into the general context for
the development of the rules for both individual and collective restoration activities. Specifically, we
sought farmers’ perceptions of environmental restoration, the (frequency of the) restoration practices
and activities they use, and the reasons underlying the restoration behaviors. Since these narratives are
more reflective than actionable, we also introduced games [37,38] where the participants were actively
engaged in realistic restoration action-situations to express their behaviors. Through games, we could
observe and gain insights on the “whys” and the “hows” behind farmers’ decisions to embark on
individual and collective restoration activities under real-world circumstances. After listing their
factors on colored cards, farmers ordered them by level of importance on flip charts. Sub-groups of 5–6
farmers then simulated their rules using the colored cards for ten minutes, separate from the others.
The simulated rules were then subjected to plenary discussions where all the participants commented
and discussed similarities or differences (Figure 3). Finally, farmers were asked if they would change
the rules in case of extreme weather events such as floods and droughts, or when government policies
(affecting environmental degradation) change.

  

Figure 3. Illustrations of farmers simulating their restoration rules and participating in plenary discussion.

Finally, we conducted a survey of 480 participants using a questionnaire entered into the Qualtrics
software and administered in offline mode through tablets [39]. Data collected included farmers’
sociodemographic characteristics, engagement (or not) in restoration and associated practices, as well
as underlying rationales, motives, benefits, and incentives. We also gathered farmers’ self-identified
mental rules for engaging in individual-level restoration practices and for considering participation in
collective action restoration activities.

2.3.3. Data Analysis

Our holistic analytical approach consists of complementing and cross validating the qualitative
information from the discussions and games with the survey data. First, using Nvivo 12 pro, we code
the text data to reveal themes related to local understandings of restoration; practices and activities;
the rationales, motives, benefits, and incentives for restoration; and the restoration rules.

Second, using Stata 15, we describe the respondents’ socio-demographics as reported in
Appendix A Table A1. We also perform descriptive analyses of variables representing the diverse
restoration rationales, motives, benefits, and incentives. We compare them by gender, education level,
and geographic location (i.e., TAs covered in the study) to show any statistically significant patterns.
For this, we use non-parametric statistical tests of group-mean comparison including Student’s t-tests
or one-way ANOVAs, where relevant. For the one-way ANOVA, we check for not only independence
and normality, but also for variance homogeneity to guide appropriate post hoc multiple comparison
tests. Specifically, we refer to the Scheffe test when the assumption of variance homogeneity is met
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following Bartlett’s test, and the Games and Howell test when the assumption is not met, to show
differences among groups being compared.

Third, we combine the qualitative insights with the survey data to enhance our analyses of the
restoration factors and rules at two levels. On one hand, we categorize the factors into goal frames. We
start with the goal frames generated from the discussions and account for any new goal frames included in
the survey. On the other hand, we link the rules drawn from the games (Figure 4 and Table 1) to the ones
captured through the survey and estimate their occurrence. We note that most farmers in the survey
emulated only one main mental rule for each restoration approach, although they were given three
possibilities. We thus consider their main mental rules for eliciting the potential rules from the survey.

  
Figure 4. Illustration of the rules simulated during role-playing games—the one of the left is from
Dedza and the one on the right is from Ntchisi.

Table 1. Illustration of Two Rules Depicted During Role-Playing Games, Showing the Initial
Decision-Making Factors.

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6

Dedza

Level of Deforestation
in the Forest Reserve

Benefits of Trees
(Firewood) Lack of Firewood Time Saving

When Cooking
Money After

Selling Timber
Training by

Extension Workers

Ntchisi

Scarcity of Water
Resources (Drying of

Rivers)

Fearing Impacts of
Environmental

Degradation

Benefits of
Restoration (Wind
Break and Shade)

Level of
Degradation (Soil

Fertility Loss)

Government
Policy

Training, e.g.,
Knowledge in Tree

Management

Factor = decision-making factors, the initial (raw) factors that respondents use in articulating their restoration
decision-making rules. (Extracted from Figure 4 above).

The rules simulated during the games showcase various combinations of 3–4 goal frames on
average. Similarly, the individual mental rules from the survey are based on 2–4 goal frames on average
(Table 2).

Table 2. Number of Goal Frames Included in the Individual Mental Decision-Making Rules from
the Survey.

Number of Goal Frames Considered 0 a 1 2 3 4 5

Rules for
Individual-Level

Restoration

Main Rule (n = 443) 1.58 10.38 36.79 39.05 9.03 3.16
Secondary Rule (n = 23) 94.81 0.23 1.35 2.71 0.9 -

Tertiary Rule (n = 3) 99.32 - - 0.68 - -

Rules for
Collective-Level

Restoration

Main Rule (n = 268) 0.75 8.21 17.54 45.52 23.88 4.1
Secondary Rule (n = 14) 94.78 - 1.12 1.87 2.24 -

Tertiary Rule (n = 1) 99.63 - 0.37 - - -
a 0 represents respondents who stated that they did not consider any element for restoration decision making.

Overall, the crossed insights from the games and the survey suggest that the absence or presence
of the goal frames creates distinctive rules. Therefore, in accounting for all possible rules from both
types of data, we create variables consisting of 2–4 goal frames for which we fix, alternatively, the most
recurrent goal frames.

96



Sustainability 2020, 12, 5380

3. Results

3.1. Forest-Agricscape Restoration and Restoration Activities and Practices

We uncovered five different ways local farmers understand restoration of degraded forest-
agricscapes, including the activities and the practices they implement (Table 3). An important
observation was the connections farmers made with afforestation/reforestation, soil, and water
conservation, and addressing land degradation and soil fertility decline to illustrate complementarity
of restoration activities for soil, water, and forest resources.

Table 3. Local Perspectives on Environmental Resource Restoration in Dedza and Ntchisi Communities.

Local References to Resources Restoration Examples of Narratives a

Planting More Trees to Attract Reliable Rains
“Planting more trees to attract reliable rains, and where we have cut trees, we
are supposed to replace them by planting some more trees. Trees also help in

preventing our buildings from heavy wind by acting as wind breaks.”

Using Agroforestry Systems, Including
Intercropping to Restore Soil Fertility

“For us agroforestry people, restoration is using fertilizer trees to conserve and
improve soil fertility. Not using inorganic fertilizer that degrades soil

fertility further.”
[ . . . ] In the past, our parents were cultivating with no fertilizer, but they were

harvesting higher yields and we want to turn our soils back to that state.”
“Planting trees helps to ensure we are receiving reliable rains that help crops

that we grow on improved soils to grow well. Some other trees act as both
fertilizer trees and when they grow, they act as forests, for instance, Gliricidia.”

Biodiversity Recovery
“Making sure that wildlife like birds, hares, and grasshoppers are back into the
environment by planting trees. There were more wildlife animals in the past

because there were more trees.”

Forest Management and Protection Through
Beekeeping

“Restoration is about protection of forests by keeping bees and doing all bee
keeping activities; for instance, killing pests and applying oil. [ . . . ] Beehives
in both village forests and forest reserves help to protect trees because people are

afraid of bees.”

Managing Natural Regeneration “ . . . after cutting down trees by making fire breaks and pruning; where there
are natural regenerants, we make sure we manage.”

a Excerpts from all focus group discussions (FGDs).

Restoration practices were both vegetation-based and non-vegetation-based. For the former, mostly
implemented for afforestation/reforestation and soil-fertility improvement, farmers cited: planting
vetiver grass; practicing agroforestry with fertilizer trees; planting indigenous trees in bare areas and
along rivers/stream banks; managing natural regeneration (pruning); and developing woodlots. For
non-vegetation-based activities, often implemented for soil and water resource conservation on farms
and forest-resource management, farmers listed: making contour, marker, and box ridges; constructing
swales and water-check dams; applying manure; practicing mulching and doing no or minimum
tillage as part of conservation agriculture; using intercropping and crop rotation; making fire breaks;
and keeping beehives.

Furthermore, the types of collective action groups that engage in restoration endeavors ranged from
tree-nursery management groups, forest-reserves management groups, village forests management
groups, land and water resources conservation groups, to irrigation groups, beekeeping groups, and
cookstove-making groups. Forest-related collective actions were part of the formally recognized Village
Natural Resources Management Committees (VNRMCs), and the other collective actions made up
what is commonly referred to as Community-based Natural Resources Management Committees and
resource users’ groups. Activities implemented in collective actions are illustrated below.

“We do swales making, conservation agriculture with mulching and minimum tillage, tree planting
and management, vetiver planting, construction of check dams, making and applying of manure.
For example, in manure making, we conduct trainings to encourage people to make and use manure.
In tree management, we make tree nurseries, prepare land for tree planting; we do actual planting
of trees, making firebreaks to prevent trees from uncontrolled fire.” (FGD, Bwanali Community,
Kachindamoto, Dedza)
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“As VNRMC, we do a lot of things to protect and manage trees through encouraging community
members to have individual forests and protect the trees as we were trained by PERFORM [a forest
project]. We also make sure that people are collecting firewood sustainably as trained by PEFORM.
We also do patrols to check whosoever is illegally harvesting trees. We also use firewood-saving
cookstoves as a way of reducing firewood that we use to cook.” (FGD, Ntchisi)

These activities epitomize and exemplify the nexuses in the restoration and management of lands,
water, trees, and forests.

3.2. Farmers’ Restoration Rationales, Motives, Benefits, and Incentives in Central Malawi

Farmers evoked several reasons justifying why they undertake restoration activities and practices.
These provided a contextual understanding of the complex factors involved in their restoration
decision making.

3.2.1. Farmers’ Restoration Rationales and Motives

Farmers’ rationales for restoration at the individual level included concerns for environmental
degradation and its adverse impacts on people’s lives, severe soil erosion, wind-induced destruction in
treeless landscapes, changing climate, and declining soil fertility that reduces crop yields. Therefore,
the aspirations and actions prescribed by logical reasoning to address those issues included keeping
trees to reduce land erosion/degradation caused by runoff, improving soil fertility to harvest higher
yields by using adequate fertility-enhancement farming methods, and growing trees that also served as
windbreaks to protect houses and prevent other property destruction. Some farmers from both Ntchisi
and Dedza (Kapenuka and Bwanali communities) illustrated these logics: “before starting restoration
activities, I was experiencing heavy soil erosion but after planting vetiver grass, soil from my field has stopped
eroding”; “before I started conservation agriculture, I was harvesting little”; and “with increased population
growth and inadequate farmlands, this has made us to change to new farming methods that improve soil fertility,
and we are restoring soil fertility to maximize yields [ . . . ] I practice crop rotation to maximize yields.” Further
illustrations of restoration rationales include: “we have realized that climate has changed, for instance we are
receiving unreliable rains [ . . . ]”.

At the collective level, objective arguments boiled down to the need to protect the environment,
maintain reliable rains, conserve trees for the next generation given growing tree scarcity, sustainably
use forest resources by reducing demand on forest products along with using efficient cookstoves that
demand less firewood, and conserving soil and water resources that are being degraded. In terms of
forest resources, farmers referred to both state-owned and community forests. The following excerpts
are illustrative.

“People have interest in tree planting both individually and collectively because of scarcity of firewood
and to maintain reliable rains that come when the forest is intact. We also want to conserve trees for
our generation. With the pace [at which] trees are being cut down, our children will not have the
chance to know some tree species, for example ‘Mbawa’ [Pterocarpus angolensis].” (FGD, Kapenuka
Community, Kamenyagwaza, Dedza)

“We get involved in community work because we have similar objectives of protecting and restoring
the environment that is being degraded. We have the same purpose of forest protection [because] trees
provide fresh air and can host our beehives, and people do not cut trees where there is beehive as they
are afraid of bees.” (FGD, Kabulika Community, Kachindamoto, Dedza)

Restoration motives included influences from peers, encouragement and incitation from local
authorities, and sensitization from NGOs, projects, and project funders. In both districts and across
the discussions, some individuals affirmed these restoration motives in language such as: “I was also
influenced by my friend who is in the scheme. I admired her harvesting more yields and she had food all the year”;
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and “forest officers in coordination with local leaders [Traditional Authorities and Group Village Headmen]
urge us to plant trees and conserve soil.” Concerning sensitization, one farmer’s views from Ntchisi were
representative: “People have been sensitized by NGOs on importance of restoring the environment. They tell
us to conserve soil by making contour lines.” The narratives were similar for collective-level restoration
motives among farmers from the Kabulika community, emphasizing awareness raising by external
actors: “we receive many motivations from NGOs; EU gave us beehives first before World Vision came also with
beehives”, observed one. Another farmer from Kapenuka voiced the widespread reliance on extension
workers, along with NGOs: “we are encouraged by extension workers to work in collective action and we are
also motivated by projects that require people to work in groups.”

We observed that the line setting apart restoration rationales and motives is not always crisp—these
two underlying reasons are often interrelated. For instance, farmers from Bwanali community in
Dedza explained during a discussion that “we were experiencing floods but after being trained to dig water
check dams, we are able to control runoff that causes erosion also. Water is also conserved and controlled through
swales and contour ridges.”

Importance and Variability of Restoration Rationales and Motives by Gender, Education, and Location

The survey data reinforced the qualitative findings and revealed such interchangeability between
restoration rationales and motives. On average, farmers considered 2 ± 0.9 rationales and ≈2 ± 0.9
motives. Specifically, the two most important restoration rationales were the acuteness of observed
land degradation (soil erosion and formation of gullies) and low soil fertility (perceived as driving low
crop yields), as mentioned by 91% and 73% of responding farmers, respectively. Other less important
rationales were the difficult provision of biomass energy due to scarce firewood and scarce trees to
produce charcoal (22%), and the awareness of and sensitivity to biodiversity loss (21%). The most
critical restoration motives were project-based motivations, either through incentives from NGOs or
government programs (52%), or through the demonstrated leadership, encouragement, and support of
local authorities—the Traditional Authority—for their community (43%). Influences from either peers
and friends or the media (37%), and altruistic behaviors or environmental civism in the context of scarce
resources (35%) were next in importance. Specific rationales that were interchangeably considered as
motives (mostly in Nthondo and Vuso Jere TAs) included severe soil erosion and land degradation,
low yields, deforestation, and rainfall scarcity.

When compared by gender, education levels, and locations (Appendix A Table A2), gender did
not show any statistically significant difference in terms of average numbers of rationales or motives
applied. On average, both men and women consistently considered two rationales and motives each
(Figure 5, panel A). Their rationales and motives for engaging with restoration activities are like the
ones described above, with similar relative importance levels (Figure 6, panel A). Likewise, there was
no statistically significant difference in the average numbers of restoration rationales and motives
among the education levels attained (Figure 5, panel B). The typical motives and rationales described
above are also applicable across the different education levels (Figure 6, panel B).
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In contrast, for the locations there are some statistically significant differences (p = 0.0106) for
the average number of restoration motives, but not for the average number of restoration rationales
advanced (Figure 5, panel C). That the restoration motives are different across the locations is vital
to underscore, and such differences lie at two levels as suggested by the post hoc comparison tests.
First, across all the five TAs, farmers in Vuso Jere consider fewer motives (<2) than their peers
from the other four TAs (≥2), and this is strongly apparent when compared with TA Nthondo. The
second difference centers on how some motives varied in importance from one location to another
(Appendix A Table A2). One prominent example is the “leadership, encouragement, and support of
local authority (M3)” when compared between TA Nthondo in Ntchisi District and TAs Kachindamoto
and Kamenyagwaza in Dedza District (Figure 6, panel C). During the discussions in Ntchisi, farmers
from Nthondo emphasized how their traditional authority encourages them and holds strong and
respected leadership for addressing environmental degradation.

3.2.2. Farmers’ Restoration Benefits and Incentives

Discussion participants underscored several restoration benefits and incentives. Benefits were
mainly economic (honey produced and sold from beehives put in trees, timbers, selling of crops yield
surplus), environmental (moisture and nutrient added to the soil, fresh air and temperature regulation,
good and reliable rains), and altruistic (care for future generation and natural trees). Other benefits
are food-related (fruits from trees, high crops yield), non-economic and utility-oriented (poles for
constructions, coffins, firewood for cooking, and medicinal plants), and socio-cultural (sharing of tree
seedlings, access to free firewood during funerals). Illustrative perspectives include:

“ . . . trees are used as poles for construction and are used for domestic activities such as firewood for
cooking, and this reduces pressure on state-owned forest reserves.” (FGD, Bwanali Community,
Kachindamoto, Dedza)

“Through conservation-agriculture practices, higher yields are harvested since mulching conserves
moisture and adds nutrients to the soil.” (FGD, Kapenuka Community, Kamenyagwaza, Dedza)

“Forest and trees regulate temperature; it feels cold in hot season and it feels fresh always. I have a
water point that runs from my forest. We receive reliable rains because we have more trees. [Also,]
trees improve soil fertility in our fields and conserve moisture. We get manure from the tree leaves.
If we plant trees, vetiver, and make contour ridges we make our lands fertile. [ . . . ] Trees act as
wind break and our houses are protected from severe winds. In the end, the benefits of trees are what
motivate us.” (FGD, Ntchisi)

Farmers participating in collective-level restoration in Kabulika community noted economic
benefits and explained that “we also sell poles from the forest and we do this in collaboration with the chief.
This is about our village forest which has both exotic and natural trees; people also get timber from the forest
at agreed fees, poles are also harvested at a fee.” In reference to social benefits, some illustrated that “we
collect firewood from the forest when there is a funeral; for instance, there was a funeral in our village and women
came to ask me as chairperson of the tree nursery management committee if they can go into the forest to collect
firewood [and] I told the chief and we granted them permission to go and collect firewood.” Another farmer
added they also “share tree seedlings that [they] plant on [their] farms and house compounds, and people are
motivated.” In Ntchisi, farmers bundled restoration benefits that motivate them, as one illustrates:

“We do receive good rains because our forest is intact and that is one reason that motivates us. [Also],
we get firewood for cooking. Other people who do not have trees in their areas use clothes and sacks for
heating and cooking. [Moreover], we are motivated by a lot of water that our mountain and forest
conserve and we use the water for irrigation.” (FGD, Ntchisi)

Incentives and rewards in the areas varied. For individual-level restoration, many farmers
indicated being recipients of both in-kind and money-based incentives from NGOs and government-led
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programs. One explained: “at first, people were receiving food and materials such as soybean flower, cooking
oil and beans, tree seeds, hoes, and such, and after some time United Purpose started giving us money.” Adding
to that, another farmer noted: “MASAF was also giving us money, MK7200 [≈$9.52] for two weeks; then
payment rose from MK7200 [≈$9.52] to MK21600 [≈$28.57].” Many considered the training they received
on restoration matters and the perception of restoration practices as non-labor intensive, as forms
of incentives.

“We have been trained before in environment restoration [and] these restoration activities are cheap.
For instance, manure making does not demand monetary costs as compared to inorganic fertilizers.
[ . . . ] Mulching also reduces labor; we do not make ridges and we do not go and weed because
weeds do not grow in a field where ridges were not made. [ . . . ]” (FGDs, Bwanali and Kapenuka
Communities, Dedza)

“We received training in beekeeping, and we are making money out of bee farming. Discovery project
trained us in cookstoves making; we have also been trained in briquettes making and we are making
money from those activities. We received training in bamboo planting although not enough. We
received training from World Vision, EU, CADECOM in environment management and restoration.
For example, CADECOM trained us in local tree seedlings production and we can produce own
seedlings locally.” (FGD, Kabulika Community, Kachindamoto, Dedza)

Beside these testimonials, farmers argued why training is a critical incentive, as one farmer
wrapped it up:

“For us to do our work properly we need to be trained and when we are trained, we can easily pass
knowledge to all the people in the community. Training is very important for a common approach
and strategy to restoration activities. We can all have one common idea of the technology and there
cannot be confusion. Local knowledge is not universal; some people know things differently from other
people.” (FGD, Bwanali Community, Kachindamoto, Dedza)

Restoration incentives are not always required by farmers, and some indicated that their ongoing
restoration efforts precede the renewed momentum in forest-agricscape restoration.

“ . . . some of us started doing restoration activities in 2015 and 2016 when there were no projects
[while] others started a long time ago when there was a project by ICRAF. Now people are used to
these restoration activities and we are doing these without being paid or expecting to be paid.” (FGD,
Bwanali Community, Kachindamoto, Dedza)

In contrast, the lack of incentives is associated with complaints. A farmer participating in collective
action restoration in Ntchisi expressed long-standing resentment at such lack of incentives:

“We do lots of work to conserve the forest and people come to see it because we are managing it perfectly.
Unfortunately, communities are not benefiting. For instance, we do not have potable water in our
community yet our forest conserves water. People from Blantyre, Mzuzu, and all over the country
and even abroad come here to see this place just because the forest is well-conserved and managed, but
the communities are not benefiting anything apart from good rains we receive. [ . . . ] We work in
dangerous environments with no protective gear, yet we do not receive anything.” (FGD, Ntchisi)

Hence, many farmers made a case for incentives. They also suggested operational resources and
materials as well as training and exchange visits for restoration activities as incentives. For instance,
during the discussion in Kapenuka in Dedza, one farmer elaborated that “we don’t receive incentives,
but we would prefer being given operational resources”; another that “there has to be incentives such as
fertilizer.” In Ntchisi, a farmer was also specific: “incentives we need are soft loans with very low interest
[and] energy-saving stoves that reduce pressure on forest resources.” Other forms of suggested incentives
include money as allowance for collective action tasks, such as patrolling, or in the form of recurrent
salary, an important element for restoration sustainability.
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“With the amount of work that we do, we are supposed to receive something in the form of money. I
want to remove some perception that organizations have . . . they think on our behalf and they think
we cannot conserve or manage forests if they give us money. [ . . . ] The money should be in the form
of allowance and not salary. Whenever you go to patrol or do forest management activities, you should
get an allowance, which is MK900 [≈$1.19] according to the government’s rate.” (FGD, Ntchisi)

Here also, benefits and incentives for both individual farmer and collective action are intertwined
and folded into the restoration motives. For instance, one farmer from the discussion in Kapenuka
in Dedza advanced that “we are also motivated by the high yields we are harvesting from fields where we
are practicing soil-conservation technologies. For instance, where we apply manure and use fertilizer trees, we
harvest more.” Some farmers from the discussions in Bwanali and Ntchisi also stressed that “benefits we
realize from restoration activities are already incentives on their own [ . . . ] for example, food, firewood and water
supply [ . . . ] and also the activities such as money from sales of trees and from yield surplus.” An unusual
perspective was underscored as follows, citing group learning and labor pooling: “working in a group
is incentive already because we learn from the group and implement on our farms; for instance, planting trees
and making contour ridges. It is also less laborious when working in a group [because] it reduces time and
labor demand as we share responsibilities and knowledge in a group. We can easily make manure and apply on
our farms.”

Importance and Differences in Restoration Benefits and Incentives by Gender, Education, and Location

While substantiating the qualitative findings, the survey data depict the relative importance
farmers attribute to restoration benefits and incentives. On average, farmers considered 3 ± 1 benefits
and ≈1 ± 1 incentive. Specifically, crop yield improvement (96%), sustainable supply of biomass energy
(firewood provision and charcoal production) (69%), positive environmental effects of reforestation
(66%), and adaptation strategies to climate change impacts (59%) are the most critical benefits cited.
Sustainable provision of non-timber forest products (NTFPs) was mentioned less (11%). When
asked what incentives they received, “no incentives” was the most reported response (54%) by farmers,
confirming the limited existence of restoration incentives in the area. The two most important incentives
mentioned were knowledge and information support from extension services such as training on
sustainable land management practices and supply of information on restoration matters (36%), and
free or subsidized inputs such as tree seedlings and agricultural fertilizers (25%). Incentive schemes
such as cash for work and credit/loan provision were less cited (6%).

The mean number of restoration benefits was significantly different (p = 0.0001) between men
and women, but restoration incentives were not (Appendix A Table A3). On average, male farmers
reported enjoying more benefits (>3) than female farmers (<3) (Figure 7, panel A).

Among the typical benefits described above, men perceived very strongly the positive
environmental effects of reforestation and were more likely to report sustainable firewood provision
and charcoal production than women. Men also referred to the sustainable provision of NTFPs as
part of restoration benefits, which women barely pointed to (Figure 8, panel A). Likewise, the average
number of restoration benefits was statistically different (p = 0.0003) by location, but restoration
incentives were not (Figure 7, panel C). Farmers from TA Nthondo reported fewer benefits from
restoration (=2) than farmers from the other TAs, who reported more (≥3). Restoration as a coping
strategy for climate change and as contributing to a sustainable supply of biomass energy was not
emphasized in the TAs of Ntchisi as it was in the TAs of Dedza (Figure 8, panel C). In contrast, no
statistically significant difference is observed for the number of restoration benefits and incentives
across education levels (Figure 7, panel B). Both types of benefits and incentives are similar across the
different education levels (Figure 8, panel B).
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3.3. Farmers’ Restoration Decision-Making Processes

We followed two steps to develop the overarching restoration decision-making processes in
a table/matrix format. These include the depiction and description of the goal frames, and the
identification and characterization of the different rules.

3.3.1. Restoration Decision-Making Goal Frames

We identified a total of 17 goal frames representing different categories of the registered factors
(Table 4). We first identified 10 goal frames from the discussions. Further, we drew 15 goal frames
from the survey that included eight of the previous goal frames uncovered from the qualitative data,
thus adding seven new goal frames to the list. Together, the 17 goal frames indicate a mixture of
the restoration rationales, motives, benefits, and incentives described above, to which new elements,
indicating factors reflecting concerns and constrains, are added. We report their respective incidences
in individual and collective-level restoration.

3.3.2. Restoration Decision-Making Rules

We draw out 21 distinctive rules for individual-level restoration and 19 rules for collective-level
restoration. All but two rules from the discussions match those from the survey. The rules reflect how
the goal frames are ordered. The highly occurring rules are displayed in Table 5 (full list in Tables A4
and A5).

Following their root goal frames, the rules that influence farmers’ restoration behaviors are:
problem-solving oriented, resources/materials-constrained, benefits-driven, incentive-driven, peers/
leaders-influenced, knowledge-dependent, altruistic-oriented, rules/norms-constrained, economic
capacity-dependent, awareness-dependent, and risk averse-oriented. The main root goal frames
for rules at the individual level were problem solving, resource/material constraints, incentives,
knowledge, and benefits. When considering rules in collective actions, leadership of local authority,
problem solving, benefits, and incentives stood out as highly critical root goal frames, followed by
resource/material constraints.
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3.3.3. Restoration Decision-Making Processes

We construct the processes as a matrix table linking each rule with the vegetation-based and/or
non-vegetation-based restoration practices/activities (Tables 6 and 7; see details of their occurrences in
Appendix A Tables A6 and A7). On average, the total number of restoration practices farmers applied
is 3-4 (mean 3.59) and 4–5 (mean 4.53) for individual-level and collective-level restoration, respectively.
Many restoration practices/activities are common across the rules.

At the individual farm-household level, common vegetation-based restoration activities include
agroforestry, farmer-managed natural regeneration (FMNR), and vetiver grass (Chrysopogon zizanioides)
planting. Farmers aligned with rules #8 implement vegetation-based restoration to a lower extent.
Those applying rules #12 and #18 implemented only one practice, FMNR and vetiver grass planting,
respectively. Farmers associated with rules #11, #13, #20, and #21 engage with only two of the
vegetation-based practices. Most recurrent non-vegetation-based restoration activities are manure
application, mulching, and construction of contours ridges. For farmers following rules #8, #18, and
#20 mulching comes first ahead of manure application, in contrast to the common trend. Secondary
implemented practices include intercropping, swales making, markers/box ridges construction, and
minimum or no tillage. Farmers utilizing rules #12, #16, and #19 strongly engage with intercropping,
and a fair number of farmers following rules #11 and #18 construct swales.

At the collective-action level, vegetation-based restoration activities center on tree planting and
natural regeneration in forest areas. All types of rules greatly reflect those restoration activities, except
rule #13 which leads to less engagement in such activities. Farmers following rule #19 plant trees
also for riverbank protection. The non-vegetation-based restoration activities most encountered are
activities involving firebreaks in communally held forest areas, awareness against tree cutting and
deforestation in the community, and other forest protection activities such as patrolling and monitoring.
Construction of swales is observed to a lower extent on communal lands. Additionally, farmers
following rule #19 are involved in gully reclamation.

Table 6. Decision-Making Processes for Individual Restoration of Forest-Agricscapes in the Study Areas.

Rules 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

Vegetation-based
restoration practices

a
b
d
c

a
b
d
e

a
b
d
c

a
b
d
c

a
b
d
e

a
b
d
c

a
b
d
c

a
b
d

a
b
d
c
e

a
b
d

a
d b

a
d

a
b
d

a
b
d
c

a
b
d

a
b
d

d
a
b
d

b
d

a
b

Non-vegetation-based
restoration practices

g
i
k
f
h
j
l
m

g
i
k
f
h
j
l

g
i
j
k
l

g
i
k
f
h
j
l

g
i
f
j

f
g
i
k
h
j
l
m
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l
f
h
j

f
g
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k
h
j

f
g
i
k
h
j
l

f
i
k
g
h
l

g
i
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j
l
f

f
g
h
i
k

g
i
k

f
g
h
i
k
l

g
i
k
f
h
j
l

f
g
i
h
j
k

g
i
k
l

g
i
j
k
l

f
g
i
k

g
i
k
l

g
k
l

Bolded letters refer to restoration practices applied by at least half of the respondents who display the specific rule;
letters in italics represent related restoration practices with very low occurrence (<20%).
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Table 7. Decision-Making Processes for Collective Restoration of Forest-Agricscapes in the Study Areas.

Rules 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

Vegetation-Based
Restoration
Activities

a
b
c
d
q

a
b
c
d
q

a
b
c
d

a
b
c
d

a
b

a
b
d

a
b

a
b
c

a
b
c
d
q

a
b

a
b
c

a
b

a
b

a
b

a
b
d

a
b
d

a
b
q

a
q

Non-Vegetation-Based
Restoration
Activities

n
o
p

n
o
p
r

n
o
p

n
o
p
r

n
o
p
r

n
o
p
r

n
o
p

n
o
p

n
o
p
r

n
p

n
o
p

n
o
p

n
o
p

n
o
p

n
o
p

n
o
p

n
o
p

n
o
p
r

Bolded letters refer to restoration activities applied by at least 75% of the respondents who display the specific
rule; letters in italics represent related restoration activities with a relatively low occurrence (<40%). The specific
restoration activities and their magnitude could not be elicited for Rule#6 as this rule was identified only from the
games and not from the survey.

Key: Vegetation-based restoration practices: a = Agroforestry on farms or active tree planting in
forest areas; b = Farmer-managed natural regeneration on farms or Natural Regeneration in forest
areas; c = Pits planting (Zai) on farms or on communal lands; d = Vetiver grass/other grasses on
farms or on communal lands; e = Improved fallow on farms; q = Riverbank planting for protection of
rivers/streams.

Non-vegetation-based restoration practices: f = Crop association/intercropping on farms; g =
Mulching + crop residue incorporation on farms; h = No or minimum tillage on farms, i =Manure
making and application on farms or on communal lands; j = Swales on farms or on communal lands; k =
Contour ridges on farms; l =Marker/box ridges on farms or on communal lands; m = Rotation on farms;
n = Fire-breaks in forest areas; o = Awareness against tree cutting and deforestation in the community;
p = Other forest protection activities in forest areas; r = Gully reclamation on community lands.

4. Discussion

4.1. Local Perspectives on Landscape Restoration

Our findings on the local farmers’ perspectives on landscape restoration reflect concerns over both
adverse ecological and socioeconomic/livelihood conditions that need concurrent improvement. This
dual consideration shapes the practices and activities used for restoration. These findings align with
the perspective of the contemporary restoration movement, especially codified in the forest landscape
restoration (FLR) paradigm being promoted widely in SSA, including Malawi. Indeed, the new wave
of restoration has departed from pure eco-centric perspectives, as seen with ecological restoration, to
accommodate more social dimensions, especially with regard to socio-economic well-being to which
ecosystem services are a major contributor [40]. As reflected in the commonly used definition of FLR
(a planned process aimed at regaining ecological integrity and functions to enhance human well-being
in deforested or degraded forest landscapes, [41]), emphasis is put on social, economic, and ecological
goals and outcomes.

Moreover, in a previous review, Djenontin et al. [6] pointed to considerations of local contextual
factors and aspirations in defining the objectives and goals of such landscape-scale restoration as well
as in choosing and promoting technological packages. In that regard, our findings can inform efforts to
operationalize FLR goals and practices in mosaic forest-agricscapes, without obscuring the embedded
socio-cultural context, to achieve more meaningful and sustainable outcomes. Puspitaloka et al. [42]
recently attempted such contextual operationalization by rearticulating restoration in peatland
ecosystems in Indonesia, following an empirical assessment of the definitions, goals, and practices of
peatland restoration across four restoration interventions in Central Kalimantan.
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4.2. Landscape Restoration Rationales, Motives, Benefits, and Incentives

Our study reveals that while the boundary between restoration rationales and motives remains
fuzzy, their nature differs. The former follows the line of logical/causal reasoning while the latter
follows affective/emotional action. The distinction is worth making as it has implications on the proper
specification of behavioral paradigms and subsequent parameterizations of decision rules in modeling
restoration behaviors, as we discuss below. Moreover, our findings provide justification for treating
benefits and incentives as extensions of restoration motives. Benefits and incentives were regarded
as personal advantages and gains, and they considerably shape restoration behaviors at individual
farm-household and collective-action levels. This study confirms, empirically, the need to consider
them in restoration programs and policies as observed with benefits/incentives-based interventions in
enhancing restoration behaviors.

Furthermore, the motives and benefits vary significantly by location and gender. Notably, having
strong leadership from local authorities who support and encourage their community members through
self-engagement and exemplary actions has emerged as an integral motivational element. Ntchisi
district, exemplified by TA Nthondo, holds that advantage over Dedza district. This finding confirms
previous evidence of the importance of strong, engaged, and inspiring leadership in collectively
addressing environmental degradation [43,44]. Further, while there were many types of perceived
or actual benefits from restoring forest-agricscapes, the gender and locational differences regarding
environmental and energy supply-related benefits are important to note in planning restoration
interventions. Specifically, this finding can inform the design of restoration programs as to what
place-specific and gender-inclusive motives to leverage, and benefits to enhance or promote.

4.3. Landscape Restoration Decision Making and Behavior

Our findings indicate that restoration rules show various combinations of goal frames, the most
important ones making up the roots for the rules. This nature of rules confirms that environmental
behaviors are the result of multiple goal frames with some dominating ones. This means that one or
more goal frames shift to become focal goal(s) over the others in the process of cognitively constructing
the decision-making rules. This corroborates the postulate of the GFT [14,15].

Furthermore, insights on the defining constituents of the goal frames themselves indicate that
incentives, benefits, and knowledge could be assimilated with the gain and hedonic goal framings,
following [14]. These factors also compare with some of the factors influencing land-use and
environmental-management decision making, notably the consideration of economic and non-economic
benefits [11]. In our study areas, incentives and benefits were primarily not expressed in monetary
terms, but more as in-kind (both soft, like training incentives, and concrete, like crop yields, poles,
and other tree-resource benefits), a departure from the widespread over-reliance on cash incentives in
collective conservation or restoration policies and strategies (see [44]).

However, problem solving, resource constraints, and leadership of local authorities stand out as
contextual types of goal frames associated with restoration behaviors. From the perspective of the
GFT [14], these elements do not reflect nor qualify as normative, gain, or hedonic goal framings. Rather,
they refer to environmental concerns, capability, and political impulsion. The latter is of interest as the
leadership of local authorities greatly influences collective action restoration decisions. These findings
underscore the need to ground understanding of restoration behaviors within their local contexts.

4.4. Representation of Restoration Decision Rules in a LUCC-ABM

We have developed a conceptual approach to depict restoration decision-making processes
based on our effort to empirically depict farmers’ decision-making rules and the corresponding
vegetation-based and non-vegetation-based restoration practices and activities in Central Malawi.
This effort is similar to Keshavarz and Karami’s [45] effort to identify farmers’ decision making and
actions for drought management in Iran. It can serve as an input into future ABM-based restoration
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modeling aimed at simulating farmers’ restoration behaviors, underlying decisions, and the spatially
explicit socio-ecological outcomes at a higher (aggregate) forest-agricscape scale in Central Malawi.
This approach can also be replicated elsewhere for similar studies attempting to ground social actors’
decision rules in empirical data.

Significantly, we have uncovered that farmers incorporate both rationally grounded and
motive-based goal frames in their critical decision making on using different restoration practices or
getting involved in collective action restoration activities. This implies that when exploring landscape
restoration using an ABM with a focus on farmers’ restoration decision rules, one cannot solely
espouse a rational behavior paradigm. Rather, one should also consider the role of motivational
factors, including benefits and incentives. Groeneveld et al. [11] argued that the importance of such
non-rational factors influencing land-use and environmental management decisions had significantly
been overlooked in LUCC-ABMs, whereas they are appropriately emphasized in behavioral economics.
In this regard, our findings support the adoption of a bounded rational behavior paradigm in such
future modeling of restoration behaviors.

In addition, we encourage adopting a process-based decision-making model to represent human
decision making and circumvent the difficulties of applying theories following previous studies [26,46].
Insights suggest that blending ideas of experience/preference-based decision models with empirical/
heuristic decision rules [26] would be an appropriate decision framework for exploring the future
impact of landscape restoration in Central Malawi. Thus, our empirically grounded restoration-decision
rules and processes are relevant to inform the parameterization of decision rules and representation
of restoration actions for such an ABM. The occurrence of the rules could inform their respective
probability distribution in the ABM and the restoration practices and activities would inform the actual
actions taken by the farmer-agents.

Finally, methodologically, this study contributes to testing or putting into practice relevant
recommendations on data gathering methods and processes to improve the representation of human
decision making in empirical ABMs and enhance their analytical and policy value [11,18,23–25,47].
Adopting mixed social science data collection methods, including semi-structured interviews through
discussions and games, and a structured interview via surveys, appears useful. They can enhance
understanding of the decision making underlying farmers’ behaviors to characterize decision rules for
further modeling processes.

5. Conclusions

This study sought to analyze the nature of the decisions to engage in forest-agricscape restoration
through individual and collective actions in Central Malawi using a mixed-method approach to
data collection and analysis. The study uncovers local farmers’ perceptions of forest-agricscape
restoration, and the nature of the influential factors considered when deciding to engage in restoration
efforts. Furthermore, it reveals how these factors generate diverse goal frames determining restoration
decision making, and ultimately the observed restoration practices and activities. Specifically,
the study finds that the decision-making rules leading to restoration behaviors appear to be very
diverse. They are made of goal frames that reflect nuanced considerations of environmental
problems, livelihood needs and gains, constraints, socio-political influences, morals, values, and
attitude to risks; all featured in diverse combinations. These restoration goal frames are categorized
as problem-solving oriented, resources/materials-constrained, benefits-oriented, incentive-based,
peers/leaders-influenced, knowledge/skill-dependent, altruistic-oriented, rules/norms-constrained,
economic capacity-dependent, awareness-dependent, and risk averse-oriented. Improved
understanding of the goal frames underscoring restoration decision-making rules is critical to
inform potential management and policy mechanisms to boost restoration delivery. Finally, the
study contributes a conceptual approach, with methodological application, to elicit restoration
decision-making processes that associate various decision rules with the vegetation-based and
non-vegetation-based restoration practices and activities undertaken by farmers. This will contribute to
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empirically ground the design and parameterization of farmers’ restoration behaviors in an ABM that
will explore effective governance modalities and spatially explicit policy options to boost landscape
restoration in Malawi. Beyond that, this approach can be replicated elsewhere for similar studies
attempting to ground social actors’ decision rules in empirical data.
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Appendix A

Table A1. Sample Characteristics Across the Study Area.

Locations (TAs)
Kachindamoto

(n = 120)
Kamenyagwaza

(n = 72)
Kasakula
(n = 120)

Nthondo
(n = 108)

Vuso Jere
(n = 60)

Total
(n = 480)

Variables Percentages

AGE (Min = 19; Max = 92) 50.62 46.42 45.22 44.67 43.2 46.37
AGE GROUP

Young Farmers 30.80 37.50 41.70 44.40 45.00 39.40
Adult Farmers 69.20 62.50 58.30 55.60 55.00 60.60

Pearson’s chi2(4) = 5.9957 Pr = 0.199
GENDER

Women 20.00 20.80 16.70 17.60 11.70 17.70
Men 80.00 79.20 83.30 82.40 88.30 82.30

Pearson’s chi2(4) = 2.5082 Pr = 0.643
ETHNICITY

Chewa 48.30 25.00 100.00 98.10 100.00 75.40
Ngoni 42.50 75.00 0.00 0.90 0.00 22.10

Other Ethnicities 9.20 0.00 0.00 0.90 0.00 2.50
Pearson’s chi2(8) = 262.0546 Pr = 0.000

RELIGION
Christian 89.20 98.60 93.30 93.50 100.00 94.00
Muslim 6.70 0.00 0.00 0.00 0.00 1.70
Animist 0.80 0.00 2.50 2.80 0.00 1.50

No religion 3.30 1.40 4.20 3.70 0.00 2.90
Pearson’s chi2(12) = 32.3978 Pr = 0.001

MARITAL STATUS
Bachelor 0.00 1.40 1.70 2.80 3.30 1.70
Married 76.70 80.60 85.00 83.30 85.00 81.90
Widow 12.50 8.30 6.70 7.40 10.00 9.00

Divorced 8.30 6.90 2.50 4.60 1.70 5.00
Separated 2.50 2.80 4.20 1.90 0.00 2.50

Pearson’s chi2(16) = 16.3779 Pr = 0.427
EDUCATION LEVEL

No Education 30.80 15.30 23.30 21.30 25.00 23.80
Primary School 57.50 66.70 55.80 56.50 65.00 59.20

Secondary School 10.80 18.10 20.00 21.30 10.00 16.50
College/University 0.80 0.00 0.80 0.90 0.00 0.60

Pearson’s chi2(12) = 14.0138 Pr = 0.300
LITERACY

No 37.50 25.00 30.80 26.90 28.30 30.40
Yes 62.50 75.00 69.20 73.10 71.70 69.60

Pearson’s chi2(4) = 4.6242 Pr = 0.328
PRACTICING ENVIRONMENTAL RESOURCES RESTORATION

No 9.20 8.30 10.80 2.80 6.70 7.70
Yes 90.80 91.70 89.20 97.20 93.30 92.30

Pearson’s chi2(4) = 5.8276 Pr = 0.212
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Table A2. Differences in the Number of Restoration Rationales and Motives by Gender, Education,
and Location.

Dependent Variable T or F a Prob. a

Gender as Factor 1
Restoration Rationales (Continuous [0–5]) −1.2403 0.2155

Restoration Motives (Continuous [1–5]) −1.3813 0.1679
Education as Factor 2

Restoration Rationales (Continuous [0–5]) 0.62 0.5992
Restoration Motives (Continuous [1–5]) 0.20 0.8961

Location (Traditional Authority Area) as Factor 3
Restoration Rationales b (Continuous [0–5]) 0.72 0.5801

Restoration Motives (Continuous [1–5]) 3.33 0.0106
M1: Project-Based Motivations: Government Requirement/Promotion

(Dummy [0–1]) 2.21 0.0669

M3: Leadership of Local Authority/Encouragement/Support (Dummy
[0–1]) 4.00 0.0034

M4: Altruistic Behaviors and Environmental Civism: Altruist Behavior
(Dummy [0–1]) 2.15 0.0738

a Student’s t-test or one-way ANOVA test of variables “Restoration Rationales” and “Restoration Motives” with
either equal or unequal variances; b Variable violates the Bartlett’s test (homogeneity of variances): assumption of
homogeneity of variance is not met. Only the Games and Howell post comparison test is robust then, compared to
the Scheffe Test. We consider the multiple comparison tests only for variables with significant t or F test.

Table A3. Differences in the Number of Restoration Benefits and Incentives by Gender, Education,
and Location.

Dependent Variable T or F a Prob. a

Gender as Factor 1
Restoration Benefits (Continuous [1–6]) −4.0866 0.0001

B2: Reforestation and Environmental Benefits (Dummy [0–1]) −2.3231 0.0206
B3: Sustainable Provision of Fuelwood and production of Charcoal

(Dummy [0–1]) −3.2923 0.0011

B4: Sustainable Provision of NTFPs (Dummy [0–1]) −2.1431 0.0327
Restoration Incentives (Continuous [0–5]) −1.2804 0.2011

Education as Factor 2
Restoration Benefits (Continuous [1–6]) 0.93 0.4264

Restoration Incentives (Continuous [0–5]) 1.16 0.3230
Location (Traditional Authority Area) as Factor 3

Restoration Benefits b (Continuous [1–6]) 5.35 0.0003
B3: Sustainable Provision of Fuelwood and Production of Charcoal

(Dummy [0–1]) 2.22 0.0658

B5: Cope with Climate Change Impacts (Dummy [0–1]) 11.11 0.0000
Restoration Incentives b (Continuous [0–5]) 1.62 0.1672

a Student’s t-test or one-way ANOVA test of variables “Restoration Benefits” and “Restoration Incentives” with
either equal or unequal variances; b Variable violates the Bartlett’s test (homogeneity of variances): assumption of
homogeneity of variance is not met. Only the Games and Howell post comparison test is robust then, compared to
the Scheffe Test. We consider the multiple comparison tests only for variables with significant t or F test.
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Abstract: This article begins with a brief outline of recent advances in the application of computer
modeling to sustainability research, identifying important gaps in coverage and associated limits in
methodological capability, particularly in regard to taking account of the tangled human factors that
are often impediments to a sustainable future. It then describes some of the ways in which a new
transdisciplinary approach within “human simulation” can contribute to the further development of
sustainability modeling, more effectively addressing such human factors through its emphasis on
stakeholder, policy professional, and subject matter expert participation, and its focus on constructing
more realistic cognitive architectures and artificial societies. Finally, the article offers philosophical
reflections on some of the ontological, epistemological, and ethical issues raised at the intersection of
sustainability research and social simulation, considered in light of the importance of human factors,
including values and worldviews, in the modeling process. Based on this philosophical analysis, we
encourage more explicit conversations about the value of naturalism and secularism in finding and
facilitating effective and ethical strategies for sustainable development.

Keywords: computer modeling; human simulation; social simulation; sustainability; development
studies; assemblage theory; ontology; epistemology; ethics

1. Introduction

This Special Issue highlights the potential of computational modeling and simulation (M&S) to
contribute to research on human–environment interactions. Studying the intricate, multi-dimensional,
and nonlinear dynamics that characterize these interactions requires powerful analytic and synthetic
tools suited to understanding complex adaptive systems. This article explores some of the challenges
and opportunities involved in the computational modeling of sustainability from the perspective
of “human simulation,” a new transdisciplinary and collaborative approach to M&S, and offers
some reflections on philosophical issues surrounding the task of finding and facilitating more ethical,
effective, and efficient modes of adaptation and sustainable development in our increasingly pluralistic,
globalizing, and ecologically fragile environment.

In the next section, we describe some recent advances in sustainability modeling that use M&S
techniques. Here, we are using the term sustainability in a broad sense, inclusive of the wide range of
themes and tasks identified in the United Nations’ Sustainable Development Goals [1]. Problems related
to sustainability may be explored from the perspective of ecological, climate, biological, economic,
cultural, or social systems. Here, we explore ways in which M&S can help provide answers to questions
about the reciprocal causal relationships between human behaviors and the natural systems within
which they are entangled at all these levels. These methodological tools have been growing rapidly
in popularity in the social sciences more broadly [2–4], but their potential relevance for disciplines

Sustainability 2020, 12, 10039; doi:10.3390/su122310039 www.mdpi.com/journal/sustainability123
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such as development studies, which are increasingly organized around issues of sustainability [5],
has not yet been fully appreciated. In particular, we identify gaps in coverage and associated limits
in methodological capability in regard to taking account of human (all too human) factors, biases,
and tendencies that are often impediments to a sustainable future. The third section introduces
“human simulation,” a collaborative approach to M&S that engages subject-matter experts, policy
professionals, and stakeholders at all stages of the model construction process (including design,
implementation, and dissemination of results). With its explicit inclusion of insights from cognitive
science, moral psychology, and a rich variety of human sciences, human simulation opens up new vistas
for sustainability research, especially through its use of multi-agent artificial intelligence modeling
techniques, which are better capable of incorporating human factors relevant for navigating toward a
sustainable future into their computational architectures. The fourth section identifies and discusses
some of the key ontological, epistemological, and ethical topics that are raised at the intersection of
human simulation and sustainability research, focusing on the values and worldviews that tend to
advance or impede sustainability. In this connection, we show how approaching sustainability research
through human simulation highlights the positive potential of naturalistic explanations and secularistic
strategies in our shared struggle to adapt in the Anthropocene—that is, the current geological age,
during which human activity has become a dominant influence on the environment.

2. Advances in Sustainability Modeling

In the broadest sense, all research on sustainability involves modeling—the construction and
testing of coordinated concepts and theories that aim to make sense of what is happening (or may
happen) in complex social systems. Nobel prize winner Elinor Ostrom, for example, developed an
influential theoretical model of the conditions for the sustainability of socio-ecological systems (SESs), in
which she put a heavy focus on the complexity and heterogeneity of such systems [6]. Such theoretical
models are obviously useful, but in this context, we are interested specifically in computational models
based on the formalization of theories such that they can be implemented in computer programs. In
fact, Ostrom herself worked with computer scientists to explore the usefulness of agent-based models
for analyzing the robustness of SESs [7,8].

There are pragmatic reasons for emphasizing the value of such models for sustainability research.
Computational models are uniquely able to express the dynamics of complex adaptive systems,
including the behaviors and interactions of agents within the simulated time and space of a virtual
ecological environment. Multidisciplinary research teams have developed social simulations aimed at
addressing a wide range of societal challenges that affect the sustainability of human groups, including
the COVID-19 pandemic [9,10] and the integration of economically, ethnically, and ideologically diverse
populations [11]. In this context, we focus on the application of M&S to more classical themes in
sustainable development.

Given the potential of M&S approaches, it is not surprising that they were applied relatively
early in their development to the task of understanding the conditions under which human societies
would remain sustainable in the face of major climate change. The (in)famous Club of Rome
system-dynamics models in the 1960s [12], for example, illustrated the limitations as well as the
opportunities involved in modeling sustainable futures. Over the decades, the accuracy, explanatory
power, and insight-generating capacity of computational models of climate change have increased
rapidly [13], as have the diversity of approaches to modeling human–environment interactions that
address the growing challenges of the Anthropocene [14–17]. The importance of linking models of
human behavior and models of climate has been poignantly brought home by a recent article showing
the significant extent to which including social processes (such as shifts in the perception of risk) can
alter projections in climate change modeling [18].

This suggests the need for renewed attention to the task of developing models that incorporate
the complexity and mutuality of human–environment interactions as we explore the challenges and
opportunities for transitioning toward more sustainable societies. In fact, M&S has been increasingly
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used in recent years to study sustainability transitions at a variety of scales from one (relatively) stable
socio-ecological equilibrium to another. For example, M&S has been employed to study the importance
of local communities and the role of local leaders in encouraging or discouraging low-carbon energy
transitions [19], and the importance of broader, collaborative, multi-level adaptive strategies for
managing regional and international sustainability transitions [20]. Other models have been able to
simulate some of the major historical shifts in human civilizational forms, such as the transition from
hunter-gathering to sedentary agriculture [21], the transition from pre-Axial to Axial Age civilizations
across the globe during the first millennium BCE [22], and the ongoing modern transition from cultures
in which supernatural beliefs play a dominant role in maintaining social cohesion to more naturalistic
and secular cultures [23].

The academic community is increasingly realizing the potential of agent-based models (ABMs)
in particular as a consolidated “bottom-up” multidisciplinary approach for studying the emergence
of collective responses to climate change policies and related issues by taking into account both
“adaptive behavior and heterogeneity of the system’s components” [24] (p. 17). One of the distinctive
features of ABMs is the capacity for linking the micro-, meso-, and macro-level factors at work in
complex adaptive systems. Appropriately verified and validated ABMs can shed light both on the
conditions under which and the causal mechanisms by which social (and other) macro-phenomena
emerge from micro-level behaviors and meso-level network interactions. This ability to “grow” social
phenomena within artificial societies has led some scholars to refer to such methods as generative
social science [25]. Although it is still not uncommon to find system dynamics modeling techniques
used to study the sustainability of such systems [26,27], ABMs seem to be gaining ground as the
computational methodology of choice especially when the primary purpose of the model is to inform
policy discussions in a way that takes human behavior into account.

ABMs have been utilized for research on a wide variety of issues related to the sustainability of
social systems, including the way in which: cultures arise, develop, and evolve through time [28],
norms emerge and shift within populations [29], cooperation is maintained and enhanced within
pluralistic contexts [30], diverse agents impact land-use and land-cover change [31], and different values
interact with the treatment of and public attitudes toward refugees [32]. The influential MedLand
model links an ABM to a landscape evolution model in order to provide a platform for “experimental
socioecology,” i.e., a platform for studying the interactions among social and biophysical processes
in order to inform decision-making strategies for land-use related to issues such as farming and
herding [33,34]. Multi-agent models have also been developed to study other probabilistic causal
processes in coupled human and natural systems (CHANS), including how interactions between
climate, built environment, and human societies could lead to permafrost thawing in Boreal and Arctic
regions, thereby greatly impacting human migratory movements [35]; and how interactions between
human decisions and natural systems could lead to the long-term sustainability of forest ecosystems in
areas such as north-central Texas [36]. Given the potential of ABM techniques to shed light on the
reciprocal relations between human behavior and ecological change, it is not surprising that calls for
their use in research on the sustainability of economic systems are increasing [37,38].

A recent state-of-the-art survey of methodologies and models for studying SESs summarized the
achievements of the field and articulated persistent challenges, such as the need to represent human
decision-making more accurately in light of knowledge from social psychology [39]. Other scholars
have called for more precise and formal ontologies in SES models that pay more attention to the pivotal
role that human actors play in such systems, which is often underrepresented in SES modeling [40].
One recently proposed framework calls for comparing ways in which different behavioral theories (e.g.,
rational actor, bounded rationality) impact SES outcomes. This opens up the possibility for “sensitivity
analysis of human behavior within a natural resource management context [;] such an analysis enables
assessing the robustness of the performance of policy options to different assumptions of human
behavior” [41] (p. 33); see also [42]. Understanding such human factors requires special attention to
insights from biological and cultural evolution into the ways in which humans have adapted (and
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might adapt) to changes in their environment [43]. This is why several of the leading scholars in
the application of ABMs to sustainability issues have attempted to develop models with agents who
are capable of adapting to (simulated) climate change challenges [44,45] and called for even more
behaviorally realistic agent architectures [46].

Most SES models that have explicitly tackled challenges related to sustainability have focused
on particular regions and specific policy intervention options such as pastoralist conflict in eastern
Africa [47,48], decision-making related to a watershed in Kansas [49], and sustainable practices for
grassland consumption in Mongolia [50]. ABMs have also been used to evaluate policies for promoting
“climate clubs” oriented toward facilitating cooperation among institutions and states in response to
the challenges of the Anthropocene [16,51–53]. Social simulation techniques are increasingly applied in
the study of sustainability transitions such as shifts toward low-carbon energy [19,54]. For reviews of
other uses of ABMs to address issues related to human adaptation and sustainability, see [17,24,55,56].

This growing interest among sustainability researchers and policy stakeholders in using ABMs
and other computational modeling techniques to identify “plausible and desirable futures in the
Anthropocene” [57] is obviously good news. Such tools are being used to pursue an “experimental
socioecology” that can enhance diverse decision-making strategies in cooperative processes such as
land-use [33], to optimize cooperation and information exchange [58], and to facilitate the construction
of “future safe and just operating spaces” for human societies [26]. Scholars in this sub-field of M&S
are quite aware of the limitations in the use of ABMs to study the sustainability of CHANS or SESs,
especially challenges related to verification and validation, but are striving to improve the state of the
art [39].

3. The “Human Simulation” Approach

This brief review of the literature documents growing interest in the use of M&S methodologies
to address concerns related to our capacity to attain and maintain sustainable human–environment
interactions. However, it also suggests that those who engage in this endeavor are faced with at least
two major challenges. First, as we have seen, many scholars in this field are acutely aware of the
difficulty (and the importance) of constructing more cognitively and sociologically realistic simulated
agents and artificial societies in order to take account of the human factors that are important in
moving our civilizations toward a sustainable future. Computer modelers have been working on this
for decades and several models with relatively psychologically plausible and behaviorally realistic
agent architectures have recently been developed for simulating human decision-making in complex
environments [41,59,60]. Simulation results from one such “socio-climate” model designed to chart
optimal pathways to climate change mitigation suggest that the most efficient route to a reduced peak
temperature anomaly is to focus first on increasing social learning (better informing the population
about climate change) prior to reducing mitigation costs [61]. However, as the authors of that model
acknowledge, their approach assumed homogeneous agents in a socially unstructured artificial society,
and they point out the need for new models that involve heterogeneous agents nested in hierarchically
complex social structures.

Second, despite extensive efforts in recent decades to engage policy professionals, public
stakeholders, change agents, and subject matter experts in the process of model design, simulation
implementation, and interpretation of results, there is a broad consensus among computational social
scientists that we need to invest more energy into improving our strategies for (and practices in)
participatory modeling [27,62–66], including the modeling of CHANS [67,68]. This challenge grows
ever more salient as the ethical implications of the development and use of artificial intelligence for
human life and social order increasingly become a part of public policy discourse. This is not merely a
matter of training simulation engineers to be more sensitive and better able to engage and elicit wisdom
from stakeholders, though that will certainly help. It is also about paying attention to the limitations
of overly abstract sustainability simulations that seem irrelevant to stakeholders who spend every
day thinking about the complexity of human responses to societal instability in the face of ecological
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change. In other words, it is about registering within simulation models the very human factors that
experts know are crucially important in determining whether or not positive change occurs in our
struggle to forge a sustainable future.

The approach outlined and illustrated in Human Simulation: Perspectives, Insights, and
Applications [69] is intended as a response to these (and related) challenges. The introduction to
that volume articulates a transdisciplinary approach that is committed to involving scholars from
the humanities and the social sciences, along with subject matter experts, policy professionals, and
other stakeholder change-agents in the process of constructing computational simulations that address
pressing societal challenges. Human simulation strives to incorporate vital human factors into agent
architectures and the artificial societies they inhabit in order to account more adequately for the
cognitive and cultural complexity of our species within its models, as well as for the role of actual
humans in the ethical production and use of computational models. The overarching vision for the
participatory approach in human simulation is depicted in Figure 1.

Figure 1. Components of the human simulation participatory approach.

All of these components are oriented toward understanding and solving societal problems (e.g.,
cultural integration, religious conflict, pandemics, economic exploitation). The top circle is data,
indicating the seriousness with which the human-simulation approach takes the need for empirical
validation when modeling for explanatory or forecasting purposes. The upper-right circle represents
the wealth of resources that M&S methodologies can bring to the task. The lower-right circle indicates
the vital role of subject matter experts (SMEs), including from relevant disciplines in the social sciences
and the humanities (even philosophers, as we will see below). The lower-left circle points to the critical
role of policy professionals in informing research and translating its results into effective change at
the policy level. Finally, the upper-left circle expresses the importance of rigorous engagement with
stakeholders and change agents who may not be directly involved in public policy but can create the
conditions for sustainable development from the bottom-up. All five components of this approach to
problem-solving are crucial within human simulation.

The Human Simulation volume offers several methodological chapters as well as substantive
examples of collaborative social simulation involving a wide array of disciplines, including the
development of more cognitively and sociologically realistic computational models designed to study
human phenomena such as cultural integration, ritual participation, religious systems, and empathic
cooperation. They also show that not all five components (the outer circles in Figure 1) are equally
important in every application of the approach since their relevance depends on the problem and the
audience to which a model is directed. Typically, however, the pressing problems associated with
modeling sustainability require attention to all five components.
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The human-simulation approach has also guided the development of several earlier models
that incorporate human values or worldviews and are relevant for studying sustainability. We have
found that multi-agent artificial intelligence (MAAI) models, which incorporate more psychologically
realistic and socially networked simulated agents than traditional ABMs [70], are particularly useful
when factors related to human cognition and culture play a significant role in the target phenomenon.
For example, one MAAI model simulated the causal relationship between mortality salience and
religiosity within an artificial society whose networked agents had cognitive architectures informed
by the literature on terror management theory, and who were confronted by environmental threats
(including contagion and natural hazards) to which humans have evolved to react with anxiety [71].
A later model, which incorporated additional variables within the artificial society, further informing
the agent architectures with social identity theory and identity fusion theory, was able to simulate
the conditions under which—and the mechanisms by which—mutually escalating conflict between
religious groups tends to increase (or decrease) in a population [72]. Another MAAI model that utilized
the human-simulation approach was able to simulate the expansion of secularism in the populations
of 22 countries. Utilizing more psychologically realistic simulated agents in social networks, it was
able to “grow” macro-level secularization in artificial societies from micro-level agent behaviors and
interactions [73].

All of these models were constructed through extended collaboration among the various kinds of
experts described above, following a particular procedure (depicted in Figure 2).

 

Figure 2. Navigation of insight space in the human-simulation approach.
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This procedure involves the navigation of a conceptual and computational model’s “insight
space,” which comprehends both its problem space and its solution space (see [69] for further details).
Under each of the steps in Figure 2, key tasks are listed on the left, and examples of human factors
that need to be considered are described on the right. Note that these examples of human factors are
relevant not only in the insight space of the model but also in the workflow of the modeling team.
The human-simulation methodology calls for managing human factors in the modeling process with
every bit as much energy and creativity as it seeks to incorporate human factors into simulated agent
minds and artificial societies.

Ideally, the types of expertise represented in the outer circles of Figure 1 will be included in the
key processes related to the design and implementation of models, as well as the dissemination of
their results. This makes sense not only because the SMEs, policy professionals, stakeholders, and
change agents have the knowledge necessary to help the simulation engineers construct more realistic
simulated agents and social networks but also because their participation helps to ensure that the
problem and solution spaces are as relevant as possible for addressing real-world societal challenges.
The human-simulation approach requires sensitivity and openness on the part of all collaborators,
and this sort of experimentation with transdisciplinary teams continues to lead to new insights for
participatory modeling [74,75].

4. Ontological, Epistemological, and Ethical Reflections

The human-simulation approach also takes seriously the ontological, epistemological, and ethical
issues associated with the process of model development and deployment [69] (p. 11). Many
sustainability researchers and M&S practitioners may find this sort of philosophical discussion
unfamiliar or even irrelevant. However, we argue that, because human values and worldviews do in
fact impact behavior in profound ways, it is worthwhile engaging in philosophical reflection on these
issues as part of the process of applying the human-simulation approach to sustainability modeling
and informing the discovery of more effective socio-ecological adaptive strategies for transitioning
toward sustainable human societies in our current pluralistic and ecologically fragile environment.

One can think of a person’s ontology as his or her inventory list of existing entities and relationships.
Assumptions about what belongs on this list may be more or less implicit, but they shape one’s
understanding and anticipation of potential causal interactions in the world. Computer modeling
forces us to make these assumptions explicit, that is, to articulate the ontologies of the artificial societies
we construct [40]. Some scholars in sustainability studies have expressed concern about the relative
lack of attention traditionally given in the field to ontology, a lacuna increasingly filled by growing
attention to and application of social scientific theories such as “assemblage theory”, which make
explicit claims about what really exists [76–78]. Assemblage thinking has recently been applied, for
example, to the analysis of policies related to promoting sustainability in urban and rural areas [79–81]
and to the study of aquaculture and agriculture sustainability [82–84]. Some scholars have even applied
the concept of assemblage to the process of sustainability policy formulation and implementation,
using phrases such as “response assemblages” [76,85] or “adaptation assemblages” [86,87] to refer to
the way in which humans attempt to engage and alter the socio-ecological systems in which they live.

M&S methodologies provide sustainability researchers with tools that encourage and enable
a more robust articulation of the ontological (including causal) assumptions that are shaping their
hypotheses and predictions. By forcing the breakdown of complex causal processes into component
parts, human simulation naturally surfaces assumptions latent within politico-economic practices
and renders them subject to more rigorous discussion and critique. Other modelers can substitute
alternative assumptions, which could potentially lead to very different outcomes in complex social
systems. The formalization of theories of sustainability in computational architectures provides what
we might call artificial ontologies that can then be tested and validated in relation to empirical data in
the real world. The credibility of these ontologies (including the causal relations implemented in the
model) depends on the extent to which simulation experiments can generate or “grow” the relevant
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macro-level social “wholes” from the local interaction of micro-level “parts.” We have argued elsewhere
that the successful development of MAAI and other simulation technologies lends plausibility to a
form of metaphysical naturalism involving what philosophers call “weak emergence” (for a fuller
statement of this aspect of the argument, see [88]).

Insofar as social simulation through computer modeling can actually generate wholes (e.g., more
or less sustainable artificial societies) with emergent properties, tendencies, and capacities that arise
solely from the interaction of parts (e.g., physical resources, individual humans), it strengthens the
claim that the mechanisms of morphogenesis that explain the causal forces at work in socio-ecological
systems are wholly naturalistic. The possible implications of these developments for the articulation
of a fully immanent metaphysics have been spelled out elsewhere [89,90]. Our point here is that
if something goes wrong with the simulation, simulation engineers do not hypothesize a ghost in
the machine; rather, they check the code, review the data, and run new simulations. Similarly, in
sustainability research, scholars qua scholars do not include hypotheses about supernatural entities
(such as sea gods, Jesus, or Allah) as potentially responsible for climate events such as hurricanes
or tsunamis. In other words, sustainability scholars typically exhibit methodological naturalism:
a preference for academic arguments that optimize the use of theories, hypotheses, methods, evidence,
and interpretations that do not appeal to supernatural agents. Their causal explanations are only
populated with “natural” entities or processes susceptible to empirical analysis such as geological
forces, biological organisms, electricity, or climate change.

The success of M&S lends credence to such naturalistic explanations of emergent phenomena.
Manuel DeLanda, one of the most well-known developers of “assemblage theory” as well as a computer
modeler [91,92], argues that computer simulations “are partly responsible for the restoration of the
legitimacy of the concept of emergence [in science and philosophy] because they can stage interactions
between virtual entities from which properties, tendencies, and capacities actually emerge. Since this
emergence is reproducible in many computers, it can be probed and studied by different scientists as if it
were a laboratory phenomenon. In other words, simulations can play the role of laboratory experiments
in the study of emergence complementing the role of mathematics in deciphering the structure of
possibility spaces. Furthermore, philosophy can be the mechanism through which these insights can be
synthesized into an emergent materialist world view that finally does justice to the creative powers of
matter and energy” [92] (p. 6), emphases added.

For DeLanda, assemblage theory is not only explicitly tied to metaphysical naturalism [93] but
also to epistemological insights linked to computer modeling and simulation [92]. We can think of
a person’s epistemology as his or her assumptions, again more or less implicit, about what counts
as knowledge and how to acquire it. As is the case in all scientific disciplines in the contemporary
academy, sustainability researchers and computer modelers are usually methodologically secularistic as
well as methodologically naturalistic. By methodologically secularistic, we mean that they (as scholars)
have a preference for academic practices that optimize the use of scholarly strategies that are not tied
to the idiosyncratic interests of a religious coalition. This includes not making appeals to supernatural
authorities to defend their knowledge claims. Most scientists assume (while doing science) not only
that the ontological components and explanatory causes in their theories are naturalistic but also that
the best way to acquire knowledge is through scientific methods that are not dependent on supernatural
revelation or the religious authorities of any specific ingroup. While not all scientists live up to this
ideal, the secular academy generally values arguments based on evidence that is accessible to any
research group across cultures, and not only to those who believe in the supernatural revelation of a
particular religious coalition. At least in part, this valuation is based on the fact that methodological
secularism has funded the most productive and progressive research programs in science.

The processes by which M&S practitioners clarify, calibrate, verify, and validate the scientific
knowledge, hypotheses, and theories formalized within their computational architectures through
simulation experiments render their methodological secularism more explicit. What we might call
the artificial epistemologies built into explanatory computer models are also tested and validated in
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relation to empirical data in the real world. Given the complexity of socio-ecological systems and
the diversity of challenges related to achieving the UN Sustainability Development Goals (SDGs),
we agree with the call by Sonetti et al. for a “transdisciplinary epistemology” that includes insights
from the humanities as well as the natural and social sciences within sustainability research [94]. As
we noted in Section 3, commitment to such an epistemology is at the heart of the human-simulation
approach. However, Sonetti et al. also briefly allude to the papal encyclical Laudato Si, which they argue
promotes an attitude of humility rather than domination and sets up “a sort of democracy of all God’s
creatures” [94] (p. 11). They do not point out that this encyclical is based on unfalsifiable assumptions
about disembodied supernatural entities, knowledge of which can only be allegedly acquired and
authorized by imaginatively engaging in the causally opaque rituals led by authorized officers of
a particular religious ingroup. While allusions to supernatural authorities might feel inspiring to
members of some religious coalitions, it is hard to see what epistemological relevance they have for the
increasingly urgent task of finding efficient strategies for adapting to the Anthropocene and pursuing
the SDGs here and now. At best, they can engender the support of religious-coalition members for
sustainability initiatives articulated and tested within the scientific domain.

However, accommodating supernaturalist epistemologies within the scientific discourse about
sustainability could be problematic for other reasons. Empirical research from a wide array of
disciplines that contribute to the bio-cultural study of religion has shown that cognitive and coalitional
biases related to supernatural worldviews interfere with sustainability movements, even when their
proponents intend to help, by promoting superstitious beliefs and segregative behaviors that exacerbate
rather than ameliorate the deleterious psychological and socio-economic conditions and can promote
intellectual obstruction and moral paralysis in the face of globally relevant societal challenges such
as climate change [95–103]. Supernatural beliefs and the ritual behaviors associated with them likely
played a crucial role in helping humans survive in early ancestral environments, but today they
have become maladaptive. Attempting to debunk claims about the existence or causal relevance
of supernatural agents is not likely the best strategy here, not only because such claims cannot be
definitively disproven (only rendered less plausible) but also because such attempts typically activate
confirmation biases and other forms of motivated reasoning that only makes things worse. These are
some of the all-too-human factors that impede change and need to be incorporated into computational
simulations. As social psychologists and policy-oriented climate scientists are discovering, prebunking
strategies that attempt to inoculate individuals against misinformation and superstitious reasoning are
more likely to succeed [104].

Thinking about ontology and epistemology may be fun (for philosophers at least), but what ought
we to do about all this? This brings us to the importance of ethical reflection before, during, and after
the process of developing computer models and experiments in human simulation. We can describe a
person’s ethics as his or her assumptions, more or less explicitly articulated, about what (if any) moral
dispositions or behaviors are normative or commendable. Sustainable adaptation to the challenges of
the Anthropocene, as well as success in achieving the SDGs, will require the widescale emergence
of norms and behaviors that promote global sustainability, many of which do not come naturally
to most members of our species. We humans are not “rational actors” who calmly calculate utility
functions. On the contrary, our moral reasoning is surreptitiously shaped by cognitive and coalitional
biases that all too easily activate superstitious inferences, ingroup preferences, and other biases of
the sort that promote resistance to naturalistic scientific explanations of (and secularistic policies for
responding to) sustainability crises. This is why it is important to incorporate insights from the sciences
of bio-cultural evolution about our phylogenetically inherited moral equipment into the ethical (and
metaethical) frameworks that guide reflections around the design and implementation of, as well as
the dissemination of results from, human-simulation modeling [105].

As the potential (and actual) impact of artificial intelligence (AI) on human life becomes increasingly
clear, computer modelers, philosophers, and others are highlighting the importance of discussions
about artificial ethics. The approach to human simulation described above is heavily invested in
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these debates. In fact, the focus on MAAI modeling and other social simulation techniques can help
bring a distinctive focus on artificial social ethics into the conversation [106]. By constructing and
validating “digital twins” of real-world societies, populated by simulated agents and groups with
divergent and changing norms, multi-agent AI can provide tools for testing hypotheses about the
impact of policy proposals and environmental changes on human social behavior. In fact, whether or
not one accounts for the actual divergent norms within the pluralistic cultures one is attempting to
model has a significant effect on the outcomes of social simulation experiments [107]. This is why the
human-simulation approach puts so much attention on minding morality, that is, on incorporating
variables such as shared norms and divergent worldviews into the computational architectures of
artificial societies [11,108].

Ethical reflection on the application of human simulation to sustainability research is tied to the
issues related to naturalism and secularism discussed above. We illustrate this briefly with reference to
Rumy Hasan’s transdisciplinary analysis of Religion and Development in the Global South [109]. As Hasan
notes, “adherence to religious doctrines is necessarily in tension with cognitive thinking . . . Criticism,
curiosity, critiquing, hypothesizing, theorizing, experimentation and the search for evidence all appear
to be suppressed or discouraged” (p. 198). The capacities and skills of contemporary human populations
are linked to the presence (or absence) of naturalistic education about the actual (non-supernatural)
causal mechanisms at work in the world. Hasan concludes that high levels of religious beliefs in the
Global South suppress the capacities and skills needed for sustainable development and exacerbate
conflict, a claim that is widely supported in the relevant literature [110–113].

The extent to which our ontological, epistemological, and ethical reflections have explicitly
highlighted the value of methodological naturalism and secularism in sustainability research, and
explicitly criticized the obstructive effects of “religion,” may come as a surprise. The goal here has
not been to provide a comprehensive philosophical argument designed to compel scholars to take a
more aggressive public posture against supernaturalist worldviews and the unsustainable parochial
behaviors they promote, though it should be obvious that we think doing so might be a condition
for finding and implementing more effective adaptation strategies in the Anthropocene. We have
confined ourselves here to the more limited claim that there are at least some good reasons to include
philosophical reflection about issues such as metaphysical naturalism and secularism as part of broader
conversations among computer modelers, sustainability researchers, and the wider public.

5. Conclusions

We began this article by sketching some recent developments within the application of computer
modeling to sustainability research, noting the pressing need to take better account of human factors.
We went on to describe some of the ways in which the “human simulation” approach can contribute to
the further advancement of sustainability modeling, especially through its emphasis on stakeholder,
policy professional, and subject matter expert participation and its focus on constructing more realistic
cognitive architectures, both of which help to facilitate the incorporation of human factors (such as
values and worldviews) into the modeling process. Finally, we offered some philosophical reflections
on the ontological, epistemological, and ethical issues raised at the intersection of sustainability research
and computer simulation. We stressed the importance of having more explicit conversations about the
relevance of metaphysical naturalism and secularism in finding and facilitating effective and efficient
strategies for sustainable development.

Like all methodologies, computational tools and techniques have their limitations. However, we
have attempted to show some of the reasons for hoping that the application of human simulation
within sustainability research will continue to be increasingly useful for the purpose of analyzing
and forecasting changes in socio-ecological systems as we attempt to respond to the challenges of
the Anthropocene.
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Abstract: A usability study evaluated the ease with which users interacted with an author-designed
modeling and simulation program called STEPP (Scaffolded Training Environment for Physics
Programming). STEPP is a series of educational modules for introductory algebra-based physics
classes that allow students to model the motion of an object using Finite State Machines (FSMs).
STEPP was designed to teach students to decompose physical systems into a few key variables
such as time, position, and velocity and then encourages them to use these variables to define states
(such as running a marathon) and transitions between these states (such as crossing the finish line).
We report the results of a usability study on high school physics teachers that was part of a summer
training institute. To examine this, 8 high school physics teachers (6 women, 2 men) were taught
how to use our simulation software. Data from qualitative and quantitative measures revealed that
our tool generally exceeded teacher’s expectations across questions assessing: (1) User Experience,
(2) STEM-C Relevance, and (3) Classroom Applicability. Implications of this research for STEM edu-
cation and the use of modeling and simulation to enhance sustainability in learning will be discussed.

Keywords: modeling; hybrid modeling; hybrid simulation; usability; sustainability; high school education;
physics education; user experience

1. Introduction

The United States is a global leader in research and development across the sciences.
Unfortunately, this position is threated by an increasing shortage of qualified workers.
Indeed, recent data demonstrate this trend—a 2015 study reported that the US ranks
low compared to other countries in terms of high school students’ science, technology,
engineering, and math (STEM) proficiency [1]. To help address this gap, the authors of the
present manuscript obtained federal funding to develop a Scaffolded Training Environment
for Physics Programming (STEPP) environment for use in high school physics classes.
STEPP was designed to be an enjoyable and easy to use modeling and simulation program
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that would increase student’s physics knowledge, computational thinking, and interest
in pursuing a career in STEM. The present paper reports the results of a usability study
conducted on a sample of high school physics teachers as a means to understand whether
the people likely to use STEPP in their classrooms see STEPP as beneficial to their teaching
and likely to meet the aforementioned goals. Please see Supplementary Materials for more
details on STEPP.

1.1. Physics Teaching Challenges

Students often have misconceptions of physics [2], and these misconceptions are
difficult to correct [3]. Although introductory college physics courses are prerequisites for
students to enter many STEM fields, college physics professors are often dissatisfied with
the preparation that students have received in high school [4]. The performance of U.S.
12th grade physics students was below the international average and among the lowest of
the 16 nations that administered this same physics assessment to a comparable population
of their students [5]. High school computer science education is in worse condition. Despite
the importance of computing in American society, the positive impact this industry has
on our economy, and the focus of national, state, and local policy makers on STEM educa-
tion in the U.S., computer science education in secondary schools has not been growing.
Only 47% of all high schools in the United States teach computer science [6]. Among the
STEM fields, computer science is the sole subject in the 21st century United States that has
actually shown a decrease in the percentage of high school graduates earning credits: down
from 25% in 2000 to 19% in 2009 [6]. Furthermore, between 2005 and 2013, the number
of secondary schools that offered introductory computer science courses decreased by
4% while the number of secondary schools that offered the Advanced Placement (AP)
Computer Science course increased by 6% [7]. In 2011, only 5% of the high schools in
the US were certified to teach the AP Computer Science course and only 22,176 students
took the AP Computer Science exam nationally [8], while nearly 20 times that number of
students took the Calculus AP exams and 6 times that number of students took the Physics
AP exams [9]. This concerning trend in computer science education in secondary school is
attributed to the certification process and lack of adequate computer science background
for computer science teachers across the nation, which is considered confounding [10].

1.2. Overview of STEPP

The overarching goal of our NSF-funded STEM + Computing research project is to
develop a synergistic scaffolded learning environment in which students learn physics and
computational thinking by creating dynamic representations for physics concepts using
a 3D video game engine. This paper reports the results of our first usability test of our
modules with high school physics teachers.

The modeling methodology used within the implementation of STEPP falls within
the domain of hybrid modeling and simulation [11–13]. The hybrid nature of STEPP is
in a model that is executed at two levels: the high discrete-event, finite state machine
model, and the lower continuous layer beneath each state. States capture the time-based
qualitative behavior, and events are Boolean expressions of equational variables for kine-
matics. Our research plan aligns thematically with previous experimental studies in the
simulation community [14]. Rechowicz et al. [15] employ a survey research methodology.
The importance of having a human-subject empirical study within model-based systems is
emphasized by Giabbanelli et al. [16].

Students often perceive physics as a subject that is too abstract to understand. This is
because physics provides knowledge about matter and motion abstracted from our physical
world and expressed as mathematical equations [17]. By encoding mathematical equations
in a language that computers can process to produce real-time graphical displays, students
can turn abstract knowledge back into observable phenomena. Similarly, the game engine
provides interactivity and realistic graphics that break down the 3D environment into 1D
and 2D environments in a scaffolded approach and incentivizes students to relate physics
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concepts to real-world phenomena. Scaffolding will allow students to focus on those
aspects of dynamic modeling that are reflexive with physics learning.

Modeling, based on the Finite State Machine (FSM) [18], comes from theoretical com-
puter science as well as state charts used in the Unified Modeling Language (UML) [19].
Both the FSM mathematical structure and the software engineering-based UML serve to
emphasize conceptual computer science. Our use of modeling, rather than programming in
a language such as Python, is hypothesized to teach the student computational [20] and sys-
tems [21] thinking rather than lower-level semantics associated with coding
(e.g., text-based programming).

To address these issues, we have developed a Scaffolded Training Environment for
Physics Programming (STEPP; see Figure 1), and our research team has partnered with local
high school teachers to test three scaffolded tutorial modules that consist of instructions,
tutorials, and sample programs that can be incorporated in existing high school physics
courses. We maintain that the scaffolded nature of STEPP combined with the method of
multiple representations, including color-coded dynamic motions and iterative actions
(within modules and between modules) that are in real-time with the simulation, creates a
context for sustainable learning.

Figure 1. Screenshot of STEPP Module 1, Level 4 focused on 1D acceleration as used at the June 2019
summer institute for high school physics teachers.

Our simulation is based on introductory-level classical mechanics in which student
users are presented with a graphical simulation containing hybrid discrete-event and
continuous models. Users solve specific physics problems that rely on a combination
of computational thinking through hybrid modeling, knowledge of Newton’s laws of
motion, and algebraic problem solving. Our expectation is that when fully deployed,
STEPP will increase students’ physics knowledge, computational thinking, and interest in
a STEM career. Computational thinking is operationally defined as “In the form of a taxon-
omy of four practices—data practices, modeling and simulation practices, computational
problem-solving practices, and systems thinking practices—focusing on the application of
computational thinking to mathematics and science” [22]. This important conceptual skill
provides people in STEM fields the ability to think like computer scientists [23].

While much of the literature reviewed above pertains to student learning, there is an-
other important group of users that interact with physics learning in US high schools—the
teachers. Thus, it was important to assess the usability of STEPP among teachers as well
as students. As a result, in June 2019, the STEPP project offered a summer institute at
which in-service and pre-service physics teachers would have the first opportunity to learn
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and experience STEPP and assist in its further development for use in their classrooms.
See Figure 1 for an example screenshot from our modules.

1.3. Sustainability in Learning through Modeling and Simulation

What does STEPP and the teaching of introductory physics have to do with sustainabil-
ity? Sustainability by definition is based on abstract idea of a “system” [24]. System thinking
broadens computational thinking to a transferable skill in which automata theory can be
applied across disciplines. Other work discusses this need to bridge computational and
systems thinking as a path toward sustainability [25].

A system is sustainable if it can maintain its present state and thus avoid a potentially
undesirable transition. Although usually associated with ecosystems and the environment,
we argue that even elementary mechanics can embody these essential qualities of sustain-
ability. Consider Newton’s first law of motion: an object at rest will stay at rest, and an
object in motion will stay in motion, unless acted on by an external force.

STEPP is designed to teach the generalizable skills of decomposition and state-based
modeling, both of which are critical for building simulations of sustainable systems in
a wide variety of contexts. Through a scaffolded instructional environment focused on
sustained learning of physics through computer science structures, students are supported
in their development of understanding in an accessible environment that contributes to
their learning in both disciplines. The sustainable learning goals of STEPP are envisioned
to be achieved through the empowerment of users to develop the skills and conceptual
understanding necessary for broader self-directed learning and transferability to future
applications. The hybrid architecture employed by STEPP in which systems are described
by both higher- and lower-level states is described in greater detail in Section 2.3 below.
By using STEPP to model the motion of objects with FSMs, we expect that students will
build skills in decomposition and state-based modeling that can later be transferred to the
modeling and simulation of a variety of sustainable systems.

Overall, the evidence suggests that the current American educational system has not
been successful in providing sufficient opportunities for high school students to learn
physics or computer science. In recent years, multi-sensory experiential learning methods
have begun to be incorporated into educational and school programs. Rather than having
students learn only through traditional lecture-based methods, teachers are beginning to
incorporate simulations, computer games, and more educational software items into their
lesson plans. Computer simulations, games, and models can present difficult topics to
students that may not be presentable in a traditional lecture-based format [26]. Research
has also shown that combining traditional instruction with computer simulations on sci-
ence teaching and learning is beneficial in promoting and developing students’ content
knowledge, science process skills, and coping skills with more complex tasks. For instance,
Smetana and Bell [27] argue that computer simulations are successful in promoting learning
because they allow students greater flexibility in exploring ideas and encourage them to
justify their actions and answers in a timely manner. Review of the literature on modeling
and simulation software and long-term learning outcomes suggests that simulation games
in engineering education can promote the transferability of academic knowledge to indus-
try. In other words, when an engineering simulation game is applied correctly, students
will be more likely to sustain that knowledge and use it in their future in the industry [26].
These prior results suggest that the use of STEPP in the classroom has the potential to
facilitate sustainable learning of physics and computational thinking—a supposition we
tested after the present usability study was conducted.

1.4. Usability Testing and Educational Software

Part of the software development process involves the usability testing of early
versions of the software with a small sample of target users. Developed in the 1980s,
the primary function of usability testing is to examine the extent to which a product—in this
case, software designed to increase physics learning and computational thinking—is easy
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to use by the targeted users [28]. To assess usability, researchers observe the user experience
(i.e., observe users sampled from the target audience as they learn to use the software) to
determine the extent to which a software product can be used in the manner anticipated by
the designers. This typically involves assessing the extent to which users find the product
easy to use, whether users see the software as effective in facilitating the intended goals
(i.e., in the case of educational software, whether it meets the learning goals), and identify-
ing any design issues and/or bugs that interfere with usability of the program [29].

While there are many different ways to assess usability, the present research utilized
the user-based method, a theoretical perspective on usability testing in which users’ experi-
ences using a software program are assessed via survey [28,30]. This theoretical perspective
on usability testing typically assess the extent to which users’ find a software program easy
to use by asking participants to use the software and report on their experiences so that the
researchers can identify problems users have with the software. As part of this process,
user’s actions and their overall satisfaction with the program are measured via survey.
Because educational software varies by intended audience, the skills taught, and the overall
subject matter, it is typical for usability studies to tailor the items they assess to the specific
features of the software being tested.

Prior research on the usability of physics educational software has demonstrated
the utility of usability testing and shown that these programs, when properly designed
(i.e., are easy to use, intuitive, and focused on teaching specific concepts) can facilitate stu-
dent learning [29,31]. While the majority of published usability studies have only assessed
student responses after using educational software, there is limited evidence establishing
the importance of assessing teacher feedback on educational software. The limited existing
scholarship suggests that obtaining teacher buy in when introducing educational software
in the classroom [32] as teachers have the final say in how such programs are utilized by
their students [33].

To examine the usability of STEPP, we surveyed high school physics teachers who
participated in a multi-day STEPP training workshop on their experiences using the
software. This study also fills a gap in the literature in that usability studies in educational
software largely examine students’ perceptions, while neglecting the user experiences of
teachers. The present study is one of the few studies to assess usability from the perspective
of teachers—an often-overlooked group that is also important to study, as this group of
users often selects the educational software that their students will use. In the case of
STEPP, teachers were also expected to utilize the modules in class as part of their lectures.
As a result, it is important to solicit feedback from this group of users regarding STEPP’s
ease of use, applicability to increasing student interest in STEM + Computing (STEM+C),
and usefulness in the classroom.

1.5. Overview of the Present Study

The present study describes the results of our usability survey to determine whether
the high school physics teachers attending the summer institute felt that the software
was easy and enjoyable to use, would facilitate student physics and STEM-C learning,
and would be useful in a high school physics classroom. These conceptual categories were
selected based on the literature reviewed above on usability testing in educational software
and the specific types of usability feedback needed during the software development
process. Based on the prior research on usability testing of educational software reviewed
above, we predicted that, relative to expectations, our participants would evaluate the
modules more favorably across these measures after exposure to STEPP. We also sought
feedback on any design issues that could hinder student ease of use, learning, or overall
interest in potential STEM-C careers.
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2. Materials and Methods

2.1. Participants and Design

A total of 12 high school physics teachers participated in an NSF-funded 4-day train-
ing institute held by the authors at a large southwestern university. The research team
advertised this training institute to qualified physics high school teachers throughout the
university’s greater metropolitan area. Our usability study was incorporated into the
planning of the institute, with teachers completing the time 1 survey at the beginning of
the institute and time 2 at the end. Thus, the experimental design was a pre-posttest such
that participants were asked to report their expectations for using STEPP, and then were
asked to report on their actual experiences using STEPP.

Unfortunately, data from 4 participants were excluded owing to their failure to com-
plete the pre- or post-test survey, reflecting a 33% attrition rate (i.e., 67% of the sample filled
out both surveys) leaving us with a final sample of 8 teachers. The results below reflect
input from the 8 teachers who completed both the time 1 and time 2 surveys.

The final sample consisted of 8 participants 8 (6 women, 2 men). They ranged
in age from 21 to 47 (M = 33.8, SD = 7.8). Ethnicity was reported as follows: 4 (50%)
White/Caucasian, 2 (25%) Asian, 1 (12.5%) Hispanic, and 1 (12.5%) Biracial/Multiracial.
Their amount of time teaching Physics ranged as follows: 1 (12.5%) indicated 1–2 years,
2 (25%) indicated 3–5 years, 2 (25%) indicated 6–10 years, and 3 (37.5%) indicated 11–15 years.

The experimental design was a within subject design in which participants provided
feedback on their expectations for using STEPP (time 1) and were once again sampled at
the end of the institute (time 2).

2.2. Procedure

Participants were invited to apply for the institute via a flyer that described an opportu-
nity to be on the cutting edge of teaching by learning the STEPP modules, which combined
the power of Computer Science with Physics curriculum through a game engine. STEPP was
described as a tool that could teach their students the basics of Newtonian mechanics
through an interactive environment to build simulations. Only physics teachers who
accurately followed our application instructions and were in the same metropolitan area
as the university were selected for participation. This approach provided an educational
opportunity to local teachers and promoted recruitment of these teachers for future field
testing of our modules.

The research team received IRB approval to conduct a usability study as part of the
teaching institute. Teachers enrolled in the institute received information on the usability
study, and those willing to participate provided their informed consent. Consenting
participants voluntarily completed the pre-test (time 1) questionnaire on the first day of
the institute and the post-test (time 2) on the final day. In between the two assessments,
participants learned to use the STEPP prototype modules. The institute was held for 7 h a
day across the 4-day period. During this time, participants used STEPP for roughly 12 h.

2.3. Software

STEPP was designed to provide users with the opportunity to decompose word prob-
lems typically found in the teaching of introductory mechanics applicable to its three
modules. First, a user selects a physics problem, such a standard word problem found
in a textbook on the curriculum covered by the STEPP modules and levels. The motion
of the object described in the problem is then decomposed into discrete states. The user
then creates FSM states in STEPP corresponding to each state of motion and programs
the transitions which cause the FSM to switch between these states. Inputs for the states
and transitions vary by module and level. In module 1, level 1, users engage with a
simple interface based on natural language. Subsequent levels and modules increase in
complexity. User-programmed inputs include variables such as position, displacement,
velocity, acceleration, and mass, with transitions defined by a user-determined final po-
sition, final time, or final velocity for each state. Incorrect input can create simulations
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that fail to describe the desired motion, however, each simulation must be physically self-
consistent in order to run. Motion in a new state must begin at the same time and position
where a prior state ended, so the initial starting values of a new state are automatically
created from the final values of the previous state. States can only be deleted in the reverse
order in which they were created to prevent the introduction of unphysical errors in the
programming of the simulation. If the states or transitions as programmed do not model a
self-consistent physical system, the STEPP simulation will not run and an error message is
returned to the user with information on how to correct the issue. Thus, students are pro-
vided a scaffolded environment in which they can safely take a trial-and-error approach to
problem solving. By using scaffolded FSMs to program representations of word problems
encountered in the context of the physics classroom, students and teachers can engage in
creation of their own simulations of motion without risk of either software failure or the
accidental modeling of unphysical situations.

The STEPP environment includes sub-windows and graphic icons and diagrams.
The diagram at the bottom of the main window is the Finite State Diagram (i.e., Machine)
window which controls the physical motion. Each discrete higher-level state of the FSM
is a partition of a lower-level state space characterized by continuous values of time,
displacement, velocity, and acceleration. This architecture is hybrid in that continuous
(e.g., lower-level state space) and discrete (higher-level state space) are combined and
integrated. An example task would be a ball moving up and then down. When the ball
moves up, this can be considered one higher-level discrete state labeled “up”. Within “up”,
there are lower-level partitions of the continuous space corresponding to motion that
matches the quantitative definition of “up”, i.e., positive vertical motion. Similar reasoning
can be applied for the state “down.” See Figure 2 for screenshots of the final product,
informed by the results of the present study, which capture the STEPP modules’ scaffolding
as well as its multiple representations, color-coded actions, and animations.

(A) (B)

(C)

Figure 2. Screenshots of the current version of STEPP depicting (A) the STEPP Module-selection
menu; (B) the STEPP level-selection menu within Module 1; and (C) STEPP Module 1, Level 4 focused
on 1D acceleration as improved by the results of this usability study of high school physics teachers.
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For an example of a concrete task solved via STEPP, we turn to “Exercise 2.43 Launch
Failure” in a typical introductory physics textbook [34]:

“A 7500-kg rocket blasts off vertically from the launch pad with a constant upward
acceleration of 2.25 m/s2. and feels no appreciable air resistance. When it has reached a
height of 525 m, its engines suddenly fail; the only force acting on it now is gravity.

(a) What is the maximum height this rocket will reach above the launch pad?
(b) How much time will elapse after engine failure before the rocket comes crashing

down to the launch pad, and how fast will it be moving just before it crashes?
(c) Sketch ay-t, vy-t, and y-t graphs of the rocket’s motion from the instant of blast-off to

the instant just before it strikes the launch pad”.

We can solve this problem by modeling it as a hybrid-level finite-state machine within
STEPP. We can describe the evolution of this physical system be decomposing it into
three high-level states: (1) the rocket rises with constant upward acceleration before its
engines fail, (2) the rocket continues to ascend until it comes to rest at the apex of its flight,
and (3) the rocket falls back to Earth and crashes on the launch pad. Each of these discrete
high-level states can be further partitioned into the low-level variables of time, position,
velocity, and acceleration that evolve continuously between the transitions at the start and
end of each high-level state.

State 1 “Powered ascent” is characterized by a constant upward acceleration of
2.25 m/s2. It begins with the rocket launch at t1i = 0 s, y1i = 0 m, v1i = 0 m/s, where the
number of the subscript corresponds to the high-level state and the letter (“i” or “f”) corre-
sponds to the initial or final value at the transition that begins/ends the high-level state.
State 1 ends at the transition corresponding to engine failure (at a height of y1f = 525 m).
State 2 “Unpowered ascent” is characterized by an upward (positive) velocity and gravi-
tational acceleration of g = −9.8 m/s2. It begins with the same values of the low-level
variables as state 1 ends (no “time travel” -> time is continuous, no “teleportation”
-> y is continuous, conservation of linear momentum -> v is continuous). State 2 ends at
the transition corresponding to rest at the apex of the flight (v2f = 0 m/s). State 3 “Descent”
is characterized by a downward (negative) velocity and gravitational acceleration of
g = −9.8 m/s2. It begins at the end of state 2 and ends when the rocket crashes on the
launch pad (x3f = 0 m).

Once the student has decomposed the problem into these three high-level states and
determined the values of the low-level variables that describe the transitions, they can
program STEPP to produce a simulation of the rocket’s flight, with an animation and
real-time graphing providing feedback in multiple representations. STEPP also provides
warnings if the student programs unphysical transitions. For example, if the student had
forgotten that the gravitational acceleration was negative and had incorrectly inputted
g = +9.8 m/s2 for state 2, the rocket would accelerate upwards and never come to rest.
In this case, the transition v2f = 0 m/s could not be realized and the simulation would
never end. The current version of STEPP provides the error message “You’ll never reach
that velocity. The acceleration and change in velocity do not agree.” This message is
intended to guide the student to correct their mistake without becoming discouraged.
Figure 3 shows a screen capture from the end of the STEPP simulation. States 1, 2, and 3 are
shown in blue, orange, and green, respectively, with state 1 opened to show the low-level
variables describing its initial and final transitions. By opening the other states or reading
from directly from the graphs, the student can solve the problem: (a) the rocket reaches a
maximum height of 646 m at the end of state 2/beginning of state 3 (orange/green peak
in top graph), (b) the rocket comes crashing down to the launch pad t3f–t1f = 16.4 s after
engine failure at a final velocity of −113 m/s (right end of the green line segment in middle
graph), and (c) STEPP has conveniently provided us with the desired graphs.
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Figure 3. Screenshot of the end of the simulation describing the rocket flight in “Exercise 2.43 Launch
Failure” [34]. The animation shows the rocket’s flight, depicted in STEPP as the Apollo lunar
module rising and falling from the Moon’s surface. The state diagram shows the three high-level
states: state 1 “Powered ascent”, state 2 “Unpowered ascent”, and state 3 “Descent” (shown in blue,
orange, and green, respectively). The graphs show how the low-level variables (position, velocity,
and acceleration) evolve with time, color-coded by the high-level state. The open panel shows the
acceleration and initial and final time, position, and velocity of state 1 “Powered ascent”.

2.4. Measures

The authors developed a short survey with 13 continuous items assessing participants
attitudes toward STEPP modules across three different conceptual categories assessed
used in usability studies and relevant to our specific software tool: User Experience
(e.g., “I like using STEPP”), STEM-C relevance (e.g., “STEPP is useful for teaching Physics”),
and Classroom Applicability (e.g., STEPP is valuable for students learning physics”) on
Likert scales ranging from 1 = “strongly disagree” to 7 = “strongly agree” with 4 as the
midpoint labeled “neutral.”. See Figure 4 for abbreviated descriptions of each item and Table 1
below for a copy of the full scale along with the observed correlations between time 1 and time 2.

To collect more nuanced feedback on our software, we also asked participants to
provide written responses to several open-ended questions that asked participants to
provide more detail regarding their impressions of STEPP. These items allowed participants
to provide detailed feedback on what they liked and did not like about STEPP, and what
they found easy to use and thought could help them teach physics. At time one, these items
assessed participants expectations about using STEPP and were phrased to indicate that
we were interested in understanding their expectations. At time two, these items assessed
participants’ actual experiences after using STEPP throughout the teacher training.

Data were collected via Qualtrics survey software. At time 1, we asked a total of
13 quantitative questions and 5 opened-ended questions. At time 2, we re-assessed the same
13 quantitative items and added 2 additional open-ended responses to gather additional
feedback on recommended changes after participants had used STEPP.
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Table 1. The Quantitative items used to assess teacher’s usability experience with STEPP along with the
correlation between time 1 and time 2 for each pair of questions. Time 1 wording appears in brackets.

Item
Conceptual

Category
T1 vs. T2

Correlation

1. STEPP [will be] was easy to use. User Exp 0.54
2. I [will like] liked the look of STEPP. User Exp −0.20
3. I [will like] liked using STEPP. User Exp 0.28
4. [I expect that] Using STEPP increased my interest in physics. STEM+C 0.61
5. [I expect that] Using STEPP increased my interest in
computer science. STEM+C 0.44

6. [I expect that] Using STEPP increased my interest in STEM
(Science Technology Engineering Mathematics). STEM+C 0.37

7. [I expect that after using it,] I want to use STEPP more. User Exp 0.41
8. [I expect that] Using STEPP will help me teach physics. STEM+C 0.90 **
9. [I expect that] Using STEPP made me feel more confident that I
use it in my classroom to teach physics. User Exp 0.72 *

10. I would like to use STEPP in my classroom to help my students
learn physics. CLASS APP 0.83 *

11. [I expect that] STEPP is valuable for students learning physics. CLASS APP 0.91 **
12. [I expect that] The state diagram is useful for breaking down
physics problems I would use with my class into discrete steps. CLASS APP 1.0 ***

13. [I expect that] Concept maps are useful for breaking down
physics problems I would use with my class into discrete steps. CLASS APP 0.66

Notes: all items were assessed on a continuous scale ranging from 1 (“strongly disagree”)
to 7 (“strongly agree”) with a midpoint of 4 (“neutral”). Phrases above in brackets provide
the wording for the pre-test survey. Statistically significant correlations are denoted as
follows: * p < 0.05; ** p < 0.01; *** p < 0.001.

Figure 4. Mean evaluations at pre- and post-test on the quantitative items.
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3. Results

We analyzed changes in attitude in three conceptual topics: (1) User Experience,
(2) STEM-C Relevance, and (3) Classroom Applicability. To compare changes in teachers’
attitude before and after using STEPP, we used within subjects’ t-tests and report the means,
standard deviations, mean difference, correlations between time 1 and time 2 measures,
t-test statistic, Cohen’s d effect size, p-value, and observed statistical power for each
analysis reported below. See Figure 3 for a graphical display of pre-post means for all
measures. Note that while each item was analyzed individually but the reliability for the
combined items for each the conceptual topic at both Time 1 and Time 2 are reported below.
The correlations between pre- and post-test items is reported in Table 1 above.

An anonymous reviewer asked us to reanalyze the data using a non-parametic equiva-
lent of the within subjects’ t-test, the Wilcoxon Signed Rank Test. We re-ran the analyses and
did not find our results changed for any of the items. Also note that the inclusions of scale
reliabilityies for the three conceptual categories was based on similar reviewer feedback.

3.1. User Experience (Time 1 Chronbach’s α = 0.88; Time 2 Chronbach’s α = 0.57)

After using STEPP, teachers found it easier to use than expected, (Time 1 M = 4.5,
SD = 0.33; Time 2 M = 5.75, SD = 0.25, D = −1.25), t(7) = 5, d = 1.71, p = 0.002, Obs 1−β = 0.56.
Teachers also liked the look of the modules more than they expected, (Time 1 M = 5.125,
SD = 1.61; Time 2 M = 6, SD = 0.33; D = −0.875), t(7) = 2.83, d = 1.55, p = 0.026, Obs 1−β = 0.91.
STEPP exceeded teacher’s pre-test expectations on how much they would like using the
modules, (Time 1 M = 4.875, SD = 0.96; Time 2 M = 6.125, SD = 0.17; D = −1.25), t(7) = 3.03,
d = 1.5, p = 0.019, Obs 1−β = 0.85. There were no significant differences, however, between
the degree to which teachers reported wanting to use STEPP and to their expectations
of STEPP, (Time 1 M = 5.125, SD = 1.61; Time 2 M = 6, SD = 0.73; D = −0.875), t(7) = 2.2,
d = 0.84, p = 0.064, Obs 1−β = 0.59. Teachers became confident in using the STEPP modules
more than they expected, (Time 1 M = 4.75, SD = 0.62; Time 2 M = 5.875, SD = 0.49;
D = −1.125), t(7) = 4.97, d = 1.3, p = 0.002, Obs 1−β = 0.28.

3.2. STEM-C Relevance (Time 1 Chronbach’s α = 0.79; Time 2 Chronbach’s α = 0.77)

After use, teachers judged that STEPP would increase interest in Physics more than
they expected, (Time 1 M = 4.625, SD = 1.27; Time 2 M = 5.625, SD = 2.88; D = −1),
t(7) = 2.65, d = 0.83, p = 0.033, Obs 1−β = 0.44. Teachers’ judgement of how much STEPP
would increase interest in Computer Science also exceeded their expectation prior to use,
(Time 1 M = 5.125, SD = 1.61; Time 2 M = 6.125, SD = 0.48; D = −1), t(7) = 2.65, d = 0.99,
p = 0.033, Obs 1−β = 0.58. Teachers did not differ in how much they believed STEPP could
increase interest in STEM fields before and after using the modules, (Time 1 M = 5.125,
SD = 1.61; Time 2 M = 5.5, SD = 2.04; D = −0.375), t(7) = 0.81, d = 0.32, p = 0.442, Obs 1−β = 0.93.
Teachers did, however, report a strong change in their appreciation for STEPP as a tool
for teaching Physics, (Time 1 M = 4.375, SD = 1.99; Time 2 M = 6.375, SD = 0.07; D = −2),
t(7) = 7.48, d = 1.18, p < 0.001, Obs 1−β = 0.14.

3.3. Classroom Applicability (Time 1 Chronbach’s α = 0.83; Time 2 Chronbach’s α = 0.75)

After use, teachers reported wanting to use STEPP in the classroom at a higher rate
after use, (Time 1 M = 5, SD = 1.31; Time 2 M = 6.125, SD = 0.17; D = −1.125), t(7) = 4.97,
d = 1.01, p = 0.002, Obs 1−β = 0.13. Teachers evaluated STEPP to have a higher value
to students after having used the program themselves, (Time 1 M = 4.875, SD = 0.48;
Time 2 M = 6, SD = 0.33; D = −1.125), t(7) = 9, d = 1.38, p < 0.001, Obs 1−β = 0.23. Concept
Maps [27] were used in the summer institute/curriculum design as a bridge from a more
common classroom tool to the unfamiliar State Diagrams. Teachers did not find the
Concept Maps in STEPP to be useful in breaking down physics more after using STEPP,
(Time 1 M = 4.875, SD = 4.51; Time 2 M = 5.375, SD = 8.06; D = −0.5), t(7) = 1.08, d = 0.31,
p = 0.316, Obs 1−β = 0.46. However, there was a large difference between how useful
teachers found the State Diagrams in STEPP after using the modules relative to before
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use, (Time 1 M = 5, SD = 0.33; Time 2 M = 6.25, SD = 0.25; D = −1.25), t(7) = 3.42, d = 1.71,
p = 0.011, Obs 1−β = 0.87.

3.4. Qualitative Feedback

Participants generally reported that they expected STEPP to be more coding-focused and
difficult to use but found instead that it was more physics focused instead. As one participant
reported: “I initially envisioned more of a direct coding component, but this was not present in
STEPP as STEPP instead introduced CS conceptually through state diagrams”.

In terms of what participants liked most about STEPP, their responses uniformly
focused on the ability of STEPP to break problems down into discrete, logical steps.
Participants unanimously reported minor bugs as the issue they liked least about STEPP.
Similarly, they all focused on how the ability to break problems down into discrete
steps would be the biggest benefit of using STEPP to teach physics in their classrooms.
When asked about how to make STEPP easier to use, participants focused on more detailed
instructions. For instance, one participant stated: “Provide more user guidance (maybe
through a tutorial at first use?)” When asked about STEPP’s usefulness in teaching compu-
tational thinking to students, the teachers also focused on the discrete steps approach to
problem solving as the modules’ best contributing factor.

For the post-test only items, participants suggested including more instructions in
STEPP. The final question asked for any additional input and their feedback split into two
equal categories: an expression of enthusiasm for using it in their classrooms and a desire
for more teaching resources to help support them as they implement the modules into their
classes. As one participant expressed: “Keep on keepin’ on! This is promising software”.

4. Discussion

Overall, our results supported our predictions in that teachers’ expectations for STEPP
were exceeded after using it. Furthermore, their overall feedback suggests that these
software modules are easy and enjoyable to use, can facilitate interest in and learning of
physics and STEM-C, and teachers see the utility of these modules for use in the classroom.
This was illustrated by both the quantitative and qualitative responses from our sample
of teachers. The qualitative items in particular also captured important user feedback
and suggestions which may be capitalized upon in the further development of the STEPP
modules. Thus, the user feedback we received was not only consistent with our predictions,
but also helpful for the future development of STEPP, which may include bugs fixes and
adding a tutorial mode.

These results further support the notion that, as with other types of educational physics
software [27,29,30,35], STEPP has the potential to facilitate student understanding of
modeling, simulation, and the transitions between different states. These concepts are also
useful for understanding the impact of sustainability in physics education. Furthermore,
this study adds to the growing literature on the usability of physics educational software
by assessing usability from the perspective of teachers—an often overlooked group. This is
also important because of teachers’ role in selecting the educational software used by both
students and teachers inside and outside the classroom. Thus, our results also highlight
the importance of the teacher’s perspective on educational software in the classroom.

While the research team found the results of the present study promising, this research
is not without its limitations. For instance, while we assessed usability and perceived
relevance to STEM-C, we did not assess learning. This is because (a) it would make
little sense to assess the sample of physics teachers in this manner in the context of a
4-day summer institute; (b) we planned to test student learning after completing our
usability studies. Furthermore, the present study has a small sample size—an issue typically
problematic in research. However, this is not unusual for usability research where small
samples are the norm. Illustrative of this, research indicates that 80% of usability problems
are detected with samples as small as 4–5 participants [36]. We intentionally designed a
within-subjects usability test as this type of design is also known to accommodate small
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sample sizes [37]. Based on the generally large effects [38] and high statistical power
observed in our results, we maintain that our sample size was adequate for our purposes.

It is notable that we did not conduct multivariate analyses because some of the scaled
reliabilities decreased at time 2. This may reflect the notion that the teacher’s expectations
were more conceptually similar while their hands-on experience with STEPP produced
more variability in their post-test responses. Finally, we need to acknowledge the limited
generalizability of this research, as these results are specific to our specific software and
may not be applicable to other types of users and other types of educational software.

In the future, our research will examine the usability of our software from the perspec-
tive of students as well. However, this initial test provides some evidence that STEPP may
be an easy tool to increase student interest in and commitment to STEM careers.

5. Conclusions

Overall, this research addresses a gap in the literature by examining usability from
the perspective of teachers. Furthermore, this work suggests that simulations may have
a promising role in the future of physics education, modeling, simulation, computational
thinking, and the sustainability of systems. While people may generally think of sus-
tainability as referring to some ecological result, such as zero energy or agriculture.
Thus, the present research applies sustainability to education by considering the role
that educational software plays in long-term learning outcomes. We posit that multiple
representations and scaffolding are two educational principles which lead to a more diverse
and robust system (STEPP). Having these two principles in action may make STEPP more
accessible with broad impact.

Supplementary Materials: More details on STEPP are available online at https://stepp.utdallas.edu.
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