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engineering at Instituto Superior Técnico (IST), University of Lisbon and is senior researcher at

Instituto de Telecomunicações. His current research interests include the study and simulation

of photonic and optoelectronic components, for sensing, communications and energy applications.
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Abstract: The collection of papers presented in this Special Issue (SI) portraits the state-of-the-art
of photonic-based interferometric sensors, where new application areas were explored (such as
spirometry) and novel sensitivity limits were achieved, using innovative sensing techniques for the
monitoring of parameters, such as displacement, temperature or salinity.

Keywords: interferometric sensors; optical fiber; photonics

1. Introduction

Optical fiber interferometric sensors have been an expanding research topic in recent
years, mainly due to its ability to perform measures with extreme accuracy on a variety
of physical parameters, which range from temperature, strain, pressure, and chemical
quantities to physiological parameters. For this Special Issue (SI), both original research
papers and review articles describing the current state-of-the-art in this research field
were requested and welcome, with the aim to provide a collection of high-quality papers,
reporting on the present status and future outlook of the following topics:

− New and/or low-cost interferometers production methods;
− Novel optical fiber Fabry–Perot, Mach-Zehnder, Michelson, and Sagnac-based sensors;
− Optical fiber interferometric-based sensing for physical and chemical parameters;
− Optical fiber interferometric systems with microfluid integration;
− Low-cost, miniaturized, selective and multiparameter optical fiber interferometric devices;
− New bio/chemical probes for biomedical applications;
− Wearable/biomedical interferometric sensors;
− Advanced signal processing techniques;
− New interrogation techniques for interferometric sensors;
− New applications of optical fiber interferometric sensors.

The contributions to this SI resulted in a collection of 12 papers reporting on the
advances in the research of interferometric optical fiber-based sensors and its novel applica-
tions. The scope of this SI intends to provide a synopsis of the current research trends and
state-of-the-art in this field, covering recent technological improvements, new production
methodologies and emerging applications, for researchers coming from different fields of
science and industry.

The manuscripts published under this SI report on topics that range from interfero-
metric sensors for thickness and dynamic displacement measurement, up to pulse wave
(PW) and spirometry applications. A brief overview of the collection of papers present in
this SI will be described in the following section.

We appreciate the authors’ contributions to this SI, which gathers original papers
with a comprehensive and up-to-date overview on a variety of topics, with the common
denominator based on new optical fiber and photonic-based interferometric sensors.

Photonics 2021, 8, 389. https://doi.org/10.3390/photonics8090389 https://www.mdpi.com/journal/photonics
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Additionally, we would like to thank the academic editors and reviewers for their
efforts and contributions to guarantee the scientific rigor and quality of the manuscripts
published and, consequently, of this SI.

2. Contributed Papers

The papers collected in this SI reflect the importance of the topic for the research
community, and the wide field of applications in which such novel technological advances
can have improved performance.

Among the diverse fields of applications gathered in this SI, Gao et al. reported on a
speckle interferometry system for micro-electromechanical systems (MEMs) dynamic dis-
placement measurement. They proposed a large-field microscopic speckle interferometer,
based on two embedded doublet lens groups for the realization of an improved optical
Mach-Zehnder system. With the proposed solution, the authors can expand the field of
view, while reducing the coherent noise of the reflected signal, achieving a high precision
and real time dynamic measurement of MEMS [1].

On a different application, the authors from [2] reported on the use of digital grating
Moiré effect, to be applied in the measurement of the curvature radius and focal lengths
of biconvex and biconcave spherical lenses and mirrors. With the proposed methodology,
they proved to be able to provide measurements of focal length and a radius of curvature
with errors below 0.5% [2].

The authors of [3] report on the development and implementation of an optical
contactless technique to monitor the production of plastic films which thicken in real time.
The developed apparatus is a low-coherence fiber interferometer, based on a cross between
an auto-correlator and a white light interferometer, which is able to measure blown film
thickness during production [3].

Stolarik et al. contributed to this SI with a report on promising alternatives for
vibration measurements, with an optical fiber Michelson interferometer, designed with
passive demodulation technique using three mutually phase-shifted optical outputs [4].
The performance of this device was compared with existing seismic devices, and the
results demonstrate its great potential, with correlation coefficients above 0.9, and average
deviations of the amplitude of the oscillation velocity around 0.02. [4].

Another paper that contributed to the success of this SI, from the authors of [5],
reports on different optical fiber-based interferometric techniques to monitor the PW signal.
The authors provide an exhaustive comparison of performance (signal to noise ratio,
repeatability, and suitability of demodulated signals), of the optical fiber sensors based on
fiber Bragg grating (FBG), Fabry–Perot interferometer (FPI), single mode–multimode–single
mode intermodal interferometer and optical coherence tomography (OCT), to monitor
the PW signal [5]. From the presented study, it was concluded that OCT-based sensors
outperform the other solutions in terms of signal demodulation quality and robustness
and presented a clear discussion of the advantages and drawbacks of all compared PW
measurement approaches [5].

Marques et al., contributed to this SI, with a manuscript in which the suitability of the
Master–Slave (MS) procedures for processing/calibration of the signal from interferometers,
driven by akinetic sources, that exhibit non-linear tuning, was evaluated [6]. The authors
explore the use of two different MS-processing techniques for the akinetic source calibration,
being able to recover, in both cases, the spectral depth information, enabling an improved
analysis of phase errors, which may occur around invalid-to-valid transactions or due to
the source performance [6].

Additionally, an enhanced temperature sensor, based on a dual-core fiber with an
eccentric core and a central core in-fiber Mach-Zehnder sensor, was reported by Qiu et al. [7].
The central core effective refractive index is modulated by the glycerol–water solution in
the fluidic channel, adjacent to the central core. The sensor-transmitted spectra are shifted,
according to the temperature variations, with a sensitivity of 2.77 nm/◦C (for a channel
with 15 cm). The authors also found a relation between the sensitivity of the sensor and the

2
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length of the fluidic channel, showing that the longer the channel, the higher the sensor’s
sensitivity (a length of 29.5 cm will provide an increased sensitivity of 5.69 nm/◦C) [7].

The report on a high sensitivity displacement interferometer-based sensor, combining
the Vernier effect and the push and pull method, was reported in [8]. The combination of
these two methodologies, and the optimization of the two interferometers, resulted in a
sensitivity of 254 ± 6 nm/μm, a magnification factor (M) of 1071 and an MVernier of 1.9 [8].

Additionally, the development of solutions to monitor seawater salinity was presented
by Zhou et al. The solution proposed is based on a novel microfiber coupler interferometer,
produced by connecting the two out ports of a microfiber coupler, to Faraday rotating
mirrors. The proposed solution exhibited a spectral red shift with a water salinity increase,
with the highest sensitivity reaching 303.7 pm/‰and a resolution of 0.03‰ [9].

Another temperature sensor, based on a photonic crystal fiber (PCF) Sagnac interferome-
ter, was presented in [10], where the authors, theoretically and experimentally, reported on
a liquid-filled highly asymmetric PCF structure for temperature monitoring. The proposed
structure presented a sensitivity of 17.53 nm/◦C with a resolution of 5.7 × 10−4 ◦C [10].

As part of this SI collection, is also the review manuscript provided by Hillmer et al.,
focusing on a detailed comparison (spectral range required, resolution, tunability, efficiency,
multiplexing capabilities, miniaturization limits, and potential of nanoimprint), of different
miniaturized sensor concepts for nanoimprint. The studyranges from classical optical
transmission and reflection gratings, up to fiber tip sensors, also exploring static FPI filter
arrays, plasmonic filters and MEMS tunable FPI interferometers. The work presented by
these authors provides a thorough analysis of the above-mentioned technologies, and its
potential to be fabricated by nanoimprint techniques [11].

Finally, a novel application of FPI-based sensors was reported by Nepomuceno et al.,
where the authors presented an optical fiber FPI-based, 3D printed device to evaluate
the individual pulmonary capacity by spirometry [12]. The spirometer is based on the
conversion of the air flow into strain variations applied to the optical fiber, which modulates
the FPI spectral response. In this contribution, an exhaustive theoretical analysis of the
device, as well as its preliminary results, is presented, from which it was possible to acquire
spirometry critical parameters: forced expiratory volume in 1 s (FEV1), forced vital capacity
(FVC), FEV1/FVC index and the peak expiratory flow (PEF) [12].

3. Outlook and Prospects

The papers collected in this SI represent only a small window of the current interest
and developments in photonic-based sensors, with a particular focus on interferometric
devices. The development of new production methodologies, targeting more cost effective
and less complex production lines, still has room to grow. Innovative and promising
developments of the production methods, devices and techniques for spectral analysis,
and new areas of application are to be expected for this type of sensing device.

Author Contributions: M.F.D. wrote the manuscript draft. N.A. and P.A. contribute to the manuscript
revision. All authors have read and agreed to the published version of the manuscript.
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Abstract: Optical interferometric sensors have acquired significant importance in metrology and
information technology, especially in terms of their potential application in launching size, selectivity,
sensitivity, resolution, spectral tuning ranges, efficiency, and cost. However, these demands are often
contradictory and counteract one another, and are thus difficult to simultaneously fulfill during their
interaction. This review focuses on a detailed comparison of seven different strongly miniaturized
sensor concepts investigating the limits of these demands. For the visible and near-infrared spectral
range, seven optical sensors were reviewed based on the following methodologies: classical optical
transmission and reflection gratings, arrayed waveguide gratings, static Fabry–Pérot (FP) filter arrays,
MEMS tunable FP interferometers, MEMS tunable photonic crystals, plasmonic filters, and fiber
tip sensors. The comparison between the selected concepts concentrates on (i) the minimum space
required for a particular spectral range, (ii) resolution, (iii) the integration in optical fiber technology,
(iv) tunability to save space, (v) efficiency in using available light, (vi) multiplexing, (vii) miniaturization
limits, and (viii) the potential of nanoimprint for cost reduction. Technologies for enhancing efficiency
to obtain more available light and their applicability to the different methodologies were studied.

Keywords: miniaturized optical sensors; Fabry–Pérot interferometers; tuning range; MEMS; efficiency;
nanoimprint; integration in fiber optics; multiplex advantage; photonic crystals; plasmonics

1. Introduction

Wearable interferometric sensors require a small size, high selectivity, and sensitivity
if biomedical applications are envisaged. These three requirements often involve counter-
running demands and have previously been found to be difficult to satisfy in a single system.
Such a limitation is also relevant in many other application fields of photonic methodologies:
highly accurate metrology; health and environmental monitoring; food sensing; quality control
in industrial fabrication; smart personal environments; and high data rate communication
technologies. Wearable interferometric sensors are characteristically lightweight with a small
footprint as a result of miniaturization, which at the same time enables low-cost, precision,
and high efficiency. Photonic sensorics [1–10] enable extraordinary sensitivity, outstanding
selectivity, and broad application fields [1] such as industrial production control, environmental
trace gas detection, agriculture growth monitoring, medical prevention and medical diagnosis,
and fiber optic communication technologies. Many of the optical sensors use fiber or optical
waveguide technology and are already integrated in communication systems, with high

Photonics 2021, 8, 332. https://doi.org/10.3390/photonics8080332 https://www.mdpi.com/journal/photonics
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potential for future integration in wearable interferometric sensors or in devices used for smart
personal environments. However, a key challenge remains that of combining their outstanding
performance in terms of resolution and efficiency while being miniaturized as much as possible
at the same time.

In this review, methodologies of optical sensing in the near-infrared (NIR), visible
(VIS), and ultraviolet (UV) spectral wavelengths ranges are introduced. This review also
refines one of our recent papers [11], extending it toward integration into optical fiber
technology and the improvement of the estimation of minimum size requirements, as well
as formulates new insight into tunability efficiency.

A systematic overview of the different spectroscopic sensing principles is shown as a
block diagram in Figure 1. In principle, the wide variety of sensor types can be categorized
into different schemes. From a physical point of view, classification in accordance with
the optical working principles is appropriate. For potential economic exploitation, classifi-
cation with respect to robustness, complexity, recording and analyzing speed, potential
applicability for high volume manufacturing, and the consideration of price aspects would
be rather helpful. The block diagram shown here distinguishes in the first level between
different optical working principles and focuses in the second level on sensor concepts that
are particularly suitable for miniaturization and compatible with waveguide technology.
The sensor concepts listed in the bottom row are considered in detail in this contribution.

Figure 1. Block diagram of the sensor and spectrometer types considered in this review. This diagram should provide a
general overview and an orientation throughout this extensive paper.

Traditional optical spectrometers [4,8–10] use prisms or gratings as dispersive or
diffractive elements to dissolve the studied optical information into a spectrum (intensity
versus wavelength plot). A transmission grating is depicted in Figure 2. As a general rule,
a higher grating order means higher resolution; however, unfortunately, this also means
a smaller intensity. To overcome this major disadvantage, the gratings are often blazed
(exhibiting e.g., a saw-tooth structure) to transform the desired highest intensity from the
zero order into higher diffraction orders [4]. This enables a rather high resolution and a
relatively high intensity to be achieved at the same time.

6
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Figure 2. Schematic design of a transmission grating spectrometer with a symbolic grating shape.

There are different options to miniaturize the sensors, and Micro-Electro-Mechanical
Systems (MEMS) represent one miniaturization option that enables wavelength tuning.
In particular, FP and photonic crystal sensor systems or grating spectrometers can be
miniaturized using MEMS. Actuation in MEMS-based devices was demonstrated for
different material systems and wavelength ranges using different methodologies such as
thermal, electromagnetic, piezoelectric or electrostatic actuation methodologies. Even in
traditional grating spectrometers, MEMS can be applied to rotate the grating [12–15] and
enable good performance.

More advanced methodologies use interferometry [3,4,16–20] for optical sensing
based on the Mach–Zehnder, Fabry–Pérot, Michelson, and Sagnac principle. Additionally,
there are many others which are closely related to these concepts. In the Michelson
interferometer [3,4] the incident light beam (input) is split into two parts that are reunified
again at a later stage before reaching the photodiode sensor as the output beam. Precisely
delaying one of the two beams generates a distinct phase shift, though a proper calibration
has to be completed before using the interferometric sensor. Next, the interferogram
(intensity as a function of the varying phase delay) is converted into the wavelength range,
thus, delivering the spectrum of the input. The smaller the considered light wavelength,
the higher mechanical precision required to obtain the phase shifts. Therefore, the involved
mechanics is less complex in the NIR compared to the VIS range. Fourier spectroscopy [3]
uses the Michelson interferometer in the NIR, in which the interferogram is the Fourier
transform of the input signal [3].

The input beam is also separated into two branches in the Mach-Zehnder interfer-
ometer [19,20]. Likewise, the two waves propagating through the branches experience
different optical path lengths (defined as the product of refractive index and physical
length). The two beams are then reunified, and the varying phase shifts between the
two beams result in different corresponding intensities of the output beam. Integrated
Mach-Zehnder interferometers can be implemented using ridge or embedded waveguides.
Today, integrated Mach-Zehnder interferometers are often applied as modulators or sen-
sors and were demonstrated in many various materials such as Si, InP, LiNbO3, dielectric
materials, inorganic glass, organic glass and polymers. By integrating a plate capacitor to
one of the waveguide branches, the effective refractive index of that waveguide branch
can be tuned via the capacitor voltage (i.e., the variable electrical field), making use of the
electrooptic effect. Tuning the voltage produces an interferogram, and Fourier transform-
ing the interferogram gives the spectra. A very important variant of the Mach-Zehnder
interferometer is the derived arrayed waveguide grating (AWG) [21–27]. The AWG and
Mach-Zehnder interferometers are perfectly adapted for use in fiber optical systems. There-
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fore, the AWG represents a significant waveguide-based sensor type and a basic device in
dense wavelength division multiplex (DWDM) systems for present high-speed and high
bitrate optical data and telecommunication systems. More than 100 waveguide branches
of tailored lengths can be combined in an AWG. These interferometric devices are also
named phased arrays. Yoshikuni et al. have contributed pioneering work in the field of
AWGs for fiberoptic telecommunication in the 1.5 μm communication bands, in which
channel spacings of 50 GHz were achieved [22–24]. AWG consist of M waveguides (related
to M fiberoptic DWDM channels) of different optical path lengths which are introduced
not by the effective refractive index, but by the varying physical lengths. The individually
tailored lengths lead to distinct phase shifts at the output of the different waveguides. The
waveguide couples the waves out into a free beam section in which (mode) confinement
is only given by a vertical waveguide structure. At the opposite end of the free beam
section, light constructively interferes only at specific positions. Another M waveguides
are beginning exactly at these positions, representing the output ports. The waveguides
are spectrally ordered. Therefore, each individual output waveguide only guides light in
an interval of Δλi with a central wavelength λi (vacuum wavelength), where i = 1 . . . M.
These Mach-Zehnder and AWG sensors constitute a second interferometric sensor design.

The third sensor design, based on the Fabry-Pérot (FP) principle [4,28–58], uses also
interferometric methodologies and is well suitable for fiberoptic sensors. Although no
beam splitters are involved and only two transparent dielectric parallel mirrors are present,
the FP interferometer involves multipath interference and is highly complex. The impor-
tant optical element embedded between the two mirrors is the FP cavity. Inside the FP
interferometer cavity, some wavelengths are dimensioned in a way that they can constitute
standing light waves, and thus fulfilling the FP condition. For a vacuum (air) cavity and
two perfectly flat metal mirrors embedding the cavity, the condition can be described by
a simple formula: a multiple of half of the vacuum wavelength equals the cavity length.
These explicit standing wavelengths are the cavity modes. However, in real conditions
which have to be considered in interferometric sensorics, the modes (standing waves)
penetrate into the dielectric mirrors. Even by replacing the vacuum wavelength in the
FP condition with the wavelength in the medium (vacuum wavelength divided by the
cavity refractive index), it is still a very rough approximation. This phenomenon is detailed
later in Section 10. The wavelength of each specific mode (standing wavelength) passes
the interferometer nearly unattenuated (almost 100% of the input intensity). It is quite
common to refer to FP interferometers as FP filters, where the modes are also defined as
FP filter lines. The reason for a specific wavelength passes the filter unattenuated and
unreflected is due to constructive interference of all multipath waves at the FP output.
All the remaining wavelengths which do not constitute modes experience destructive
interference at the output. They are reflected by the FP filter and show constructive in-
terference in the reflected beam. By shifting one of the mirrors precisely parallel along
the optical axis, the corresponding spectrum, i.e., a spectral tuning of the wavelength,
is obtained. Therefore, this interferometer also constitutes a spectrometer. By applying
MEMS technology, wavelength tuning can be obtained by displacing one or both mirrors
using MEMS actuation [37–57].

Adding optical substructures in the nanometer range onto membranes or cantilevers of
MEMS offers further options to optimize the optical sensor assets. As the substructure size
is roughly a factor of 100 below the typical dimensions of MEMS membranes or cantilevers,
an integration of substructures is not affecting the general contour or functionality of
these MEMS sensors. Often, 1D or 2D photonic crystal (PC) structures are integrated into
membranes to enable specific guided mode resonances (GMR) [59,60]. In this case, the
released MEMS layer is a slab waveguide with light waves incident in normal direction to
the interfaces of the slab. Without integrating a PC structure, the free space mode is not able
to couple to a guided mode in the slab. In contrast, it will be reflected and transmitted at
each interface, constituting a typical thin-film spectrum. If a grating pattern with a period
in the range of the desired wavelength range is added, this will lead to resonant coupling
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of a part of the incident wave into a leaky mode inside the slab. Because of its leaky nature,
the mode will couple back—out of the slab—into both vertical directions and superimpose
with the residual incident and transmitted free space mode (known as continuous mode).
This results in a filter resonance line with Fano characteristics, both in transmission and
reflection [61]. If the resonant coupling conditions are tailored appropriately, line shape
and spectral width are influenced. Narrow linewidths are accomplished by applying low
coupling strengths, while broadband reflections can be obtained using strong coupling
and applying an overlap of several individual resonances. Sensors using the GMR can
be strongly miniaturized [62] since they replace vertical periodic patterns of distributed
Bragg reflectors (DBR) by horizontal pattern inside a single membrane. This means that
they translate full FP filters into a narrowband Fano resonance of a PC slab. However,
their fabrication and application are a real challenge due to their strong angle dependency.
Therefore, use of very flat membranes or cantilevers is crucial, but this effect also restricts
the acceptable angular spectrum of the incident light beam. As a consequence, the spot
diameter and related divergence which can be used are restricted.

If the axial symmetry of 90◦ is disturbed in the PC-based sensors or in the sensor lattice
itself, altered conditions are obtained for in- and out-coupling along the x- and y-direction,
thus enabling further polarization selectivity of the sensor element. In the simplest case,
this is obtained by a line grating (1D PC). A higher degree of control on coupling properties
is achieved by 2D PC patterns with elements owning elliptical [63–65] or keyhole [66]
shapes. Please note that the x- and y-coordinates are spanning the in-plane directions. An
alternative to enable polarization selectivity is using sub-wavelength structures. In this
case, the interaction with the incident waves is defined by the effective refractive index
method. Appropriate designs of the pattern disrupt the 90◦ symmetry, leading to different
effective indices for transverse magnetic (TM) and transverse electric (TE) polarization,
and subsequently resulting in structural birefringence [67].

Nano-optic effects may be also used to substitute the dispersive elements of sensors.
Surface-plasmon-polaritons (SPP) reveal resonances and interact efficiently in the optical
nearfield. However, they experience the same critical trade-off between resolution of
grating spectrometers and their ability for downscaling because they are based on the
angular dispersion of the spectrum as well. In addition, the standard Kretschmann method
of excitation makes downscaling quite difficult due to the required bulky prisms. The
problem was addressed using a metallic grating coupler for surface plasmons positioned on
a scanning MEMS cantilever, and then to read out the influence on the photodiode current
of an integrated photosensor [68]. An alternative to improve the resolution of miniaturized
spectrometers is achieved via the super prism effect in PC structures. The dispersion
properties of a periodic 2D pattern can be designed to be much more pronounced than
those of a 1D grating if the shape of the photonic bands is appropriately tailored close to
the bandgap [69]. Nonetheless, it was shown that with 1D structures in form of chirped,
resonant, or general layer stacks, a strong super prism effect is possible as well [70].

Continuing with this general overview of optical sensing, methodologies and instru-
mentation, the focus is now placed on the miniaturization potential of grating spectrometers.
Concerning size, optical grating spectrometers used in the NIR, VIS, and UV span a length
between several mm and a few meters. The optical resolution Δλ/λ of the grating spec-
trometer is obtained by multiplying the diffraction order n with the number of illuminated
grating periods N, approximately. If we have to miniaturize the grating spectrometer, we
are forced to reduce N since it is impossible to reduce the grating period (the application
defines the wavelength range we have to consider). In addition to the resolving power of
the grating, the pixel sizes and the path lengths determine the resolution of the spectrome-
ters, as can be seen in Figure 2. Thus, we can only reduce the size of the grating, and this
means to reduce the total number of grating lines N and to shorten the optical path length
inside the spectrometer. Decreasing N reveals a strong and negative impact on the spectral
resolution. The first two photos (from left) in Figure 3 display the mini transmission grating
spectrometer PEBBLE from the company Ibsen Photonics, Denmark [71] and the mini
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reflection grating spectrometer C10988MA-01 from the japanese company Hamamatsu
Photonics, in which that of Hamamatsu reveals stronger miniaturization. In the second
column (from left) in Figure 3, data from the two smallest grating spectrometers, C12880MA
and C14384MA [72], are included. Currently, the C14384MA-01 and the PEBBLE are most
probably the smallest grating-based optical mini spectrometers available in the market. The
corresponding package dimensions of the C14384MA-01 are located in the sub-centimeter
range. Scaling down this spectrometer could only be accomplished at the expense of the
grating size, i.e., to work with a rather limited number of grating lines N. For the spectral
range of 540–1050 nm, the datasheets of the spectrometer reveal full width at half maximum
(FWHM) of 17–25 nm (equivalent to linewidths) and corresponding resolutions Δλ/λ of
42–56. This sensor type makes the most efficient use of available light compared to all other
sensor methodologies, and it is compatible with fiberoptic systems since it is also available
with fiber pigtails. However, if strong miniaturization is required, the achievable resolu-
tion is often not sufficient: As already mentioned, grating spectrometer resolution and is
strongly decreasing with shrinking size. Luckily, there are many alternative methodologies
providing high resolution independent of size, and some of them will be discussed and
compared in this review.

Concerning wavelength dispersing options for fiberoptic, sensor principles which
(i) are compatible to fiber technology, (ii) have high resolution, and (iii) reveal strong
miniaturization potential are considered. The following alternatives are included (and sum-
marized in Figure 3): Static FP filter arrays on complementary metal oxide semiconductor
(CMOS) sensor arrays or charge coupled devices (CCD) [28–37], MEMS tunable FP fil-
ter arrays [38–57] on photodetector (PD) arrays, AWG structures [21–27], MEMS tunable
photonic crystal (PC) filters [62,73–77], plasmonic MEMS cantilevers [68] and thermally
tuned chirped fiber Bragg gratings (FBG). Compared to the mini grating spectrometers
mentioned above, all these alternatives reveal higher resolution, lower FWHM, and are
much smaller in size. The content of Figures 1 and 3 will be considered throughout the
whole review. Please note that there are other alternatives than those mentioned in Figure 3,
such as MEMS grating spectrometers or Fourier spectrometers which were also strongly
miniaturized in the past. However, these are beyond the scope of our paper. The focal
points of our review are (i) to describe their method of integration into optical fiber sys-
tems, (ii) to show alternative fabrication technologies such as nanoimprint, (iii) to enlarge
wavelength tuning behavior, (iv) to identify limits for optical sensor miniaturization, and
(v) to envisage performance improvement and cost reduction.

This review emphasizes FWHM, resolution, and potential miniaturization limits with
the focus on FP-type interferometers, and delivers various quantitative comparisons. The
efficiency in using available light is discussed in detail and the different sensor method-
ologies are compared with respect to efficiency in this review. There is another recent
and well elaborated review paper about miniaturized spectrometers [78] emphasizing the
classification of spectrometer methodology and focusing on computational (reconstructive)
and Fourier transform methodologies. It is more qualitative rather than quantitative with
regard to miniaturization limits, since it only gives the extension in 1D. In contrast, our
review gives the required area in 2D. Efficiency is not included in the scope of [78], but it is
crucial for signal-to-noise ratio. Thus, our review and the review [78] ideally complement
each other.
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The review is organized as follows: Section 2 deals with FP filter methodologies,
microspectrometers based on FP filter arrays, and our nanospectrometer based on static FP
filter arrays which is fabricated by nanoimprint. The digital fabrication methodology for
cavity arrays of different heights is demonstrated for the technological fabrication of 3D
nanoimprint templates by digital etching in Section 3. This methodology is applied for the
fabrication of static FP filter arrays in the VIS spectral range and is also demonstrated in
Section 3. Here, a single nanoimprint is demonstrated over three DBR stacks of different
design wavelengths and thus different total heights. Section 4 includes experimental results
of static FP filter arrays in the VIS range. In Section 5, the design an FP filter array on a
detector array with mounted fiber is shown. Section 6 deals with the question to make
the most of available light. A methodology is demonstrated which partially compensates
for the low efficiency in using available light. This weakness is characteristic for many
high resolution optical sensors which have the ability of being strongly miniaturized
without loss in resolution. Efficiency boosting is demonstrated by spectral preselection and
shown in a laboratory demonstrator. Section 7 briefly describes differences in fabrication
of static FP filter arrays if we switch from the VIS to the NIR spectral range. Section 8
describes single air-gap MEMS tunable FP filters for the VIS and NIR spectral range.
Section 9 presents methodology, fabrication and characterization of InP multiple airgap
MEMS tunable sensors for the NIR. Section 10 provides a broader view on the limits of
MEMS tunable FP filters regarding materials and geometric design. Section 11 contains an
overview of further concepts for miniaturized optical sensors based on plasmonics, ring
resonators, quantum dots, spatial heterodyning, and photonic crystals on fiber tips and in
MEMS membranes. Section 12 estimates and illustrates potential space requirements for
different sensor methodologies with maximum miniaturization. For the optical sensors
shown in Figure 3, the potential space in the area is calculated according to the requirement
to cover 400 nm in the VIS spectral range and 500 nm in the NIR for the case of maximum
miniaturization. Section 13 deals with the limits of 2D and 3D nanoimprint lithography
and discusses the strength of nanoimprint to reduce fabrication time and cost with regard
to the six sensor types compared in Figure 3. Subsequently, the limits of wide wavelength
tuning are summarized.

2. Methodology of Static FP Sensor Arrays

The static FP sensor array consists of an FP filter array on a photodiode CMOS array
or a CCD array. In the literature, these static FP sensor arrays are also called microspec-
trometers or nanospectrometers, depending on whether or not nanoimprint technology is
applied in the fabrication.

2.1. Microspectrometers

An FP filter interferometer is defined as a transparent resonance cavity layer embed-
ded in between two highly reflective mirrors. Within the high reflective spectral range
(stopband) defined by the DBRs, only one or several filter lines are allowed to transmit
with almost 100% transmission. Each filter transmission line is characterized by its FWHM
and its spectral transmission peak (maximum of the filter line). The position within the
spectral stopband can be adjusted by a distinct choice of the cavity layer thickness. Please
note that the term cavity height or cavity length are used as well in the literature. The
longer the cavity, the longer the wavelength of the filter line. For the highly reflective DBRs,
dielectric materials of low absorption loss are chosen. For each DBR, thin films are stacked
with low and high optical refractive indices alternating in sequence. The higher the width
of the stopband, the larger the contrast of refractive indices of the two chosen materials.

By combining an FP filter array and a detector array matching in size, a microspectrom-
eter sensor is obtained. Miniaturizing these sensors does not reduce the spectral resolution
as opposed to conventional grating-based spectrometers. These microspectrometers based
on FP filter array [28–31] may require complicated fabrication steps for defining all the
different heights of the filter cavities. Various methodologies were reported to generate the
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unequal cavity heights. Digital etching was used by Correia et al. [28,29] to fabricate 16
different FP cavity heights using four lithography and four corresponding etching steps
(4 steps for 16 pixels). Digital deposition was applied by Wang et al. in 2007 [31] to define
128 different FP cavity heights with nine lithography and nine corresponding deposition
steps (9 steps for 128 pixels). Digital masking [11] allows (i) digital etching if it is combined
with a sequence of etching steps [28,29] and (ii) digital deposition if it is combined with a
sequence of deposition steps [31]. The higher the number of different cavity heights (being
fabricated) is, the more filter transmission lines (pixels) can be included in an FP filter array.
However, these high number of steps might not be cost-efficient in industrial fabrication.

2.2. Nanospectrometers

To significantly reduce the number of required fabrication steps by consolidating them
into a single step, nanoimprint is used to define all required different cavity heights for a
complete FP filter array [11,32–34]. Thus, nanoimprinted cavities are used with precisely de-
fined heights between the two identical highly reflecting DBRs. From the usage of nanoim-
print technology in their fabrication, we were introducing the term nanospectrometers—a
combination of an FP filter array and its corresponding detector array—as shown in
Figure 4a with a selection of four FP filters out of the whole array. The filter array com-
prises of two DBRs (shown in gray) and the cavities (shown in orange). The cavities
were fabricated in a single nanoimprint step. Each individual filter cavity height defines
the wavelength of a characteristic different narrow filter line. One option is to directly
deposit the filter array on a detector array (black and magenta). In Figure 4a, each FP
filter has one detector, constituting one pixel. However, each filter can also correspond to
many detector pixels (e.g., 4, 9, 16, etc.). In Figure 4a, the right part displays the spectral
transmission spectra of these four FP filters. Since they have the same DBR, they reveal
the same spectral stopband widths (i.e., same spectral width of minimum transmission).
However, the spectral positions of the filter lines vary due to the tailored different cavity
heights. Within a single step, 3D nanoimprint allows fabrication of all different cavities
(even 100,000 or more, theoretically). In the following, the static FP filter arrays are dis-
cussed in Sections 2–7 (fixed, i.e., static cavity heights), and the variable MEMS tunable FP
filter arrays are considered in Sections 8 and 9.

Figure 4. (a) Cross section Fabry–Pérot (FP) filter array with a detector array below constituting a nanospectrometer (left)
and the related calculated transmission spectra (right); (b) The fabrication process uses Substrate Conformal Imprint
Lithography (SCIL). Reprinted with permission from ref. [11]. Copyright 2021 MDPI.

Applying a single 3D nanoimprint step, 192 unequal cavity heights are defined with
a single nanoimprint step, generating 192 pixels. This 3D nanoimprint does not require
time-consuming digital etching [28,29] or digital deposition [31]. Since the nanoimprint
template can be reused many times, this technology is cost-efficient. The digital etching
is only used once to fabricate the 3D nanoimprint template, and not permanently during
cavity fabrication.
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Figure 4b illustrates the sequence of main fabrication steps from top to bottom. It
starts with the deposition of the bottom DBR on the detector array. Next, the liquid cavity
material (orange) is deposited by spin-coating. Subsequently, the 3D cavity structure is
defined using a transparent 3D stamp (light blue) which is pressed into the cavity material
and hardened via UV light. After lifting the stamp, the top DBR is deposited.

Nanoimprint is a process of shaping deformable materials by means of molding technol-
ogy. Presently, many variants of nanoimprint technologies [81–84] are used to generate high
resolution 2D structures. On the contrary, 3D nanoimprint is less common but essential for our
nanospectrometer. It is challenging to accurately control the vertical dimension (3D) in addition
to the lateral dimension. For mass production, a master template (as a positive), including in
our case the checkerboard-type arranged mesa structures (various cavity structure heights), is
replicated into many identical stamps (as a negative). The 3D nanoimprint is performed using
one of these replicated stamps, generating the orange 3D cavity structures (again positive)
simultaneously in a single step (Figure 4). Please note that the process described in Figure 4 is
involving only a single DBR, thus, revealing a single stopband.

In the following section, three bottom DBR stacks which reveal different heights are
imprinted in a single step to produce 192 different FP filters as a proof-of-principle. This
imprints over the vertical steps located at the lateral borders of the DBR stacks, each of
which has a different vertical extension.

3. Static FP Filter Array Fabrication in the VIS Spectral Range Demonstrating a Single
Nanoimprint over 3 DBR Stacks of Different Height

3.1. DBR Mirrors: Materials and Geometrical Issues

Before fabrication, the filter array design has to be performed. The individual cavity
heights were identified via simulations using “OpenFilters” [85] in the range of 26–215 nm.
However, nanoimprint process is often associated with residual layers that has to be
considered in the design. To keep the residual layer constant in lateral directions despite
the different mesa volumes, four adjoining mesa heights are laterally grouped in a 2 × 2
submatrix consistently, where all sub-matrices of four mesas have the same combined
volume. Thus, the lateral positioning of these cavities is done applying the volume-
equalized design methodology [86] to ensure that the residual layer thickness is as constant
as possible.

Since DBRs are used as highly reflecting mirrors, the cavity heights have to be designed
in such a way that the transmission lines are within the spectral stopbands of the DBRs. If
a DBR with a 100 nm stopband width is used, the different filter transmission lines must be
spectrally located inside the stopband width of 100 nm. In that case, the detectable range is
a bit smaller than 100 nm. As already mentioned, the DBR stopband width depends on
the refractive index contrast of the used materials, which can be deposited for example via
Plasma Enhanced Chemical Vapor Deposition (PECVD) or ion beam sputter deposition
(IBSD) [34]. In the VIS spectral range, SiO2/Si3N4 DBRs allows about 100 nm stopband
width, and a TiO2/SiO2 DBR enlarges the spectral stopband to about 200 nm. It is important
to mention that the interface quality of cavity and DBR mirror as well as the steadiness of
the periods within a DBR are important for high optical quality of the sensor, by ensuring
high filter line transmissions and low linewidths.

3.2. Definition of 3D Nanoimprint Templates Using Digital Etching and Digital Deposition

The fabrication of the 3D templates (corresponding to the design) is the most important
part of 3D nanoimprint lithography. Since many different mesa height levels are required
with height differences located in nm range and accuracies in sub-nm range, the fabrication
of 3D templates is a challenge of enabling multiple mesa heights and accurate height
differences in the nm range combined with accuracies in the sub-nm range. In comparison,
it is by far less challenging to define 2D templates. A single step in e-beam lithography and
subsequent etching are enough to fabricate 2D structures with a complex lateral pattern
since a constant height can be obtained throughout the imprint area. However, fabricating
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3D templates is by far more challenging since the key requirements for the sensors are
determined by the third dimension (height). The number of lithography and etching
steps can be dramatically reduced if the heights are arranged in a digital way, allowing
application of digital masking [34] during lithography, followed by a tailored etching step,
respectively. More details can be found in [11], in which the fabrication of the master
template (made of Si or GaAs in our case) is described.

The accuracy demand for the FP filter arrays is very low in lateral resolution and
contrarily very high in vertical direction. A highly accurate etch depth control is required in
the use of digital etching and lithography methodology for the 3D nanoimprint templates.

The digital lithography and etching methodology is used to define all the different
checkerboard-like arranged mesa of different heights in the master template. As already
mentioned, the master template is replicated to create stamps, thus transforming the
different mesa into the required different cavity dimensions. Nanoimprinting with the
stamps translates the stamp with its checkerboard-like cavities of different depths again
into the different checkerboard-like arranged mesa morphology of different mesa heights.

As a comparison, Correia et al. [28,29] applied digital etching to directly fabricate
the checkerboard mesa structure and Wang et al. [31] applied digital directly to deposit
the checkerboard mesa structure. Such approach works as an initial demonstration of the
principle; however, this would be not desirable for industrial production. A more efficient
approach is using digital lithography and etching only to define the nanoimprint master
template, which can be reused (replicated) multiple times; therefore it is well applicable for
future mass production.

3.3. Combining Three DBR Stopbands in the Fabrication Process of an FP Filter Array

Often, the width of a single DBR stopband is not broad enough. In this case, combining
several stopbands to extend to the usable total spectral range of the nanospectrometer is
required. A proof-of-principle is demonstrated for this purpose, in which three spectrally
neighboring stopbands are combined. 3D nanoimprint was performed across these three
DBR stacks of different heights, and filter arrays were fabricated. In Figure 5, only three dif-
ferent FP filters out of many are depicted for each of three DBRs (with different stopbands).
This results in nine individual cavities, displayed here as a part of a whole sensor device.
Since the lower DBRs can be directly defined on a detector chip, expensive micro-mounting
at later fabrication stage can be avoided.

For a DBR, the central wavelengths of the DBR stopbands are defined by the thick-
nesses of the thin quarter-wave films. A proof-of-concept with SiO2/Si3N4 DBRs fabricated
by PECVD is shown, in which less than 120 min is required to deposit a single 9.5-period
DBR in this material system. Structuring of the DBRs is performed by means of lithography,
lift-off, and an etching process as described in detail in [11]. If the application requires
more stopbands to enhance the total spectral range, this is also possible with additional
lithography steps. The important point in fabricating sensors with multiple DBRs is simply
to maintain a high fabrication quality of the devices even after repeating the process cycle
several times.

According to Figure 5, the three bottom-DBRs with spectrally neighbored stopbands
provide different vertical total heights of 224 nm and 188 nm for the step height (height
difference) between bottom DBR 1 and bottom DBR 2 and the step height between bottom
DBR 2 and bottom DBR 3, respectively. Using Substrate Conformal Imprint Lithography
(SCIL) with flexible stamps, we performed 3D nanoimprint across these vertical steps. The
flexible stamp combines hard-PDMS (polydimethylsiloxane) to ensure structure conformity
and soft-PDMS connecting it to a flexible transparent carrier (i.e., thin glass or polymer),
thus providing the large scale conformal property. In general, nanoimprint lithography
enables large area imprinting up to 12 inch, and SCIL reaches 8 inch with resolutions
below 10 nm [84]. The SCIL stamp can be reused for 500 prints using hard-PDMS and
600 prints using X-PDMS [84]. The tricky masking before depositing the next DBR is
described in [11,37] in detail.
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Figure 5. Cross section a nanospectrometer combining three different, spectrally neighbored DBRs
in an FP filter array with a sensor array in CMOS or CCD technology. The definition of the blue
cavity layer is achieved in just one nanoimprint step. The inclusion of nanoimprint for this sensor
provides the term nanospectrometer, which we introduced for this sensor device. Shown here is the
first option, namely by placing the FP filter array directly on the photodetector array including the
processing integrated electronics. Reprinted with permission from ref. [11]. Copyright 2021 MDPI.

3.4. The Complete Array: Lateral Arrangement of the FP Filters

All FP filters of each of the three arrays are organized in a formation of 12 × 12
(144) checkerboard. The central 64 (8 × 8) filters comprise 64 different cavity heights,
while the residual 80 filters surrounding the central part are used as control elements
for the nanoimprint quality and the residual layer thickness, only for research purposes.
More details on this subject is provided in [11]. To estimate the minimum required space
in Section 11, the lateral size of each mesa is considerably minimized. Each filter array
containing 64 different cavity heights reveals 64 distinct transmission lines per array. A total
of 192 different transmission lines were obtained by combining three stopbands. Please note
that each of the 192 cavities has different heights and they were imprinted altogether via a
single 3D nanoimprint process step. This enormously simplifies the fabrication process.

4. Experimental Results of Static FP Filter Arrays in the VIS Range

4.1. Transmission Spectra of Static FP Filter Arrays

Optical spectra of all FP filter lines were recorded using a microscope spectrometer
setup which includes a confocal microscope (Imager D1m Zeiss), a lateral active aperture
manipulation, a halogen lamp, a photodetector, a lateral active aperture manipulation and
a commercial grating spectrometer (HR 2000 Ocean Optics) with a resolution of 0.5 nm [35].
Figure 6 displays spectra of 192 filter lines of the FP filter array consisting of three DBRs
(spectrally neighbored). The 192 filter lines cover a total spectral range of 163 nm (i.e.,
507–670 nm) with spectral increments of about 1 nm or below and without any gaps.
The transmission intensities of the different filter lines vary due to an interplay between
material absorption, linewidth variation, reflectivity changes, and further effects. The
material absorption is higher for shorter wavelengths than that for longer wavelength since
the strong material absorption of glass in the UV region is approached. This explains the
strongly reduced transmission intensities with decreasing wavelength for each stopband.
In addition, stopbands with larger central wavelength have thicker DBR stacks and thus
suffer more from absorption. In contrast, stopbands with smaller central wavelength suffer
less from absorption. This explains the trends measured in Figure 6. For details see [11,37].
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Figure 6. (Top) optical micrograph displaying three FP filter arrays and (bottom) related optical transmis-
sion spectra. Reprinted with permission from ref. [37]. Copyright 2018 Springer Applied Nanoscience.

4.2. Interpretation of Experimental Results Concerning Linewidths

The experimental linewidths (FWHM) presented in Figure 5 of [11] were measured in
the FP filter array, as shown in Figure 6 in this review. The measured FWHM are found
to be between 1.7 and 5 nm. The closer we come to the borders of the stopbands, the
higher the measured values. This observed strong variation of the FWHM as a function of
wavelength is due to an interplay of many effects: reflectivity changes, spectral variation of
material absorption interface roughness, and further effects.

The spectral reflectivity of each DBR is dependent on the precise spectral position
inside its stopband, which is strongly influencing the dependence of FWHM on wavelength.
The highest reflectivity exists at the center of the spectral stopband, leading to smallest
FWHM at these spectral positions. As the filter lines come closer to the stopband borders,
the lower the reflectivity, and thus the higher the FWHMs of the filter transmission lines.
This is by far the most dominating effect and explains the main FWHM features that were
observed experimentally.

Next, the role of interface roughness is discussed, first by considering one stopband
in the VIS range. Assuming that the same interface roughness is occurring at the two
interfaces between cavity and DBR for all the FP filters, the influence of interface roughness
Δl has a stronger influence on smaller cavity lengths L. For L1 < L2, a larger relative cavity
length fluctuation is obtained for smaller cavities ΔL1 = L1 ± Δl than for longer cavities
ΔL2 = L2 ± Δl. Increasing FWHM of a transmission line automatically leads to a reduction
of the peak intensity. Since this effect is not clearly visible in the experiments, we conclude
that the interface roughness is not very pronounced in our case. In addition, another effect
is involved: the scattering probability increases with decreasing wavelength, since the
averaging over interface roughness is more pronounced for larger wavelengths.

In our experiments, the lowest FWHM value of 1 nm [33,34] are observed; however,
not in FP arrays as depicted in Figure 6, but in an FP filter processed individually. We
estimate that smaller values down to 0.5 nm should be possible with 15.5 periods of
SiO2/TiO2, using ultrapure Si and Ti targets and extended vacuum pumping.

5. Static FP Sensor Array in a Fiber Technology System

In our previous paper [11], a laboratory demonstrator is presented as a proof-of-
principle. In the demonstrator, an FP filter array with optical bandpass filters was inte-
grated into a commercial grayscale CCD camera and equipped with a telecentric lens. To
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implement the signal processing, a procedure similar to that described by Emadi et al. [87]
is used. In [11], free beam optics was involved in remote sensing of fruit on a tree or
bread inside an oven, whereas the focus in this review is on sensing integrated in fiber
technology. Figure 7 presents the schematic design of a sensing system consisting of a
nanospectrometer (FP filter array plus detector array), bandpass filters, and fiber input.
The divergent light leaving the fiber is parallelized by an achromatic lens system. The
bandpass filters block the spectral light outside the FP stopbands, which otherwise would
also transmit, reach the Si detector array and increase the noise level. The electrical output
and signal processing is not shown here. This was presented in our previous paper [11].

 

Figure 7. Schematic cross section of an FP filter array mounted parallel and in close vicinity of the Si
detector array (CCD or CMOS). The divergent light of the fiber is made almost parallel by the lens
system. In this option, the FP filter array is defined on a glass substrate which is aligned here in a
bottom-up way on the CCD or CMOS photodiode array. As a comparison, in the first option shown
previously in Figure 4 the FP filter array is defined directly on the detector array.

6. Laboratory Demonstration of Efficiency Boosting by Spectral Preselection

The benefits of the FP filter-based sensor concepts are their compactness with further
miniaturization potential and their ability to detect a broad spectral range with high
resolution. However, one considerable drawback of filter-based systems is their very
low detection efficiency. Notwithstanding, this disadvantage is also typical for other
interferometric or plasmonic sensor principles (Figures 1 and 3). This chapter presents a
methodology for boosting the efficiency (making full use of available light), demonstrated
for FP filter sensors. Moreover, it can also be applied to all methodologies suffering from
the abovementioned disadvantage. In our previous paper [11], it was demonstrated in
free beam optics methodology for remote optical sensing. In this paper, it is presented for
fiber-based sensing systems.

The reason for this disadvantage is visualized in Figure 8a. The available “white”
light to be analyzed is delivered by an optical fiber, where a parallel light bundle is
subsequently produced by collimation optics. To record a complete spectrum, the light
must be distributed over the entire area covered by the filters or filter arrays. Finally, the
light arrives at the filter arrays or filter array groups (depicted as 1 to N). In this case, each
narrowband filter receives the entire broadband spectrum, but only a small fraction of the
incident light is transmitted through it and can be used for detection. This means that most
of the analyzed light is reflected and lost for application. The narrower the transmission
line of the filter, the greater the loss. As one solution to drastically improve the efficiency
of filter-based systems, the spectral preselection concept was proposed [88]. Figure 8b
demonstrates the basic principle of the preselection concept that comprises the spectral and
spatial separation of the highly concentrated incoming light. In particular, the resulting
partial spectra (subbands) are spatially separated and delivered to the corresponding filter
arrays which only cover a limited spectral range. Each single filter acquires the increased
intensity because the spectral preselection method concentrates the necessary wavelength
region there, where it is most needed. As an example, Figure 8c shows the photo of the FP
filter array [37] as one of the suitable filters for the described concept.
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Figure 8. Basic principle of efficiency enhancement of filter-based spectrometers. (a) Typical case
without spectral preselection: filter arrays are illuminated with broadband light. (b) Special optics
“spectrally preselects” the incoming light to illuminate correspondent filter arrays. Thus, efficiency
increase is achieved, and the filters transmit more light. (c) Photo of illuminated FP filter arrays (with
scale bar of 200 μm, in gray).

In principle, there are various methods to achieve a spectral preselection, e.g., em-
ploying micro prisms, Köster prisms or dichroic beam splitters [88], which significantly
differ in their complexity and spatial expansion. A suitable method ensures an optimized
compromise between efficiency enhancement and minimum increase in complexity.

A very simple approach of the preselection concept can be realized using multiple
dichroic longpass beam splitters arranged successively in a row and aligned to the filter ar-
rays for the respective spectral subbands [89]. Figure 9a shows a photo of the manufactured
preselection module superimposed with the schematic beam path. At first, the incoming
light, provided by an optical fiber and collimated by appropriate optics, hits a deflecting
prism which aligns the ray bundle with respect to the subsequent optical components.
In more detail, the prism is equipped with a shortpass dichroic layer acting as a beam
splitter that reflects longer wavelengths and transmits shorter wavelengths. The dichroic
filter serves to separate the light that falls within the sensitivity range of the subsequent
filter arrays from the wavelengths outside the stopband. In our case, wavelengths longer
than 491 nm are reflected, which comprises all spectral ranges of the following FP filter
arrays with dissimilar DBRs (521–571 nm, 576–630 nm, and 628–685 nm). Each of these
applied dichroic splitter elements have a longpass characteristic. These beam splitters
reflect the desired wavelength range toward the suitable filter array and transmit the
residual wavelengths used for the subsequent splitters and filter arrays. The last element
is also a dichroic mirror that transmits all wavelengths longer than the upper limit of the
corresponding stopband.

The preselection module with the integrated FP filter arrays is combined to a mechan-
ical adapter that allows for a connection to a CCD camera. Figure 9b shows a photo of the
front side of the preselection module and the mechanical adapter with all optical elements
clearly visible. The comparison with the 1 Euro coin substantiates the compactness of the
module (17.5 × 17.5 × 7.8 mm3). Figure 9c demonstrates the back side of the module with
FP filter arrays. Figure 9d shows a photograph of the final measurement setup with the
closed module connected to a CCD camera and fed by the input light delivered by an
optical fiber. With this approach, an efficiency enhancement by a factor larger than four
compared to the used reference system [11,89] was experimentally demonstrated.

As already mentioned, the example presented serves exclusively as a proof-of-concept.
A sensor that is simultaneously optimized in terms of compactness, efficiency and spectral
properties can be achieved through a joint, tailored development of detector, filter arrays
and preselection setup. Although the introduction of preselection module moderately
increases the overall effort for the spectral sensor, a good compromise between efficiency
enhancement and increase in complexity is achieved.
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Figure 9. Efficiency increased module comprising dichroic beam splitters and FP filter arrays.
(a) Photo of the preselection module with schematic beam path. (b,c) Photos of the module integrated
in a housing. (b) Front side of the module displayed together with a coin (1EUR ) for size comparison.
(c) Back side of the module, where the three glass substrates carrying FP filter arrays are visible.
(d) Measurement setup: closed module connected to a CCD camera is illuminated by an optical fiber.

7. Static FP Filter Arrays for the NIR: Fabrication and Characterization

The near-infrared (NIR) spectral range is very interesting for sensing, e.g., for chemical
analytics. This range was also considered in our previous paper [11] and is repeated
briefly in this review. For the NIR spectral range, the FP filter arrays were designed in the
1.4–1.5 μm wavelength range, and 9.5 periods of Si3N4/SiO2 were deposited by PECVD for
the top and bottom DBR at 120 ◦C temperature. This avoids degradation of the polymeric
cavity layer due to higher process temperatures. The mr-NIL210 resist was used to obtain
cavity heights much larger than those used in Sections 3 and 4 fabricated for the VIS
spectral range. Each filter element here is 40 × 40 μm2 in lateral dimensions, and the
vertical height of the imprinted cavities ranges between 365 and 530 nm. The experimental
characterization [11] reveals high maximum transmission values up to 90% and average
transmissions well above 70%. The smallest FWHM (4.7 nm) is achieved at 1450 nm. This
provides an FP filter resolution λ/Δλ of 300, defined as filter transmission wavelength
divided by the FWHM. Again, a comparison of experimental and simulated FWHMs had
been performed. The description of the theoretical model calculations and the discussion
of the FWHM variations were already described in Section 4.2. The surface roughness
of layered heterostructures on the very thick resist mr-UVCur06 was investigated by an
atomic force microscopy (AFM), revealing rms-values of <4 nm for a single layer and
<8 nm for a double layer. This agrees with our FWHM observations since in layered
heterostructures, this measured surface roughness is embedded in the heterostructure and
transformed into interface roughness.

Finally, the influence of temperature changes on the structure and heat distribution is
discussed. Having more interfaces in the heterostructure will shrink the overall thermal
conductivity vertical to the interfaces. For more details see [36,90]. A good heat transfer
to the heat sink is desirable since the ensemble of filter line wavelengths will shift with
changing temperature. The dominating effect in the shifts results from the temperature
dependence of the refractive indices of all involved materials. A much smaller effect is
the influence of thermal expansion of all the layers in vertical direction. Such temperature
changes for interferometric sensing application can be substantially suppressed either by
implementation of Peltier elements that are commonly used in fiber optical communication
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systems, or using temperature sensors and data processing software to execute correction
of temperature shifts, since this information will be captured in any case by the arrays of
spectrally neighboring filters with a wide spectral span. Figures of spectra and FWHM can
be found in [11].

Contrary to the static FP filter arrays in Sections 3–7, the MEMS tunable FP filters
in the following sections are considered to have a single air-gap (Section 8) or multiple
air-gaps (Section 9).

8. MEMS Tunable FP Filters with a Single Air-Gap for the VIS and NIR
Spectral Range

In the range 300–1100 nm, Si enables cheap and reliable detectors which can be
integrated to powerful arrays in CCD or CMOS photodetector technology. Due to different
designs, e.g., different channel geometries, they have a different spectral sensitivity. For
sensorics in VIS spectral range, the combination of Si as detector material and static FP
filter arrays (Sections 4 and 5) is a good and cheap solution. Therefore, MEMS tunable FP
sensors in the VIS range are not as urgently required as in the NIR spectral range.

However, CMOS photodetector arrays or CCD arrays based on Silicon cannot be
applied for the NIR spectral range of >1.2 μm, since Si becomes transparent and is no
longer sensitive for light in that range. Therefore, detector arrays such as InGaAs have to
be used for the NIR instead. Considering the aspect of cost reduction of IR spectrometers,
MEMS tunable spectral sensors are very attractive in the NIR applications. A large spectral
range of 1.15–1.8 μm (650 nm span) can be spanned using only three InGaAs photodiodes
(an array of three photodiodes) and three related MEMS tunable filters that are neighbored
in the spectrum. If each MEMS filter can be tuned over 220 nm, three of them are enough
to cover 650 nm, with overlap. In the literature, various MEMS tunable filter designs were
demonstrated in different material systems [38–58]. However, this review focuses on two
MEMS concepts, namely the actuation of a single or several air-gaps.

Figure 10 depicts a MEMS tunable FP filter including a single air-gap. The lower
DBR is directly connected to the substrate (not shown), which means that it remains flat
and unactuated. The electrostatic actuation is displacing only the top DBR and varies the
air-gap cavity height. All the incident wavelengths are reflected, except those which are
able to constitute a standing wave in the cavity, and only this standing wave is allowed
to transmit the filter. As already mentioned above, the following FP condition is only
an approximation: The cavity height is a multiple of half of the wavelength in the cavity
medium. Details on why it is only an approximation are given in Section 10.

However, this design has some disadvantages: (i) limited stopband widths and (ii)
the rather bulky and stiff DBR stacks which require relatively long suspensions. The
required large membrane displacements to allow large tuning ranges are only possible with
such extended suspensions. If semiconductor DBRs (e.g., GaAs/AlAs) are used, the most
elegant option is to n- and p-dope each of the two DBRs and to use electrostatic tuning by
varying the applied voltage, as shown in Figure 10. Increasing the tuning voltage leads to a
decreasing air-gap and decreasing filter wavelength (blue-shift).

If dielectric DBRs (SiO2/Si3N4 or SiO2/TiO2) are used, electrostatic actuation can also
be applied, but this requires the specific definition of additional electrode layers since the
light transmissive part of the filter must stay metal-free. In case dielectric mirrors thermal
tuning is preferred, thin-film heaters are defined only on the suspensions. Increasing the
tuning current through the thin-film heaters leads to increase of air-gap, thus increasing
filter wavelength (red-shift).
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Figure 10. Single air-gap MEMS tunable FP filters with four times half-a-wavelength cavity (4·λ/2)
and semiconductor DBRs.

Figure 11a depicts a cross section of a single air-gap FP filter with two SiO2/Si3N4
DBRs, each with 12 periods of quarter-wave layers. The white part in between the two
DBRs is the air-gap cavity with a thickness of L = 800 nm. The absolute value of the
electrical field (black line), shown as an overlay, is depicted on this multilayer structure.
This visualizes the standing fundamental mode inside the interferometer for an air-gap
cavity of L = 800 nm thickness. The electrical field clearly visualizes that all dielectric
layers in the DBRs are quarter-wave layers. For the same cavity thickness of L = 800 nm,
the corresponding reflectance spectrum is displayed in Figure 11b (also in black color).
Since the mirrors are dielectric and not conductive, thermal MEMS tuning is applied here.
Figure 11b displays corresponding reflectance spectra for different air-gap cavities of width
L. In Figure 11b, a red-shift is observed with increasing tuning current, in accordance to
electrostatic MEMS tuning methodology.

 

Figure 11. MEMS tunable FP filters with half-a-wavelength cavity and SiO2/Si3N4 DBRs. (a) Cross section of the cavity em-
bedded by dielectric DBRs together with the absolute value of the standing electrical field (black profile). (b) Corresponding
reflectance spectra for different air-gap cavity widths L addressed by MEMS tuning.

9. MEMS Tunable FP Filter Sensors in the NIR Range with Multiple Air-Gaps:
Methodology, Simulations, Fabrication and Characterization

The abovementioned disadvantages resulting from thick DBR layer stacks and limited
stopband widths can be overcome in the second airgap-based option. The second option
uses multiple air-gap FP filters and is visualized in Figure 12. The cross section of the
multiple air-gap FP filter is shown in Figure 12a, in which the larger central air-gap has
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the width L. In the DBRs, the blue InP layers are three-quarter-wave in optical thickness,
and the white air-gaps in between are quarter-wave layers. This can be clearly seen
from the absolute value of the standing electrical field, displayed in black. Figure 12b
depicts corresponding reflectance spectra for different central air-gap widths L addressed
by MEMS tuning. A blue-shift is observed with increasing tuning voltage, in accordance to
electrostatic MEMS tuning methodology.

 

Figure 12. MEMS tunable InP multiple air-gap FP filter with half-a-wavelength central cavity. (a) Cross section of an InP
multiple air-gap FP filter including the larger central air-gap of width L. The absolute value of the standing electrical field is
displayed in black. (b) Corresponding reflectance spectra for different central air-gap widths L, which is obtained by MEMS
tuning. In this case only L is varied, all the λ/4 air-gaps remain unchanged.

This multiple air-gap design enables large tuning ranges with a slim design and the
resulting wide stopband widths, thus overcoming the disadvantages mentioned for the
single air-gap design (Figure 10). Actuation of the mirrors and hence varying the cavity
length is accomplished by p-doping the top DBR, n-doping the bottom DBR and applying
a reverse bias. Including us, four groups have investigated vertical-cavity tunable filters
based on micromachined InP/air-gap DBR using different approaches [42,45–57]. Each
DBR consists of 3λInP/4 InP membranes and two λ/4 air-gaps. The left part of Figure 13
shows a top view on an InP filter element with four supporting posts, four suspensions
and the central top membrane. The right part of Figure 13 displays a cross section which is
orientated according to the white broken line (left). Within the membrane and suspension
posts, InGaAs served as sacrificial layers and is replaced by air upon removal. However,
InGaAs within the supporting posts still remains as substantial layers.

 
Figure 13. (Left) top view on an InP filter element showing four supporting posts with four contact
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pads (yellow), four suspensions and the top membrane (the topmost one out of the six membranes).
The orientation of cross section on the right is indicated by the white broken line. (Right) cross
section of the MEMS multilayer structure. InGaAs exists only inside the supporting posts. Between
the suspensions and central membranes, InGaAs was serving as a sacrificial layer and had been
selectively removed and replaced by air. The bottom contacts are shown in orange.

Doping of the DBRs considerably increases the tuning efficiency. Charging capabilities
of metals is larger than that of semiconductors. The higher the doping level of semiconduc-
tors, the closer the semiconductor resembling a metal. Therefore, doped semiconductors
are more suitable for electrostatic tuning than undoped. Reverse biasing is only shifting
charges, and the current through the supporting posts is very small due to both very small
areas and reverse biasing.

Metal organic chemical vapor epitaxy (MOCVD) is applied to grow the required lattice-
matched multi heterostructure on [100] n-InP substrates: λair/4 InGaAs layers alternating
in the stack with 3λInP/4 InP membranes. The λair/4 InGaAs layers act as sacrificial layers
and are eventually etched, transforming into air-gaps. The top DBR located above the
air-gap cavity is p-doped, and the bottom DBR layers located below the air-gap cavity is
n-doped. First, the contacts are defined by lithography, evaporation and lift-off directly on
the epitaxial structure. Then, Si3N4 is deposited by PECVD, and lithography and reactive
ion etching (5.1 sccm Ar, 3.5 sccm CHF3, 6.7 Pa, 100 W) is used to generate the Si3N4 etch
mask. Only the uncovered parts of the semiconductor surface are dry-etched in vertical
direction using reactive ion etching (20 sccm CH4, 70 sccm H2, 4.7 Pa, 200 W) to achieve
an etch depth down to ~5.5 μm. Use of a Si3N4 mask instead of a resist mask reveals
improved selectivity in the dry-etching process and avoids polymer deposition which is
highly unsought on the side walls of the mesa. This process is non-selective and provides
vertical side walls, and sharp edges. Then, the etch mask is removed by wet-chemical
etching (HF/H2O), producing pure semiconductor mesa. The supporting posts are masked
by a protective layer to avoid underetching. To underetch the InP membranes, FeCl3/H2O
is used to selectively remove the InGaAs sacrificial layers with an excellent selectivity of
about 1000. The precise value depends on doping and temperature. This provides very
smooth semiconductor/air interfaces. An etching time of 35 minutes at a temperature
of 21 ◦C is used. It is important that the membranes and suspensions are underetched
completely to ensure free vertical motion. The final structure after critical point drying
and removal of the protection mask is depicted in Figure 13. A total of 500 filter elements
were fabricated simultaneously on a wafer area of 1 cm2. The chance was used to fabricate
multiple design variants differing in suspension lengths and membrane diameters on the
same wafer. The filter variants have membrane diameters of 15–40 μm with three or four
suspensions of 10–80 μm length and 10 μm width connecting the membrane to the supporting
posts. Straight or bent suspensions and circular or square membranes were implemented.

Figure 14 displays the scanning electron microscope (SEM) images of filters with four
suspensions. The optical quality of the two surfaces of each membrane is guaranteed
by the high quality of the epitaxial heterointerfaces which is preserved in the selective
chemical etching step, providing very low optical roughness. Our surface micromachining
fabrication process demands no micro-mounting since the entire structure is fabricated
in a sequence of process steps. Furthermore, a monolithic integration is obtained within
the GaInAsP/InP material system, allowing the integration of photodiodes and vertical-
cavity surface emitting lasers. The central, light gray circular areas in Figure 14a–c show
unprotected regions to allow underetching of membranes and suspensions. The dark gray
areas outside of the circular areas show protected regions. Figure 14d provides a closer
look on the suspension region, especially through the wider central air-gap that allows a
view through the structure to the ground behind, marked with “*”. The ground level in
front is marked with “**”. A single suspension has a width of 10 μm (light blue). The top
DBR consists of the layers 1, 2, and 3 and the bottom DBR is made of layers 4, 5 and 6. At
the central area, a view on top of suspension 4 is possible (marked with number 4 in white).
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Figure 14. SEM micrographs of InP/InGaAs multiple air-gap MEMS tunable FP filters. Each DBR
consists of three InP layers and two air-gaps. (a) 60 μm long suspensions and a circular membrane
with 40 μm diameter. (b) Square membranes. (c) Short suspensions and small membranes. (d) Details
of the suspension region. It allows a view through the structure to the ground behind marked with
“*”. The ground level in front is marked with “**”.

Figure 15a displays an SEM micrograph top view of an InP multiple FP filter prior to
the wet-chemical under-etching. The light gray circular region allows the etching solution to
remove the sacrificial layers therein. The dark gray region outside prevents the underlying
structures from being etched. Figure 15b shows a detailed close-up image of the suspension
and membrane region, allowing a view through the central air-gap. Figure 15c displays the
filter line wavelength as a function of actuation voltage, and the corresponding reflectance
spectra is shown in the inset. A very wide tuning range of 221 nm [56] for a variation of the
actuation voltage of 0–28 V is measured for our MEMS filters. To the best of our knowledge,
this is the largest tuning range measured for any InP/multiple air-gap DBR-based vertical-
cavity filter. The FWHM is very narrow (about 1 nm) at lower actuation voltages; however, it
broadens with increasing actuation voltage due to buckling of the membranes.

MEMS tunable filters were also fabricated using nanoimprint technology, successfully
reducing the sacrificial layer to zero. A methodology proposed by Cheng et al. [91]
was selected and adapted using selective curing in silica template. It was modified and
transformed into our hybrid SCIL stamps [92]. Using UV-blocking metal layers in the
otherwise transparent stamps, areas with non-cured nanoimprint resist could be generated.
Therefore, cured hard resist remains only in the area of supporting posts, while other
areas with non-cured resist show non-existent residual layers during resist removal. Being
able to avoid residual layers was an important step forward for our SCIL 3D nanoimprint
technology [92].

Figure 16 presents a 3D perspective view of the whole sensor attached to a fiber. A
MEMS tunable FP filter is integrated with an InGaAs photodiode. The MEMS filter and the
photodiode were grown within the same MOCVD epitaxial run on InP substrate.
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Figure 15. (a) SEM image in tilted top view on an InP multiple air-gap MEMS tunable FP filter with
InP/InGaAs supporting posts with contacts on top; (b) SEM image in tilted side view, enabling a
look through the central airgap between the suspensions; (c) Tuning characteristic showing the filter
peak wavelength as a function of the actuation voltage. A selection of experimental reflection spectra
R(λ) is displayed in the inset. Various spectra are shown for different actuation voltages U. Reprinted
with permission from ref. [11]. Copyright 2021 MDPI.

 
Figure 16. Interferometric sensor for the NIR spectral range, consisting of a MEMS tunable filter and
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a photodiode. The actuation voltage will be applied between the rectangular and triangular contact
pads. The photodiode is biased via the two highly doped semiconductor layers PD1 and PD4, and
the sensor signal is also picked off between PD1 (triangular contact pad) and PD4 (substrate contact).
To allow light incidence only on the white area, the rest of the PD top is covered by light protection
layers. The rectangular contact pads correspond to the round contact pads in Figures 13 and 15, as
well as to the rectangular contact pads in Figure 14.

The InP material system enabling monolithic integration with InGaAs photodiodes is
not only beneficial for NIR sensorics, but also very favorable for receiver systems to be used
for NIR wavelengths tailored for telecommunication requirements of low fiber dispersion
and low fiber absorption. Our lab demonstrator including MEMS tunable FP filters and
InGaAs photodiodes in monolithic integration was working well in the laboratory practice.
In addition, a packaged MEMS tunable filter with two fiber pigtails was demonstrated
using the InP/multiple air-gap material system.

10. Limits of Semiconductor and Dielectric Material Systems for MEMS-Based
Sensorics: Geometry, FWHM, Tuning and Stopband Width

In this section, further conceptional facts and details are presented as a continuation
to Sections 8 and 9. A separate Section 10 was chosen for this purpose to avoid overloading
and interruption of the common thought in the previous two sections.

The first question is, how do the membranes of the top and bottom DBR move under
electrostatic actuation? Figure 17a shows the InP multiple air-gap FP filter without applied
voltage (unactuated), and Figure 17b displays the real situation when an actuation voltage
is applied (actuated state). Because of applied voltage, charges are shifted. The charges
accumulate mainly at the inner surfaces of the two central membranes. Therefore, the
two central membranes are mainly actuated. Consequently, the outer membranes stay
nearly uncharged and remain nearly unactuated. The outer membranes remain nearly
unaffected due to shielding effects. Figure 17c displays a hypothetic situation, in which all
the membranes of the top DBR are actuated in the same way and the whole bottom DBR
moves in unity.

In Figure 18a,b the difference in tunability between the two cases shown in Figure 17b,c
are investigated. Performing detailed theoretical model calculations using the Transfer-
Matrix method the respective spectra, tuning ranges and FWHM have been calculated. The
comparison starts from the same unactuated situation (blue spectrum) and studies different
actuation states ΔL = 50 nm, 100 nm and 150 nm (the remaining central air-gap is L − ΔL).
The spectra corresponding to these tuning conditions are displayed in different colors. The
hypothetic case is shown in Figure 17c actuating all membranes, and the realistic cases is
displayed in Figure 17b actuating only the central membranes.

For the two cases, the wavelength tuning Δλ of the filter line is plotted as a function
of the central air-gap height difference ΔL in Figure 19. Moving all the membranes of each
DBR leads to a higher MEMS tunability.

The tuning efficiency is Δλ/ΔL = 0.92 if all membranes are actuated, and it is otherwise
Δλ/ΔL = 0.8 if only central membranes are actuated. In comparison, the obtained tuning
efficiency in Figure 11b is much smaller, i.e., Δλ/ΔL = 0.56 for SiO2/Si3N4 DBRs. The
multiple air-gap InP methodology is not only much better in MEMS tuning but also much
more compact. The InP multiple air-gap FP filter reveals the smallest extension of the whole
multilayer unit in the literature, with exception to photonic crystal membranes. Please note
that the length scales of the two FP filters in Figures 11a and 12a are not identical.
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Figure 17. Schematic of MEMS tunable FP filters including multiple air-gaps and membranes and
suspensions made of InP. The supporting posts are built of the complete InP/InGaAs multilayer
stack, as grown by epitaxy. (a) Unactuated state; (b) Actuated state where only the two central
membranes of the DBRs are actuated; (c) Actuation of all membranes (i.e., actuating the whole two
DBR stacks). This tuning configuration is shown in Figures 12 and 18a. The meaning of λ̃ used in
(a–c) is explained hereinafter in this section.

     

Figure 18. Electrostatic MEMS tuning of InP multiple air-gap filters, (a) actuating all membranes of the DBRs and (b) actuat-
ing only the two central membranes.
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Figure 19. Electrostatic MEMS tuning of InP multiple air-gap filters with two different cases: Actuat-
ing all membranes of the DBRs (lower curve) and actuating only the two central membranes (upper
curve). The colors of the symbols correspond to those used in Figure 18.

It is also worth noting that many misunderstandings are related to the often and
commonly used term “half-a-wavelength cavity”. The FP condition for two metallic mirrors
states reads: the cavity length L is a multiple of half of the wavelength in the medium.
Figures 11a, 12a and 17a show half-a-wavelength cavities. Since the electromagnetic
wave penetrates into the DBR mirrors, the figures show a feature which looks like half a
wavelength inside the mode (Eigenfunction), but that is an effective wavelength λ̃ and
not the half vacuum wavelength. It is not the same, and it depends on the DBR mirrors.
During the tuning of the length L, the nodes are no longer located at the interfaces between
the layers as shown in Figures 11a and 12a. Considering the insufficient idea of half
of the vacuum wavelength inside the cavity, the tuning efficiency Δλ/ΔL should be 1,
independent of the materials of the DBR. A detailed explanation can be found in one of
our doctorate dissertations [93].

The FWHM are nearly identical in both cases compared in Figure 18. A possible expla-
nation could be that the FWHM is dominantly related to the number of periods. Since the
number of periods is equal in both cases in Figure 18, the FWHM remain nearly identical.

Figure 19 reveals that the difference in tuning of the two cases is 13%. The wavelength
tuning is dominantly related to changes in the airgap thicknesses. Therefore, the differences
between the two cases are more pronounced in tunability rather than in the FWHM.
However, quantifying 13%, the difference is still relatively small. This might be due to the
fact that the mode shapes adapt not only to the changes in the central air-gap but also to
the changes of the two other air-gaps which are located next to the central air-gap. For the
complex localization of nodes and interfaces during the tuning, please refer to [93].

Next, the limits of FWHM are studied for multiple air-gap InP filters and displayed in
Figure 20. Theoretical model calculations based on the transfer-matrix method are used to
simulate the spectra of InP multiple air-gap FP filter lines. Measured data for the spectral
InP absorption coefficient is given as αInP = 3.43 cm−1. The DBRs consist of 357 nm InP
(3λInP/4) and 3675 nm air (λair/4) which are embedding the central air-gap of L = 815
nm (0.53 λair). The red curve is simulated for DBRs with three InP membranes, resulting
in FWHM of 1.01 nm and dip reflectance of 0.00043 at a dip wavelength of 1562.995 nm.
The black curve is simulated for DBRs with four InP membranes, resulting in FWHM of
0.112 nm and dip reflectance of 0.028 at a dip wavelength of 1562.906 nm.
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Figure 20. Transfer-matrix model calculations of InP multiple air-gap FP filter line spectra with DBRs
including 3 and 4 InP membranes each.

These low values could be confirmed experimentally with four InP membranes,
in which a FWHM of 0.1 nm was measured at 1.55 μm. However, such a low value
was only measured once from a single sample. Such linewidth broadening can only be
avoided if the non-bending (buckling) of the central membrane areas is completely absent.
Notwithstanding, the simulations and measurements showed what is possible. The optical
resolution of the FP filter methodology is predicted to be around 15,000 in the best case.

Next, the maximum potential DBR characteristics are reviewed and shown in Figure 21.
Applying transfer-matrix model calculations, transmission and reflectance spectra are calcu-
lated for different numbers of periods p and the appropriate material absorption coefficients
α. The spectral variation of absorption α = α(λ) is taken from experimental results. In
the inset of Figure 21a, the spectral reflectance is shown for a Si3N4/SiO2 DBR (p = 12,
λi/4 layers, α = 0). The maximum spectral reflectivity Rmax for λ = 1.55 μm (see arrow)
is extracted from all the spectra which were calculated for Si3N4/SiO2 and InP/air-gap
DBRs. Rmax for λ = 1.55 μm is plotted in Figure 21a as a function of the number of periods
p. Numerous spectra ranging the absorption loss α = 0, 0.1, 0.3, 1, 3, 10, 20, and 100 cm−1

were calculated for Si3N4/SiO2 DBR’s. Please note that the values of α are determined
by the technological fabrication and the appropriate process parameters. However, for
ultra-pure semiconductor material, the optical loss dominantly is related only to the band
structure in defect-free crystalline material of high quality. Therefore, low material loss can
be guaranteed, and it is understood well in these crystalline materials. Figure 21a reveals
that Rmax of a DBR strongly grows with increasing p, but it saturates for higher values of p.
The level of Rmax saturation is strongly decreased with growing loss. As already mentioned,
the extended spectral region of high reflectivity (i.e., the spectral plateau in the center, as
shown in the inset of Figure 21c) represents the stop-band.

According to Figure 21a, the dielectric Si3N4/SiO2 system (λ = 1.55 μm, Δn = 0.47,
nSi3N4 = 1.94, αSi3N4 = αSiO2 both varied, nSiO2 = 1.47) yields Rmax > 0.998 already for p ≥ 12
if loss is neglected. For αSi3N4 = αSiO2 = 15 cm−1, a reflectivity of 99.8% is exceeded for p > 14.
In contrast, 99.8% reflectivity cannot be reached for αSi3N4 = αSiO2 = 20 cm−1 since Rmax
saturates at Rmax,sat = 0.997. Please note that Δn is much larger for InP/air-gap structures
on InP substrates which was the motivation to use and study this system (λ = 1.55 μm,
Δn = 2.167, nInP = 3.167, nAir = 1, αInP = 3.4 cm−1) which provides a maximum reflectance
Rmax of 0.9998 for p = 4 and yields Rmax exceeding 99.8% if p ≥ 3. To share further values,
three InP/air-gap membranes embedded in air on both sides (in contrast to the previous
structure no InP substrate is considered) reveal Rmax = 0.99993 for p = 4.5 and 0.9996 for
p = 3.5. This demonstrates that using an air “substrate” instead of an InP substrate reveals
a much larger Rmax already for smaller p due to a larger refractive index contrast at the
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exterior ends of the DBR mirror. In summary, type and presence of a substrate strongly
influence the optical data, especially for smaller number of periods p.

 

Figure 21. (a) Calculated maximum spectral reflectance Rmax for Si3N4/SiO2 DBRs (orange) as a function of the number of
periods p showing the absorption coefficient α as a variation parameter. In the case of the InP multiple air-gap DBRs (blue),
αInP = 3.43 cm−1. The inset displays the calculated reflectance spectrum indicating the spectral position of the maximum
spectral reflectance Rmax. (b) Transmission spectra for InP multiple air-gap DBRs. The dotted line shows a DBR structure
including thinner InP layers (λInP/4) revealing a huge stopband of 1500 nm. The full line shows a structure including
thicker InP layers (3λInP/4) revealing a smaller stopband of 500 nm. (c) Reflectance spectra for Si3N4/SiO2 DBRs and InP
multiple airgap DBRs.

In Figure 21b, the benefit is seen resulting from a very large refractive index contrast
between 1 (air) and 3.167 (InP) existing between the two DBR materials for λ = 1.55 μm.
This high contrast enables very large stopbands: 500 nm for the combination of λair/4 with
3λInP/4, and 1500 nm for the combination of λair/4 with λInP/4. Even the 3λInP/4 InP
membranes is already sufficient to produce the stopband width exceeding the values of
Si3N4/SiO2 by far (Figure 21c).

Notwithstanding, none of the four groups fabricating InP multiple air-gap DBRs has
achieved to successfully fabricate λInP/4 suspended InP membranes up until now. The
main issue lies in the breaking of the suspensions and membranes during the drying
process after selectively removing the InGaAs sacrificial layers. For this reason, the dotted
profile in Figure 21b remains a dream. Hopefully, improved future fabrication technologies
with solvents implying less turbulences and improved drying processes can enable further
progress on this challenging field. Thus, the full line in Figure 21b dealing with 3λInP/4
thick membranes is the state-of-the-art in the present times.

Due to the arsenic carry-over in the epitaxial growth of the . . . InP/InGaAs/InP
. . . heterostructure layer, the two interfaces are not identical. After finishing the InGaAs
growth and switching to InP, traces of arsenic are still in the MOCVD reactor and are
incorporated into the InP close to the interface. In contrast: after finishing the InP growth
and switching to InGaAs, no arsenic can be carried back into the already finished InP
layer. This arsenic carry-over leads to small stress gradients and subsequently buckling
(bending) of the membranes and suspensions after removal of the InGaAs sacrificial layers.
Completely flat membranes were obtained in our epitaxial growth after additional doping
of arsenic in the opposite interface, and thus creating symmetric structures: arsenic-doped
InP/undoped InP/arsenic-doped InP.

11. Further Concepts for Miniaturization Based on Plasmonics, Ring Resonators,
Quantum Dots, Spatial Heterodyning, and Photonic Crystals on Fiber Tips and in
MEMS Membranes

Beside the widely applied concepts of interferometric sensors beeing discussed in the
previous sections, further options for miniaturization of sensors exist. In some of them,
DBRs or even a complete FP filter are replaced by a single layer with 1D or 2D periodic
patterns. Other concepts make use of different interaction effects such as plasmonic
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resonances or Raman scattering. In the following section, a short overview to examples of
all these approaches is given.

11.1. Sensors Based on Photonic Crystals in MEMS Membranes

As already covered in the introduction, guided mode resonances allow either broad-
or narrowband resonances by coupling a wave in and out of a slab waveguide, and then
superimpose this resonant mode with the directly reflected and transmitted continuous mode,
respectively. The result is a Fano shaped resonance line in the spectrum, where bandwidth and
line shape are given by the coupling condition. The basic concept of coupling resonant and
continuous modes is shown In Figure 22a, and an example of a single InP MEMS membrane
with a square lattice of elliptical holes can be seen in Figure 22b.

 

Figure 22. (a) Principle of a guided mode resonance. The incident wave (blue) is partly transmitted
and reflected in form of continuous modes (green) and partly couples in and out the slab in form of a
resonant mode (red). Superposition of both parts leads to the typical Fano line shape. (b) A MEMS
membrane with elliptical air holes as base elements in a 2D square lattice, breaking the symmetry
and leading to polarization dependent reflection and transmission.

Zobenica et al. [77] applied two parallel membranes including photonic crystals (PCs) and
quantum dots (QDs), which were coupled evanescently. In this case, a single DBR is replaced
by two PC layers. This idea was shown first in [62,73]. The graph in the third column from
the right-hand side in Figure 3 depicts the design of the MEMS PC membrane. These devices
reveal a very low FWHM of 0.08 nm for central wavelength at 1319 μm. The spectral filter lines
could be tuned in the experiments across 30 nm by electrostatic MEMS actuation. However, it
is challenging to adjust position and size of the QD for distinct wavelengths.

Using PC structures with MEMS tunable narrowband filters, polarization selectivity
can be additionally implemented. This maintains the compactness of MEMS devices by
introducing holes with pronounced elliptical symmetry in the PC structure of the top mem-
brane in the top DBR [64]. Here, most commonly guided mode resonance structures [63,66]
or structural birefringence [67] are applied. In both cases, the selective behavior of the filter
device regarding electric field orientation of the incident wave is based on disturbing the
90◦-symmetry by either line gratings or introducing elliptical base elements in a 2D PC.

11.2. Nano-Optical Sensor Concepts

A spectroscopic MEMS sensor using the excitation of surface plasmon-polariton (SPP)
resonance on a cantilever was reported by Oshita et al. [68]. The device is fabricated from
a SOI wafer, and a metallic grating is applied on top to provide the excitation condition
for SPPs. In operation, the cantilever is oscillating at resonance frequency close to 400 Hz
and provides the largest angular stroke. As the coupling condition for SPP to the metallic
grating is strongly angle dependent, the signal recorded for half an oscillation period can
be evaluated to get the spectral information. In the cited work, a spectral scanning range of
300 nm was achieved with a FWHM of approximately 10 nm or more. The spectral range
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is mainly limited by the properties of the materials and the grating. Further data are given
in Figure 3 in the second column from the right-hand side.

Another approach, presented by Faraji-Dana et al., applies tailored dispersion properties
of diffractive elements using a folded beam path in a thin glass plate where light is reflected at
three specifically designed metasurfaces [94]. The authors showed a spectrometer covering
100 nm spectral range with 1.2 nm resolution and device volume of 7 mm3.

11.3. Sensors with Links to Telecom Devices

Strong ties exist between spectroscopic sensors and devices used in multiplexing sys-
tems of optical telecommunication systems. In both cases, the goal is to analyze spectrally
encoded information, but the focus for telecommunication is mostly on spectral linewidth,
whereas in spectroscopy a broad spectral range is often required as well. Transfer of con-
cepts from one field to the other is generally beneficial, and the most common device types
such as FP or AWG are frequently found in both fields. Two examples of spectroscopic
sensors derived from telecom concepts are presented in the following.

Filters with extremely small FWHM were demonstrated by Li et al. [78] and are
included in Figure 1 at the right-hand side. This device is based on a fiber Bragg grating
(FBG) with linear chirp. Local heating at a defined position of the FBG introduces a change
in refractive index and therefore a phase shift in the grating period. Phase shifts in periodic
patterns lead to resonant conditions and high transmission for a certain wavelength. Such
behavior can also be understood by looking at the cavity of a DBR FP filter in the same
way. A λ/2 layer in a periodic sequence of λ/4 layers represents a phase shift in the layer
structure as well. The device presented by Li et al. is tunable for 16.5 nm in the spectral
range around 1.55 μm, with a FWHM of only 0.007 nm.

The application of ring resonators is another path to achieve sub-nm spectral resolu-
tion. These devices are commonly used in telecom systems and are known to have very
high Q factors of more than 100,000, but also small free spectral ranges as they work in
a high order. Nitkowski et al. showed such a spectrometer integrated to a microfluidic
chip [95]. From the same group, an improved device combining a ring resonator, a diffrac-
tion grating and a waveguide array was presented later, with 0.05 nm FWHM in the near
IR spectral range and a footprint of 2 mm2 [96]. Smooth sidewalls of the stripe waveguides
and accurate dimensions of the ring structures are crucial, but the planar technology is
well understood and commercially applied in the telecom field for many years already.

11.4. Sensors with Computational Signal Evaluation

For several recently developed spectrometer devices, such as the plasmonic MEMS
sensor shown by Oshiita et al., computational post-processing of the acquired data are an
essential part of the sensing principle. A very interesting and compact example in this
direction is the nanowire-based spectrometer of Yang et al. [97]. The II-VI semiconductor
of the nanowire is grown with gradually varying composition along the length of the wire,
leading to a varying band gap. By choosing the appropriate base material, several spectral
ranges can be addressed. An array of small electrodes is contacted to the nanowire and
allows the measurement of a locally generated photocurrent. Evaluation of the signals is
based on a pre-calibrated response function and an algorithm to extract the spectral data.
The authors show results over a spectral range of 130 nm with FWHM of approximately
8 nm in the visible range. The device size is determined by the length of the nanowire and
the dimension of the electrode array, both being on the order of 100 μm or less.

11.5. Sensors on the Fiber Tip

A highly efficient way to integrate optical measurement methods with fiber systems is
to use the optical fiber itself as sensor. Beside the small size given by the fiber diameter,
the typical advantages of fiber optics, namely its mechanical flexibility and immunity to
electromagnetic interference, make this type of sensors interesting for measurements in
difficult locations and harsh environments. However, most of the sensors are not tunable
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or require additional electrical components at the opposite end of the fiber, thus increasing
the overall size of the system again. Furthermore, the fabrication of fiber-based sensors
can be quite challenging and will be addressed at the end of this discussion. Interaction
with light waves can occur inside the fiber based on structures such as fiber Bragg gratings
or on evaluation of scattering effects. In the following overview, a different approach
where the sensor is fabricated on the tip of an optical fiber will be covered. In such a
configuration, interaction with light waves occurs locally at the tip, and the fiber is merely
used for guiding the wave to a detector.

As previously introduced, guided mode resonances (GMR) in 1D or 2D photonic
slab waveguides enable very compact filter elements on MEMS devices. Tailoring the
coupling strength between resonant and continuous mode allows for narrowband spectral
properties, whereas breaking symmetries will lead to polarization dependent behavior. In a
similar way, GMR filter elements can be implemented on the tip of optical fibers, as shown
in Figure 23. A high refractive index thin film of ZrO2 was deposited by ion beam sputter
deposition on the fiber tip and acts as a slab waveguide with SiO2 and air as surrounding
materials. The periodic pattern, centered at the core of the single-mode fiber, was fabricated
by FIB milling lithography. Nanoimprint lithography on a fiber tip is another possible
fabrication method, in which the whole facet is covered and patterned in a single process
step as shown by Tabassum et al. [98]. The fabrication is far simpler to implement than
using sputter deposition and focused ion beam (FIB) milling, but it lacks the precise control
of layer thickness or alignment to the fiber core.

Figure 23. Tip of an optical fiber with GMR structure aligned to the core. The inset shows an FIB
cross section of the ZrO2 slab waveguide layer deposited by ion beam sputter deposition and the 1D
periodic pattern fabricated by FIB milling. The dark bar covering a part of the pattern is a locally
deposited protection layer to avoid damage of the pattern during preparation of the cross section
and to enhance contrast for imaging.

Several research groups showed FP filters on fiber tips, mainly for sensing applications
in gases and liquids. Mostly, air cavities are implemented by splicing a short section of
multi-mode fiber or capillary to a single-mode fiber. Ma and Wang showed that fabricating
a MEMS mirror on the spliced segment by sputter coating and FIB milling and subsequent
selective underetching leads to an FP with the single-mode fiber facet being the second
mirror. Target application of this sensor was detection of H2 in gas atmospheres [99].
The combination of a single-mode fiber and a short photonic crystal fiber (PCF) segment
with high index core and large surrounding air holes as fiber tip sensor was presented
by Zhu et al. [100]. An FP cavity forms by reflections due to the mode mismatch at the
splice and at the PCF to air interface and was applied to measure temperatures by tracing
the optical path length variation resulting from thermal expansion and effective refractive
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index change. A similar pressure sensor fabricated of a short capillary spliced to a single-
mode fiber and covered by a few-layer graphene sheet as flexible membrane and FP mirror
was shown by Ma et al. [101]. Kilic et al. [102] presented an acoustic sensor working on the
FP principle as well, but first they fabricated a PC mirror on a released MEMS membrane
using the GMR effect with a broadband resonance. The silicon on insulator chip was then
mounted with high-viscosity epoxy to the fiber tip, forming an air cavity between silicon
membrane and a metal layer coated on the fiber facet. Monolithic fabrication of an FP
cavity by FIB milling was reported by Alberts et al. [103] using an off-centered, partly metal
coated reflector for application as refractometer in liquids.

Beside the interferometric principles for sensors, plasmonic fiber tip devices are also
a viable option. Still, using surface plasmon polariton resonances is difficult due to the
required excitation condition. De Maria et al. [104] showed, however, that polishing the
fiber tip under the excitation angle and coating the surface with silver is a possible solution
for this problem. More common is the application of localized plasmon polariton (LPP) res-
onance by exciting free electron oscillations in nano-sized particles or structures [105,106].
Since excitation of LPP resonances can be accomplished by free space modes, no extra
preparation is required. A typical application is the enhancement of weak intensity sig-
nals in Raman spectroscopy using the local field enhancement around the metallic nano
structures, known as surface enhanced Raman spectroscopy (SERS) [107]. Kostovski et al.
showed that this method can be integrated into a fiber tip sensor using nanoimprint lithog-
raphy and subsequent deposition of a metal layer [108]. Probes based on nanoscale fiber
tips and with additional metallization [109] are applied widely for scanning near field
optical microscopy. Plasmonic effects or optical antennas are used to characterize optical
properties which are not accessible to other methods. For example, Burresi et al [110] report
on probing the magnetic field of an optical wave by applying a metallic split ring aperture
at a tapered fiber tip.

Further implementations of sensor on fiber tips exist. In some, the optical fiber is only
used as signal path, whereas the interaction with a sample is based on non-optical effects.
The fiber tip atomic force microscope, presented by Iannuzzi et al. is an example from this
group of sensors [111]. As mentioned, the technology required for the fabrication of fiber
tip devices can be challenging. This is due to the small and not perfectly flat surface of a
fiber facet, which makes resist coating or lithography quite difficult. Nevertheless, several
routes for possible processes have already been shown [112]. These include FIB milling,
nanoimprint lithography, align & shine photo lithography, two photon polymerization
lithography, or mounting of chips fabricated by conventional methods.

11.6. Spatial Heterodyne Sensors

As a complement to the different, mainly FP-based sensor concepts discussed so far, the
Spatial Heterodyne Spectrometer (SHS) is considered in the following section. The attractive-
ness of the SHS concept is based on the possibilities for tailoring its optical properties to specific
user requirements in combination with its significant potential for miniaturization.

Essentially, the SHS is based on the configuration of a Michelson interferometer, where
the mirrors in each arm are substituted by diffraction gratings [113]. The gratings are fixed
in a tilted mount and do not require moving parts.

The basic working principle of SHS is schematically shown in Figure 24 (accord-
ing to [114]). The incoming polychromatic wavefronts are separated by the beam splitter
into two partial wavefronts, each striking on a respective grating. The orientation of the
grating determines the Littrow wavelength, whose wavefront is diffracted exactly back-
ward to the incident direction. All other wavelengths have different diffraction angles
and propagation directions. At the detector, the superimposed light from both gratings is
recorded. In detail, the periodicity of the interference pattern Λ for a specific wavelength λ
depends on the half angle between intersecting wavevectors θ and the refractive index n of
the ambient medium. The entire recorded interferogram is composed by the contribution
of all involved wavelengths. Finally, the interferogram must be converted to a conventional
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spectrum by Fourier transformation. The working principle allows very high spectral
resolution for a small spectral bandwidth.

Applications for SHS range from space born projects e.g., satellite-based atmospheric
temperature measurements [115] to Raman Spectroscopy of minerals [114]. Particularly
impressive are the small dimensions that can be achieved. A SHS system was presented
in [115], operating between 761.9 nm and 765.3 nm with a resolving power of about 8000,
and requiring only a volume of 38 × 38 × 27 mm3 in size. In the meantime, progress has also
been made in the production technology of SHS. Yi et al. [116] reported on the fabrication
procedure of monolithic interferometers for SHS systems with ultraviolet curing adhesive
and commercial optical elements, which may open the door to high volume manufacturing.

θ

Figure 24. Illustration of the basic principle of spatial heterodyne spectroscopy (SHS).

12. Estimation of Potential Space Requirement after Utmost Miniaturization

Concerning grating spectrometers, the company Hamamatsu and Ibsen Photonics
most probably came close to the miniaturization limits defined by such an optical resolution,
which is still sufficient for some applications. In the case of our VIS and NIR FP filter arrays,
the miniaturization potential in lateral direction was not used in our proof-of-principle.
With 40 × 40 μm2 in lateral direction, the mesa is considerably very big, and therein lies a
high miniaturization potential to make them smaller. In this section, the potential limits for
miniaturization of all six sensor principles are estimated: AWG, static FP filter array, MEMS
tunable FP filter arrays, plasmonic sensors, MEMS tunable PC filters, and chirped fiber
Bragg gratings. To identify the miniaturization limits, best case scenarios (ideal conditions)
and optimum vertical light incidence are considered. For the static arrangements (FP filter
array, AWG), Δλ = 2 nm in the VIS range was chosen for the spectral step size (channel
spacing) between spectrally neighboring transmission lines; and in the NIR range, a channel
spacing of Δλ = 4 nm. A spectral span of 400 nm in the VIS range and a spectral span of
500 nm in the NIR range has to be covered. Although a preliminary estimation was already
performed in [11], here it is further complemented with inclusion of two additional sensor
concepts and supplementary figures visualizing the lateral arrangements.

36



Photonics 2021, 8, 332

12.1. Static FP Filter Arrays Covering 400 nm in the VIS Spectral Range

In Figure 25a, the minimum space requirements for a static FP filter array for the VIS
spectral range is shown. To eliminate effects from borders within a single pixel, the lateral
size of the square optically active mesa (orange) has to be approximatively 8λ × 8λ or
larger, which was derived from experiments and simulations. This means that 6 μm side
dimensions of the square mesa are sufficient for the wavelength range λ = 400–800 nm.
Choosing a spatial spacing of 4 μm between the square mesa, results in a period of 10 μm
and reveals an area of 10 × 10 μm2 for each pixel. The material system TiO2/SiO2 for
the DBRs allows stopband widths of 200 nm, thus, 100 spectrally adjacent filter lines in
each stopband are required. Two neighboring stopbands are required to span 400 nm
(Figure 25a). To be on the safe side for mounting issues, empty frames of 50 μm width
surrounding both arrays are chosen. A space of 204 × 358 μm2 is required, resulting in
a chip size of about 0.07 mm2. This is well compatible with commercial Si CCD detector
arrays or Si CMOS detector arrays. All signal recording and processing electronics are
located behind the layer containing the filters as depicted in Figure 25a, leading to a very
compact layout.

Figure 25. Space requirement to cover 400 nm in the VIS spectral range using two neighboring
TiO2/SiO2 stopbands for the DBRs and PDs/CCDs in the Si material system. (a) Static FP filter array.
(b) MEMS tunable FP filters.

12.2. Static FP Filter Arrays Covering 500 nm in the NIR Spectral Range

Since Si cannot be used for this purpose, other detector material such as InGaAs is
required. However, photodiodes in the InGaAs material system are by far more expensive than
Si CCD or CMOS detector arrays. The company Hamamatsu offers linear InGaAs photodiode
arrays which have stripe-like active areas (orange in Figure 26) of 15 × 100 μm2 which are
followed by stripes of 10 × 100 μm2 as spacers (white in Figure 26). Therefore, the period of
the spacer/stripe arrangement is 25 μm. For λ = 1500 nm, this also fulfills the required 8λ
minimum pixel size. A minimum of 125 pixels are required for one DBR in the TiO2/SiO2
material system with a stopband of 500 nm, which translates to 100 × 3125 μm2 (Figure 26).
Considering an empty frame of 100 μm width around the linear array, 300 × 3325 μm2 space
are required, resulting in 1 mm2 chip size. Such approximated size excludes any signal
processing electronics that still have to be integrated in this commercial solution.

37



Photonics 2021, 8, 332

Figure 26. Space requirement to cover 500 nm in the NIR spectral range using commercial InGaAs PDs. Please note that
this array is considerably scaled down in size compared to Figures 25 and 27.

This requires a huge amount of space. However, if tailored square photodiodes would
be used, the required space would shrink considerably. However, this technology is not
yet available on the market. Figure 27a displays an estimate for the required space for that
case. To avoid border effects within a single pixel, the lateral size of the square optically
active mesa (orange in Figure 27a) should also be approximately 8λ × 8λ or larger, known
from experiments and simulations. Thus, 13 μm for both sides of the squares are sufficient
for the wavelength range of λ = 1500 nm. Using 4 μm spatial spacing between the mesa,
the period is 17 μm in length. Thus, an area of 17 × 17 μm2 are required for each pixel.
A single TiO2/SiO2 DBR with a stopband of 500 nm already covers the required spectral
range. Since the required 125 pixels are not practical for a rectangular array, 130 pixels are
chosen (Figure 27a) and arranged in a 10 × 13 array. Applying empty frames of 50 μm
width surrounding arrays, a total of 274 × 325 μm2 space is required. This results in a
chip size of about 0.09 mm2. For a very compact design, the complete signal processing
electronics should be placed behind the sensor part as depicted in Figure 27a. However,
such technology (corresponding to Si CCD or Si CMOS) has not yet been developed in the
InGaAs/InP-based material system. Nevertheless, a hybrid solution with a Si CMOS chip
behind the InP chip is also possible, as shown in Figure 5.

 

Figure 27. Space requirement to cover 500 nm in the NIR spectral range using tailored InGaAs PDs,
not yet available on the market. (a) Static FP filter array with a single TiO2/SiO2 DBR. (b) MEMS
tuneable FP filters in the InP multiple airgap system. (c) 1 × 3 splitter, schematically aligned to the
3 MEMS membranes.

12.3. MEMS Tunable FP Filter Arrays Covering 500 nm in the NIR Spectral Range

The InP/multiple airgap material system allows DBRs with a stopband width be-
tween 500 nm and 1500 nm, depending on the InP layer thicknesses (3λInP/4 or λInP/4),
respectively. Therefore, a single stopband is already enough to cover the required 500 nm
wavelength span in the NIR spectral range. In the experiment, a tuning range of 221 nm
was obtained. To be on the safe side, three MEMS tunable filters are used to cover the
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required 500 nm. For our minimum space estimation, the following required elements are
arranged according to Figure 27b: supporting posts spanning a lateral area of 40 × 40 μm2,
suspensions with 35 μm lengths, and circular membranes with 15 μm diameters. The 15 μm
diameter is fully sufficient to cover the wavelength range between 1.2–1.7 μm. As shown in
Figure 27b, the central filter is sharing its supporting posts with the two neighboring filters.
Applying empty frames of 20 μm all around the three filters ensures that the optically
active membrane (orange) is at least 50 μm apart from the chip borders. This requires
340 × 140 μm2 space and reveals a chip size of 0.05 mm2. As demonstrated, the advantage
in this concept is that the InGaAs Photodiode can be fabricated together with the MEMS
filter within the same epitaxial step (monolithic integration), as depicted in Figure 16.
Concerning fiber and waveguide optics, a 1 × 3 integrated waveguide splitter (Figure 27c)
could be used to divide the light from the fiber and to guide it to the three active regions
(shown in orange). Please note that the plane spanned in Figure 27c is perpendicular to the
plane spanned in Figure 27b, and the three ends of the splitter are ending centrally to the
three orange membranes. This is indicated by the two dotted lines relating Figure 27b,c.
The fiber would be coupled to the right-hand side waveguide end of Figure 27c.

12.4. MEMS Tunable FP Filter Arrays Covering 400 nm in the VIS Spectral Range

The material system TiO2/SiO2 is chosen for the DBRs, allowing stopband widths of
about 200 nm. According to Figure 25b, the required elements are supporting posts with
an area of 40 × 40 μm2, four suspensions with lengths of 35 μm, and circular membranes
(orange) of 10 μm diameter. This diameter is sufficient for application at λ = 400 . . . 800 nm.
Please note that the dielectric material system exhibits much smaller tuning ranges due to
the single air-gap MEMS in comparison to the slim InP multiple airgap system. Although
they have 200 nm wide stopbands, four tunable FP filters (each with 100 nm tuning range)
are required to cover the targeted 400 nm (Figure 25b). Neighboring filters share supporting
posts which are located in between. As in Section 12.3, applying empty frames of 20 μm all
around the four filters ensures that the optically active membrane (orange) is at least 50 μm
apart from the chip borders. This requires 240 × 240 μm2 space and results in a chip size of
0.06 mm2. Similar to previous cases, the complete signal processing electronics is placed
behind the sensor part depicted in Figure 25b to make it very compact. Concerning fiber
and waveguide optics, a linear arrangement of the four MEMS filters would be a better
option (like in Figure 27b), and a 1 × 4 integrated waveguide splitter should be used to
divide the light from the fiber to the four active regions (orange) as in Figure 27c.

It is important to note that in Sections 12.1–12.4, the photodetectors and the electronics
are hidden behind the filters elements and not visible in Figures 25–27.

12.5. MEMS Tunable PC Filter to Cover a Spectral Span of 500 nm in the NIR Range

Zobenica et al. [77] measured a tuning range of 30 nm (1308–1338 nm) and pointed
out that there is a potential to extend it to 40 nm. A wavelength span of 500 nm can be
covered by combining 15 spectrally neighbored filters, supporting posts of 15 × 50 μm2, PC
membranes with suspensions requiring in total an area of 15 × 15 μm2, and additionally
the electronics. As discussed in Sections 12.3 and 12.4 the filters are considered with
overlapping tuning ranges, just to ensure reliable operation. Similar to previous cases,
here the neighboring MEMS filters share their supporting posts in between the filters.
Considering the additional space for contacts of sensing and actuation diodes, the estimate
yields 0.33 mm2 for the total chip size. The papers do not provide enough information
concerning space for signal processing, electronics and contacts. However, extrapolating
from what is visible in Figure 1c in [77], we assume that there might be a miniaturization
potential of a factor of 6, which is considered in our estimation.

12.6. AWG Covering 500 nm in the NIR Spectral Range

During his time at the company NTT, Japan, Y. Yoshikuni et al. [24] performed pioneering
work on arrayed waveguide gratings (AWGs). His team demonstrated 64 channels with
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50 GHz frequency spacing for fiberoptic long-haul telecommunication at 1.55 μm. The corre-
sponding sample was already downscaled and had lateral dimensions of 7 × 3.6 mm2 [22–24].
At the time of publication, they also implemented the most complex InP photonic device
integration in the world, including semiconductor optical amplifiers, photodiode arrays and
several AWGs. On the basis of these early and also recent publications, a space requirement of
50 mm2 including 125 channels was estimated for the NIR spectral range.

12.7. Plasmonic MEMS Cantilever Covering 500 nm in the NIR Spectral Range

The device presented by Oshita et al. already shows a very broad tuning range of
300 nm in the NIR spectral range [68]. Increasing this parameter could be accomplished
by a larger stroke of the deflection angle, but this will be limited by several constraints.
Flatness of the cantilever during actuation is crucial as the coupling condition to a SPP is
angle dependent and bending of the grating would lead to increased FWHM. Reducing
this cantilever size will decrease the efficiency of light coupling to the grating considerably.
There may be some room for improvement based on optimization of the geometric shape of
the device. In the end, using a second device with different spectral tuning range to reach
500 nm spectral span seems to be the more promising option. In such implementation,
two identical MEMS cantilevers would be fabricated, but different grating structures and
possible different metals would lead to SPP resonance excitation in different spectral ranges
for the same deflection angle. The required space of such a sensor system would be around
20 mm2 if no reduction in size of the single devices is considered.

12.8. Locally Heated Chirped FBG to Cover a Spectral Span of 500 nm in the NIR Spectral Range

Tunable filters based on a chirped FBG as reported by Li et al. [78] work only for a
limited spectral span of 15–20 nm. Therefore, tuning over a range of 500 nm would require
at least 30 individual chirped fibers. Since the outer diameter of a conventional single-mode
fiber is only 125 μm, even an array of 30 fibers, positioned for example in a template of
etched channels on a silicon substrate, would only require 5 mm in width. The length of
the chirped FBG is given by the required number of periods and is in this case in the range
of 50 mm. The presented sensor is not yet optimized for miniaturization since the thermal
actuation is based on a heating wire attached to a very bulky linear positioning stage. A
possible approach that will not lead to any further increase of the device size would be to
integrate an array of heater elements into the silicon wafer template. This would finally
lead to a space requirement of 250 mm2 for the sensor alone, excluding other elements such
as a photodiode, any further optical fibers for wave transport, coupling elements or control
of the heater array.

13. Where Are the Minimum Structure Size Limits in 3D Nanoimprint Lithography?

The potential of 2D nanoimprint lithography for replication of extremely small struc-
tures was demonstrated by patterns with 5 nm lateral half-pitch [117], and most recently,
even a reduction to 2 nm was reported [118]. The 5 nm dimension were imprinted with
a III/V semiconductor stamp. It was grown by molecular beam epitaxy, subsequently
cleaved and selectively etched on the cleaved side. Finally, the cleaved side represented the
nanoimprint stamp [117]. An even more exotic stamp is a substrate with carbon nanotubes
on top. 2 nm in lateral direction were demonstrated by imprinting with these carbon
nanotubes [118]. In addition to experimental investigations, theoretical studies have also
been performed by modeling the stamp-resist interface. The most relevant forces between
the stamp surface and the nanoimprint resist surface, considering the individual atoms of
both surfaces, were studied in sub-nanoscale using theoretical model calculations [119,120].
The result shown that the stamp could not be released from the cured and hardened imprint
resist if lateral structure dimensions are below 0.5 nm. This represents a theoretical limit
for minimum lateral size dimensions for nanoimprint lithography. In general, the smaller
the molecules used in the nanoimprint resist, the smaller the minimum structure dimensions
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which are obtainable via nanoimprint lithography. Typically, a monomer has a size of 1–2 nm,
i.e., even for short-chained polymers, only a small space is remaining in the structure.

Many different template materials are possible, such as glass, Si or III/V semiconductors.
Imprints can be directly performed using the template, as what was done in our experiments
using GaAs templates. Alternatively, the master template (mother-structure) has also been
replicated into polydimethylsiloxane (PDMS) serving as a daughter-structure which is used
for the subsequent imprinting in mr-UVcur06. This resist is cured with UV light.

In the following discussion, an intuitive visualization is made in Figure 28 to illustrate
the vertical mesa height differences in the sub-nm range in relation to the scale of resist
molecules. For the purpose of simplicity, the influence of surface roughness is not included.

 

Figure 28. Cross sections of schematic surface profiles. The crystalline structure of the Si master
template is visualized by the periodic honey-comb structure (top). The master template is replicated
in PDMS and rotated by 180◦, as shown in green (center). The schematic includes a possible
arrangement of organic molecules in the PDMS. Subsequently, 3D nanoimprints were performed
using this PDMS stamp. After imprinting the resist, hardening the resist and releasing the stamp the
blue schematic surface is resulting (bottom). The figures do not have the same scale in vertical and
lateral direction: differences exist in vertical mesa heights between a = 0.2 nm and 1 nm, lateral mesa
widths between 6 μm and 40 μm, and vertical mesa heights between 10 nm and 300 nm.

Our smallest height difference which was measured with an interference microscopy
was a = 0.2 nm [33,34]. On a first glance, this result might be in contradiction to the
smallest lateral structure sizes of 0.5 nm which were predicted in the abovementioned
theoretical model calculations [119,120]. However, there is no contradiction since the
lateral dimensions of our mesa are in the range of >6 μm (see Section 12) or even 40 μm in
our proof-of-principle (Sections 2–4). The chains of the nanoimprint resist molecules will
spread in lateral directions. This means that a very high vertical accuracy can be obtained
if comparably large lateral dimensions can be tolerated or are even required as in our case.
Furthermore, very high vertical resolution can be obtained if larger residual layers are
acceptable or reservoir for excess resist are included in the design. Even if our technology
which enables zero-residual layers is used [92], these reservoir technologies and volume
equalizing technologies [86] have to be applied.

Measuring a = 0.2 nm [33,34] using an interference microscopy is executed by aver-
aging over an area containing many polymer chains (diffraction-limited focal diameter).
Please note that the exact same approach is applied in the optical sensor, therefore, this is a
relevant value for the height differences.

A schematic FP array structures with two different mesa heights is displayed in
Figure 25 to envisage vertical resolution limits in 3D nanoimprint lithography. The polymer
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chains of the nanoimprint resist reveal different lengths and shape, and they have a
lateral thickness of approximatively 0.2 nm. In lateral directions, the molecules can easily
migrate and spread during the filling of the stamp (mold) with imprint resist. Due to these
microfluidic aspects, our 3D nanoimprints could reveal vertical mesa height differences
down to 0.2 nm since the lateral dimension is large enough to allow material migration and
spreading. In summary, 2D nanoimprint technology uses constant vertical step heights and
the smallest structure sizes in lateral directions were 2–5 nm in the experiments [117,118]
and 0.5 nm in theoretical model calculations [119,120], as already mentioned. In our 3D
nanoimprint experiments, 0.2 nm in mesa height difference was obtained in structures with
rather large lateral sizes in the range of several μm, due to viable allow material migration
and spreading. At the moment, it is hard to estimate the limits for 3D nanoimprint if
ultra-small variations are involved in vertical and lateral dimension simultaneously, but it
could be in the sub-nm range in all combined three directions.

14. Can Nanoimprint Be Applied to Fabricate the Seven Sensor Types
Compared Here?

Today, a variety of molding technologies exist, such hot embossing, nanoimprint,
injection molding and LIGA. The acronym LIGA consist of the German words Lithographie,
Galvanik, Abformung, which means (X-ray) lithography, electroplating, molding [121] and
is used worldwide. In nanoimprint technology, structures are replicated using a stamp
with structure sizes between a few nm up to several μm. In contrast, LIGA technology
is replicating structures from a stamp generating structures between a few μm to several
mm [121]. Even larger objects are replicated by injection molding ranging in size between
several μm to the range of a few meters.

Using molding technologies, miniaturized grating spectrometers [72] can be generated
to define curved mirrors, grating, cavities to insert detector arrays, guide elements and
housing parts in a single step. To lower fabrication cost, molding is always a very good
strategy. Micro-grating spectrometers were also replicated applying LIGA processes [122].
Using InGaInAs, waveguide structures were lithographically treated and etched to define
transmission grating, curved mirrors and trenches for optical fibers [123].

In this last section, the question is raised whether nanoimprint can be applied in
the fabrication of AWG sensors, miniaturized spectrometers, plasmonic MEMS sensors,
static FP filter array sensors, MEMS tunable FP array, tunable chirped fiber Bragg gratings,
and MEMS tunable PC arrays, all of which are shown in Figure 1. Several advantages of
nanoimprint concerning cost, time, and effort were already presented and confirmed by
results presented in the previous sections. The lithography included in manufacturing
can be replaced by nanoimprint lithography in five out of the seven sensor types. How-
ever, in cannot be used in the fabrication of the classical grating spectrometers and the
chirped fiber Bragg gratings. Moreover, nanoimprint might not be ideal for the precise
positioning of the QDs within the PC structure [77]. We expect that the positioning of the
QD would be arduous and might require, e.g., electron or ion beam lithography. Thus,
nanoimprint lithography might not reveal clear advantages in manufacturing of MEMS
tunable PC structures. However, it is highly desirable to use nanoimprint lithography for
the fabrication of AWGs since it has clear advantages in replacing optical lithography in
large scale production. Furthermore, nanoimprint is very desirable, but not absolutely
necessary, in manufacturing MEMS tunable FP filter arrays. Most essential is it for static FP
filter arrays. Using nanoimprint technology, the whole cavity structure including millions
of FP filters (pixels) can be imprinted in a single step. Furthermore, the stamp/mold is
reusable for many times. Theoretically, there is no limit in the number of FP filters (pix-
els) which can be defined within a single imprint step that generates all the different 3D
cavities altogether [33–37]. Alternative methodologies have to use many more fabrication
steps [28–31], which limits the number of pixels which can be manufactured in a realistic
way. Among all the considered sensor types, the static FP filters make the most of the
advantages of 3D nanoimprint lithography. Many FP filter arrays can be imprinted in a
batch process at the same time, potentially resulting in a significant cost reduction. For
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repetitive processes in large scale (mass production), nanoimprint lithography reveals its
characteristic superiority in saving time, cost and effort.

15. Conclusions

Limits of wide wavelength tuning, FWHM and stopband widths are investigated for
the InP multiple air-gap system. Wavelength tuning efficiency for said sensor system is
found to be the closest to 1, and additionally with much smaller size compared to other
systems and different sensor methodologies.

In our comparison, the tunable chirped fiber Bragg grating reveals by far the smallest
FWHM of 0.007 nm at 1.5 μm. However, the space requirement is the largest in this case. The
next lowest FWHM of typically 0.1 nm at λ = 1.3 μm are measured in MEMS tunable PC
filters. Potentially, the space requirement is also very small. However, in order to obtain larger
spectral spans of e.g., 400 nm, the combination of several neighboring spectral tuning ranges is
required. For that purpose, the QD have to be adjusted and varied in all the PC crystal in a
defined way. This might be quite challenging concerning the spectral adjustment and defined
variation from array to array. On the other hand, AWGs also provide small linewidths, and
the arrangement of several arrays next to each other is very easy. However, the fabrication of
AWGs for the VIS spectral range is still an enormous challenge.

The typical linewidths measured for FP filter arrays are higher than the typical values
of PC or AWG sensors. Although 0.1 nm linewidth could be achieved at λ = 1.5 μm
in an InP/multiple air-gap FP filter in a single case, it was not reproducible in tunable
filters or in static FP filter arrays. Using the InP multiple airgap MEMS technology, very
small linewidths are extremely challenging in the tunable technology, but on the other
hand, it is very attractive in terms of scalability. Since various static FP filter arrays can
be manufactured next to each other within a single 3D nanoimprint step, this technology
enables lowest tentative price per spectral range for visible spectral ranges.

A chance to achieve small linewidths in MEMS tunable filters lies in the application of
stable cavities. A small linewidth of <0.15 nm was reported over the whole tuning range,
although the tuning range is limited and only thermal tuning was applied [124].

The current version of the plasmonic MEMS sensor evaluates charge carriers induced by
the SPP resonance into a diode structure and transforming this angle dependent current into
the spectral information. At the moment this is limited to a rather high FWHM value of 10 nm
or more. On the other hand, this concept is very promising due to its wide tuning range.

Thermally tuned chirped FBG shows narrow band filter lines with FWHM of 0.007 nm
and can potentially be implemented in any working spectral range of an optical fiber. The
small tuning rang of only 16.5 nm requires, however, an array of many individual chirped
FBG to cover broader spectral spans.

The classical grating spectrometer is definitively the best in our comparison in terms of
the efficiency in making most out of available light. However, the grating spectrometer suf-
fers considerably from strongly reduced spectral resolution when downscaling the devices,
whereas such limitations are not relevant for all the other sensor types compared in our
review. In all these cases, the resolution is very high and independent from miniaturization.
The AWG uses available light much more efficiently than the static and tunable FP filter
arrays and the tunable PC filter array. The latter three own rather low efficiencies, but the
efficiencies can be boosted by spectral preselection as shown in this review.

Fourier spectroscopy in the infrared spectral range is using the amount of light much
more efficiently than grating spectrometers (Multiplex and Jacquinot advantages) in large
set-ups. The disadvantage is that the miniaturization achieved up to now is by far less than
that obtained for PC and FP-based sensors.

Nanoimprint can be applied to all the compared sensors, except the chirped fiber
Bragg grating and the classical grating spectrometer. Transmission gratings could be
fabricated by nanoimprint lithography. Notwithstanding, nanoimprint technology can
only reveal its full potential in manufacturing static FP filter arrays. Here, 192 different
filter lines were demonstrated using a single 3D nanoimprint step to define accurate and
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diverse 3D cavity layers. In a proof-of-concept, 192 spectrally different filter lines were
successfully demonstrated, which is far better than the three different broad filter lines used
in modern digital cameras. There are no limits on the principle to considerably increase
these values in static FP filter arrays. At the same time, nanoimprint substantially reduces
fabrication time, cost and effort.

16. Patents

For FP filter arrays, PC sensors and plasmonic sensors, the obvious disadvantage
concerning less efficiency in using available light (in comparison to grating spectrometers)
can be partly compensated by spectral preselection: R. Brunner, H. Hillmer and A. Gatto:
Spektralsensor zur spektralen Analyse einfallenden Lichts, German Patent 2016, DE 10 2014
108 138 B4. Recently, this concept has been proven, experimentally [11,89]. See Section 6.
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Abbreviations

1D one-dimensional
2D two-dimensional
3D three-dimensional
αInP absorption coefficient of InP
αSi3N4 absorption coefficient of silicon nitride
αSiO2 absorption coefficient of silicon dioxide
AWG arrayed waveguide grating
CCD charge coupled device
CMOS complementary metal oxide semiconductor
Δλ wavelength tuning range, wavelength interval, wavelength difference
Δλi wavelength interval, wavelength spacing
Δλ/λ optical resolution of an optical sensor or spectrometer
Δl interface fluctuations
ΔL displacement of DBR mirrors, cavity tuning
ΔL1, ΔL2 cavity lengths fluctuations
Δλ/ΔL tuning efficiency
Δn refractive index difference
DBR distributed Bragg reflector
DWDM dense wavelength division multiplex
FBG fiber Bragg grating
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FIB focused ion beam
FP Fabry-Pérot
FWHM full width at half maximum, linewidth
GMR guided mode resonance
L, L1, L2 cavity thickness, cavity height, cavity length
λ vacuum wavelength
λair wavelength of light in air
λi central wavelength of DBR number i
λi/4 quarter-wavelength optical thickness of a single DBR material layer of index i
λ̃ effective wavelength
λInP wavelength of light in InP
Λ periodicity of interference pattern
LIGA Lithographie, Galvanik, Abformung = lithography, electroplating, molding
LPP localized plasmon polariton
M number of waveguides in an AWG
MEMS micro-electro-mechanical-system
MOCVD metal-organic chemical vapor deposition
n refractive index
nInP refractive index of indium phosphide
nSi3N4 refractive index of silicon nitride
nSiO2 refractive index of silicon dioxide
N number of grating lines, or number of different FP filter arrays
NIR near-infrared
QD quantum dot
p number of periods in the DBR
PC photonic crystal
PCF photonic crystal fiber
PD photodiode
PD1, PD2 highly doped semiconductor layers in a photodiode
PDMS polydimethylsiloxane
PECVD plasma enhanced chemical vapor deposition
Rmax Maximum reflectance in the center of the stopband
Rmax,sat Saturation value of the maximum reflectance in the center of the stopband
SCIL substrate conformal imprint lithography
SEM scanning electron microscope
SERS surface enhanced Raman spectroscopy
SHS spatial heterodyne spectroscopy
SOI silicon on insulator
SPP surface plasmon polariton
Θ half angle between intersecting wavevectors
VIS visible (spectral range)
UV ultraviolet
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Abstract: In this paper, we theoretically designed and numerically studied a high-resolution and
ultrasensitive photonic crystal fiber temperature sensor by selective filling of a liquid with high
thermo-optic coefficient in one of the airholes of the fiber. The finite element method was utilized to
study the propagation characteristics and the modal birefringence of the fiber under different ambient
temperatures. A large base birefringence value of 7.7 × 10−4 as well as a large birefringence sensitivity
of almost 29% to a 10 ◦C temperature variation was achieved for the optimized fiber design with
liquid chloroform between 15 ◦C and 35 ◦C. We also studied the performance of the proposed optical
fiber in a temperature sensing Sagnac interferometer. An average linear temperature sensitivity of
17.53 nm/◦C with an average resolution of 5.7 × 10−4 ◦C was achieved over a temperature range of
20 ◦C (15 ◦C to 35 ◦C).

Keywords: fiber-optic temperature sensor; chloroform fiber; Sagnac interferometer

1. Introduction

Optical properties and applications of photonic crystal fibers (PCFs), either as a nonlinear medium
for nonlinear optics or as an optical functional device such as a sensor, have been the focus of intense
research in recent years [1–4]. Comparing to conventional optical fibers, PCFs demonstrate important
characteristics including design flexibility, controllable effective area, adjustable dispersion, and the
potential to achieve a highly birefringent structure to confine light [1–3]. The regular PCFs made from
silica are not sensitive to temperature as silica does not exhibit a large thermo-optic coefficient [4].
However, the design flexibility of PCFs can assist scientists to increase the temperature sensitivity of
the fiber via liquid infiltration into the fiber holes [4].

Most of the liquids exhibit a large thermo-optic coefficient (TOC). A large TOC can be used to
realize various effective mode indices of the fundamental guided mode in the fiber infiltrated with
liquids at different temperatures [4]. By introducing an asymmetry in the fiber structure, the mode
indices will also be sensitive to the polarization of the light, which can enable us to design highly
birefringent PCFs [5]. By simultaneously infiltrating the PCF and introducing asymmetry in the design
of the fiber, one can design an optical fiber that is sensitive to both the temperature and the polarization
of the light. An interferometric technique, like Sagnac interferometry, can be used to detect changes in
the light transmission spectrum in a fiber loop depending on the fiber birefringence [4,6]. Therefore,
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one can use a highly birefringent PCF in a fiber-loop Sagnac interferometer as a tool for accurate
temperature sensing in hard-to-reach environments.

There have been multiple studies on the properties of selectively liquid-filled PCF temperature
sensors based on interferometric techniques. Qian et al. [7] proposed an alcohol-filled PCF temperature
sensor with a sensitivity of 6.6 nm/◦C. Lu et al. [8] proposed a temperature sensor based on a PCF
filled with silver nanowires and liquid, and they achieved a sensitivity of 2.7 nm/◦C. Cui et al. [6]
proposed a selectively water-filled PCF based on Sagnac interferometry with a sensitivity of 2.58 nm/◦C.
Han et al. [9] reported a selective-filling PCF by infiltrating a liquid into two adjacent air holes of the
innermost ring of holes, and a temperature sensitivity of around −10.0 nm/◦C was achieved. Recently,
Vera et al. [10] proposed a metal-filled PCF for a Sagnac interferometry temperature sensor with a
sensitivity of −9 nm/◦C. Monfared et al. [4] also studied a toluene-filled PCF temperature sensor via a
Sagnac interferometer with a sensitivity of −11 nm/◦C and a temperature range of 20–30◦C.

In this paper, we study a simple PCF structure with only two rings of air holes and two smaller
modified holes, filled with fluid as a temperature-sensitive material and close to the core of the fiber.
We also study the design parameters and performance of the proposed temperature sensor in different
temperatures and demonstrate the possibility of temperature sensing with measuring the variations in
the transmission spectrum of the fiber.

2. Sensor Design

2.1. Materials and Methods

In the PCF structure, we used silica as the background material (core and cladding), two rings of air
holes with diameter d and center-to-center spacing Λ2, and two modified-location holes (Λ1 = 1.5 Λ2)
with diameters D1 and D2. The larger hole is filled with liquid chloroform. We simulated the PCF
structure using the finite element method (FEM) applied with the COMSOL Multiphysics software.
Perfectly matched layer (PML) boundary conditions as well as ultrafine mesh size with a minimum
element size of 5 nm and a maximum element size of 500 nm were applied to the model. Furthermore,
strict convergence analyses were conducted to ensure the accuracy of the results (error threshold
of 10−5). The cross section of the proposed PCF is shown on Figure 1a. It should be noted that
only two rings of airholes will be an advantage during the fabrication process of the PCF, as having
fewer rings with low filling ratios (d/Λ and D/Λ) is technologically easier and can significantly reduce
fabrication-induced imperfections [5].

 
Figure 1. (a) Cross section of the selectively liquid-filled photonic crystal fibers (PCF) with hole
diameter d, two modified-position holes with diameters D1 and D2, modified-location hole pitch Λ1,
and nonmodified-location hole pitch Λ2. (b) The schematic of the potential experimental setup of the
PCF sensor in a Sagnac interferometer.

In Figure 1b, we also demonstrate a possible experimental setup for our sensor. The mechanism
of a Sagnac-interferometer-based optical fiber sensor is based on the phase difference of light beams
that propagate through the fiber loop which was described in [4,6]. In summary, a laser source emits
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an optical beam, which is split into two beams using a beam splitter or a 3-dB optical coupler [9,10].
These beams (beam 1 and beam 2) counter-propagate through a fiber loop that usually consists of
a conventional optical fiber with a negligible loss at operation wavelengths close to 1200 nm [4,6].
The beams recombine at the output while undergoing a phase difference (as a result of a different
optical path lengths) which is caused by a temperature-sensitive birefringence value of the sensing
element (the proposed birefringent chloroform-filled optical fiber) during propagation in the fiber loop.

There are numerous methods to fill the holes of the PCF with liquids, including the
photo-lithographic masking technique [11] and utilizing different flow speeds of the liquids [12],
which already are taken into practice. As our fiber cross section is relatively large (larger than 10 μm),
its coupling efficiency with conventional optical fibers can be as large as 90% using an appropriate
coupler—for example, the fused biconical tapering technique [13], which makes the propagation
of light possible in the prospective setup. Furthermore, the previous tests on liquid-filled Sagnac
interferometer fiber sensors show consistent, accurate, and stable results [6,14], which makes the
proposed sensor a potential candidate in many industrial applications.

2.2. Optical Materials

We started by comparing the thermo-optic coefficient (TOC) of different liquids. A liquid with
a high TOC shows a large variation in refractive index as a function of temperature, which can be
utilized to design a highly sensitive temperature sensor. The TOC values are obtained from [15,16],
and they are close to our operation wavelengths in visible and near infrared regions. As seen in
Figure 2, liquid chloroform (CHCl3) and carbon disulfide (CS2) show the most promising TOC values.
While chloroform and CS2 have the highest TOCs, chloroform has lower linear and nonlinear refractive
indices than CS2 (nearly 1.435 and 85 × 10−20 m2/W, compared to 1.585 and 320 × 10−20 m2/W of
CS2), which help with suppressing unwanted nonlinear processes and nonlinearity in the sensing
performance of the fiber [17]. Therefore, chloroform has a greater overall merit compared to other
liquids for the temperature sensing application proposed here, and for this reason we used chloroform
in our proposed sensor and all simulations.

Figure 2. The magnitude of the thermo-optic coefficient of different liquids close to the operation
wavelengths. H2O is water, C2H6O is ethanol, CHCl3 is chloroform, and CS2 is carbon disulfide.

In our simulations, we considered the material dispersion of silica and chloroform to accurately
simulate the resulting structure. The relationship between the refractive index of silica and the
wavelength is given by the following Sellmeier’s equation [18,19]:

n2
silica= 1 +

0.6961663λ2

λ2 − 0.06840432 +
0.4079426λ2

λ2 − 0.11624142 +
0.8974794λ2

λ2 − 9.8961612 (1)
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where λ is the wavelength of incident light. The relationship between the refractive index of liquid
chloroform, wavelength, and temperature is given by the following equation [20]:

nchlroform (λ, T) = nchlroform@20(λ) + (ΔT dnT) (2)

Here, T is the temperature in Celsius; ΔT is the difference between 20 ◦C and the chosen temperature;
dnT is the rate of variation in refractive index as a function temperature, which is equal to
−7.91 × 10−4 K−1; and nchlroform@20(λ) is the refractive index of chloroform as a function of wavelength
at 20 ◦C, which is given by the following Sellmeier’s equation [20]:

nchlro f orm@20(λ) = 1.431364 +
5632.41
λ2 − 2.0805× 108

λ4
+

1.2613× 1013

λ6 (3)

In Figure 3, we can see the relationship between the ambient temperature and the refractive index of
chloroform for different temperatures ranging from 20 ◦C to 30 ◦C with different excitation wavelengths.

Figure 3. Chloroform refractive index as a function of temperature for different excitation wavelengths.

Finally, we considered the refractive index of air to be 1. This completes our numerical model for
simulations in the proposed chloroform-filled PCF.

2.3. Birefringence and Sagnac Interferometry

The key parameter for an optical fiber in a Sagnac interferometer is birefringence (B), which is
defined in [4] as

B = nfast − nslow, (4)

where nfast and nslow are the effective mode indices of the two orthogonal states of the fundamental
guided mode in the fiber core. In a birefringence fiber, the effective modal indices of these orthogonally
polarized modes differ significantly. Here, a FEM analysis applied with Comsol MultiPhysics is used to
calculate the fundamental guided modes and their effective modal indices to calculate the birefringence
parameter of the fiber. It should be noted that as seen in Figure 1a, the nonsymmetric arrangement of
the air holes and infiltration of chloroform into one of the holes results in a highly asymmetric fiber
structure and a large birefringence parameter for the guided modes in the fiber core. The phase of the
unheated part of fiber (Φ1), the heated part of fiber (Φ2), and the phase difference can be calculated as
follows [4]:

Φ1 =
2πB(λ, T0)(L− L1)

λ
(5)

Φ2 =
2πB(λ, T)(L1)

λ
(6)

ΔΦ =
2πΔB L
λ

(7)
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where ΔB is the birefringence variation between two temperatures, L1 is the liquid infiltrated length
of the fiber sensing element, and λ is the excitation wavelength. Under a phase matching condition
(φ1 + φ2 = 2mπ), the transmission spectrum of the fiber reaches a minimum, and the interference dip
wavelength appears. The transmission spectrum (SPtrans) of the fiber loop (and proposed PCF sensor)
in the Sagnac interferometer is a cosine function of wavelength, fiber birefringence, temperature,
and length of the fiber, given by [4]:

SPtrans = (1 − cos (φ1 + φ2)) × 0.5 (8)

It should be noted that the most important parameter in a Sagnac interferometer temperature
sensor is the spacing between dip wavelengths due to different temperatures. One can find a dip
wavelength shift caused by temperature variations for a certain excitation wavelength [4]:

Δλdip = λ
ΔB
B

L1

L
(9)

where L is the total length of the fiber. In the experiments, the whole sensing element or a part of the
fiber loop can be placed in a temperature chamber to study the sensitivity, resolution, and detection
range of the sensor. Here, we assume that the whole length of the sensing element is inside the
temperature chamber for simplicity. As seen in Equation (9), the ultimate parameter that determines
the dip wavelength shift and consequently the sensitivity for a certain temperature change is the
birefringence sensitivity, which can be defined as the ratio of birefringence variations and the base
birefringence (ΔB/B). This parameter is studied in detail in the next section, where we show how we
can optimize our design to maximize this parameter.

3. Design of the Sensor and Birefringence Sensitivity

Fiber birefringence and the sensitivity of the birefringence to the variations in the temperature
are the most important parameters in a Sagnac interferometer that is based on optical fibers.
Therefore, we studied multiple different structures, designs, and dimensions to find an optimized
design with a large birefringence at a specific temperature (B@T0), a large birefringence variation
between two temperatures (ΔB = B@T1 – B@T0), and as a result, a large birefringence sensitivity
for a large range of temperatures (ΔB/B). In Figure 4, we demonstrate a number of these designs,
their birefringence sensitivity, and the corresponding electrical field distributions for the fundamental
guided mode with an x-polarized excitation at 1200 nm. It should be noted that the proposed
final structure has six different design parameters: the location of liquid holes (and type of liquid),
hole diameter d, two modified-position holes with diameters D1 and D2, modified-location hole
pitch Λ1, and nonmodified-location hole pitch Λ2. As mentioned before, chloroform has the highest
TOC and a low refractive index, and therefore it is the preferable choice for our temperature sensing
application. As expected, the fiber does not show any significant birefringence sensitivity (close to 0%)
without chloroform infiltration in Figure 4a. Interestingly, filling all the holes with chloroform does
not increase the birefringence sensitivity of the PCF (sensitivity still close to 0%). The birefringence
sensitivity increases as we infiltrate only the two airholes close to the core of the fiber (Figure 4b),
but the sensitivity (12.5%) is not large enough to guarantee a significant difference in the transmission
spectra in a Sagnac interferometer.

We tried to introduce asymmetries in the fiber cross section by changing the size of two adjacent
airholes to the fiber core to improve the birefringence sensitivity (Figure 4c). The birefringence
sensitivity improved from 12.5% to 16.6%. As seen in Figure 4d, by infiltrating only one of the holes
the birefringence sensitivity increases from 16.6% to 28.6% which is considerably a large sensitivity for
a given temperature variation. By choosing the optimized design (Figure 4d), we then studied the
relationship between fiber birefringence and the ambient temperature with a 1200 nm laser excitation.
As seen in Figure 5, there is an almost linear relationship (R2 = 0.989) between the birefringence
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parameter and temperature in our proposed fiber. The birefringence decreases from 7.7 × 10−4 to
2.6 × 10−4 with an increase in the temperature from 15 to 45 ◦C.

Figure 4. (a–d) Birefringence sensitivity and cross section of chloroform-filled PCFs with different
design and infiltration patterns. (e–h) The corresponding electrical field distribution of the fundamental
guided mode in the PCF core for an x-polarized light excitation at 1200 nm.

Figure 5. Fiber birefringence as a function of temperature for the optimized design with d = 1.2 μm,
Λ1 = 2.6 μm, Λ2 = 3.9 μm, D1 = 0.8 μm, and D2 = 0.5 μm.

Next, we studied the role of the design parameters on birefringence sensitivity in detail. It should
be noted that the birefringence sensitivity has a direct impact on the dip wavelength shift and the
overall temperature sensitivity of the fiber in the Sagnac interferometer, as demonstrated in Equation (9).
We started with the role of spacing between two adjacent holes to the fiber core in Figure 6a. As expected,
the location and spacing of the holes is crucial to ensure we have an optical fiber with high birefringence
sensitivity. The optimized value for spacing between the adjacent holes to the fiber core is 1.5 according
to the simulations; we therefore utilized this ratio in the proposed optimized design by choosing
Λ1 = 2.6 μm and Λ2 = 3.9 μm. It is important to mention that by choosing a different ratio between
holes spacing—for example, 1 instead of 1.5—the sensitivity decays very fast to values smaller than
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10%. The role of airhole dimension (Figure 6b), the size of the larger adjacent hole to the core (Figure 6c),
and the size of the smaller adjacent hole to the core (Figure 6d) are also studied. To maximize
birefringence sensitivity, we chose design parameters that correspond to the maximum sensitivity
in each case. The optimized design parameters in the proposed fiber (which are determined after
a significant amount of trial and error) are d = 1.2 μm, Λ1 = 2.6 μm, Λ2 = 3.9 μm, D1 = 0.8 μm,
and D2 = 0.5 μm. Interestingly, the small variations (on the orders of a 0.01 μm) in the airhole
dimensions do not have a major effect on the birefringence sensitivity of the fiber as demonstrated
in Figure 6b–d. In summary, Figure 6 shows the importance of the location and size of two adjacent
holes to the fiber core in the birefringence sensitivity of the proposed PCF. It should be noted that
the proposed design has an overall good tolerance to fabrication-induced imperfections, especially
imperfections related to the minor variations in the hole size, as demonstrated in Figure 6.

Figure 6. Birefringence sensitivity as a function of different design parameters: (a) hole pitch ratio
where d = 1.2 μm, Λ2 = 3.9 μm, D1 = 0.8 μm, and D2 = 0.5 μm; (b) hole ratio where Λ1 = 2.6 μm,
Λ2 = 3.9 μm, D1 = 0.8 μm, and D2 = 0.5 μm; (c) unfilled central hole diameter where d = 1.2 μm,
Λ1 = 2.6 μm, Λ2 = 3.9 μm, D1 = 0.8 μm; (d) filled-hole diameter where d = 1.2 μm, Λ1 = 2.6 μm,
Λ2 = 3.9 μm, and D2 = 0.5 μm.

4. Performance Analysis

By using the optimized design parameters, we analyzed the temperature sensing performance of
the proposed fiber in a Sagnac interferometer. As seen in Figure 7, by increasing the temperature from
15 to 35 ◦C, the transmission dip wavelength blueshifts from 1155 to 629 nm. While the variations of
the transmission spectra are significant within the 15–35 ◦C window, the variations are significantly
reduced outside this temperature range. We also studied the role of fiber length on the transmission
spectra in Figure 8 at a constant temperature of 30 ◦C. It is clear that by increasing the fiber length
from 1.5 to 15 mm, the number of transmission dips increases significantly (from 1 to 6 between 600
and 1200 nm). The increase in the number of transmission dips can make the detection of the dip
wavelength more difficult and challenging, and therefore we chose 1.5 mm as the optimized fiber
length in all of the calculations.
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Figure 7. Transmission spectra of the Sagnac interferometer optical fiber sensor as a function of
wavelength for different temperatures.

Figure 8. Transmission spectra of the Sagnac interferometer optical fiber sensor as a function of
wavelength for different fiber lengths.

Finally, we examined the variations in the dip wavelength of the proposed sensor as a function of
the ambient temperature. According to Figure 9a, the proposed sensor consists of two main regions.
The first region is a linear region (15–35 ◦C), in which the sensor is highly sensitive to any changes in
the ambient temperature, and the relationship between dip wavelength and temperature is almost
linear (R2 = 0.986), as seen in Figure 9b. In optical fiber-based sensors, in addition to the working range,
usually sensitivity and resolution are the most important parameters that determine the merit of the
sensing component [21,22]. The temperature sensitivity and temperature resolution of the proposed
sensor can be calculated from [21,22]:

S (nm/C) =
Δλdip

ΔT
(10)

R (C) =
ΔT × Δλmin

Δλdip
(11)

where ΔT is the difference between the minimum and maximum ambient temperatures, and Δλmin
is the minimum spectral resolution of the detector. The average linear temperature sensitivity of
the proposed sensor in the linear region is 17.53 nm/◦C, which is higher than that of the most recent
fiber-optic-based Sagnac interferometer temperature sensors with liquid infiltration. Considering a
minimum spectral resolution of 0.01 nm in the detector [6], an average resolution of 5.7 × 10−4 ◦C is
also achieved. In particular, the proposed sensor has a large linear sensitivity of 25.6 nm/◦C between 20
and 30 ◦C. In the second region (larger than 35 ◦C or smaller than 15 ◦C) there is no linear relationship
between dip wavelength and temperature. The temperature sensitivity in the nonlinear region also
decreases significantly comparing to the linear region.
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Figure 9. Dip wavelength of transmission spectra of the Sagnac interferometer optical fiber sensor as
a function of ambient temperature for (a) linear and nonlinear regions with a temperature range of
15–45 ◦C and (b) a linear region with a temperature range of 15–35 ◦C.

In Table 1, we compared the performance of our proposed temperature sensor with other similarly
reported temperature sensors based on liquid-filled optical fibers. It is clear that our proposed
chloroform-filled sensor has a higher spectral sensitivity and resolution comparing to other previously
reported structures in the literature. Furthermore, the operation range (linear regime) of our sensor is
slightly higher than the previously reported Sagnac-interferometer-based optical fiber sensors (30 nm
in our case compared to 17 nm in [6], 26 nm in [7], and 10 nm in [4]). It should be mentioned that
due to the limitation in detection range of small-size optical detectors, it is not possible to improve
the sensitivity and detection range (at the same time) over a certain limit without compromising
the cost and size of the sensor. The current small-size cost-effective optical detectors are based on
ultraviolet–visible spectroscopy (UV–Vis), which usually cannot detect optical signals below 200 nm
and over 1200 nm.

Table 1. The temperature sensing performance of a water-filled PCF in [6], alcohol-filled PCF in [7],
toluene-filled PCF in [4], and the proposed chloroform-filled PCF in a Sagnac interferometer.

Ref [6] Ref [7] Ref [4] This Work

Infiltration Liquid Water Alcohol Toluene Chloroform

Maximum Birefringence 1.999 × 10−4 3.5 × 10−4 8.68 × 10−5 7.7 × 10−4

Average Sensitivity (nm/◦C) 2.58 6.6 11 17.53

Temperature Range (◦C) 25–42 8–34 20–30 15–35

Resolution (◦C) 4 × 10−3 - - 5.7 × 10−4

Comparing to other temperature sensing technologies like thermocouples, thermistors,
and resistance temperature detectors, our proposed design offers important advantages, including
possible remote sensing, possible distributed sensing, immunity to electromagnetic waves interference,
and higher detection limits (resolutions). Furthermore, we should emphasize that optical fiber-based
temperature sensors can enable temperature sensing in harsh environments, as the sensing element
is a fiber that can easily reach hard-to-reach points for temperature sensing. Examples of harsh
environments that an optical fiber-based temperature sensor can be a preferable option are inflammable
atmospheres, all-electrical aircraft batteries, ocean floors, and oil pipelines [23,24].

5. Conclusions

A new design of an ultrasensitive Sagnac-interferometer-based optical fiber temperature sensor
was theoretically and numerically proposed here. Using the finite element method, the modal
birefringence of the fiber under different ambient temperatures and the birefringence sensitivity of the
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fiber were numerically investigated while one of the airholes was infiltrated with liquid chloroform.
A large birefringence sensitivity of almost 29% to a 10 ◦C temperature variation was reported for the
optimized fiber design. The performance of the proposed optical fiber in a temperature sensor Sagnac
interferometer is studied in detail, and an average linear temperature sensitivity of 17.53 nm/◦C with
an average resolution of 5.7 × 10−4 ◦C was achieved over a temperature range of 20 ◦C (15 ◦C to 45 ◦C).

Author Contributions: Conceptualization, Y.E.M.; Methodology, Y.E.M. and C.L.; Software, A.A.; Validation, V.D.;
Formal Analysis, Y.E.M. and A.A.; Data Curation, Y.E.M. and V.D.; Writing-Original Draft Preparation, Y.E.M.;
Writing-Review & Editing, Y.E.M and A.A. and C.L.; Visualization, Y.E.M. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: Y.E.M. acknowledges the support of Dalhousie University for providing the resources to
perform this research, and C.L. acknowledges the support of the National Natural Science Foundation of China
and the National Key Research and Development Program of China.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Bowden, C.M.; Zheltikov, A.M. Nonlinear optics of photonic crystals introduction. J. Opt. Soc. Am. B 2002,
19, 2046–2048. [CrossRef]

2. Pathak, A.K.; Singh, V.K. A wide range and highly sensitive optical fiber pH sensor using polyacrylamide
hydrogel. Opt. Fiber Technol. 2017, 39, 43–48. [CrossRef]

3. Wadsworth, W.; Knight, J.; Birks, T. State-of-the-art photonic crystal fiber. Opt. Photonics News 2012, 23, 24–31.
[CrossRef]

4. Monfared, Y.E.; Liang, C.; Khosravi, R.; Kacerovska, B.; Yang, S. Selectively toluene-filled photonic crystal
fiber Sagnac interferometer for temperature sensing applications. Results Phys. 2019, 13, 102297. [CrossRef]

5. Ahmadian, A.; Monfared, Y.E. Chalcogenide-tellurite composite photonic crystal fiber: Extreme non-linearity
meets large birefringence. Appl. Sci. 2019, 9, 4445. [CrossRef]

6. Cui, Y.; Shum, P.; Hu, D.; Wang, G.; Humbert, G.; Dinh, X. Temperature sensor by using selectively filled
photonic crystal fiber Sagnac interferometer. IEEE Photonics J. 2012, 4, 1801–1808. [CrossRef]

7. Qian, W.; Zhao, C.; He, S.; Dong, X.; Zhang, S.; Zhang, Z.; Jin, S.; Guo, J.; Wei, H. High-sensitivity temperature
sensor based on an alcohol-filled photonic crystal fiber loop mirror. Opt. Lett. 2011, 36, 1548–1550. [CrossRef]

8. Lu, Y.; Wang, M.; Hao, C.; Zhao, Z.; Yao, J. Temperature sensing using photonic crystal fiber filled with silver
nanowires and liquid. IEEE Photonics J. 2014, 6, 1–7. [CrossRef]

9. Han, T.; Liu, Y.; Wang, Z.; Guo, J.; Wu, Z.; Wang, S.; Li, Z.; Zhou, W. Unique characteristics of a selective-filling
photonic crystal fiber Sagnac interferometer and its application as high sensitivity sensor. Opt. Express 2013,
21, 122–128. [CrossRef]

10. Vera, E.; Cordeiro, C.; Torres, P. Highly sensitive temperature sensor using a Sagnac loop interferometer
based on a side-hole photonic crystal fiber filled with metal. Appl. Opt. 2017, 56, 156–162. [CrossRef]

11. Sasaki, M.; Ando, T.; Nogawa, S.; Hane, K. Direct photolithography on optical fiber end. Jpn. J. Appl. Phys.
2002, 41, 4350–4355. [CrossRef]

12. Huang, Y.; Xu, Y.; Yariv, A. Fabrication of function microstructured optical fibers through a selective-filling
technique. Appl. Phys. Lett. 2005, 85, 5182–5184. [CrossRef]

13. Liu, J.; Cheng, T.; Yeo, Y.; Wang, Y.; Xue, L.; Xu, Z.; Wang, D. Light beam coupling between standard single
mode fibers and highly nonlinear photonic crystal fibers based on the fused biconical tapering technique.
Opt. Express 2009, 17, 3115–3123. [CrossRef] [PubMed]

14. Martínez-Manuel, R.; May-Arrioja, D.A.; Acevedo-Mijangos, J.; Domínguez-Cruz, R.F.; López-Cortés, D.;
Torres-Cisneros, M. Ultra-high sensitivity temperature sensor using a fiber loop mirror based on a water-filled
asymmetric two-hole fiber. IEEE Sens. 2020. [CrossRef]

15. Pilla, V.; Munin, E.; Gesualdi, M.R.R. Measurement of the thermo-optic coefficient in liquids by laser-induced
conical diffraction and thermal lens technique. J. Opt. A Pure Appl. Opt. 2009, 11, 105201. [CrossRef]

60



Photonics 2020, 7, 33

16. Kim, Y.H.; Park, S.J.; Jeon, S.; Ju, S.; Park, C.; Han, W.; Lee, B. Thermo-optic coefficient measurement of
liquids based on simultaneous temperature and refractive index sensing capability of a two-mode fiber
interferometric probe. Opt. Express 2012, 20, 23744–23754. [CrossRef]

17. Monfared, Y.E.; Ponomarenko, S.A. Extremely nonlinear carbon-disulfide-filled photonic crystal fiber with
controllable dispersion. Opt. Mater. 2019, 88, 406–411. [CrossRef]

18. Monfared, Y.E.; Hajati, M.; Liang, C.; Yang, S.; Qasymeh, M. Quasi-D-shaped fiber optic plasmonic biosensor
for high-index analyte detection. IEEE Sens. 2019. [CrossRef]

19. Malitson, I.H. Interspecimen comparison of the refractive index of fused silica. J. Opt. Soc. Am. 1965,
55, 1205–1208. [CrossRef]

20. Ayyanar, N.; Vasanth, R.; Rajab, J.; Vigneswaran, D.; Lakshmi, B.; Sumathia, M.; Porseziand, K. Highly efficient
compact temperature sensor using liquid infiltrated asymmetric dual elliptical core photonic crystal fiber.
Opt. Mater. 2017, 64, 482–574. [CrossRef]

21. Monfared, Y.E. Refractive index sensor based on surface plasmon resonance excitation in a d-shaped photonic
crystal fiber coated by titanium nitride. Plasmonics 2020, 15, 535–542. [CrossRef]

22. Rifat, A.A.; Mahdiraji, G.A.; Sua, Y.M.; Ahmed, R.; Shee, Y.G.; Adikan, F.R.M. Highly sensitive multi-core
flat fiber surface plasmon resonance refractive index sensor. Opt. Express 2016, 24, 2485–2495. [CrossRef]
[PubMed]

23. Vázquez, C.; Tapetado, A.; Pinzón, P.J.; Montero, D.S.; López-Cardona1, J.D.; Contreras, P.; Zubia, J.
Temperature sensing using optical fibers in harsh environments. In Proceedings of the 19th International
Conference on Transparent Optical Networks (ICTON), Girona, Spain, 2–6 July 2017; pp. 1–4.

24. Zhang, M.; Ma, X.; Wang, L.; Lai, S.; Zhou, H.; Zhao, H.; Liao, Y. photonic sensors review progress of optical
fiber sensors and its application in harsh environment. Photonic Sens. 2011, 1, 84–89. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

61





photonics
hv

Communication

Salinity Sensing Characteristics Based on Optical
Microfiber Coupler Interferometer

Lingjun Zhou 1,2, Yang Yu 2,3,*, Huimin Huang 1, Yuyu Tao 1, Kui Wen 2, Guofeng Li 1,

Junbo Yang 2 and Zhenrong Zhang 1

1 Guangxi Key Laboratory of Multimedia Communications and Network Technology, School of Computer,
Electronic and Information, Guangxi University, Nanning 530004, China; lingjunzhou@st.gxu.edu.cn (L.Z.);
1813301006@st.gxu.edu.cn (H.H.); taoyuyu@st.gxu.edu.cn (Y.T.); 1813391006@st.gxu.edu.cn (G.L.);
zzr76@gxu.edu.cn (Z.Z.)

2 Center of Material Science, College of Liberal Arts and Sciences, National University of Defense Technology,
Changsha 410073, China; kuiwen93@hotmail.com (K.W.); yangjunbo@nudt.edu.cn (J.Y.)

3 Deep Sea Technology Laboratory, College of Meteorology and Oceanology, National University of Defense
Technology, Changsha 410073, China

* Correspondence: yuyang08a@nudt.edu.cn

Received: 31 August 2020; Accepted: 18 September 2020; Published: 21 September 2020

Abstract: In this paper, we report a novel and compact sensor based on an optic microfiber coupler
interferometer (OMCI) for seawater salinity application. The OMCI device is fabricated by connecting
Faraday rotating mirrors to the two out-ports of the microfiber coupler, respectively. The sensor
signal processing is based on a wavelength demodulation technique. We theoretically analyze the
sensing characteristics with different device structure parameters. Besides, the results show that
the date reading error decreases with the thinner waist region and longer arm difference. Through
the experiment, the reflection spectra red-shifted as the sea water salinity increased; the highest
response sensitivity of the OMCI salinity sensor reached 303.7 pm/‰ for a range of 16.6–23.8‰, and
the resolution was less than 0.03‰. This study provides a new technical solution for the development
of practical optical fiber seawater salinity sensors.

Keywords: optical microfiber coupler; interferometer; salinity sensing; optic fiber sensor

1. Introduction

Salinity is one of the basic parameters of the ocean state equation. At the same time, it plays an
important role in global water cycle change, and provides a means of studying the linkages of the
oceans with the terrestrial water cycle, which affects marine phenomena such as precipitation and
circulation [1–4]. In addition, the salinity directly determines the halocline of the seawater [5], which
poses a threat to the safe operation of underwater equipment. Therefore, real-time and large-scale
online monitoring of seawater salinity distribution is of great significance to ecosystem protection, the
global climate, sea creatures, ocean economic development, and marine equipment operation.

Traditionally, the equipment used to measure the salinity of seawater is mainly the electrical
conductivity-temperature-depth (CTD) system. Among them, its salinity sensor works by using the
correspondence between the chloride ion content and the conductivity in the water solution. Although
this technology can achieve higher precision, it is vulnerable to electromagnetic interference, and other
conductive ions in seawater can also cause measurement errors [5,6]. Because of its large size and
complicated structure, it is not applicable for salinity measurement at the micro scale and the water
vapor interface [7]. Moreover, in order to obtain salinity data with high spatial resolution, many CTDs
must be used in series, which greatly increases the cost. Therefore, there is an urgent need to develop
low-cost and compact sensors to meet the demand of subtle measurement in the ocean.
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In the last decades, optical fiber sensors have attracted significant research attention due to the
advantages of small size, low cost, immunity to electromagnetic interference, and easy integration
and reuse [8–12]. There are some fiber optic sensor structures that have been developed and applied
to ocean salinity measurement, such as optical reflection [13,14], fiber Bragg grating [15–17], fiber
surface plasmon resonance [2,18], and interferometer [19,20]. However, the above types of optical
fiber seawater salinity sensors have various problems such as low sensitivity and susceptibility to
temperature crosstalk. In recent years, researchers have discovered that optical microfiber (OM) is
very sensitive to surrounding environmental changes due to the characteristics of large evanescent
field transmission (a light field transmitted outside the boundary surface of the waveguide) [21]. It
demonstrates important research value in highly sensitive sensing applications that can gradually be
used in ocean salinity sensing research, including the microfiber knot resonator [6], optical microfiber
coupler (OMC) [22–24], and OMC-Sagnac [25]. However, to truly succeed in the monitoring of seawater
salinity, the optical fiber salinity sensor based on evanescent field transmission must adopt a particular
package design to eliminate the influence of seawater impurities, algae and other stray parameters
on the detection accuracy and stability of the sensor [24]. Thus, the optical fiber sensor must have a
simple and compact optical path to facilitate probe package integration.

In this paper, a sensing device based on an optical microfiber coupler combined with an
interferometer (OMCI) is proposed for the first time. The seawater salinity sensing mechanism and
signal demodulation error are theoretically analyzed. Meanwhile, the salinity sensing experiment
shows that the maximum salinity sensitivity is 303.7 pm/‰. The sensor demonstrated here is high
sensitivity, simple and compact, easy to fabricate, convenient to be encapsulated due to the simple and
compact optical path, and provides new technical solutions for the development of practical optical
fiber seawater salinity sensors.

2. Sensing Principle

The OMC proposed in this article is fabricated by fusing and tapering two twisted conventional
single mode fibers (SMFs) [26,27]. As shown in Figure 1a, the OMC is mainly composed of three parts,
including a uniform waist region, two tapered transition regions and four input/output ports. As
shown in Figure 1a, the OMCI is constructed by connecting two faraday rotating mirrors (FRMs) to
Port3 and Port4 of the OMC, respectively. Figure 1b shows the microscope images of OMC uniform
waist region. The waist region with the characteristics of large evanescent field transmission is the
main sensing unit of OMCI. While the two FRMs are only used as mirrors to simplify the optical path
and make the structure more compact, the interferometer does not participate in salinity sensing.

Figure 1. (a) Schematic of OMCI composition; it is constructed by connecting two faraday rotating
mirrors to port3 and port4 of the OMC, respectively, the amplified spontaneous emission (ASE)
broadband light source injecting to port1 and monitoring the signal from port2 by using the optical
spectrum analyze (OSA). (b) Microscopic image of the OMC waist region.
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For the dual-fiber fusing and tapering OMC, optical coupling at the waist region can be regarded
as the coupling between two optical microfibers. If the input light P0 is injected into Port1, the output
light intensity of Port3 and Port4 can be expressed as [23,24]:

P3 = P0 cos2(
∫ l

0 c(λ, n2, n3, z)dz) = P0 cos2 ϕ

P4 = P0 sin2(
∫ l

0 c(λ, n2, n3, z)dz) = P0 sin2 ϕ
(1)

where l is the coupling length and c(λ, n2, z) is the coupling coefficient at wavelength λ and location
z. The fusing and tapering OMC is manufactured according to the volume conservation model. The
uniform waist length L and the coupling length l satisfy a specific relationship [28], and the thin uniform
waist region plays a leading role in the coupling characteristics of the whole OMC [26]. Assuming that
the OMC uniform waist region matches the condition of strong coupling, the coupling coefficient C
can be expressed as [26]:

C(λ, n2, n3, z) =
3πλ

32n2r2 ×
1

(1 + 1/V)2 (2)

where V = [(2πr)/λ](n2
2 − n2

3)
1/2 is the normalized frequency, λ is the incident light wavelength, r is

the radius of the OMs at the uniform waist region. n2 and n3 are the refractive indexes (RIs) of the fiber
cladding (silica) and the external environment (sea water), respectively.

When the probe light output from Port3 and Port4 of OMC are reflected by the FRMs and re-enter
the coupling area, secondary coupling and interference occur. Assuming that the reflection efficiency
of the FRMs is 100%, the output light intensity at Port2 can be expressed as:

P2 = 2P0 cos2 φ sin2 φ(1 + cosθ) (3)

where θ = 2πn2la/λ is the interference phase difference, and la is the interferometer arm difference.
Due to the large evanescent field transmission characteristics of OMC’s thin waist region, seawater can
be regarded as the OMs’ cladding in the waist area of the OMC when OMCI is immersed in seawater [6].
As can be seen from Equations (2) and (3), the seawater RI n3 changes with the variation of seawater
salinity, which results in the shift of specific wavelength. It means that the OMCI’s waist region with
the characteristics of large evanescent field transmission is the main sensing unit in seawater salinity
sensing applications. When tracking a specific wavelength (dip or peak) of the OMCI output spectra,
the seawater salinity response sensitivity of OMCI can be expressed [25]:

S =
dλ
dS

= −∂λ
∂ϕ
· ∂ϕ
∂n3
· dn3

dS
(4)

In the condition of atmospheric pressure, the relationship between seawater salinity and refractive
index is [29]:

n3(S, T,λ) = 1.3247− 2.5× 10−6T2 + S(2× 104 − 8× 107T) +
3300
λ2 −

3.2× 107

λ4
(5)

where S and T represent salinity and temperature, respectively; the units are ‰ and ◦C. As can be
known in Equation (5), the RI of seawater is controlled by the seawater temperature, salinity and
detection light wavelength at atmospheric pressure. Under the condition that the seawater temperature
T is 25 ◦C, the OMC uniform waist length L is 2 mm, and the radius of the OM is 1.55 μm, the salinity
response characteristics of the OMCI transmission spectra under different arm differences are simulated
and analyzed. The calculation results are shown in Figure 2, when the arm difference la is 0; that is, in
the case of equal arms, the output spectra only have intensity fluctuations related to the filter beam
splitting characteristics of OMC. When the arm of the OMCI is not equal, the difference is that the
interference peaks (phase interference signals) related to the interferometer arm differences appear in
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the output spectra, and there is an intensity envelope on the interference peaks when the arm of the
OMCI is not equal. In addition, the larger the OMCI arm difference, the denser the interference peaks
in its output spectrum.

Figure 2. The simulation output spectra with salinities for OMCI arm difference (a) la = 0 mm, (b) la = 1
mm, (c) la = 2 mm, and (d) la = 5 mm.

In fact, when a light source with different wavelengths (broadband source) injects to OMCI, the
output intensity corresponding to each wavelength is the superimposed output effect after interference,
and the phase difference of the interferometer corresponding to different wavelengths is different, so
the output light intensity at each wavelength is different (corresponding to the optical path difference
of the interferometer and the wavelength filtering characteristics of the OMC). It means that the
reflection spectrum of OMCI will present an intensity envelope signal related to the OMC coupling
characteristics, as well as “interference fringe” (intensity periodic oscillations) related to the optical
path difference of the interferometer. This “interference” reflects the output result of the interference
intensity caused by the phase difference of the interferometer at different wavelengths, rather than
the traditional meaning of interference. In salinity sensing applications, the filtering characteristics of
OMCI play a major role, and sensing is achieved by tracking reflection spectra with environmental
salinity changes.

Figure 3a shows the detail of the peak1 of the output spectra near 1576 nm with the salinities
when the OMCI is equal arm. It can be seen from the figure that the output spectra of OMCI red-shift
as the salinity increases. By monitoring the drift of specific wavelength (peak), the salinity response
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sensitivity of the OMCI is 318 pm/‰. Moreover, when the two arms of OMCI are not equal, the
output spectra with the variation of salinity also red-shift, and the salinity sensing response can be
realized by tracking the extreme point of the interference peak. However, it should be noted that when
the difference value of the OMCI arm is small, the output characteristic interference spectra will be
very sparse. When the wavelength shift caused by the change of seawater salinity is less than the
interference peak spacing, it will not be accurately monitored and will read the drift of the maximum
point of the interference peak, which will cause a large error of data reading. The problem can be
clearly seen from Figure 3b, which partially details that the change of the OMCI-specific spectra with
the difference of salinity under the arm is 3 mm.

Figure 3. Details of the output spectra with salinity (a) at peak1 with arm difference la = 0 mm, and (b)
at peak2 with arm difference la = 3 mm.

For the sake of further analyzing the effect of the OMCI interferometer arm difference on the data
reading error of the salinity sensing response, we tracked and analyzed the characteristic spectra of
OMCIs in salinity sensing with different arm differences. The calculation results are shown in Figure 4;
when the OMCI is equal arm, there is no interference peak in its output spectrum, so there is no
wavelength drift error that directly reads the wavelength offset corresponding to the extreme point. As
shown in Figure 4b,c, the data reading error of the salinity sensing response is large under the small
arm difference, and the fitting effect is not obvious (low R2). In addition, as can be seen from Figure 4d,
the fitting result of the sensing response data is closer to the zero arm difference as the OMCI arm
difference increases; that is, the error is getting smaller.

From the above analysis, if the OMCI structure designed in this paper chooses 0 arm difference or
a larger arm difference, the error of signal demodulation can be reduced. In practice, however, it is more
difficult to manufacture an interferometer with 0 arm difference. The output spectrum interference
peaks of OMCI with large arm difference are relatively dense, which imposes higher precision reading
requirements on the demodulation equipment (OSA), and it is easy to bring other environmental
noise, thereby reducing the system’s signal-to-noise ratio. Therefore, in the practical salinity sensing
application of OMCI, it is more appropriate to keep the OMCI arm difference within 5–30 mm.
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Figure 4. The fitting lines of interference peak wavelength shift with salinities under the arm difference
(a) la = 0 mm, (b) la = 1 mm, (c) la = 2 mm, and (d) la = 5 mm.

For almost all sensor applications, improving the signal-to-noise ratio of the device is an effective
means to reduce detection errors. It is found from Figure 5 that the the sensing sensitivity of OMCI
structure can be improved by reducing the uniform waist radius r of OM. We tracked the specific
wavelengths of peak1′, peak2′, and peak3′; the linear results are shown in Figure 6. The red line
(guideline) in the picture represents the three peaks’ drift under zero arm difference. We can find that
the result is closer to the guideline as the sensitivity rises. That is, when the wavelength drift with
salinities is much larger than the interference peak spacing, the detection error will be greatly reduced.
Therefore, if the manufacturing process conditions permit, the OM radius r should be reduced as
much as possible to improve sensor performance. The length L of the OMCI waist region has little
effect on sensitivity, but directly determines the output spectral characteristics (number of specific
wavelengths) [30]. In addition, multiple specific wavelengths can realize multi-parameter sensing,
so in practical engineering applications, device parameters should be selected reasonably according
to requirements.
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Figure 5. The results of simulation output spectra with OMCI waist length of 2 mm, arm difference of 3
mm and OM radius of 1, 2, and 3 μm, respectively, for the salinity range of 28–35‰.

(a) (b) (c) 

Figure 6. Linear fitting result of peaks. The red lines represent the peak wavelengths’ shift under
an arm difference of zero; (a) linear fitting of peak1′, (b) linear fitting of peak2′ and (c) linear fitting
of peak3′.

3. Experimental Results

We established an experimental system in order to fully verify the foregoing theoretical analysis
results and grasp the salinity sensing characteristics of OMCI. As shown in Figure 7, it consists of
an ASE broadband light source (1520–1620 nm), an optical spectrum analyzer (OSA, 600–1700 nm,
Q8384, ADVANTEST, resolution 0.01 nm), a CTD system (Midas, VALEPORT), a water tank, a signal
processing computer, etc. Port1 of the OMCI is connected to the ASE light source, and the output
signal from Port2 is sent into the OSA. The electrical CTD system is used for calibrating and comparing
the salinity tests. The salinity measuring experimental setup is shown in Figure 7b.

In the sanility experiment, we first used an OMCI sample with the uniform waist length L of
approximately 7 mm; the radius of the microfiber was 1.55 μm, and the lengths of the two arms of
the interferometer were about L1 = 2.0 m, L2 = 2.006 m. The water tank capacity was about 4 L. The
seawater samples were blended with NaCl crystals and pure water. Firstly, the salinity of the seawater
samples was adjusted to 23.8‰, and the centration of the seawater samples was then changed by
adding pure water with the aim of avoiding exothermic impact when the NaCl crystals were dissolved
in water. About 200–300 mL of pure water was added and stirred evenly each time; at the same time,
the electrical CTD system was used to monitor the seawater salinity and temperature changes (the
impact of temperature has been eliminated). The data was recorded after the salinity became stable
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and the output spectrum no longer shifted. Figure 8a,b show that the red shifted at the sensing dips as
the salinity increased from 16.6‰ to 23.8‰.

Figure 7. (a) The schematic diagram of the experimental system, and (b) the salinity measuring
experimental setup.

Figure 8. (a) The output spectra at different salinities with L = 7 mm, r = 1.55, la = 6 mm. (b) Detail of
output spectra near dip3.

To estimate the sensitivities, we tracked five dips in output spectra, and the dip values at different
salinities are shown in Figure 9. The fitting results show that the salinity sensitivity responses of
OMCI in different specific wavelengths are: Sdip1 = 198.9 pm/‰, Sdip2 = 178.5 pm/‰, Sdip3 = 225.8
pm/‰. Sdip4 = 303.7 pm/‰, Sdip5 = 190.5 pm/‰. Under the condition of 0.01 nm resolution of OSA,
the salinity resolution of the OMCI sample is less than 0.03‰. The minimum dynamic range of the
dip3 wavelength is 13.97 nm, allowing the salinity to vary by 46.1‰. In the global sea area, the average
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salinity is 35‰. From the Baltic Sea with the lowest salinity to the Red Sea with the highest salinity,
the range is about 7.4–40‰ [31,32]. Therefore, the dynamic range of the salinity response of the
experimental sample of the OMCI sensor is applicable to the practical measurement requirements of
salinity in most sea areas.

Figure 9. Relationships between the specific wavelengths and the salinities.

The above simulation results show that the OMCI salinity sensing under small arm difference will
bring a large specific wavelength drift error; that is, the data fitting degree of the dip wavelength drift
is bad. To verify this feature, we adjust the arm difference of the above OMCI sample to la = 1mm. The
output spectra (partial) at different salinities are shown in Figure 10a. There is a large interference peak
spacing, with a width of about 2100 pm, in the output characteristic spectrum. Figure 10b shows the
salinity response sensitivity and fitting results at different dips. It can be seen from the figure that the
data reading error of this sample is large (the minimum R2 is about 0.027), which is consistent with
the previous theoretical analysis; that is, there is large detection error under the small arm difference.
Therefore, the OMCI sample with large arm difference should be selected to make the sensor obtain
more accurate sensing results. It should be noted that the signal intensity at the dips of the OMCI
characteristic spectrum is weak. Because of the groundnoise, there are large data reading errors for
salinity sensing detection by tracking the dips’ wavelengths and low signal-to-noise ratios. Therefore,
it is more reasonable to track the peaks of the characteristic OMCI spectrum to achieve higher precision
salinity sensor detection.

Figure 10. After adjusting arm difference la = 1, (a) the output spectrum (partial) at different salinities,
and (b) relationships between the characteristic wavelengths and the salinities.
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4. Discussion

The waist region of OMCI can respond to salinity and temperature simultaneously. There
is a proven solution to eliminate the effects of cross-sensitivity; that is, tracking two sensing
dips and constructing a salinity and temperature sensitivity matrix, then performing inversion
calculations [12,22,24], as shown in Equation (6). In addition, the two arms of the interferometer
only respond to temperature; tracking the distance of two adjacent interference peaks can realize
this sensitivity to temperature. In view of this, the temperature sensitivity of the interferometer can
compensate for the temperature sensitivity of the OMCI’s waist region; we have analyzed this feature
in detail in previous work [31].

[
Δλdip1
Δλdip2

]
=

[
SS1ST1

SS2ST2

][
ΔS
ΔT

]
(6)

According to the above results, it shows excellent salinity sensing performance by reasonably
setting the parameters of OMCI sensor. Comparing other salinity sensors, for example, the salinity
sensors based on optical reflection have high sensitivity, but their prism systems are complicated and
difficult to apply to harsh marine environments. The structure of the fiber grating salinity sensor is
relatively simple, but its sensitivity is generally low. There is a sensitivity of around 50–200 pm/‰
with the SPR sensor, However, what matters is that the metal film should be coated effectively. As
far as we know, most interference structures are complex although some of them can reach high
sensitivity. As we all know, fiber optic sensors are immune to electromagnetic interference, but
most of them are sensitive to temperature; in practical application, ways of eliminating the effects of
cross-sensitivity should be considered. The sensor designed in this paper not only has high sensitivity,
a compact structure to encapsulate it, and ease of manufacturing, but also has special advantages for
temperature self-compensation.

5. Conclusions

In summary, a novel seawater salinity sensor based on the structure of optical microfiber coupler
interferometer is proposed. The results show that the output spectra of OMCI red-shift as salinity
increases, and the salinity response sensitivity reaches 303.7 pm/‰. The experiment is consistent
with the theoretical analysis. In addition, we discussed the relationship between the OMCI arm
difference and the wavelength drift error. When the arm difference is small, the interference peak of
the output spectrum is relatively sparse. Moreover, there is an error between the dip wavelength in the
output spectrum and the dip wavelength in the envelope (0 arm difference), and the smaller the arm
difference, the greater the error. At the same time, when the sensitivity is low (that is, wavelength drift
is much smaller than the interference peak spacing), the error is more obvious. Therefore, this paper
proposes three improvement suggestions: firstly, controlling the OMCI arm difference to zero; secondly,
controlling the OMCI arm difference to 5–30 mm; third, reducing the OM radius r to improve the
sensor’s signal-to-noise ratio. In practical applications, the latter two schemes are easier to implement.
This OMCI salinity sensor meets the needs of salinity testing in most sea areas. It provides good research
ideas and alternative technical solutions for the development of practical optical fiber salinity sensors.
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Abstract: We present a giant sensitivity displacement sensor combining the push-pull method and
enhanced Vernier effect. The displacement sensor consists in two interferometers that are composed
by two cleaved standard optical fibers coupled by a 3 dB coupler and combined with a double-sided
mirror. The push pull-method is applied to the mirror creating a symmetrical change to the length of
each interferometer. Furthermore, we demonstrate that the Vernier effect has a maximum sensitivity
of two-fold that obtained with a single interferometer. The combination of the push-pull method and
the Vernier effect in the displacement sensors allows a sensitivity of 60 ± 1 nm/μm when compared
with a single interferometer working in the same free spectral range. In addition, exploring the
maximum performance of the displacement sensors, a sensitivity of 254 ± 6 nm/μm is achieved,
presenting a M-factor of 1071 and MVernier of 1.9 corresponding to a resolution of 79 pm. This new
solution allows the implementation of giant-sensitive displacement measurement for a wide range
of applications.

Keywords: optical fiber sensor; cleaved fiber; Vernier effect; optical interferometer

1. Introduction

With the evolution of technology, the impact of sensors on human life has increased.
The significant impact of optical systems is due to the emergence of fiber optics in 1960 [1].
The features such as low attenuation and insensitivity to electromagnetic fields have al-
lowed optical systems to replace electronic communications. In addition, they have enabled
the design of ultra-sensitive optical sensors with applicability in nanotechnology [2].

The cleaved-tip optical sensors are the simplest [3]. When used alone, they are
only intensity sensors. However, when they are coupled to reflective surfaces [4] or
when coatings are deposited on the tip [5], in addition to the intensity operation, they
can also operate at wavelength because they allow the implementation of Fabry–Perot
interferometers (FPI) [6]. The operation of an FPI is unidirectional where, initially, part of
the beam is reflected, and another part is transmitted forming two beams. The transmitted
beam is then reflected travelling a distance that is twice the length of the interferometer.
Finally, the two beams overlap resulting in the interference pattern. Although in certain
areas there are sensory architectures with higher sensitivity and the possibility of multiple
measurements [7–9], the cleaved-tip sensors are the easiest to control and manufacture in
addition to covering a higher number of research areas.

Despite the vast advances in the development of optical sensors, it was only in 2011
that the Vernier effect was applied in interferometry [10]. This phenomenon is based on the
optical waves beat where two waves appear, the envelope and the carrier [11]. Normally,
measurements are based on the envelope wave because it shows the highest sensitivity.
In the case of interferometry, the effect is in the wavelength dimension, so spectral optical
waves are used.

Currently there are several interferometric displacement sensors. From these, the
Mach–Zehnder with a sensitivity of 1.53 nm/μm [12] stands out for a wide range. For
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a narrow range, the application of surface plasmon resonance (SPR) with a sensitivity
of 10.32 nm/μm for a micrometric range [13] and a sensitivity of 31.45 nm/nm for a
nanometric range [14] stand out. Recently a new strain sensor architecture based on a
push-pull deformation method was reported [15].

In this work, the enhanced Vernier effect combined with the push-pull method is
presented. This sensor consists of two FPIs formed by two cleaved tips and a mirror.
The signal from the two interferometers are overlapped by means of a 3 dB fiber coupler,
resulting the Vernier effect. In this research, the sensitivity of the single interferometer is
compared with the sensitivity of the enhanced Vernier effect envelope, both with the same
free spectral range (FSR). In addition, it also presents the results regarding the maximization
of displacement sensors with enhanced Vernier effect.

2. Materials and Methods

The Vernier effect consists on the overlapping of two optical waves, a concept similar
to the beat of two sound waves [16]. This optical phenomenon results in the formation of
two new waves: the envelope and the carrier. Usually, optical sensors are based on the
traditional Vernier effect, where one of the interferometers is referenced and another is
the sensing probe. However, in this paper, the enhanced Vernier effect is presented, and
it uses two sensing interferometers which move in opposite directions [17]. One of the
major problems with this type of Vernier effect is the lack of sensors with symmetrical
sensitivities. Thus arises the application of the push-pull method in interferometry, allow-
ing symmetrical variations of two equal interferometers. This results in two sensors with
symmetric sensitivities allowing the maximization of the enhanced Vernier effect [15].

The architecture of the two interferometers is presented in Figure 1 and it is composed
by two cleaved fibers and a double-sided reflecting surface. The two interferometers are
linked together with a 3 dB coupler. The operating method consists in dividing the light
beam into two beams that through the cleaved fibers and the reflecting surface form two
Fabry–Perot interferometers (FPIs).

Figure 1. Sensor architecture concept.

The optical signal of the two interferometers is overlapped by means of the coupler
forming the output signal of the sensor. The intensity of a FPI can be written as:

IFPI = [A cos(Δφ) + I0]
2 (1)

where Δφ = πnL/λ, n is the refractive index, L is the interferometer length, λ is the wave-
length and I0 is the difference in intensity of the optical paths. If the optical signal is
coupled between fibers, a π/2 phase must be added to Δφ. Thus, the sensor output signal
is described by:

IVe =

[
2 cos

(
Δφ1 − Δφ2

2

)
cos
(

Δφ1 + Δφ2

2
+

π

2

)
+ I0

]2
(2)
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where the indices 1 and 2 allow identify the two interferometers, the components Δφ1
− Δφ2 and Δφ1 + Δφ2 correspond to the envelope and the carrier, respectively. Figure 2
presents the simulation of Equation (2) with two cavities-one with 500 μm and the other
with 600 μm-and a refraction index of 1.00027316. The length of the interferometers can
be written as L = L0 + ΔL, where L0 is the initial length and ΔL is the mirror displacement.
Therefore, taking into account that the interferometers are submitted to a symmetric
displacement, Equation (2) can be rewritten as follows:

IVe =
[
2 cos(γ[2ΔL]) cos

(
γ[L01 + L02] +

π

2

)
+ I0

]2
(3)

where γ = πn/2λ. As can be seen, the envelope of the enhanced Vernier effect has a
sensitivity two-fold that of the one achieved for a single FPI. Furthermore, the envelope
does not depend on the length of the interferometers allowing the result of ultra-sensitive
displacement sensors with macroscopic FPIs to be replicated.

Figure 2. Vernier effect simulation.

To evaluate the efficiency of the implementation of the Vernier effect, the M-factor is
considered and is given by [16]:

M =
Δλenv

Δλ1
(4)

where Δλenv is the free spectral range (FSR) of the envelope and Δλ1 is the FSR of a single
interferometer. With the appearance of the enhanced Vernier effect, new factors have
emerged to evaluate the performance of the Vernier effect [18]:

Msens =
sensenv

senscarr
(5)

where sensenv and senscarr are the envelope and the carrier sensitivities, respectively,

MFSR =
Δλenv

Δλcarr
(6)

where Δλcarr is the FSR of the carrier and,

MVernier =
Msens

MFSR
(7)

where MVernier is = 1 for the traditional Vernier effect, < 1 for reduced case and > 1 for the
enhanced case.

77



Photonics 2021, 8, 23

3. Results

The setup used to characterize the sensor is shown in Figure 3. The mechanical
part consists of a double-sided reflective silver surface coupled to a piezoelectric with
a displacement of 180.0 ± 0.2 nm/V. Also, a standard optical fiber (SMF28), an erbium
broadband source, centered at 1550 nm and a bandwidth of 90 nm, and an optical spectral
analyzer (OSA, “YOKOGAWA AQ5370C”) with a resolution of 0.02 nm, were used. All
the splices in the system were made with a conventional splice machine (“Sumitomo
Electric—Type-72C”, Osaka, Japan). The overlap of the interferometers signals is obtained
with a 3 dB fiber coupler. The fiber cleavage was performed by “Fiber Cleaver FC-6RS”
which provides a cleavage angle of less than 1◦ (Figure 3c).

Figure 3. Experimental setup: (a) scheme, (b) picture, and (c) fibers cleavage angle obtained with “Sumitomo Electric—Type-72C”.

The sensor characterization involved nano-step measurement provided by the piezo-
electric device. To determine the efficiency of the displacement sensor, a single interfer-
ometer with a length of 73 ± 2 μm was initially developed, which allowed only three
fringes in the bandwidth supplied by the erbium source (Figure 4a) to be obtained. Varying
the distance between the fiber and the reflecting surface resulted in Figure 4b where a
sensitivity of 29.2 ± 0.3 nm/μm with a r2 of 0.9995 was obtained.

Following, the Vernier effect was investigated. Since the accuracy of the envelope
measurement increases with the increase of the carrier frequency, the sensitivity of a
single interferometer with a length of 15.4 ± 0.5 mm was first studied (Figure 5), where a
sensitivity of 0.95 ± 0.05 nm/μm with a r2 of 0.995 was achieved. Thus, the interferometers
used to generate the Vernier effect have a lower sensitivity than the reference single
interferometer. In this case, the FSR is 0.07 nm.

Now, a second fiber has been added allowing to obtain the Vernier effect. Although
both interferometers have the same length (15.4 ± 0.5 mm), they differ by a value close to
70 μm. Hence an envelope with only three fringes appears (Figure 6). This last feature is
important because it allows us to compare the envelope of this sensor with the first singular
interferometer that is present in this paper.
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Figure 4. The single interferometer with a length of 73 ± 2 μm: (a) Spectrum at the beginning of measurements and
(b) intensity as a function of the distance between the optical fiber and the reflecting surface and as a function of wavelength.

Figure 5. The single interferometer with a length of 15.4 ± 0.5 mm: (a) spectrum at the beginning of measurements and
(b) intensity as a function of the distance between the optical fiber and the reflecting surface and as a function of wavelength.

Figure 6. The two interferometers with a length of 15.4 ± 0.5 mm: (a) spectrum at the beginning of measurements and
(b) intensity as a function of the distance between the optical fiber and the reflecting surface and as a function of wavelength.

In this case, the envelope sensitivity was 60 ± 1 nm/μm with a r2 of 0.998 (which is
shown in Figure 8) and the carrier had a negligible sensitivity. The envelope sensitivity
was two-fold that obtained by the reference single interferometer. the FSR for the envelope
and carrier was 18 nm and 0.07 nm, respectively. Therefore, the M-factor is 257, Msens = 360,
MFSR = 257, MVernier = 1.4.
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The last characterization was to optimize the proposed setup in order to obtain the
maximum sensitivity of this configuration. In this case, we used two interferometers with a
length of 6.1 ± 0.2 mm each and by reducing the difference between the two interferometers,
an envelope with only one fringe was achieved, as depicted in Figure 7. The sensitivity
obtained was 254 ± 6 nm/μm with an r2 of 0.9990 (which is shown in Figure 8) for the
envelope, and 0.160 ± 0.005 nm/μm with a r2 of 0.992 for the carrier. Also, the FSR for the
envelope and the carrier was 75 nm 0.09 nm respectively. Therefore, the M-factor was 1071,
Msens = 1587, MFSR = 833, MVernier = 1.9. Table 1 summarizes all the values.

Figure 7. The two interferometers with a length of 6.1 ± 0.2 mm: (a) spectrum at the beginning of measurements, and (b) intensity
as a function of distance to the reflecting surface and as a function of wavelength.

Figure 8. Wavelength shift for a single interferometer, the Vernier effect compared to single interfer-
ometer and the Vernier effect maximized. The error bars associated with each value are the same
dimension as the geometry of the point that represents it.

Table 1. Parameters values that characterize the implementation of the enhanced Vernier effect maximized.

Sensitivity r2 FSR

Envelope 254 ± 6 nm/μm 0.9990 75 nm
Carrier 0.160 ± 0.005 nm/μm 0.992 0.09 nm

M-factor Msens MFSR MVernier
1071 1587 833 1.9
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4. Discussion

Figure 8 presents the comparison of the different sensitivities obtained in each
case. As can be seen, the displacement sensitivity of the two interferometers with the
Vernier effect (60 ± 1 nm/μm) is two-fold the one obtained with the single interferometer
(29.2 ± 0.3 nm/ μm), with the same FSR. In addition, when the two interferometers are
optimized, the maximum sensitivity obtained is 254 ± 6 nm/μm corresponding to an M-
factor of 1071 and a MVernier of 1.9. Therefore, the sensor using the enhanced Vernier effect
was more efficient than the traditional Vernier effect besides the fact that the maximum
sensitivity obtained was 24 times higher than the SPR-based sensor for a micrometric
range [13]. Furthermore, the Vernier effect allows a sensor whose implementation is
easier to be obtained because the performance depends on the relation between the
interferometers and not on the specific length of each FPI. Thus, it is possible to develop
giant sensitivities in ranges where the sensitivity of a single interferometer is low.

5. Conclusions

This research compares the sensitivity of a single FPI and the Vernier effect performed
with two FPIs for the same number of fringes. The results reveal that the Vernier effect
envelope, where 60 ± 1 nm/μm is achieved, has twice the sensitivity of the single FPI,
29.2 ± 0.3 nm/ μm. Moreover, with the optimization of the system, an envelope sensi-
tivity of 254 ± 6 nm/μm with M-factor of 1071 and a MVernier of 1.9 was obtained and
corresponded to a resolution of 79 pm (considering the spectral resolution of 0.02 nm). In
addition, the sensitivity of the Vernier effect envelope depends only on the relationship
between interferometers, which allows problems in the production of ultra-sensitive sen-
sors to be overcome as well as the same sensitivity for any distance of the fibers to the
reflecting surface to be observed. This new displacement sensor architecture allows the
implementation of giant-sensitive non evasive measurements with high relevance in areas
such as micro and nano manufacturing and biology.
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Abstract: In this paper, we propose an in-fiber Mach–Zehnder temperature sensor based on a dual-
core fiber with an eccentric core and a central core. The latter one is beside a fluidic channel embedded
in the fiber. The effective refractive index of the guided mode in the central core could be influenced
by the glycerol–water solution filled in the fluidic channel. Thus, the transmitted spectrum of the
sensor is shifted as a function of temperature. By monitoring the selected spectral dip shifts, an
experimental sensitivity of 2.77 nm/◦C is obtained in the range of 25 to 40 ◦C for a solution length of
15 cm. To further improve the temperature sensitivity, the solution length is increased up to 29.5 cm,
and a higher sensitivity of 5.69 nm/◦C is achieved in the same temperature range. The experimental
results agree well with the theoretical ones. The proposed sensor has good robustness and stability,
which makes it promising for applications of high precision temperature monitoring.

Keywords: fiber optics sensors; dual-core fiber; interferometer; temperature sensing

1. Introduction

Optical fibers sensors (OFSs) have been extensively investigated and utilized for
decades due to numerous advantages, such as high sensitivity, high compactness, corro-
sion resistance, anti-electromagnetic interference and remote monitoring. Based on these
advantages, OFSs are popular for temperature, strain, refractive index, curvature and
humidity measurements. In this paper, we focus on temperature sensing using OFSs,
which have been realized by different types of structures and mechanisms, such as fiber
Bragg gratings (FBGs) [1–4], long period gratings (LPGs) [5–8], Fabry–Perot (F-P) fiber
interferometers [9–12] and Mach–Zehnder (M-Z) fiber interferometers [13–16], in the last
20 years. Fiber grating-based sensors normally operate by recording the variations of
the resonance wavelength, which corresponds to thermally induced grating pitch and
refractive index changes. Thus, grating-based OFSs normally have lower temperature
sensitivities because of the relatively low thermo-optic coefficient and thermal expansion
coefficient of the fiber material of silica. For example, Dong et al. produced an FBG in
a D-shaped fiber with a temperature sensitivity of 28.7 pm/◦C [1]. Hu et al. achieved a
higher temperature of ~50 pm/◦C by using poly(methyl methacrylate) (PMMA)-based
polymer FBGs [4]. Han et al. obtained different temperature sensitivities of 130 pm/◦C and
115 pm/◦C based on LPGs in a standard single-mode fiber and in a single-mode double-
clad fiber, respectively [5]. Theodosiou et al. first inscribed LPGs in a multi-mode cyclic
transparent optical polymer (CYTOP) fiber using a femtosecond laser. The temperature
sensitivity was found to be 704 pm/◦C in the temperature range 42–67 ◦C [6]. Shu et al.
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reported a simple fabrication of LPGs in the conventional B-Ge co-doped fiber with a high
sensitivity of 2.75 nm/◦C [7]. Colaço et al. produced an arc-induced LPG in the B-Ge
co-doped fiber in the dispersion turning point. The highest refractive index sensitivity
obtained was −720 nm/RIU in the 1.33–1.41 refractive index range. This technique may
potentially be applied for temperature measurement [8]. We note that grating-based sen-
sors usually had relatively low sensitivities, which were typically smaller than 1 nm/◦C.
Thus, these sensors are not quite suitable for high-precision temperature measurements.

Compared to fiber grating-based sensors, interferometric OFSs normally operate
with fiber refractive index modulations as a function of temperature variations, conse-
quently shifting the resonant wavelengths in transmitted spectra. For example, Wang et al.
proposed a high temperature sensor based on an F-P fiber interferometer. A sapphire
wafer served as an F-P cavity fixed at the end face of the sapphire fiber encapsulated in a
sleeve to improve structural stability. It had a large temperature measurement range of
25–1550 ◦C with a sensitivity of 32.5 pm/◦C at 1550 ◦C [9]. Li et al. proposed an F-P fiber
interferometer composed of a microfiber, a single-mode fiber, a silica glass capillary, and
polydimethylsiloxane (PDMS) sol. The experimental sensitivity reached up to 6.386 nm/◦C
in the range 42 to 54 ◦C [10]. Though high temperature sensitivity was obtained, fabrication
of this sensor required a tricky cleaving process at the microfiber end and complicated
integration procedures.

For M-Z fiber interferometers, the propagating light in the fiber is normally separated
into two or more routes or coupled to different modes, and afterward the separated light
from different routes or modes recombines to generate interferometric amplitude spectra,
which shift as a function of temperature. Geng et al. fabricated an M-Z fiber interferometer
consisting of two concatenated waist-enlarged fusion bitapers, which were fabricated
simply by fiber cleaving and fusion splicing. The sensitivity was 0.070 nm/◦C [13]. Also
based on the taper method, Wang et al. sandwiched a thin core fiber between two single
mode fibers to develop an M-Z fiber interferometer with a temperature sensitivity of
0.065 nm/◦C. To improve the temperature sensitivity, Gao et al. reported a single-mode-
capillary-single-mode prototype using the core offset splicing technique. After filling the
refractive index matching liquid with a large thermo-optic coefficient, the sensitivity was
improved to 21.2 nm/◦C [14]. However, the mechanical strength of this sensor is quite
low due to a small fusion splice area. Zhao et al. presented a single-mode-multi-core-
single-mode structure M-Z fiber interferometer by simply using a fiber splicing technique.
The temperature sensitivity was 0.131 nm/◦C [15]. In addition, Ma et al. proposed
a high-performance temperature sensor based on the mode-coupling principle using a
selectively filled solid-core photonic crystal fiber with a central air-bore. A high sensitivity
of −6.02 nm/◦C was obtained with a resolution of 3.32 × 10−3 ◦C in the range from −80
to 90 ◦C [16].

In this paper, combining both advantages of the refractive index matching liquid
and the multi-core fiber, we propose an M-Z fiber interferometer based on a dual-core
fiber (DCF), in which one core is in the center of the fiber, while the other eccentric one
locates between the central core and the cladding surface. Additionally, a fluidic channel
is embedded in the fiber right beside the central core but far from the other core. Based
on this structure, liquid analytes could infiltrate the fluidic channel along the entire fiber
for different parameter sensing applications, such as refractive index, magnetic field and
temperature. Their sensitivity could be enhanced simply by increasing the effective fiber
length. Here, we propose to use this DCF as a sensing platform to record variations
in environmental temperatures in real-time. A non-toxic glycerol–water solution with
high thermo-optic coefficients is filled in the fluidic channel with different lengths. The
concentration of the solution is optimized to be close to the fiber core to improve the
temperature sensitivity. Because of the large distance between the two cores, two single-
mode fiber (SMF) pigtails are fusion spliced to the DCF via multi-mode fibers (MMFs), so
that the guided modes in the dual cores can be excited, and then the guided light could
recombine in the outlet single-mode fiber. Afterward, temperature modulations change
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the refractive index of the glycerol–water solution in the channel, consequently varying
the effective refractive index of the guided mode in the central core. Thus, the transmitted
spectra with resonances generated by interference shift as a function of the surrounding
temperature. Spectral simulations with resonances versus temperatures are carried out
using the Finite Element Method (FEM) method. Based on different fiber lengths (shorter
fiber length: 20 cm with a solution length of 15 cm in the channel, longer fiber length:
36.5 cm with a solution length of 29.5 cm in the channel), the temperature measurements
are characterized in the same range of 25–40 ◦C. For the shorter fiber, a linear fitting of
spectral shift with respect to temperature suggests a sensitivity of 2.77 nm/◦C, while for
the longer counterpart, a sensitivity of 5.69 nm/◦C is obtained. Both the experimental and
simulation results in both sensors coincide well. The robustness sensor presented in this
work can be fabricated easily without fiber tapering or a laser micromachining technique.
The temperate sensitivity is fiber length dependent, and thus sensitivity can be further
improved by filling more glycerol–water solution in the fiber channel. Moreover, the whole
fiber sensor device can be coiled with high compactness.

2. Fabrication of DCF

Firstly, a high-purity silica glass rod (HPSGR) with a diameter of 50 mm was needed,
and then two holes ~3.1 mm in diameter were drilled in the middle and 1/4 diameter
positions of this HPSGR. Secondly, two core rods with a diameter of 3 mm obtained by
doping germanium in silica were inserted into the two drilled holes, and then they were
fused together by a collapse process with oxyhydrogen flame. Thirdly, a hole 12 mm in
diameter was drilled on the other side of the central hole, so that the hole and the two
cores were in the same line, and the edge distance between the hole and the central core is
1 mm. Finally, the DCF with a cladding diameter of ~125 μm was drawn by a commercial
fiber drawing tower at Yangtze Optical Electronics, Co. Ltd. The schematic of the fiber
manufacturing process is shown in Figure 1. The diameters of the central core, the eccentric
core and the hole are ~8.1, ~9.2, and ~36 μm, respectively. The center-to-center distance
between the central core and the eccentric core is 30 μm, and the edge distance between
the central core and the hole is 1.15 μm.

Figure 1. Schematic of the fabrication process of the dual-core fiber (DCF).

3. Operation Principle of the Sensor

The mechanism of the M-Z fiber interferometer sensor based on a DCF can be ex-
plained as follows. When the coherent laser beam is coupled to the two cores, guided
modes in both cores are excited and propagate independently. Then, light from two
cores is recombined in the single-mode fiber to generate interference transmitted spectra.
Temperature-induced variations in the effective refractive index of the center-core modes

85



Photonics 2021, 8, 103

change the phase difference among the modes guided by the two cores. The output spectral
intensity of the transmitted light Ioutput can be expressed as:

Ioutput = Icc + Iec + 2
√

Icc Iec cos(Δϕ), (1)

where Icc and Iec represent the intensities of the transmitted beams from the center core
and the eccentric one, respectively, and Δϕ represents the phase difference between the
two propagating beams in both cores, and is expressed as:

Δϕ =
2π
(

LairΔne f f
air + LsolutionΔne f f

solution

)
λ

, (2)

where λ is the operating wavelength in vacuum, and Lair and Lsolution are the length of the
DCF channel filled with air and glycerol–water solution, respectively. Δne f f

air = ne f f
air,cc −

ne f f
air,ec represents the effective refractive index difference between modes propagating in the

center core and in the eccentric core for the DCF section without glycerol–water solution
filled in the channel, while Δne f f

solution = ne f f
solution,cc − ne f f

solution,ec is the counterpart for the
DCF section filled with glycerol–water solution. On the basis of Equations (1) and (2), the
transmitted spectra of the sensor denote periodical intensity modulations, and the central
wavelength λm of the m-order interference dip can be defined as:

λm =
2(LairΔne f f

air + LsolutionΔne f f
solution)

2m + 1
, (3)

where m is an integer. The central wavelength is a function of effective refractive index
and fiber lengths with and without glycerol–water solution. The latter is influenced by
surrounding temperatures. The thermo-optic coefficients of water and pure glycerol are
−1.5 × 10−4/◦C and −2.3 × 10−4/◦C, respectively [17], with an estimated average value
of −2.2 × 10−4/◦C according to the composition of glycerol–water solution (glycerol mass
fraction 85.9%, refractive index 1.45 @ 589 nm) used in this work. However, the counterparts
of silica and air are 9.2 × 10−6/◦C [18] and −9.8 ×10−7/◦C [19], respectively, which are
much smaller. Thus, temperature-induced refractive index changes for Δne f f

air,cc Δne f f
air,ec and

Δne f f
solution,ec can be omitted, and when surrounding temperature changes, the refractive

index of the glycerol–water solution varies, which dominantly affects the effective refractive
index Δne f f

solution,cc of the modes propagating in the central core beside the solution because
the guided mode in the core has partial modal overlap with the solution. Oppositely, the
effective indices of the modes in the eccentric core and in the central core without the
surrounding solution cannot be influenced due to a non-existent of modal overlap. As a
result, temperature variations induce an effective refractive index change for the central
core beside the solution Δne f f

solution,cc and further result in the shifts of the spectral dips,
which is the main mechanism for this presented M-Z fiber interference sensor. According
to Equation (3), the temperature sensitivity can be deduced as follows:

S =
dλm

dT
≈ 2Lsolution

2m + 1
·
d
(

Δne f f
solution

)
dT

≈ 2Lsolution
2m + 1

·dne f f
solution,cc

dT
. (4)

According to the classic perturbation theory [20], changes of effective refractive index
of the guided mode in the central core are related to surrounding temperature variations,
expressed as:

δne f f
solution,cc ≈ f ·δnsolution = f ·α·δT, (5)
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where α is the thermo-optic coefficient of the glycerol–water solution; f is power overlap
factor of the central core modes in the solution, which is expressed as:

f =

�
solution Re(Ex H∗

y − EyH∗
x )dxdy�

total Re(Ex H∗
y − Ey H∗

x )dxdy
, (6)

where Ex/y and Hx/y refer to the electric and magnetic field in two orthodox directions
in the fiber cross-sectional plane. According to Equations (4)–(6), the sensitivity of this
sensor can be enhanced by increasing the length of the liquid filled in the fiber channel and
the thermo-optic coefficient of the solution and reducing the refractive index difference
between the solution and the central core in order to enhance the factor f . Therefore, we
choose the glycerol–water solution as a thermally sensitive liquid filled in the fiber channel
mainly for two reasons. First, it has a relatively high thermo-optic coefficient. Second, it
has a measured refractive index of 1.45, which is close to yet somehow smaller than that of
the fiber core, which ensures a high f factor. According to Equation (3), the free spectrum
range (FSR) can be defined as:

FSR = |λm+1 − λm| ≈
∣∣∣∣∣ λ2

m

(LairΔne f f
air + LsolutionΔne f f

solution)

∣∣∣∣∣. (7)

4. Experimental and Numerical Results

To fabricate this temperature sensor, an SMF pigtail with a core and cladding diameter
of 8.2 and 125 mm, respectively, was first spliced with a short piece of MMF, which has a
core and cladding diameter of 105 and 125 mm, respectively, using a fusion splicer (FSM-
100M, Fujikura). Meanwhile, the prepared glycerol–water solution was infiltrated into
the fluidic channel of the DCF by capillary effect. The effective sensing length of the DCF
corresponds to the length of the glycerol–water solution in the fiber channel, which was
confirmed by observing the solution–air interface in the fluidic channel using an optical
microscope, as was shown in Figure 2a. Then, the end of the DCF filled with the solution
was hung vertically so that the solution was moved to the center of the DCF along the fiber
channel by gravity to avoid any negative influence on the DCF–MMF connectorization in
the following fusion splice process. Due to the existence of the MMF with an optimized
length of ~1 cm between the SMF and the DCF, the SMF–MMF–DCF structure enables
the light to be coupled into the dual cores. In order to verify the propagating modes
in the cores, a supercontinuum light source in the range 480–2200 nm (YSL Photonics,
SC-5-FC) was launched to the SMF pigtail of the SMF–MMF–DCF structure, and then
the output end-face of the DCF was visualized by using a 20× objective and an infrared
camera (Ghopto, GH-SWU2), as shown in Figure 2b. We found that LP01 modes were
excited and thus propagated in the central core and in the eccentric core, respectively.
After the mode verification, the other end of the DCF was fusion spliced to another MMF–
SMF structure. Finally, the whole sensor structure SMF–MMF–DCF–MMF–SMF was built
(Figure 3) without any air gap in the middle of the liquid filled in the channel and then
twined with a diameter of 3 cm to form a compact sensing device. An optical spectral
analyzer (OSA) (Anritsu MS9740A) was used to record the spectrum evolution with respect
to temperature. The temperature characterization in the range (25−40 ◦C) was conducted
with an interval of 1 ◦C. The twined fiber was stuck to the surface of a temperature-
controlled breadboard (Thorlabs, PTC1, 15−45 ◦C) tightly by tapes. The temperature
stability of this temperature-controlled breadboard is 0.1 ◦C, and the temperature readout
resolution is ± 0.001 ◦C.
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Figure 2. (a) Interface between the glycerol–water solution and the air in the channel of the DCF; (b)
Guided modes of DCF experimentally visualized by an infrared camera; (c) LP01 mode simulation
in the eccentric core in the solution-filled DCF; (d) LP01 mode simulation in the central core in the
solution-filled DCF.

Figure 3. Schematic illustration of the SMF–MMF–DCF–MMF–SMF structure of the temperature
sensor. SMF—single-mode fiber, MMF—multi-mode fiber.

For the shorter fiber, the transmitted spectrum of this sensor shows a red shift as the
temperature increases. With the initial temperature of 25 ◦C, the spectral dip at ~1628 nm
was selected and then traced for temperature measurement, as shown in Figure 4a. Besides
the selected dip, the maximal extinction ratio of each spectrum and the FSR were measured
to be ~9 dB and ~22 nm, respectively. The quasi-linear dip evolution versus temperature
was shown in Figure 4b. The experimental sensitivity of the sensor was calculated to
be 2.77 ± 0.08 nm/◦C. The nonlinear effect showing lower temperature sensitivity at
higher temperature is attributed to the decreasing f factor, as the refractive index difference
between the liquid and the central core increases, when temperature rises. It is worth
mentioning that a more economical broad-band source (BBS) at the C+L band can be used
instead of the supercontinuum used in this work, if we follow spectral resonance dips
within the C+L band.

We used Comsol 5.0 to numerically simulate the guided modes in the DCF. Consider-
ing material dispersion at the spectrum range, the refractive index of the Ge-doped cores
was set as 1.4485 [21], while the index of silica cladding is 0.006 lower. The refractive index
of the glycerol–water solution was set to 1.439 [22]. The effective refractive index of the
LP01 mode, ne f f

solution,ec in the eccentric core in the solution-filled DCF segment is ~1.4455

(Figure 2c), while the effective index of the LP01 mode, ne f f
solution,cc, in the central core of

the same segment is ~1.4450 (Figure 2d). The effective refractive index of the LP01 mode,
ne f f

air,ec, in the eccentric core in the air-filled DCF segment is ~1.4455, while the effective

refractive index of the LP01 mode, ne f f
air,cc, is ~1.4448 in the central core of the same seg-

ment. According to Equation (7), the FSR was calculated to be ~22 nm with, Lair = 5 cm,
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Lsolution = 15 cm. The simulated result matches well with the experimental counterpart.
Based on these parameters and Equation (3), the integer m was calculated to be −75 for
the spectral dip at ~1632 nm. Furthermore, considering the thermo-optic coefficient of the
glycerol–water solution (−2.2 × 10−4/◦C) and silica (9.2 × 10−6/◦C), we could simulate
the effective refractive index of each mode with different temperatures, and then calculate
the corresponding shifts of the selected spectral dip at ~1632 nm with the same m value of
−75. The simulated spectral dip shift as a function of temperature and its linear fit is shown
in Figure 4b with a temperature sensitivity of 2.93 ± 0.05 nm/◦C. The spectral evolution
and the sensitivity are similar to the experimental results.

Figure 4. (a) Partial transmitted spectrum evolution of the sensor measured in the temperature range
of 25 to 29 ◦C. The length of the infiltrated glycerol–water solution is 15 cm; (b) experimental and
simulated wavelength shift of the spectral dip at ~1628 nm as a function of temperature in the range
of 25 to 40 ◦C.

To further improve the temperature sensitivity, the length of the DCF channel filled
with the glycerol–water solution was increased to 29.5 cm with a total DCF length of 36.5
cm. The sensor structure is the same as that of the shorter one. The transmitted spectra
of the sensor were measured in the temperature range of 25−40 ◦C with a temperature
interval of 1 ◦C, as shown in Figure 5a.

Figure 5. (a) Partial transmitted spectrum evolution of the sensor measured in the temperature range
of 25 to 29 ◦C. The length of the infiltrated glycerol–water solution is 29.5 cm; (b) experimental and
simulated wavelength shift of the spectral dip at ~1634 nm as a function of temperature in the range
of 25 to 40 ◦C.

The maximum extinction ratio of each spectrum was measured to be ~10 dB, and
the FSR was ~15 nm. The transmitted spectrum of the sensor also shows a red shift as
the temperature increases. By following the initial spectral dip shift at ~1634 nm, an
experimental sensitivity of 5.69 ± 0.05 nm/◦C was obtained, as shown in Figure 5b. By
using the similar effective refractive indices (ne f f

solution,ec, ne f f
solution,cc, ne f f

air,ec, ne f f
air,cc) of the
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guided modes as the former ones, we calculated the FSR to be ~15 nm, which also coincides
well with the experimental result. Moreover, the integer m = −113 for the selected
spectral resonance at ~1638 nm was obtained. Then, the effective refractive index of the
guided modes at different temperatures was calculated, and the calculated variations of
the selected spectral dip at ~1638 nm with a linear fit were also shown in Figure 5b. The
simulated temperature sensitivity was calculated to be 5.44 ± 0.09 nm/◦C, also similar to
the experimental result.

5. Conclusions

In conclusion, we proposed an in-fiber Mach–Zehnder temperature sensor with a
structure of SMF–MMF–DCF–MMF–SMF. The sensor operating principle is based on the
interference of the two propagating modes in the dual cores. The eccentric core serves as a
reference arm, while the central core adjacent to the fluidic channel filled with glycerol–
water solution works as a sensing arm. Thus, the interfered transmitted spectrum of the
sensor shifts as a function of temperature. Both experiments and numerical simulations
were carried out to characterize the temperature sensor. For the 20-cm-long DCF infiltrated
with 15-cm-long glycerol–water solution, the experimental sensitivity of 2.77 nm/◦C was
obtained in the range of 25 to 40 ◦C. For the 36.5-cm-long DCF infiltrated with 29.5-cm-long
solution, a higher sensitivity of 5.69 nm/◦C was achieved in the range of 25 to 40 ◦C.
The experimental results coincided well with the simulated counterparts. The proposed
sensor has good robustness and stability. We believe that this sensing regime may be
potentially used for high precision temperature measurements as well as detection of other
parameters, such as liquid or gas refractive index or magnetic field, thanks to the presence
of the fluidic channel.
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Abstract: This paper presents a different approach for processing the signal from interferometers
driven by swept sources that exhibit non-linear tuning during stable time intervals. Such sources
are, for example, those commercialised by Insight, which are electrically tunable and akinetic. These
Insight sources use a calibration procedure to skip frequencies already included in a spectral sweep,
i.e., a process of “clearing the spectrum”. For the first time, the suitability of the Master–Slave
(MS) procedure is evaluated as an alternative to the conventional calibration procedure for such
sources. Here, the MS process is applied to the intact, raw interferogram spectrum delivered by an
optical coherence tomography (OCT) system. Two modalities are investigated to implement the MS
processing, based on (i) digital generation of the Master signals using the OCT interferometer and
(ii) down-conversion using a second interferometer driven by the same swept source. The latter
allows near-coherence-limited operation at a large axial range (>80 mm), without the need for a high
sampling rate digitiser card to cope with the large frequency spectrum generated, which can exceed
several GHz. In both cases, the depth information is recovered with some limitations as described in
the text.

Keywords: optical coherence tomography; low-coherence interferometry; large-scale imaging

1. Introduction

Optical Coherence Tomography (OCT) is an established, non-invasive imaging modal-
ity, which uses low-coherence interferometry to obtain three-dimensional representations
of translucent media. Having made its debut in ophthalmology, OCT is now widely used
across many different medical imaging fields as well as for non-destructive testing [1]. OCT
imaging can be achieved with both time- and frequency-domain detection, with the latter
presenting significant improvements in imaging speed and noise performance over the
former [2]. Frequency-domain detection in OCT can be implemented by either (a) sampling
the output optical spectrum of the OCT interferometer driven by a broadband source using
a spectrometer (spectral-domain OCT) or (b) sweeping a narrow frequency emission tuned
within a wide spectral band and measuring the signal with a point photo-detector (swept
source OCT).

One of the main strengths of swept-source OCT is the larger axial imaging range than
can be found in spectral-domain OCT systems, enabled by the long instantaneous coher-
ence length of the swept source. Recently reported swept-source implementations [3,4]
demonstrated coherence lengths on the order of meters. However, swept-source OCT
still lags behind spectral-domain OCT with respect to phase stability. Electrically tunable,
all-semiconductor optical sources, such as the monolithic cavity one developed by Insight
(Lafayette, CO, USA) employed in this work, are akinetic by nature, making them less
prone to phase instabilities [5], while achieving long instantaneous coherence lengths (over
200 mm). Moreover, their tuning rate and tuning range can easily be reconfigured by
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electronically changing the driving signal, allowing extra flexibility and high sweeping
rates (over 600 kHz), meaning that the source has been successfully used in a number of
previous studies [5–8].

The electrical tuning procedure employed by the swept source employed in this study
is based on Vernier tuning of multiple sections within an all-semiconductor laser structure.
Using this tuning mechanism, the laser may be swept over a wide wavelength range in
a single longitudinal laser mode, with a linear sweep of optical frequency versus time
within valid regions of the sweep. Although this procedure has its benefits, there are short
(<10 ns), sporadic periods during the sweep where the optical frequency is not swept
linearly as shown in Figure 1, corresponding to invalid data regions. These time periods
repeat deterministically and therefore can be identified during the calibration routine
prepared for each source and subsequentially eliminated. The laser generates a data-valid
vector (DVV), which specifies the samples of the time-record that are valid, while the
invalid data (which may account for 25% of the total samples in a 100 kHz spectral sweep)
are removed from the output interferogram prior to the depth profile (A-scan) generation.
An advantage of the akinetic source is that the valid data are already k-space linearised,
meaning that once the invalid data are removed, no further k-space resampling or optical
k-clock is needed prior to data processing. However, the removal procedure requires (i) a
strict synchronous clock (provided by the control electronics in the optical source) and (ii)
robust communication between the source and the digitising hardware to transfer the DVV
after each source self-calibration.

Figure 1. (a) Channelled spectrum as acquired from the photo-detector in the OCT system with the optical source used in
this study. (b) Zoomed version of (a), with the shaded regions denoting the portions of time when the optical frequency
is not swept linearly, which are invalid and therefore removed based on the information carried by the data valid vector.
(c) Phase of the interferogram (trimmed to one cycle) represented in (a), showing discontinuities (red arrows) pertaining to
the portions of time when the optical frequency is not swept linearly.
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Master–Slave OCT [9] (MS–OCT) processes the raw OCT data differently. Instead
of employing a Fast-Fourier Transform (FFT), MS–OCT performs a comparison of the
raw OCT data against either: (i) pre-recorded (or pre-generated) spectra for all axial
positions considered [10] or (ii) against “live” spectra provided in real-time by a several
optical interferometers using the down-conversion Master–Slave procedure [11] detailed
below. Effectively, MS–OCT implements a “calibration” of the system that makes the
whole operation tolerant to both the non-linear sweeping [9] as well as to the dispersion
left uncompensated in the interferometer [12], enabling swept-source operation without
a k-clock [13]. The Vernier tuning enables linear frequency sweeping in time; however,
within the sweep there are short, deterministically located regions where the tuning is not
linear with the optical frequency. This represents a different set of challenges from those
tackled by the MS-based methods in the literature, hence the subject of this paper.

One aspect that is common to all SS-OCT implementations is that the resulting in-
terferometric signal needs to be digitised in order to be processed and the resulting OCT
volume rendered. In SS-OCT, the desire or need to image at greater depths demands a
larger coherence length for the swept source. The larger the axial range, the higher the
sampling rates of the data acquisition system, which drives up costs and electrical power
consumption. Furthermore, if the frequency exceeds several GHz, the dynamic range
suffers as the available digitizer bit depths for higher sampling rates are 8–10 bit only.

Beyond employing high-speed digitizer cards, other approaches have been reported,
such as circular ranging by Siddiqui et al. [14] (the same method improved by Lippok
and Vakoc in 2020 [15]) and Chun et al. [16]. This method takes advantage of the alias-
ing intervals to “unfold” the imaging domain whilst maintaining a lower sampling rate.
While this method is advantageous in terms of obtaining a single-shot depth profile, it
relies on having single surfaces with no multiple interfaces across the entire “unfolded”
imaging range.

Recently, Podoleanu et al. [11] have reported a novel variant of MS–OCT processing,
where unlike in the previous MS–OCT paper, the Master and Slave interferometers are
two separate physical entities. The comparison operation between the signals returned by
them is carried out by using an analogue broadband mixer, prior to digitisation, to mix
the signals. The resulting signal is effectively down-converted to frequencies within the
order of magnitude of the sweep frequency, enabling the use of lower-speed digitiser cards
to acquire the signal and carry out the remainder of operations (signal conditioning and
image rendering) digitally.

In this communication, the suitability of MS–OCT is investigated for processing the
signal delivered by an OCT interferometer when driven by an electrically tunable, akinetic
swept source presenting non-linearities throughout the sweep. In a short preliminary
study [17], a demonstration was performed of two of the possibilities of using the MS
methods. Here, we expand to more modalities, as presented, and document details of
procedures, calibrations, and results, compared with conventional modalities in terms of
axial resolution and axial range.

If MS–OCT is proven suitable as a processing method, then a Vernier tuning principle
could be used in a simpler manner: there would be no need for a DVV-based correction
and, ultimately, no need for an external clock (synchronous with the optical source), thus
somewhat simplifying the overall system. Unlike earlier studies with the MS–OCT method,
here we compare against a “Master” mask that contains a few non-linearly tuned intervals
in the spectrum, which are otherwise eliminated by the DVV calibration. When using the
MS–OCT procedure, the entire photo-detected signal is compared against itself; i.e., the
signal contains the intervals otherwise eliminated by the DVV correction. We also evaluate
the use of the down-conversion OCT method [11], which would bypass the need for both
DVV correction (including the synchronous clock) and a high-speed digitiser card to cope
with the large frequency of the photo-detected signal. Due to the comparison of spectra
that is fundamental to MS–OCT, some tolerance to distorted spectral behaviour should
also be expected.
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2. Materials and Methods

Throughout this study, an optical source from Insight (model SLE-101) [18], with a
sweep rate of 100 kHz and the maximum tuning range setting (roughly 90 nm), centred at
λ0 = 1.31 μm, is employed.

At the sample clock frequency setting used (400 MHz), a maximum of 4000 sampling
points are enabled at a source sweep duty cycle of 100%. Due to the presence of the invalid
regions in the tuned spectrum, the DVV returns useful data within a duty cycle of 70%
only. During this study, two separate interferometric setups were employed, which are
schematically represented in Figure 2a,b.

(a)

(b)

Figure 2. Schematic diagrams of the two interferometric configurations used with the electrically
tunable akinetic optical source throughout this study. (a) Single interferometer configuration, illu-
minated by the Insight akinetic source SLE-101, driving a balanced photo-detector BPD. (b) Dual
interferometer configuration to implement the down-conversion MS–OCT method.

In the first case, as shown in Figure 2a, MS–OCT processing is explored in a single
interferometer configuration with a recirculating reference path, following the procedures
described by Rivet et al. [10]. Bus (i) carries the DVV produced during the source’s
self-calibration, and bus (ii) synchronises the acquisition clock from the digitiser board
(ATS9350) with that of the optical source. As shown by the large green arrow in Figure 2a,
Master–Slave (MS) or FFT processing can be implemented on the PC. An electronically
adjustable translation stage TS (Newport M-VP-25XA) is used to vary the optical path
difference (OPD) in the reference arm. The resulting interferometric signal is detected by
a balanced photo-detector unit (Insight BPD-1, cut-off frequency 400 MHz) and digitised
using an AlazarTech ATS9350 board (12-bit digitisation bit depth, maximum sampling rate
500 MS/s). For the digitisation procedure, it is possible to use the clock signal provided by
the optical source (represented as bus (ii) in Figure 2a), or the built-in hardware clock from
the AlazarTech digitiser card (asynchronous clock operation). The DVV correction (bus (i))
is only possible with synchronous clock operation.
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In the second case, schematically represented in Figure 2b, the down-conversion OCT
(DC-OCT) Master–Slave method [11] was employed on a long axial range (>100 mm)-
swept source-based system. To achieve this goal, an additional optical interferometer,
Interferometer B (Master) was set up with the same optical path difference as Interferometer
A presented above (Slave), both having 80 mm of SMF-28e fibre in their reference arms,
which introduces an optical path difference of ≈120 mm; these two interferometers were
both fed by the Insight source using a 60/40 fused fibre-based directional coupler DC, as
depicted in Figure 2b. The outputs of each interferometer are photo-detected by balanced
photo-detectors BPD1 (Insight BPD-1) and BPD2 (Thorlabs model PDB481C, AC-coupled,
bandwidth 30 kHz–1 GHz). The resulting electrical signals from either photo-detector
are high-pass-filtered (Thorlabs, model EF513, 6.7 MHz cutoff frequency, not shown in
diagram) and directed to a RF frequency mixer, shown as a circled X in the diagram in
Figure 2b (Minicircuits, model ZFM-4, operating bandwidth 5–1250 MHz). Its output is
first low-pass filtered and amplified (Stanford Research low-noise pre-amplifier, model
SR560) and then displayed by a digital storage oscilloscope, DSO (LeCroy model LC534A),
running at a sample rate of ∼25 kS/s. To produce an A-scan in this case, the OPD of
Interferometer A is varied whilst the DSO reads the filtered output of the pre-amplifier and
displays it against time on its screen.

At this very large OPD of ≈120 mm, the frequency of the photo-detected signal exceeds
600 MHz. The Nyquist limit of the digitiser board used earlier in the study is 250 MHz (if
working with the asynchronous clock of the digitiser board), therefore, the board is not
able to sample the resulting interferogram.

2.1. Channelled Spectrum Processing for MS–OCT

To evaluate MS–OCT processing in a single interferometer configuration (Figure 2a),
the procedure demonstrated in Rivet et al. [10] is employed, allowing masks to be synthe-
sised from a small set of experimentally acquired channelled spectra. This procedure is
schematically represented in Figure 3a. Briefly, during the Master step, a small number of
channeled spectra are acquired for several OPD settings and used to infer a pair of system
model calibration functions (g and h). These two functions can then be used to render an
arbitrary number of complex-valued Master signals, which are then compared against the
real-valued channeled spectra acquired during the Slave step, finally generating the full
A-scan profile.

While the procedure was successfully validated when the interferograms were DVV-
corrected (as one would normally use the Insight source), it failed otherwise. This is
expected, due to the discontinuities in the phase of the interferogram, as evidenced by
the plot in Figure 1c. Moreover, as shown later in Section 3, the frequency spectrum
of the interferogram acquired with no DVV correction presents multiple peaks due to
the aforementioned discontinuities; since the generation of masks requires a channeled
spectrum whose variation in peak density with wavenumber is monotonic, it was not
possible to infer the system model calibration functions g and h, as per Figure 3a, and
ultimately the complex-valued Master signals. This is not a failure of the MS principle, but
rather of the specific algorithm to synthesise masks from experimentally acquired spectra
for different OPD values, which has been successfully employed so far on other commercial
swept sources.

Instead, a hybrid operation mode was implemented (HyMS–OCT), comprising por-
tions of the original MS–OCT concept [9] but employing complex-valued spectra (as
explained in a subsequent paper on MS–OCT, where masks are complex-valued, for which
reason such a MS–OCT version denominated CMS–OCT [10]) to enhance the tolerance to
phase fluctuations [10].

The hybrid procedure is described diagrammatically in Figure 3b. To obtain an A-scan
for a single reflector, the procedure is split into two stages, the Master and the respective
Slave. In the Master stage, the reference arm length was varied over the depth range
under study using the translation stage TS, whilst constantly retrieving the Master signals,
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which were then Hilbert-transformed (producing complex-valued spectra) and stored in
the computer’s memory. Following this, in the Slave stage, the object under test, considered
here a mirror, was positioned in the middle of the depth range under study, and a single
Slave signal was acquired. This signal was then compared against the set of Master signals
by means of a matrix multiplication, as described in Bradu et al. [19] and the result of these
comparisons plotted against the TS position, thus generating an A-scan.

Figure 3. (a) Simplified description of the Complex Master–Slave OCT procedure presented in
Rivet et al. [10]; (b) Diagrammatic description of the hybrid HyMS–OCT method to perform MS–
OCT processing of the non-DVV-corrected interferograms retrieved with the akinetic swept source
system used in this study.

3. Results

Firstly, a frequency characterisation of the interferogram with a single interferometer
configuration was performed, for the case where the DVV correction is applied versus the
case where the DVV correction is not applied, for two OPD values (2.55 mm and 17.55 mm),
as shown in Figure 4. When the DVV correction is not applied, the invalid signal regions
present within the interferometric signal introduce additional frequencies; therefore the
red traces in both plots display multiple peaks. These additional frequencies, when not
eliminated, degrade the A-scan and also axially move the main A-scan peak from its
“true” location.

For the first part of the study, described in Section 3.1, the single interferometer
configuration (Figure 2a) with a single reflector in the object arm was used, thus generating
a single modulation frequency in the interferogram. In the second part of the study
(Section 3.2), the dual interferometer configuration of Figure 2b was used, with single
reflectors employed as samples in the object arms of either interferometer.
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Figure 4. Comparison of A-scans obtained for two separate OPD values by Fourier-transforming
the interferogram ((a) −2.55 mm; (b) −17.55 mm), with (black trace) and without (red trace) DVV
correction. Data normalized to the maximum value in each data set, and the logarithmic dB scale on
all A-scan profiles was computed with 10 × log10

(
Ã
)
, where Ã is the normalized A-scan profile.

3.1. Complex Master–Slave/Hybrid Master–Slave Operation with Pre-Stored Masks

As mentioned in Section 2.1, any attempts to use the CMS–OCT method described
in [10] on any non-DVV-corrected data have proven unsuccessful. The method did work
on DVV-corrected interferograms, and the full width at half-maximum (FWHM) for the
A-scan peaks was approximately 11.7 μm. The transform-limited peak width was also
measured as 11.6 μm, following the procedure described in Appendix C of Reference [10].
This procedure removes all non-linearities present in the phase, preserving only the spectral
shape of the signal; therefore, it yields the minimum width attainable by the system for the
tuning range specified.

To study the suitability of the MS–OCT method in non-DVV-corrected cases, complex-
valued Master masks were generated using the HyMS–OCT method described in Section 2.1,
and compared against a single Slave signal. Similar OPD values to those in Figure 4, of
2.55 mm and 17.55 mm, were used here, representing a “short” and “large” OPD depth
range, respectively. This HyMS–OCT method was evaluated for three sampling/processing
protocols as follows:

1. Interferogram corrected with the DVV data, having been sampled with the source’s
400 MHz clock signal (both (i) and (ii) buses connected to the digitiser in Figure 2a);

2. Interferogram not corrected with the DVV data, but still sampled with the source’s
400 MHz clock signal (bus (ii) only in Figure 2a connected);

3. Interferogram sampled with the digitiser card’s built-in clock signal (500 MHz). Due
to the asynchronous operation, the DVV correction is not possible (both (i) and
(ii) buses in Figure 2a disconnected).
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For these three sampling/processing protocols, A-scans were obtained by comparing
the Slave signal corresponding to a reflector placed in the middle of the depth range
intervals under study (corresponding to a “short” 2.55 mm and “large” 17.55 mm OPD
range, both spanning 1 mm) against a pre-recorded, complex-valued set of Master signals
recorded over the same depth range interval, using a matrix multiplication, as described in
Bradu et al. [19]. The result of these comparisons is plotted against the TS position, thus
generating A-scan profiles as depicted in Figure 5a,b alongside those obtained by Fourier
transforming the DVV-corrected interferograms.

As Figure 5a,b show, the A-scan profiles obtained with the HyMS–OCT method on
all sampling/processing protocols are very similar, both in terms of peak width and S/N
ratio. In other words, the HyMS–OCT method works equally well with DVV-corrected and
DVV-uncorrected data.

The location of the A-scan peaks obtained with the FT processing differs slightly from
those obtained with the HyMS–OCT due to the different manner the OPD coordinate
is determined: in the FT processing, the full A-scan profile needs to be mapped to the
distance coordinate by taking several position measurements and interpolating the distance
between them, which introduced some imprecision. In the HyMS–OCT processing, each
Master signal is directly mapped to a single position of the TS, effectively providing an
absolute calibration of each depth point.

Figure 5. A-scans for three sampling cases as detailed in the insets taken at small (≈2–3 mm) (a) and
large (≈17–18 mm) (b) OPD values with the HyMS–OCT method for the different sampling cases
considered. The conventional procedure, the Fourier transform of the DVV-corrected interferogram,
is plotted in black in both graphs.

The FWHM of all peaks plotted in Figure 5 are listed in Tables 1 and 2, and their
corresponding signal-to-noise ratio values in Table 3 and in the second column of Table 2.
These contain the FHWM peak values from the DVV-corrected interferograms and from
the non-DVV corrected ones, respectively.

Regarding the peak width values obtained with the FFT method, it is clear that for the
two OPD values considered, larger widths than the expected transform-limited value are
obtained. For the larger OPD value (≈17.5 mm), the peak width is significantly larger, and a
depth-dependent widening is observed. Since the interferometer used in this study was not
fully compensated for material dispersion between its two arms, this result is to be expected.
This depth-dependent widening is not observed in the results obtained with either CMS–
OCT or HyMS–OCT since the MS–OCT method automatically compensates [12] for any
material dispersion imbalance in the system.
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Table 1. Full-width at half-maximum values of the A-scan peaks (in μm) for the methods evaluated for a short (2.55 mm)
and a large (17.55 mm) OPD value, employing DVV-corrected data. No spectral windowing was employed in any of
interferograms used to obtain these A-scan peaks.

Sampling Protocol

Method
Transform-

Limited

FFT (No Dispersion

Compensation)
CMS–OCT HyMS–OCT

DVV-corrected,
400 MHz source clock 11.6 12.37 ± 0.89 (short)

16.07 ± 1.79 (large)
11.72 ± 0.08 (short)
11.27 ± 0.87 (large)

12.40 (short)
12.35 (large)

Table 2. Full-width at half-maximum values of the A-scan peaks (in μm) and their respective signal-to-noise ratio (SNR)
values (in dB) for the HyMS–OCT method, employing data sampled without DVV correction. No spectral windowing was
employed in any of the interferograms used to obtain these A-scan peaks.

Sampling Protocol Peak Width (μm) SNR (dB)

no DVV correction, 400 MHz source clock 12.57 (short) 19.6 (short)
12.47 (large) 22.4 (large)

asynchronous operation, 500 MHz clock from digitiser 14.82 (short) 18.3 (short)
14.64 (large) 20.8 (large)

Table 3. Signal-to-noise ratios (SNR) of the A-scan peaks (in dB) for the methods evaluated for a short (2.55 mm) and a large
(17.55 mm) OPD value, employing DVV-corrected data. No spectral windowing was employed in any of interferograms
used to obtain these A-scan peaks.

Sampling Protocol

Method
Transform-

Limited

FFT (No Dispersion

Compensation)
CMS–OCT HyMS–OCT

DVV-corrected,
400 MHz source clock n/a 26.7 (short)

18.6 (large)
18.6 (short)
19.4 (large)

19.8 (short)
21.0 (large)

The CMS method employing synthesised complex-valued masks provides the closest
peak width value to the transform-limited width (the ground truth), differing by less than
100 nm in the short OPD case.

The last column of Table 1 and the middle column of Table 2 relate to peak width
values obtained using the HyMS–OCT method employing pre-recorded Master masks, as
described in Section 2.1. In this case, the peak width was estimated from a shorter run
of the TS (500 points over a travel range of ≈300 μm, centred at the relevant OPD where
the Slave signal was acquired). The larger values (when compared with those obtained
for the CMS–OCT method employing synthesised complex-valued masks) may be due
to the precision limitations of the mechanical translation stage encoder, and the settling
time allowed for each individual position recording of the channelled spectra. Still, it is
clear that no depth-dependent peak widening is observed when using the HyMS–OCT
method, as shown in Tables 1 and 2. For most cases, the peak widths are smaller than those
obtained with the FFT method.

In Table 2, the peak widths for the HyMS–OCT under asynchronous clock operation
between source and digitizer are only slightly larger (by ≈2 μm) than the other two cases
obtained with the same processing method; this is due to the fact that the digitiser used has
fixed, pre-set clock settings that do not match the clock signal frequency used in the other
two cases (400 MHz). In this particular case, the maximum clock frequency allowed by the
digitiser card, 500 MHz, was used, but the number of sampled points was kept constant.
This has an impact in terms of the sampled region of the spectrum, with the digitised
spectral range not fully covering the sweep range of the source, which was expected to
negatively impact the axial resolution measured.
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We present the signal-to-noise ratio (SNR) values for the A-scan peaks in Figure 5a,b
in Tables 2 and 3. These SNR values should be interpreted with some reservation, as they
represent single run events and no average or detailed noise analysis was performed. Data
employed in the SNR calculations were collected in separate events. This may explain
some variations in the values presented. To avoid signal saturation, a different attenuation
of the reference power was applied when switching from one regime to another, which
was maintained consistently for measurements on each regime for different OPD values,
for instance, but not when switching between regimes.

In both Tables 2 and 3, the larger the OPD value for both CMS–OCT and HyMS–
OCT methods, the larger the SNR, despite the system sensitivity decreasing with OPD,
showing that noise decreases at a higher rate than the sensitivity when moving to larger RF
frequency values. There might be other noise components with larger strength at smaller
RF frequency values (shallow OPD values) that may explain this. As far as the FFT case,
the noise floor lies more than 5 dB below the noise floor of the other three traces at short
OPD values. The trend of S/N noise with OPD cannot be commented on for the FFT data
as no dispersion compensation was applied.

To study the applicability of the HyMS–OCT method to large axial range measure-
ments, an A-scan was produced over the full range of OPD values allowed by the sampling
clock from the digitiser card for the locations where the two Slave signals were previously
recorded. This behaviour was tested for the case with asynchronous clock operation be-
tween source and digitiser (operating at 500 MHz, which translates into ≈21 mm of depth
range, with 18 mm of it represented in the plot). The resulting A-scans were compared
against those obtained from FFT processing of the interferogram, with and without DVV
correction. These results are shown in Figure 6.

As expected, if the non-DVV-corrected interferogram is processed using the FFT
method, not only is there a rise in the noise floor level, but also the appearance of satellite
peaks, whose heights are comparable to those of the main interferometric peak, as has
already been shown in Figure 4. The trace corresponding to the non-DVV corrected,
HyMS–OCT-processed interferogram also presents some residual satellite peaks, although
these are significantly reduced when compared to those present in the non-DVV-corrected,
FFT-processed trace, being attenuated by more than 10 dB.

The noise floor behaviour mimics what was presented before: the DVV-corrected
interferogram, when processed using the FFT method, possesses a lower noise floor (by
about 5 dB) when compared to the same data processed using the HyMS–OCT method
(without DVV correction, and without using the clock signal from the source). However
at a larger OPD value, closer to the sampling limit of the digitiser, the difference between
the noise floor of the DVV-corrected, FFT-processed interferogram and that processed
using the HyMS–OCT method is not significant, possibly due to the fact that no dispersion
compensation was applied on the FFT-processed data, as mentioned earlier.

No S/N ratio value is presented for the coherence limited peak in Table 3, as this
is obtained from the envelope of the spectrum, that is similar to that obtained from the
reference or sample wave only. In other words, we cannot associate a separate signal or
noise measurement to this procedure (signal in OCT is measured with both waves on and
noise with the sample wave obstructed).

Since the primary concern with this study was to assess any peak width degradation
when using any of the methods evaluated, no spectral windowing was applied to any of
the interferograms processed, which may explain the existence of side-lobes in some of the
A-scans presented in Figures 4–6.
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Figure 6. A-scan comparison between the FT method (on both DVV and non-DVV corrected inter-
ferograms) and the HyMS–OCT method (asynchronous clock case, no DVV correction), for a total
OPD value scan range of 18 mm. Arrows depict the corresponding OPD at which the Slave signal
was acquired for the two sub-figures ((a) −2.55 mm; (b) −17.55 mm), and also the OPD values of the
interferograms subject to FT processing.

3.2. Down-Conversion (DC) OCT Implementation with Two Physical Interferometers

To evaluate the axial resolution with the DC-OCT method, the OPD in one of the two
interferometers is scanned mechanically using the TS in Interferometer A, as presented in
Section 2. This leads to the graph in Figure 7. This is not, however, the way the DC-OCT
method is normally used, where no mechanical depth scanning is applied; as demonstrated
by Podoleanu et al. [11], DC-OCT allows the production of constant depth images of the
object under study (en-face images) by setting both interferometers to the same optical path
difference and comparing the channelled spectra of similar modulation.

The second interrogating interferometer performs real-time generation of the mask,
therefore operating as an Optical Master. In contrast, in all previous MS papers, masks
were generated electrically and/or numerically by Electronic Masters, and then stored in
the PC memory.

A down-conversion factor N can be calculated as the ratio between the frequency of
the photo-detected signal for the maximum OPD recoverable and the frequency of the
processor performing the down-conversion (composed of the mixer and the low-pass filter).
Considering the Nyquist limit, this should be at least twice the sweep frequency value,

therefore giving a value of N =
600 MHz
200 kHz

= 3000. This means that by using DC-OCT, the
bandwidth of photo-detected signal was reduced by a factor of 3000. The A-scan peak
obtained using the down-conversion method exhibits a width of ≈14 μm, slightly larger
than the expected 11.6 μm.
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Figure 7. A-scan obtained with the down-conversion procedure, with the Master interferometer hav-
ing an OPD value of ∼80 mm, and the reference arm of the Slave interferometer being mechanically
scanned over a range of 200 μm at ∼80 mm OPD. The main peak has a FWHM of ∼28 μm, which
corresponds to an axial resolution of ∼14 μm due to the double-pass interferometer configuration.

4. Discussion and Conclusions

This study has evaluated the suitability of three versions of the MS–OCT method to
decode interferograms, delivered by an interferometer driven by an electrically tunable
(Vernier tuning) swept source that presents invalid regions throughout its tuning. The three
MS–OCT versions are as follows: (i) using pre-synthesised, complex-valued masks (CMS–
OCT); (ii) a hybrid (HyMS–OCT) modality, where multiple Master masks are generated
by multiple stepped OPD changes and compared against a complex-valued Slave signal;
and (iii) a DC-OCT version. As demonstrated, both (ii) and (iii) methods can be used with
some success, even when interferograms are not corrected by the manufacturer’s DVV. The
CMS–OCT method with pre-synthesised masks can only work with DVV-corrected spectra.
Therefore, the MS–OCT methods present a suitable alternative for the signal processing
of OCT systems driven by swept sources employing a similar tuning modality as that of
the Insight source used in this study. If the use of a DVV correction can be eliminated, as
allowed by both (ii) and (iii) methods, signal processing is simplified with an overall cost
advantage for the whole OCT system. A summary of the advantages (and disadvantages)
of the approaches presented in this study is shown in Table 4.

One of the advantages of the electrically tunable source used in this study is its
long axial range, which can be on the order of tens of centimetres or more; in order to
digitise such interferograms, ultra-fast digitiser cards with multi-GHz sampling clocks
are needed. However, if the DC procedure presented in this study (and detailed by
Podoleanu et al. [11]) is used, one can do without the digitiser card altogether. In effect,
this has also been demonstrated in this study, where an A-scan taken at an OPD value
of 80 mm is obtained, which would have otherwise been impossible to obtain with the
ATS-9350 digitiser card, as the 80 mm OPD corresponds to a dominant channelled spectrum
frequency of more than 200 MHz over the digitiser’s aliasing limit. This conclusion can be
scaled to larger frequency sweeping rates, exceeding tens of MHz, where the DC procedure
would allow processing of tens of GHz-frequency signals using digitisers with sampling
rates in the range of the sweeping rate.
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Table 4. Summary of positive and negative aspects of using the MS–OCT method with the akinetic, electrically tunable
swept source employed in this study.

Advantages Disadvantages

• No need to use the source’s sampling clock, which relaxes
the restrictions in the choice of digitiser card;

• Tolerance to dispersion in the system, with no need to carry
out a separate operation;

• Direct en-face imaging: multiple en-faces (CMS/HyMS–
OCT), single, unrestricted depth en-face (DC-OCT);

• Using DC-OCT lowers the sampling rate of the digitiser,
where the maximum achievable depth is only set by the
photo-detector bandwidth.

• HyMS–OCT can only run with pre-recorded masks (mask
synthesising is not possible at present);

• In HyMS–OCT, Masks need to be acquired by mechanically
changing the OPD on the Master interferometer (but these
can be stored and re-used);

• Noise penalty in the system when the DVV is not used;
• DC-OCT requires an interferometer for each depth; the

front-end electronics for each balanced photo-detector and
the mixer need to have high enough bandwidth to handle
the carrier frequency.

As demonstrated, the method described by Rivet et al. [10] to pre-synthesise the
Master signals for the CMS–OCT procedure is only applicable to the case where the DVV
correction is applied. However, the DVV correction and external clock sampling only
address one of the issues encountered with SS-OCT, that of securing linear sweeping. The
other issue is the dispersion in the interferometer. The MS calibration addresses both non-
linear sweeping and dispersion. Therefore, when compared with the conventional usage
case of these optical sources (DVV correction followed by FT), the MS procedure presented
here offers some benefit, in the sense that it is tolerant to dispersion in the system [12].
This is demonstrated in Table 1 by the improvement in the peak width brought by the
CMS–OCT with synthesised masks when compared against that obtained by simple FFT.

The HyMS–OCT procedure with non-DVV-corrected interferograms was made work-
ing with pre-recorded spectra. A similar approach was used in the earlier MS–OCT
implementations [9,12], and while it worked well enough for the demonstrations, it has a
negative impact on the flexibility and usability of the system, as a large number of masks
need to be collected. The procedure for synthesising the masks from a small sub-set of
channelled spectra, however, can potentially be upgraded to something more tolerant of
the extra frequency terms (e.g., by suppressing the satellite terms during capture using
band-pass filtering). More research will need to be carried out with regards to this aspect.

Running the HyMS–OCT procedure on non-DVV-corrected data appears to raise the
noise floor, especially when imaging at lower OPD values; moreover, some satellite terms,
similar to those observed when Fourier-transforming a non-DVV-corrected interferogram,
also appear in the A-scan, albeit significantly attenuated. This could pose a problem,
especially if low-bit-depth digitiser cards are used, as they will present lower dynamic
range in the digitisation. Still, bypassing the requirement for DVV correction means that
the need for synchronous sampling operation between source and digitiser is eliminated,
with potential cost savings and additional flexibility. For example, with a sufficiently large
sampling rate digitiser, OPD values beyond the limit introduced by the source clock can be
accessed, as has already been demonstrated in Marques et al. [13].

In the second part of this study, the operation of this optical source without the
need for a high-speed digitiser was also investigated, by means of the down-conversion
OCT method [11]. By using two near-identical optical interferometers and mixing their
output interferograms with an analogue RF mixer, long-range operation at an OPD value
of 120 mm is demonstrated. When compared with the results from the first part of our
study, the axial resolution obtained was not significantly deteriorated. Indeed, it actually
presented a >2 μm improvement over the width measured for DVV-corrected, FT-processed
data at 17 mm.

The peak width is, however, slightly larger than all results obtained using the CMS/
HyMS–OCT procedures. This is explained by some dispersion difference between the two
optical interferometers. Moreover, it was not possible to perform any spectral windowing
on these time-based signals, which can also explain the presence of side-lobes in the A-scan.
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The peak contrast is also significantly reduced, to less than 10 dB, compared with the
≈20 dB obtained with the CMS/HyMS–OCT procedures. The bandwidth of the Insight BPD-1
(employed in the Slave interferometer), narrower than the Thorlabs photo-detector employed
in the Master interferometer, explains the lower peak contrast at large OPD values.

This is only a constructive disadvantage due to the non-availability of two 1 GHz
balanced photo-detectors. Even so, DC-OCT is worth pursuing due to the lowering of the
signal processing bandwidth to levels comparable to the sweeping frequency. This allows
a low-cost route via low-cost digitizers, a procedure that also enables real-time delivery
capability of en-face views, as when using ultra-high-speed digitizers, the amount of data is
so high that it needs to be buffered locally before being transferred out of the digitizer for
post-acquisition. The more important disadvantage of DC-OCT is the need for a second
high-speed, large-bandwidth photo-detector unit.

In summary, Master–Slave OCT (both in its HyMS–OCT and DC-OCT guises) offers
some simplification over the conventional DVV-based invalid region removal procedure,
allowing the user to employ both the valid and invalid regions, as long as a reference inter-
ferometer (Master) signal is available (either pre-stored at a Master step or as a physical
interferometer as in the down-conversion case). Another advantage of the MS approach is
that it may enable better analysis of phase errors, particularly at higher imaging depths.
These phase errors may occur around the invalid-to-valid transitions due to slight imper-
fections in the discontinuity resolution with the DVV or simply due to a change in the
performance of the laser over time or ambient temperature.
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Abstract: Pulse wave (PW) measurement is a highly prominent technique, used in biomedical
diagnostics. Development of novel PW sensors with increased accuracy and reduced susceptibility to
motion artifacts will pave the way to more advanced healthcare technologies. This paper reports on
a comparison of performance of fiber optic pulse wave sensors, based on Fabry–Perot interferometer,
fiber Bragg grating, optical coherence tomography (OCT) and singlemode-multimode-singlemode
intermodal interferometer. Their performance was tested in terms of signal to noise ratio, repeatability
of demodulated signals and suitability of demodulated signals for extraction of information about
direct and reflected waves. It was revealed that the OCT approach of PW monitoring provided the
best demodulated signal quality and was most robust against motion artifacts. Advantages and
drawbacks of all compared PW measurement approaches in terms of practical questions, such as
multiplexing capabilities and abilities to be interrogated by portable hardware are discussed.

Keywords: optical fiber sensor; biomedical sensor; optical coherence tomography; intermodal
interferometer; singlemode-multimode-singlemode; Fabry–Perot interferometer; fiber Bragg grating;
pulse wave; spectral interferometry

1. Introduction

Biomedical applications of optical sensing and imaging techniques draw great attention
in terms of academic research towards further technological advancements, commercialization
of practical devices and search for new applications. Recently, an increasing number of such
chronic diseases as diseases of the cardiovascular system, connective tissue dysplasia, diabetes
mellitus and others have become very widespread. At the same time, timely diagnosis is
the most important stage of treatment and prevention of complications. One of the widely
used methods for diagnosing these diseases is pulse wave analysis [1–3], which allows to
estimate stiffness of arterial walls and according to it, the state of the cardiovascular system.
The advantages of this method include non-invasiveness, high diagnostic confidence, and
potential ease of implementation. Typically, high-precision setups for recording pulse wave
(PW) signals are stationary and are available only in medical institutions. The examples of
such devices include SphygmoCor (Atcor Medical, Sydney, Australia), Complior (Artech
Medical, Pantin, France), and others [4,5]. The main factors limiting their implementation in
personal and portable devices is their high cost and sensitivity to body movements, which
can significantly distort the recorded signals. On the other hand, the development and imple-
mentation of portable and personal medical devices based on the registration and processing
of pulse wave signals will make it possible to diagnose the above diseases at the earliest stage,
significantly facilitating and increasing the effectiveness of their treatment.

A cost-effective solution to PW signal acquisition is offered by photoplethysmogra-
phy (PPG) [6–8], that detects the change of light intensity transmitted through or scat-
tered from a biological tissue as a response to change of blood volume in blood vessels.
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Typically, small vessels such as capillaries are monitored [8,9], however, the original (ar-
terial) pulse wave becomes distorted when coupled from arterial walls to capillary walls,
limiting the measurement accuracy. Moreover, PPG is reported to be susceptible to motion
artifacts [10,11]. With that in mind, state-of-the-art PPG systems are not ideally suited for
high-precision medical inspection, hence, some alternatives might be highly relevant.

Fiber optic sensors are excellent candidates to measure pulse wave signals due to
their bio-compatibility, immunity to electromagnetic interference, small footprint of the
sensing element, extremely high achievable accuracy and resolution. Several recent papers
report the approaches for cardiac monitoring [12–14] and pulse wave measurement [15–20]
by means of fiber Bragg gratings (FBG) and Fabry–Perot interferometric (FPI) sensors.
A comparison of FBG sensors inscribed in silica and polymer fibers has been reported
in [17], with a clear advantage of polymer FBG in terms of achieved resolution. However,
humidity sensitivity of polymer optical fiber sensors [21] may lead to undesirable effects
in biomedical sensors due to sweating. However, when attached to the skin, such sensors
may be subject to uneven deformations, which will distort the shape of their spectral
transfer function and reduce the accuracy of the measurements [22,23]. Parasitic sensors
deformation may also lead to motion artifacts, deteriorating measurement accuracy.

One way of solving the problem of motion artifacts is increasing the mechanical rigid-
ity of the sensing element. However, for such a weak measurand as pulse wave, this will
degrade the sensitivity and might lead to distorted shape of the measured signal. Another
solution to the motion artifacts problem might be a sensor, suited for sensing of complex
geometries by means of an increased number of variables that can be extracted from the
sensor signal. An example of such a sensor is a fiber-optic intermodal interferometer,
based on singlemode-multimode-singlemode structure (SMS) [24–27]. In these sensors,
a short section of multimode fiber (MMF) is spliced between two singlemode fibers (SMF).
Depending on the splicing parameters and type of the multimode fiber, from several to
tens of modes are excited in the multimode fiber. After propagation in the MMF section,
these modes are coupled to the fundamental mode of the second SMF, leading to intermode
interference signal, which encodes the perturbations of the MMF section. Typically, SMS in-
terference signal consists of several interference components, which OPDs, depending
on the sensor structure, are related to different perturbations. In addition to the ability
of multi-parameter sensing and suppression of cross-talk induced by physical quantities
not being measured [24,28], SMS sensors also offer higher strain sensitivities than FBG
sensors [26].

Multimode optical fiber sensors are commonly used for multiparameter sensing [29].
An example of simultaneous strain, bending and torsion sensing with a single FBG in-
scribed in a polymer fiber has been reported in [30]. An example of simultaneous heart
rate and breathing rate measurement, demonstrating low susceptibility to motion artefacts
is reported in [31,32], wherein the effect of reduced body motion sensitivity was attained
by incorporating polymer fiber Bragg grating sensors into a smart textile according to
well-defined geometric pattern.

However, mechanical coupling between the pulse wave and even the tiniest fiber-optic
sensor unavoidably leads to at least some distortions of the measured signal. Therefore,
imaging methods of PW monitoring are considered to be the most advantageous [33].
Optical coherence tomography (OCT) is one of the most prominent approaches of biomedi-
cal imaging, enabling to provide a 3-dimensional images of tissues. The basic step of OCT
imaging is the so-called A-scan, or axial depth profile of reflection, calculated as the Fourier
transform of the measured optical reflection spectrum [34]. 2-dimensional projections and
3-dimensional tomograms are computed by combining the A-scans.

Non-invasive nature of OCT measurements as well as high spatial resolution and
ability to perform fast measurements dictated the success of OCT for medical diagnostics.
OCT is most widely used in ophthalmology [35–37], as well as endoscopic imaging [38–40],
tissue characterization [41,42] and other applications. Initially proposed in the 1980-s [35]
originating from white-light interferometry [43], it rapidly matured and became a clinically

110



Photonics 2021, 8, 142

accepted tool in 2000-s due to proposal of spectral-domain OCT and in particular swept-
source OCT [34,44] and technological advancement of required optical components.

Moreover, phase-sensitive OCT (ϕ-OCT) [45,46] is able to measure sub-nanometer
displacements of tissues, providing a powerful platform for measuring PW signals with
ultimate signal-to-noise ratio (SNR). Up to date, OCT was only reported to be used for
PW measurement in retinal arteries [47–49] and relatively small arteries in fingers [50,51],
which do not bring much information for cardiovascular system assessment in general due
to their peripheral position [33,52].

The aim of the current paper is to compare the performance of fiber-optic sensors
with various sensing mechanisms for the task of noninvasive pulse wave monitoring in
major arteries (demonstrated on carotid, subclavian and radial arteries). The compared
sensing approaches include FPI, FBG, ϕ-OCT as well as SMS interferometer. The obtained
pulse wave signals were compared on the basis of signal to noise ratio, repeatability and
robustness against motion artefacts. It is, to the best of our knowledge, the first comparative
study of several types of optical fiber sensors for pulse wave measurement. Advantages
and drawbacks of the investigated approaches in terms of signal quality and practical
aspects of sensors implementation are discussed. We believe that the reported work will
lead to better understanding of applicability of different types of OFS and will pave the
way to their widespread use in healthcare.

2. Interrogation Setup and Sensors Description

All compared sensing approaches (FPI, FBG, ϕ-OCT and SMS) typically utilize spectral
interrogation for signal readout. In order to perform an adequate comparison of approaches’
performance, the same interrogation setup was used to acquire optical spectra. It consists of
Ibsen I-MON USB512 spectrometer (spectrum measurement interval was [1.51; 1.595] μm,
variable integration time from 10 μs to 100 μs, spectra acquisition rate up to 3 kHz) and
Exalos EXS210066-01 SLED (output power up to 5 mW, central wavelength 1.55 μm, –6 dB
spectral width 160 nm, flat-top spectrum shape, the most uniform part coincides with the
spectrometer measurement range) installed on Exalos EBD5000 driver board. A photo of
interrogation setup is shown in Figure 1a.

Figure 1. Photo of interrogation setup (a) and examples of FPI (b), FBG (c), OCT (d) and SMS (e) pulse wave sensors fixed
over subject’s artery. (a,b) are reproduced from [20].
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Depending on the tested sensing element, integration time was varied from 10 μs
for FBG and SMS sensors, to 50 μs for FPI and OCT sensors. Output optical power of the
SLED was controlled from about 2 mW for FBG and SMS sensors to 5 mW for FPI and OCT
sensors by adjusting the operating current. Different parameters of the interrogation system
were used in order to match the span of acquired optical spectra to the dynamic range of the
spectrometer’s analog to digital converter. Details of sensing elements and interrogation
system configuration for each of the sensing approaches are listed in subsections below.

2.1. Fabry–Perot Interferometric Pulse Wave Sensor

In the case of Fabry–Perot interferometric sensing element, spectra reflected from
the sensing element were acquired and further demodulated. The sensing element was
connected to the interrogation hardware via optical circulator, as shown schematically
in Figure 2a. The sensing element was formed by the end faces of two optical fibers,
mated inside a glass capillary. The lead-in fiber was conventional SMF-28 one, while the
second fiber was coreless Thorlabs FG125LA fiber, the use of which allowed us to suppress
parasitic interference components, originating from light reflection off its far end face.
The inner diameter of the capillary was about 130 μm, outer—300 μm, the length was
about 1 cm. The fibers were glued at the ends of capillary, the length of the air gap between
their end faces was about 57 μm. A metal string about 200 μm in diameter was also glued
to the capillary and the SMF fiber 900 μm jacket to increase the mechanical robustness of
the sensor.

Figure 2. Schematic illustration of sensing setups for FPI (a) and FBG (b) pulse wave sensors.

The sensor was fixed to the skin of the subject, whose pulse wave signal was measured
with the use of a flexible adhesive tape over an artery at a point with the most pronounced
pulse sensible using fingertips as shown in Figure 1b for carotid artery. No adhesive was
added between the skin and the sensor. The sensing principle of such a FPI pulse wave
sensor relies upon coupling of the pulse wave to the mechanical perturbation of the sensing
element, causing the change of the air gap between the fibers. More details on the FPI pulse
wave sensor can be found in our previous paper on this topic [20].

2.2. Fiber Bragg Grating Based Pulse Wave Sensor

Fiber Bragg grating is a section of optical fiber with periodic modulation of its refrac-
tive index. At each bound of areas with different refractive indexes, the incident optical
wave is reflected according to the Fresnel’s law. When the period of refractive index mod-
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ulation is a multiple of half of the incident light wavelength, all reflected waves add in
phase and due to their constructive interference nearly 100% reflectivity can be achieved,
while at other wavelengths such interference does not happen and FBG transmits light.
Therefore, the reflection spectrum of an FBG has a form of a sharp peak, which position
shifts when mechanical perturbation is applied.

The same as for the FPI sensor, the spectra reflected from the FBG were acquired using
an optical circulator, as shown schematically in Figure 2c. The FBG was inscribed in a
SMF-28 fiber using a KrF excimer laser system with 248 nm wavelength and a phase mask.
The central wavelength of the inscribed FBG was 1540 nm and peak reflectivity about 98%.
The length of the grating was about 1 cm. Protective UV-cured epoxy acrylate coating with
250 μm diameter was applied to the fiber in order to reduce fragility of the sensor.

The sensor was fixed to skin of the subject, whose pulse wave signal was measured
with a flexible adhesive tape over an artery at a point with the most pronounced pulse
sensible using fingertips as shown in Figure 1b for radial artery. No adhesive was added
between the skin and the sensor. Thanks to smaller weight than the FPI sensor, higher sen-
sitivity could be expected for the FBG sensor, however, it might in fact degrade due to
mechanical damping induced by the protective coating.

2.3. Phase-Sensitive Optical Coherence Tomography Pulse Wave Sensor

Typically, OCT systems feature a lens, focusing the probing light in a small spot.
However, such lenses are quite bulky and can not be robustly fixed over the investigated
artery. On the other hand, in order to accurately measure the pulse wave signal, it is
advisable to somehow fix the OCT sensing probe above the investigated artery. Therefore,
we have chosen to equip the proposed system with a fiber tip probe, similar to those
already used in common-path OCT [53,54]. Its advantages are the small footprint of the
OCT probe and insensitivity to any perturbations of the lead-in fiber since the interference
occurs between the light reflected from the fiber end, which acts as a reference and the
light waves reflected at the bounds of different tissue types. This results in optical path
differences (OPD) of interference components being unambiguously related to the depth
without the need for any calibration and path length alignment.

Due to the small mode field diameter (MFD) of conventional single-mode fiber
(10.4 μm at 1.55 μm wavelength), there is a large divergence angle of the output light.
In the OCT system this will result in decreased SNR and sensing range. In order to in-
crease the system performance, the single-mode fiber was terminated with a short section
(about 2 mm) of graded-index multimode fiber (MMF), spliced to the lead-in SMF fiber.
As a result, primarily the fundamental mode of MMF was excited, having larger MFD
(16 μm at 1.55 μm wavelength), which helped to decrease the beam divergence inside the
tissue. Neglecting the light scattering inside the tissue and adopting a simple model of
Gaussian beam propagation, the fraction of light intensity η that is coupled back to the
fiber can be estimated as [55]

η(w) =
(πnw2)2

(8Lλ)2 + (πnw2)2 , (1)

where L is the distance the light travelled in the tissue before being reflected, λ is light
wavelength, n is the mean refractive index of the tissue and w is mode field diameter.
The use of MMF for terminating the OCT system also causes light loss due to the mode
diameter mismatch, however, in case of relatively large imaging distances the decreased
beam divergence due to larger output MFD has greater influence on the increase of reflected
intensity. The overall figure of merit (FoM) of using the MMF termination can be evaluated
as a ratio of coupling efficiencies η(wMMF) and η(wSMF) multiplied by the areas of SMF
and MMF modes

FoM =
η(wMMF)

η(wSMF)
· w2

SMF
w2

MMF
. (2)
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The FoM values greater than 1 indicate the conditions under which the intensity
of light reflected from the tissue is greater in case of MMF termination than in case of
simple SMF probe. The dependency of figure of merit on the imaging distance L is shown
in Figure 3b in case of wavelength λ = 1.55 μm, tissue refractive index n=1.4 (which is
in accordance with the reported data for epidermis refractive index near 1.55 μm [56]),
wSMF = 10.4 μm, wMMF = 16 μm, where it can be seen that the use of MMF termination is
effective in case of imaging depth L > 100 μm.

Figure 3. Schematic illustration of the proposed OCT pulse wave sensing system (a) and dependence of figure of merit on
the imaging depth (b).

In order to increase the mechanical robustness of the OCT probe, the fibers were
packaged in a glass capillary with inner diameter ∼ 140 μm, outer diameter ∼ 2 mm and
about 5 cm long. The lead-in SMF fiber in the 900 μm jacket was glued to the capillary and
protected with a thermally shrinking tube. The fibers were spliced using Jilong KL-280
fiber splicer.

Similarly to the FPI sensor, the spectrum reflected from the OCT probe was measured
and further analyzed. The proposed common-path OCT system is schematically depicted
in Figure 3a. During pulse wave measurement at the radial artery, the OCT probe was
fixed on the wrist using a flexible strap as shown in Figure 1d. During the measurements
at carotid and subclavian arteries, the OCT probe was leaned against the skin and held by
hand, which did not cause any noticeable signal artifacts.

In contrast to the rest of the pulse wave sensing approaches studied in the current
paper, the sensing principle of ϕ-OCT sensor did not rely on any mechanical coupling
between the pulse wave and the sensing element. In turn, this method was based on
the properties of biological tissues, namely on different refractive indexes of epidermis
and dermis [56,57], which resulted in clearly observable reflection at their bound. Due to
elasticity of biological tissues, the position of this bound with respect to the end face of the
OCT probe changed according to the shape of the pulse wave signal. Finally, this change
was monitored using phase-sensitive demodulation of the acquired OCT signal.

Because of large attenuation of IR light in spectral range around 1.55 μm by water,
contained in biological tissues, the reflection at epidermis-dermis bound mainly contributed
to the acquired OCT signals. Additional reflection took place at the bound between stratum
corneum and epidermis due to the difference of their refractive indexes. However, since the
thickness of stratum corneum was quite small (about 10–15 μm), OPD of the corresponding
interference component was small and this component was observed as a slowly oscillating
signal component, as in Figure 4b. All lightwaves reflected deeper in dermis could be
resolved because of strong attenuation of light with the used spectral range.
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Figure 4. Examples of optical spectra and their FFTs of FPI (a,d); OCT (b,e) and SMS (c,e) sensors. Horizontal scales in
(d–f) correspond to optical path length in air (note that OPD of FPI and OCT system is doubled air gap and tissue depth,
respectively). Circles in (d–f) indicate FFT samples, from which phase the target signal was calculated.

Such choice of spectral range might be advantageous in terms of the laser safety as only
the tissues close to the surface will be heated, while heat dissipation for the surface tissues
is much more efficient than for the deep ones. Moreover, harmfullness of infrared radiation
is verified through active use of 1540 and 1550 nm lasers in cosmetology [58]. Due to wide
spread of OCT imaging techniques, their safety also has been extensively studied in large
cohorts of patients, showing no hazards related to IR radiation exposure [59].

2.4. Singlemode-Multimode-Singlemode Interferometric Pulse Wave Sensor

As opposed to sensors described in the previous subsections, when spectral interroga-
tion of SMS sensors is performed, sensors transmission spectra are acquired and processed.
Therefore, the scheme of interrogation setup was slightly modified, with the sensor becom-
ing the direct connection between the light source and the spectrometer, as depicted in
Figure 5. The SMS sensor was fabricated using Jilong KL-280 fiber splicer. The multimode
section consisted of a 5 cm long step-index Thorlabs FG050LGA fiber. At both ends, it was
spliced to SMF-28 patchcords. For the sake of mechanical strength of the sensor, protective
coating (PC) was left on the MMF and was applied to the splicing points. The reason
for using step-index fiber is greater values of phase delays and therefore ability to obtain
spectral interference signal with at least several oscillation periods in case of shorter MMF
section as compared to graded-index fiber, which is important for practical applications of
such sensors.
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Figure 5. Schematic illustration of sensing setups for SMS pulse wave sensor.

The sensor was fixed to skin of the subject, whose pulse wave signal was measured
with a flexible adhesive tape over an artery at a point with the most pronounced pulse
sensible using fingertips as shown in Figure 1e for radial artery. No adhesive was added
between the skin and the sensor. The physical principle of such a sensor relies on mechani-
cal perturbation of the MMF section caused by the pulse wave and consequently induced
intermodal phase delays, resulting in a change of acquired spectral interference signal.

3. Interferometric and Pulse Wave Signal Processing

The measured optical spectra were stored on the personal computer, to which the spec-
trometer was connected via USB protocol and further processed in Matlab. FBG signal was
demodulated by fitting measured spectra with Gaussian functions as was done in [60,61]
with its position, width and amplitude being fit parameters. It was shown in [61] that such
the FBG demodulation approach is nearly optimal in terms of demodulated signal noise.

Demodulation of FPI, ϕ-OCT and SMS sensors was performed using FFT-based
phase calculation, as it is often done in case of spectral interferometry [20,27,62]. Prior to
calculating FFT, the measured optical spectrum was interpolated so that spectra samples
corresponded to uniform spacing of optical frequency, not the wavelength. In this case
interferometer OPD directly corresponded to fringe oscillation frequency, hence resulting
in minimal broadening of FFT peaks [63]. Additionally, a Blackman window was applied
to the optical spectrum before FFT calculation in order to mitigate the cross-talk between
different interference components [64]. In ϕ-OCT, the phase (or argument) of a given sample
of a complex-valued Fourier transform of the optical spectrum provides the information
about the phase of the lightwaves reflected in a given position. Since the axial spatial
resolution δL of OCT system as limited by the width of the measured optical spectrum,
this calculated phase was an average over the waves reflected within a layer of δL width,
centered around the bound of tissue layers with different refractive indexes. This way,
sub-nanometer displacements of various layers in the inspected tissue could be accurately
measured, with the resulting displacement resolution determined by the signal-to-noise
ratio of the measured optical spectrum.

For FPI and ϕ-OCT sensors the phase of the most prominent interference components
(marked with circles in Figure 4d,e, which corresponded to FPI cavity and reflections
between the OCT probe end face and the bound between epidermis and dermis were
used to form the resultant signal. Optical spectra and their FFTs for FPI and OCT sensors
(OCT sensor was installed over radial artery) are shown in Figure 4a,b,d,e, respectively. In
case of SMS sensor the choice was less obvious since, as can be seen in Figure 4c,f, optical
spectrum of the SMS sensor contains a great number of interference components, which
was expected for the SMS sensor with a step-index multimode section. Obviously, different
harmonic components of the SMS optical spectrum corresponded to interference of MMF
modes of different orders. This potentially led to different responses of these components’
phases to the PW signal. In this work, we used the phase of the first sample of SMS spectra
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FFT (the 0-th sample corresponds to the constant component) as the main demodulated
signal for the SMS sensor (marked with circle in Figure 4f) due to its greatest magnitude
and therefore, highest achievable SNR of the demodulated signal.

Temporal evolution of the measured vibration signal in interferometric sensors can be
observed as a sequence of the measured phase samples. In case of relatively large dynamic
range of the vibration signal (if the phase variation of the reflected lightwave is greater
than 2π), phase unwrapping [65] must be applied in order to remove the discontinuities
of the measured signal. Since the raw phase signal can contain a quasi-static component,
caused by breathing, body movements, temperature changes, etc., a high-pass finite im-
pulse response (FIR) filter with stop frequency 0.4 Hz and pass frequency 0.75 Hz was
designed and used for phase signal processing.

After the above-mentioned processing of interference signals, pulse wave signals
measured with different sensors were obtained. The comparison of sensors performance
was carried out according to the following metrics of the pulse wave signal quality: signal to
noise ratio (SNR); proportion of successfully extracted pulse wave signal features (PEPWF),
such as wave peaks and wave feet; correlation of repetitive pulse wave intervals (CPWI);
repeatability of PW interval decomposition features (RPWDF).

The above-mentioned quality metrics were calculated in the following manner: SNR
was introduced as a ratio of standard deviation of high-pass filtered signal and white noise
level, evaluated from high-pass filtered signal according to [66].

Pulse wave signal features such as wave foot and forward wave peak extraction was
performed by one of the algorithms described in [6] (the one developed by C. Orphanidou).
The algorithm was slightly modified in order to enable successful processing of signals
measured from subjects with arterial pulse amplification. The details on algorithm modifi-
cation and realization details can be found in [20]. Prior to feature extraction PW signal
was filtered with a low-pass filter with cut-off frequency 10 Hz. The PEPWF metric was
introduced as a ratio of a number of successfully retrieved wave foot and forward wave
peak pairs to the total number of pulse wave intervals.

After the pulse wave intervals were successfully identified, it was possible to evaluate
the repeatability of PW sensors operation by comparing the waveforms of repetitively
measured PW intervals. In order to do that, the signals were divided into intervals
corresponding to single pulse waves. The starting points were chosen as the boundaries
of the pulse wave slopes. To eliminate the influence of the heart rate on the measurement
results, each PW interval was interpolated. As a result, each interval contained the same
number of samples, and the sampling rate was normalized on the pulse period. After
interpolation, cross-correlation functions of all combinations of pulse wave intervals,
identified in the analyzed signal were calculated. The maximal values of these cross-
correlation functions were found, their mean value was used as a CPWI metric.

Relatively complex shape of typical PW signal (examples measured at radial and
carotid arteries are shown in Figure 6) is due to superposition of direct pulse wave and
several reflected waves. While CPWI metric reflects the repeatability of the whole shape
of PW interval, more detailed analysis involving feature extraction can provide more
quantitative information about PW propagation and sensor performance. In the current
paper, we adopted the feature extraction approach, based on approximation of each PW
interval by a superposition of six Gaussian functions of a form

f (t0, w, A) = A exp(−(t − t0)
2/(w2)), (3)

where t0, w and A are arrival time, width and amplitude of each wave, respectively.
Similar multi-Gaussian models were used to describe PW signals in [7,67] and references
therein. As a result, each interval was described by 18 parameters (amplitude, position
and width of the Gaussian peaks). Initial approximations and restrictions on the values
of the approximation parameters were chosen in such a way that the Gaussian functions
corresponded to direct and reflected waves in the pulse wave signal, hence providing
meaningful physical interpretation of the analyzed PW signals. Pulse wave interval
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examples measured using the FPI sensor at the radial artery and at the carotid artery, as well
as their approximations by a six-Gaussian model are shown in Figure 6a,b. According to
humans’ anatomy, the first reflected wave corresponded to the juncture between thoracic
and abdominal aorta, and the second reflected wave to the juncture between the abdominal
aorta and common iliac arteries [68,69].

Limiting our analysis to quantities with clear physical interpretation, we considered
several RPWDF metrics, introduced using the following Gaussian functions parameters:

• standard deviations of delays of the first two reflected waves with respect to the direct
wave (denoted as RPWDFti , i = 1, 2);

• standard deviations of widths of the direct and the first two reflected waves (denoted
as RPWDFwi , i from 0 to 2);

• ratio of standard deviations of the first two reflected waves’ amplitudes and the
corresponding direct wave’s amplitude (denoted as RPWDFAi , i = 1, 2).

Figure 6. Examples of PW signal intervals measured at radial (a) and carotid (b) arteries and their approximations by a
superposition of Gaussian functions, comprising a superposition into direct and reflected waves.

4. Experimental Results

The developed system was tested through measuring the pulse wave signals at
different arteries, namely, radial, carotid and subclavian. Four individuals participated in
the study: a 32-year-old man (Subject I), 26-year-old man (Subject II), 21-year-old woman
(Subject III) and a 64-year-old woman (Subject IV). This allowed to demonstrate the system
performance via registration of pulse wave signals with different properties. All participants
were comprehensively informed about the experimental procedure and gave written
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consent before the experiment, which was conducted according to the declaration of
Helsinki and approved by the institutional ethics committee.

For each subject, pulse wave signal measurements were performed with each sensing
element in 2 min sessions with resting periods between the sessions. The subjects were
in a seated position and tried to be as still as possible. Sensing elements were applied as
mentioned in Sections 2.1–2.4 at points above the arteries, in which the pulse wave sensed
by fingertips was the strongest.

PW signals were demodulated as described in Section 3 using FFT-based phase
calculation for interferometric sensors and using Gaussian fitting for the FBG sensor.
The above-described metrics were calculated for all PW signals. The variation of the
obtained values over different subjects and different arteries did not exceed 5%, so the
averaged values were used for comparison of different sensing elements. Such comparison
is presented in Table 1, numbers in bold show the best values.

Table 1. Comparison of pulse wave signals measured with different sensors. Best scores are shown
in bold. Green text color shows the values that deviate not greater than 5% from the best score,
orange text color—values which deviation from the best score is between 5% and 25%, red text
color—values which deviation from the best score is greater than 25%.

FPI FBG OCT SMS

SNR, dB 65 30 69 40

PEPWF, % 99 95 100 78

CPWI average, r.u. 0.91 0.96 0.96 0.81

CPWI σ, r.u. 0.07 0.05 0.03 0.12

RPWDFt1 , ms 16 7 7 62

RPWDFt2 , ms 17 12 14 57

RPWDFw0, ms 4.6 9 3 19.6

RPWDFw1, ms 10.6 8.5 6.1 16.9

RPWDFw2, ms 25.6 14.7 22.5 26.4

RPWDFA1, r.u 0.27 0.14 0.15 0.5

RPWDFA2, r.u 0.23 0.21 0.37 0.57

One of the most important characteristics of any measured signal is signal to noise
ratio. In terms of this metric, the best performance was demonstrated by optical coherence
tomography (69 dB) and Fabry–Perot interferometer (65 dB). Another objective metric,
characterizing signal quality is the amount of signal features, extracted from the mea-
sured PW signal using some already validated algorithm, denoted as PEPWF. In this case,
three approaches (FPI, FBG and OCT) demonstrated comparable performance, with slight
advantage of OCT and FPI over the FBG sensor (100% and 99% versus 95%).

The rest of the introduced metrics demonstrated the reliability of the compared ap-
proaches by demonstrating the repeatability of the measured PW signals. Assuming that,
for a subject being in a relaxed and calm state and not performing any physical exercises,
the shape of the pulse wave signal remains constant, it is possible to compare the shapes of
repetitively measured PW intervals and draw conclusions about sensors’ performance on
this basis. In order to do that, the above-mentioned interpolation of the PW intervals was
performed, which eliminated the influence of heart rate variability [70] on signal shape
repeatability. For correct results, the length of the analyzed PW signal on the one hand
had to be much longer than the pulse period, so that a sufficient number of PW intervals
was compared, and on the other hand had to be not long enough so that cardiovascular
system state (influenced by fasting, mental stress, etc.) remained the same. Again, the
OCT approach demonstrated the best results, with the average cross-correlation of PW
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intervals (CPWI average metric) of 0.96 and standard deviation (CPWI σ metric) of 0.03.
FBG sensor demonstrated the same average cross-correlation, but slightly greater standard
deviation of 0.05. A similar picture with the best scores achieved by OCT and FBG sensors
could be observed in terms of PW signal features obtained via pulse wave decomposition
into direct and reflected waves (RPWDF parameters).

For every sensor, it is important to ensure that the cross-sensitivity to physical quan-
tities that are not the subject of interest. In our case, the main value of interest is sen-
sor deformation (or change of epidermis optical path difference for the OCT approach),
caused by the pulse wave. On the other hand, such processes as body temperature change,
breathing and body movement can lead to undesired artefacts of the demodulated signal.

For the OCT pulse wave sensing approach, temperature fluctuations resulted in
practically no cross-talk since it could only be induced by the epidermis temperature
change. However, due to the thermoregulation function of the human body [71,72], skin
temperature change occurs slowly and within a finite temperature range. Therefore, any
temperature-induced epidermis OPD change is filtered out before the feature extraction
procedure and does not result in any influence on the measured pulse wave signal. A
similar conclusion can safely be drawn for FBG and FPI sensors—due to their close contact
with the skin, high thermal conductivity of silica glass and the compactness of optical
fibers, ambient temperature induced only a slight quasi-static component of sensors’ sig-
nals, which was completely removed by the high-pass filter, used for signal processing.
Anyway, the temperature stability of the FPI sensor might be made even better with the
use of specially designed temperature-compensating sensing element constructions [73,74].
However, the situation might be slightly different for the SMS sensor, in which the change
of temperature can cause intermode phase shifts different from the ones induced by the
PW signal, resulting in sensor response nonlinearity.

The effect of sensors cooling on the demodulated PW signal was tested in a separate
experiment, in which Subject II participated. After the sensor was applied to the wrist
above the radial artery, the sensor was cooled by putting the arm out of the laboratory
window. The outside temperature at that moment was about 10 degrees Celsius, leading to
sensor cooling. All tested sensors except for the SMS showed no change of demodulated
PW signal shape: after filtering out the quasi-static component, the signal shape and signal
metrics remained the same. However, cooling of the SMS sensor led to significant change
of demodulated signal shape, which is shown in Figure 7. This experiment also validated
the repeatability of sensors performance after its reapplication.

Breathing during the PW measurement causes amplitude and frequency modula-
tion of the demodulated signal, as well as adds some low-frequency component due to
physiological factors [75]. The low-frequency component is the most detrimental of these
effects in terms of further signal processing, however, it is completely removed with the
use of high-pass filter, applied to the signal before the feature extraction. The remaining
amplitude and frequency modulation of the measured PW signals can be observed in
Figures 7 and in 8a,c,e,g.

An additional experiment was performed in order to estimate the susceptibility of
different sensors to motion artifacts. Only Subject I participated in this additional study.
Sensors were attached to skin over the radial artery near the wrist, as described above. The
subject was repetitively squeezing his palm into fist and releasing it with periodicity about
10 s. For each sensor, the PW measurements were performed for 2 min with short rests
between the measurements. As can be seen in Figure 8, there were notable motion artifacts
and change of the shape of demodulated signal. However, this effect was much stronger
for FBG, FPI and SMS sensors than for the OCT sensor. A comparison of the obtained
results can be found in Table 2.

120



Photonics 2021, 8, 142

0 5 10 15 20 25

t, a

-3

-2

-1

0

1

A
m

pl
itu

de
, r

.u
.

(a)

0 5 10 15 20 25

t, a

-0.2

0

0.2

0.4

A
m

pl
itu

de
, r

.u
.

(b)

Figure 7. Fragment of PW signal measured at radial artery of Subject II with SMS sensor during sensor cooling.
(a) raw signal, (b) high-pass filtered signal.

Table 2. Comparison of pulse wave signals measured with different sensors. Measurements were
performed at the radial artery with palm movement. Best scores are shown in bold. Green text color
shows the values that deviate not greater than 5% from the best score, orange text color—values
which deviation from the best score is between 5% and 25%, red text color—values which deviation
from the best score is greater than 25%.

FPI FBG OCT SMS

SNR, dB 65 30 69 40

PEPWF, % 79 30 88 7

CPWI average, r.u. 0.72 0.59 0.76 0.6

CPWI σ, r.u. 0.14 0.17 0.15 0.20

RPWDFt1 , ms 15 20 11 16

RPWDFt2 , ms 22 27 18 23

RPWDFw0, ms 9.6 11.5 5.8 9.2

RPWDFw1, ms 10.7 7.8 6.3 9.9

RPWDFw2, ms 11.4 9.4 12.4 7.6

RPWDFA1, r.u 0.39 0.42 0.28 0.35

RPWDFA2, r.u 0.53 0.38 0.46 0.34

However, unlike FBG and FPI sensors, the signal of the SMS sensor became consider-
ably distorted only on a relatively short time interval, corresponding to the most rapid palm
movement (the corresponding motion artefact can be seen in Figure 8h at time interval
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around 6–7 s). However, outside of the motion artifact area, the signal correlated with
typical PW shape very well, except for the inverted shape before the 4-th s. Additionally,
some fluctuations of PW signal measured with the SMS sensor were present even without
any deliberate movements. This indicated nonlinear response of the SMS sensor with
simple FFT-based interrogation to the pulse wave.
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Figure 8. Examples of PW signals measured at radial artery of Subject I using FPI (a,b) FBG (c,d), OCT (e,f) and SMS
(g,h) sensors in case of still posture (a,c,e,g) and palm movement (b,d,f,h).

As can be seen in Tables 1 and 2, there was no obvious winner when the subject was
not moving, with OCT method having most of the best metrics and FBG and FPI being
close in some of the metrics. However, the PW measurements on radial artery during
hand movement revealed the clear advantage of the OCT approach compared to the rest
compared ones.

Reproducibility of sensors characteristics was verified through an additional experi-
ment, for which separate sensing elements with similar properties to those mentioned in
Sections 2.1–2.4 were used. Subject II participated in this additional experiment, no de-
liberate body movements were made. The calculated signal metrics were very close to
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those reported in Table 1, with the difference not exceeding 5% for SNR, PEPWF and CPWI
metrics and reaching up to about 10% for some of the RPWDF metrics.

5. Discussion

The results reported in Section 4 demonstrate that the small footprint of the sensor
and absence of mechanical coupling between the measured signal and the sensing element
are key ingredients for a minimally distorted PW signal. Although spectral interferometric
demodulation provides the lowest noises, FPI sensor performance in terms of repeatability
is slightly worse than the FBG one, presumably due to greater footprint and non constant
mechanical coupling between the pulse wave and the sensor. Nevertheless, an additional
experiment performed when the subject made palm movements, showed that the OCT
sensor has superior performance in terms of motion artifacts reduction as compared to
the rest tested sensors. The main cause for that is the more direct sensing mechanism of
the ϕ-OCT approach—in contrast to FPI, FBG and SMS, it does not rely on mechanical
deformation of the sensing element caused by the pulse wave. Instead, the ϕ-OCT approach
directly monitors the displacement of biological tissues, which are induced by the pulse
wave propagation. This is the main reason for high SNR and measurement repeatability,
achieved by the ϕ-OCT approach.

Along with the sensors’ measurement performance, their ability to be implemented
in a portable format, be interrogated by cost-effective hardware and be integrated into
modern gadgets is vital for their evolution from laboratory prototypes to commercial
products, demanded by healthcare and sport industries. In this regard, there are two
important limitations on the interrogation hardware: the use of a spatially incoherent
light source, such as LED, which are much more cost-effective than SLED or ASE sources;
and low spectral resolution of the optical spectrometer used to acquire sensors’ spectra.
Another important property is an ability to simultaneously interrogate several multiplexed
sensing elements.

Regarding the desirable ability to work with spatially incoherent light, it, in turn,
leads to the requirement of only multimode fibers being used in the whole fiber system
since it is fundamentally impossible to efficiently couple spatially incoherent light into
singlemode optical fiber [76]. This immediately leads to the problem of modal noise [61]
that can give rise to parasitic interference signals, which will affect sensor resolution.
However, smartphone-based interrogation of FPI [77,78] and FBG [61] sensors has already
been successfully demonstrated. All-multimode sensors equivalent to SMS are definitely
possible, with intermode interference used for sensing taking place in a largely multimode
fiber, sandwiched between two MMFs with smaller number of propagating modes. OCT in
all-multimode systems has already been experimentally demonstrated [79], paving the
way for its use with portable devices.

Spectral resolution of an optical spectrometer used for sensor interrogation must
be in accordance with the width of the sensor’s spectrum features, such as reflection
peak of FBG or interference fringes of interference sensors. FPI sensors offer the great-
est flexibility in this regard, with periods of spectral interference signals ranging from
tens of nanometers in case of short-cavity FPIs, allowing to use spectrometers with suffi-
ciently low spectral resolutions of around several nanometers. Typically, the width of the
FBG reflection spectrum is about 100–200 pm, therefore, requiring the use of spectrome-
ters with relatively high spectral resolution for correct spectra measurement. However,
gratings inscribed in multimode fibers exhibit complex multipeak spectra and therefore
are typically chirped in order to obtain a single spectral feature, resulting in a several
nm-width reflection peak [61], requiring spectral resolution of spectrometer about 1 nm.
This, however, leads to a decrease of achievable measurement resolution and therefore,
will result in further decrease of SNR, which, as shown above, even with FBG inscribed
in SMF is not quite high. Sensors based on intermodal interference typically have rather
complex spectra with fine spectral features, sometimes used for signal demodulation [24].
However, as shown in Sections 3 and 4, the signal of an SMS sensor was obtained from

123



Photonics 2021, 8, 142

the interference component, corresponding to the lower-order modes interference. This
interference signal component has a large oscillation period and therefore can be acquired
using a spectrometer with low spectral resolution (on the order of 10–20 nm). Finally, since
the ϕ-OCT approach proposed for PW measurement relies on demodulation of phase of a
lightwave, reflected from the bound between epidermis and dermis, and is realized using a
common-path scheme, it is crucial that the interference signal with OPD equal to doubled
optical length of epidermis is acquired without distortions. As follows from the known
values of epidermis thickness and refractive index as well as from the obtained data, OPD
of such interferometer is about 400 μm. This corresponds to a period of OCT spectrum
oscillations about 5 nm, requiring spectral resolution of spectrometer not less than 1–2 nm,
which is realizable even with smartphone-based spectrometers [61,80].

In terms of multiplexing capacity, FBG sensors with the use of the wavelength-division
multiplexing approach have an obvious advantage. For example, with the spectrometer
used in our work with 85 nm spectral span, FBG spectral spacing of 1.5 nm, it is possible to
simultaneously interrogate up to 56 multiplexed sensors. FPI sensors also offer multiplex-
ing abilities, typically realized through spatial frequency-division multiplexing (SFDM),
sometimes also referred to as OPD-domain multiplexing. Multiplexing tens of FPI sensors
is technically possible, but will either require the use of a light source with a relatively
high intensity or will result in reduced resolution [81]. Multiplexed OCT systems have
already been demonstrated [82,83] with a principle that is similar to SFDM. Limiting fac-
tor for multiplexing of OCT probes will be imaging depth and spectral resolution of the
spectrometer. In our case of imaging depth up to about 400 μm and spectral resolution of
about 200 nm (with corresponding effective coherence length 6 mm and maximal imaging
depth of a single probe system of 3 mm) it leads to potentially up to about 6–7 multiplexed
probes. To the best of our knowledge, multiplexing of SMS sensors has not been reported
yet, although in principle, it can be performed with the SFDM approach as well.

Other practical aspects of such sensing systems include repeatability of sensing char-
acteristics, as well as reproducibility of characteristics of sensing elements and their fab-
rication cost. Repeatability mainly depends on mechanical coupling between the pulse
wave and the sensing element, therefore, the OCT approach has a clear advantage, even
despite its small area and seemingly higher requirement to sensor alignment. However,
since there is no adhesive used to fix the OCT probe on skin, it is easy to manually adjust it
while observing the demodulated signal in order to achieve the highest amplitude. An SMS
sensor could also have some advantage in point thanks to its greater length and therefore,
greater chance of coincidence of its section with the area of maximal sensitivity. However,
this could not be observed in the current study due to the sensor nonlinearity.

In terms of reproducibility, fabrication of FPI sensor of the configuration used in
our work is the simplest one in terms of required equipment, requiring a fiber stripper, a
fiber cleaver, capillary cleaver (it can also be cleaved manually), glue and equipment for
inserting cleaved fibers into capillary (the latter can be performed manually by a trained
person). In terms of sensor characteristics reproducibility, the most crucial point is the
flatness and cleavage angles of fiber end faces [84,85], which can be monitored right after
the cleavage using a conventional optical microscope. For FBG sensor reproducibility of its
characteristics solely depends on the grating inscription setup and recoating process and
typically is quite high. Reproducibility of the proposed ϕ-OCT PW monitoring technique
depends primarily on the difference between epidermis and dermis refractive index values,
which is consistent within several independent studies [86–88]. The properties of the sens-
ing element mainly influence the amplitude of the demodulated PW signal. Nevertheless,
their reproducibility is quite high in case of high quality fiber cleaver and splicer used to
produce the sensing element. Reproducibility of SMS sensor characteristics might be the
most problematic at the moment due to the above-mentioned sensor nonlinearity. However,
its fabrication is not much more complicated than for FPI and OCT sensors, requiring four
fiber cleavages and two splices. From the current point, it is hard to predict the cost of
sensing elements, however, we believe that for all of them it would be on the same order

124



Photonics 2021, 8, 142

of magnitude, since higher cost of grating inscription hardware required to produce FBG
sensor is compensated by greater amount of required manual production operations (fiber
cleaving, splicing) for FPI, OCT and SMS sensors. Anyway, sensing elements cost still
might be several times lower than the cost of even the simplest interrogation hardware.

The above-mentioned parameters of the compared sensing configurations are listed
in Table 3. To summarize, we believe that the ϕ-OCT approach of pulse wave monitoring
may be of the greatest interest for the use in applications where the highest measurement
accuracy is needed: medical research and cardiovascular clinics. At the same time, FPI sen-
sors might be most well-suited for use in personal and portable devices since, as follows
from the obtained results and the analysis above, they offer a compromise between signal
quality and repeatability on the one hand and can be multiplexed, interrogated by simple
and cost-effective hardware and demonstrate very weak temperature cross-sensitivity on
the other hand. According to the reported results, the main drawbacks of the FBG sensor
are relatively low SNR and susceptibility to motion artefacts. However, both of these
problems can be solved by the use of FBGs inscribed in polymer fibers, which are also
compatible with low-cost interrogation hardware, making them a tight concurrent of FPI
sensors, which, according to our study, turn out to be preferable. The use of SMS sensors
for pulse wave monitoring and other biomedical tasks may also be prominent if more
advanced signal processing algorithms based on detailed analysis of mode propagation in
the MMF section are developed.

Table 3. Comparison of technical properties of the investigated sensors. σSPEC—spectral resolution, NMULT—number of
multiplexed sensors.

FPI FBG OCT SMS

Required σSPEC, nm <10–20 0.1 1–2 <10–20

NMULT <10–20 <50–60 <6–8 ?

Limiting factor of NMULT σSPEC Spectral range σSPEC σSPEC, number of modes

MMF compatibility + +, but reduces resolution + possible

Signal quality rank, still 3 2 1 4

Signal quality rank, movement 2 3 1 4

6. Conclusions

The paper reports on a comparative study of four pulse wave fiber-optic sensors,
based on Fabry–Perot interferometer, fiber Bragg grating, optical coherence tomography
and singlemode-multimode-singlemode intermodal interferometer. In order to compare
the sensors performance, several metrics, evaluating the quality of the obtained PW signals
were proposed. According to the scores produced by the proposed metrics, the OCT ap-
proach turned out to be the most advantageous. Additional experiment, involving PW
measurement of a moving subject also showed that the OCT approach is the most robust
against the motion artifacts among the compared ones. However, as follows from the
analysis presented in discussion, FPI sensors, having slightly lower scores, are better suited
for implementation of portable sensing systems. In turn, the OCT approach of pulse wave
monitoring can be successfully implemented for more unique tasks, such as scientific
research of pulse wave propagation and cardiovascular system function and be used in
specialized clinics.

It should be further noted that configurations of FPI [16,19] and FBG [18,89,90] pulse
wave sensors, different from the ones used in our study, have been reported, which might
demonstrate different sensing characteristics. Performance of the ϕ-OCT approach can be
further increased by incorporating micro- and nano-optics for higher light confinement
and reduction of light loss inside biological tissues [38,91,92].
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Abstract: New possibilities of vibration monitoring can be found in completely different physical ap-
proaches, where all measuring technology is currently based on sensors in the electrical domain. This
paper presents two different promising alternative approaches to vibration measurement, specifically
in the field of fiber-optics and pneumatic sensors. The proposed solution uses a Michelson fiber-optic
interferometer designed without polarization fading and with operationally passive demodulation
technique using three mutually phase-shifted optical outputs. Experimentally developed sensor
systems for the registration of anthropogenic seismic phenomena were complemented by standard
instrumentation for measuring seismicity used as a standard. The measurement was performed
under simplified conditions using a calibrated stroke as a source of dynamic loading. In addition
to alternative systems, the paper also presents the results of recalculation of the measured values
in a time domain and basic relationships for the conversion to basic units derived from the SI
(International System of Units) system and used internationally in the field of seismic engineering.
The results presented demonstrate that even systems operating on a different physical principle
have great potential to replace the existing seismic devices. The correlation coefficients for both
sensory devices were high (above 0.9) and the average deviations from the measured values of the
amplitude of the oscillation velocity did not exceed the value of 0.02, neither with the fiber-optic or
pneumatic sensor.

Keywords: seismic measurement; dynamic impact; dynamic response; interferometric sensor;
pneumatic sensor

1. Introduction

Monitoring of vibrations from anthropogenic sources is becoming increasingly impor-
tant, mainly due to the mass development of transport and construction–reconstruction
in urban areas, where heavy construction equipment is used. Hence, effective low-cost,
low-power, low-complexity methods for monitoring the dynamic response of buildings
are intensively sought, which will transmit information about seismic or acoustic load
continuously and in real time.

In the field of seismic engineering, when monitoring vibrations from anthropogenic
sources, measuring technology based on sensors in the electrical domain has been used
for several decades to measure the dynamic response of the rock environment as well
as the dynamic response of the structure. Currently, standard seismic instrumentation
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consisting of a digital station and a three-component piezoelectric velocity seismometer is
used to monitor dynamic effects [1]. In the dynamically developing 21st century, however,
new progressive solutions are being sought in this area as well; these solutions can be
found, for example, in other physical principles than those that have been used so far.
Sensory technologies based on other physical principles form a new alternative method of
monitoring both seismic (dynamic) effects and acoustic (all-in-one) effects, with high added
value. The main advantages of these technologies are small size, electrical passivity and
immunity to electromagnetic interference, the simple internal structure, high mechanical
resistance, the possibility of use in extreme conditions (humidity, extreme temperatures,
explosive environments, oil industry, nuclear power plants, etc.) or also a significantly
lower price. In recent years, there has also been considerable progress in the area of
advanced methods of digital signal processing and work with Big Data. It is one of the
fastest growing scientific disciplines and it is obvious that these progressive methods
will penetrate the field of seismic monitoring. These new DSP (Digital Signal Processing)
methods can make measurements more accurate, provide new measurement functions,
etc. Modern digital signal processing methods have now been used in many areas and
industries, and current practice suggests that the same trend will continue in the future.
For the practical application of these progressive methods in real applications, among other
things, both theoretical and applied research of the new as well existing methods are
needed. Some application areas of these new approaches are not yet very developed and,
in some fields, including the area of seismic monitoring, they are completely missing.
It can be expected that new methods of seismic monitoring will enable the development
of progressive techniques that are not yet very developed in this area, such as the use of
artificial intelligence and machine learning techniques to predict, creation of seismic and
acoustic maps of analyzed areas, linking with other smart cities entities, etc.

However, before the routine field deployment of similar equipment in common seis-
mic engineering tasks, such as monitoring the dynamic response of the building structure
and rock mass from various sources [2–7], it is first necessary to experimentally verify
whether the equipment being developed is able to detect vibrations to the extent and
accuracy required for engineering practice (Table 1). For this purpose, several success-
ful experiments with different sources of vibration have been conducted in situ [8–10].
These experiments, when confronted with common instrumentation for seismic monitor-
ing, proved the applicability of the devices tested and being developed for given tasks,
specifically in a wide range of applications, with excellent agreement both in time (length
of seismic events, detection of specific maxima) and the frequency domain (predominant
frequency content, identical frequency peaks). The next logical step was to verify, at the
experimental level, the possibility of recalculation of the measurements units in the time
domain, so that new devices could be a direct alternative to commercially used systems.
The paper is going to present such a laboratory experiment with finding of basic relation-
ship for an interferometric sensor and a pneumatic sensor using a calibrated stroke in
simplified conditions. A calibrated and certified standard seismic station with a velocity
sensor installed was used as a reference standard.

The following sections will present State Of-the-Art , Methods, Experimental Setup,
Results of Experiments, Discussion and Conclusions.
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Table 1. Examples of anthropogenic vibrations [6].

Type of Dynamic Load
Distance from Dynamic Source

(m)
Peak Particle Velocity (PPV)

(mm/s)

Road traffic 2–6 0.4–0.1
Heavy lorry-poor road 8–3 0.8–0.1

Train 2–12 1.8–0.1
TBM in soil 2–20 3.5–0.15
Bulldozer 4–30 4–0.15

Pipe-bursting mole 4–30 6–0.4
TBM in rock 6–10 5–0.1

Plate compactor 1–6 10–25
Pile driving 6–12 5–0.3

1 kg dynamite 6–80 90–1.5
Explosive demolition

(14 storey tower) 6–14 5–0.5

2. State-of-the-Art

In this part, the issue of vibration measurement with standard seismic instrumentation
will be introduced, as well as alternative approaches to vibration measurement using
developed sensors.

2.1. Commercially Used Seismic Instrumentation

Many manufacturers around the world produce seismic vibration monitoring stations,
which are used for seismic monitoring purposes in engineering practice. These stations
are manufactured as compact, or are supplied separately with an evaluation unit and a
seismic sensor.

As a standard, these stations are used to measure vibrations to dynamically assess
the response of a building structure due to anthropogenic sources. These sources include
both wheeled and rail transport (tram transport especially in the urban area) as well as all
construction technology generating vibrations, which are mostly inextricably connected
with construction processes, especially with foundation of buildings and subsoil modifi-
cation. Blasting work carried out in the vicinity of urban areas, whether it is large-scale
blasting work in mining processes on the surface and underground, as well as blasting
work as one of the work cycles in tunnel excavation, is a stand-alone issue. Here, these
stations are then deployed as a necessary part of geotechnical monitoring, where, based
on the measurement results, excavation and tunnelling procedures are optimized, thus
reducing negative impacts on the environment. In general, vibrations from all these sources
are called technical seismicity. The character of the recording in the time domain is sub-
sequently dependent on the source of the dynamic load, which is a rapidly dampened
seismic impulse or a longer-lasting shock.

Seismic sensors detect and measure ground vibration by means of the movement
of a magnet suspended in a surrounding by a coil of wire. According to the Lenz Law
of physics, a current is induced in the surrounding coil in a proportion to the velocity
of the magnet movement with respect to the coil. The electronics in the monitor then
measures this current, converts it to ground motion velocities and stores the raw data in
the memory. Each of the three directions perpendicular to one another (longitudinal or
radial, transverse, and vertical) has its own separate measuring coil in the transducer head,
since the vibrations often differ significantly along the different measurement directions.

Standard seismic stations used for monitoring vibrations from anthropogenic sources
have a common frequency range in the range from 2 to 200 Hz with respect to the sensor
type. The mechanical principle of the measurement itself is the main disadvantage of these
devices, since they are very sensitive to manipulation. The sensors as such are not immune
to electromagnetic interference and, unlike the newly designed sensory technologies, do not
withstand the long-term effects of extreme climatic conditions.
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2.2. Experimentally Developed Sensor Systems

Sensory technologies based on optical fibers are an alternative method of monitor-
ing seismic (dynamic) effects with a high added value. The fundamental advantages of
fiber-optic sensors include small size, electrical passivity, resistance to electromagnetic
interference (EMI) and low optical attenuation (measuring point can be separated from the
evaluation optoelectronics). For high-precision measurements fiber-optic interferometers
(such as Mach–Zehnder, Sagnac, Michelson, or Fabry–Perot) are the best choice. Interfer-
ometers are well known for their ability of making precision measurements of optical path
difference between two fiber arms caused by a refractive index change in the interferometer
arm or physical displacement [11]. Other technologies such as fiber gratings have limited
frequency range, so the acoustic measurements are easier to implement in the case of
interferometers. Below is a summary of current research in the field of optical sensing
technology applicable in seismic measurements and with emphasis on interferometers.

The current state of knowledge mentions the use of optical interferometers in the area
of seismic measuring about two decades ago [12]. However, these interferometers used
interference in free space, not in optical fibers. Optical fiber configurations did not begin to
appear until later. As one of the first fiber-optic approach within interferometric seismic
measuring Sagnac interferometers [13] were described. Sagnac interferometer enables
measuring even with the use of less coherent radiation sources contrary to other types of
interferometers. The ability to measure rotation during seismic activity proved interesting
but without further application, their main domain is still gyroscopes. An example of
possible sensor design is [14]. The sensor is in the form of a cylinder on which a coil of
optical fiber is wound. The cylinder is then immersed in a second larger cylinder full of
water. The fiber length used in the Sagnac interferometer was only about 30 m long, yet the
authors were able to sense the vibrations generated within the experiment.

Seismic stations can be substituted by another fiber-optic sensors operating on the
principle of acceleration detection [15] such as Fabry–Perot, Mach–Zehnder or Michelson
interferometers. Sensors with these types of interferometers can be constructed as tri-
axial [16]. They can be characterized with the output intensity modulation measurable with
regular optical power detectors. Design issues of all-fiber interferometric seismometers are
discussed in [17].

The authors of [18] describe a simple seismometer based on a Mach–Zehnder inter-
ferometer. The designers were facing a phase drift of the sensor, which they successfully
solved by actively controlling the operating point using a piezoelement in the arm of
the interferometer. However, this solution is no longer completely optically passive and
requires active electronic control, which is a considerable disadvantage. The resonant
frequency of the resultant sensor is relatively low (60 Hz), which is also not practical in
terms of calibrating the sensor frequency response. These issues were overcome in our
setup using passive optical demodulation as described in [19] and a sensor design with
short optical fibers in the interferometer arms.

The demonstration of in-fiber Fabry–Perot interferometer with fiber Bragg grating
mirrors (FBG-FPI) is described in [20]. The sensor can monitor a wide range of vibration
frequencies and therefore can be applicable in monitoring of seismic responses.

A distributed fiber-optic sensing technology called DAS or DVS (Distributed Acous-
tic/Vibration Sensing) was also presented as an alternate approach [21]. The principle
uses Rayleigh’s backscattering for scanning interferences over the entire length of the
optical fiber acting as the sensor. Resulting acoustic and vibration signals at any point
of the monitored fiber length have no parallel in the conventional measuring technology.
The downside is the impossibility of measuring of wave direction at the measuring point
and very high price of the evaluation units. For these reasons, it has not been put into
practice yet and is used rather on an experimental basis. In [22] the authors deal with the
use of DAS for the measurement of underground propagation of acoustic and vibration
waves, is an example of a successful application in practice, but, for surface measurements,
this method is not entirely suitable.
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In case of non-fiber interferometric approach of measuring, several interesting studies
can be mentioned. The authors of [23] provided results describing the monitoring system
of bridge statics and dynamic vibrations. Two different camera types were used to monitor
the response of a bridge to a passing train. Image processing techniques (pattern matching,
edge detection, and digital image correlation) were used for the analysis of the acquired
images. Results were compared to reference measurements obtained by single point
measurements using the laser interferometer. The laser interferometer sensors can provide a
method for observing low-frequency ground motion on seismic, geodetic, and intermediate
time scales, as described by the authors of [24]. Comparison of individual interferometers
with respect to the description of the sensor design, and the advantages and disadvantages
are shown in Table 2.

Table 2. Table of comparison of fiber-optic methods of vibration measurement.

Method Description of the Sensor Design Advantages Disadvantages

Mach–Zehnder [17,18] short section of fiber in the arms of
the interferometer, two fiber couplers

small size, low radiation
source requirements (ordinary

laser diodes are sufficient),
dynamic range

high phase drift setting the
lower limit for frequency

measurement,
polarization drift

Michelson [16]

short section of fiber in the arms of
the interferometer, a fiber coupler and
a circulator or an isolator, termination

with a reflecting element

small size, low radiation
source requirements (ordinary

laser diodes are sufficient),
dynamic range

high phase drift setting the
lower limit for

frequency measurement

Fabry–Perot [20]
a minuscule dimension of the

resonator formed between two
reflecting surfaces

minuscule dimensions, small
phase drift, high sensitivity

small dynamic range, high
requirements for radiation

source coherence

Sagnac [14,15]
long section of the fiber in the

interferometer, a fiber coupler and a
circulator or an isolator

linearity of frequency
response, very low

requirements for radiation
source coherence, small

phase drift

large size, the sensitivity
increases with the

frequency—not entirely
suitable for

measuring vibrations

FBG [25] a pre-stressed fiber grating attached
to the monitored structure

very small size, remote
evaluation, the temperature

drift can be compensated by a
second sensor

spectral evaluation unit,
limited frequency range

DAS or DVS [21,22]

measurement of back reflection
interference spatially along the entire

length of the optical fiber
(acting as a sensor)

a unique measurement
method—thousands of virtual

point sensors along the
entire fiber

extremely high price of
evaluation units

A unique pneumatic sensory device was also employed in the experiments using other
physical approaches to vibration measurement. The first instruments used to measure
vibrations historically consisted mainly of weights suspended on a cable or a spring,
and these, using their inertia, were able to detect slight movements of the earth due to
seismic waves. The device, which is historically close in principle to the presented solution,
is called a geophone. However, the pneumatic sensor does not detect movement by direct
contact of the armature from the permanent magnet inserted in the coil, but uses a pressure
sensor to measure the change in sound pressure inside the closed tube. This innovative
method was a by-product of experiments in which dilatation was measured using a similar
pneumatic system in a strong magnetic field, where standard sensors designed for this
type of measurement could not be used. This device is still unparalleled in its research field
and thus has not a non-commonly used and defined name. The device is, by its principle,
similar to closed-hose presence detectors [26–28]. In contrast, this application does not
depend on deformation, and its subsequent pressure changes, under the weight of the
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measured object. The presented device measures vibrations, which are propagated by
material surrounding the pressure tube.

A partly similar topic can be found in publications examining the manifestation
of changes in closed tube-based vibration measurement [29–31]. The authors analyze
vibrations produced by changes in flow, pressure, and density of the medium propagated
by the tubes. This gives them a better understanding of the process that takes place inside
the pressure tube, in contrast to our measurement, which focuses on the detection of
external excitations passing into the tube.

3. Methods

In this section, will be presented specific devices that have been used for experimental
vibration measurements, therefore standard seismic station, fiber-optic interferometric
system and pneumatic system.

3.1. Seismic Equipment BRS32

The BRS32 seismic station is one of the most widely used seismic stations in Central
Europe; it is used for the purposes of seismic monitoring in engineering practice. BRS32
is, therefore, a universal seismic station, used for measurements both with battery power
in field conditions for short-term measurements and for long-term seismic monitoring
with connection to the electrical network and the possibility of remote data transmission.
The compact station contains a three-component seismic velocity geophone. USB interface
is used for all settings. The frequency range of the internal geophone (depending on the
type of installed geophone) is between 0.5 Hz and 80 Hz at the dynamics of up to 120 dB.
Sampling frequency is 250 Hz. The device, after switching on is automatically connected to
the Global Positioning System (GPS) signal. The measurement coordinates are saved and
the time is synchronized. The battery lasts more than 48 hours. BRS32 is very compact with
simple control. Use of this device is in all application in the field of natural and induced
seismicity. Internal geophones can be selected during the production. Two types are the
most used: Dutch SM6-3D with frequency range 4.5 to 100 Hz and German LE3D Lennartz
with frequency range 1 to 80 Hz [32]. Geophone SM6-3D has been installed in the device
used. The seismic station BRS32 is serially manufactured in the Czech Republic by Arenal
s.r.o., it is calibrated according to the relevant standards, and certified.

3.2. Fiber-Optic Interferometric System Being Developed for Seismic Monitoring

Fiber-optic sensors can be divided into several basic categories, wherein one of them
includes phase-modulated sensors. Phase-modulated sensors compare the phase of the
radiation source (light) in a measurement fiber to a reference fiber in a device called
an interferometer. In other words, the relative phase change between two light waves
is measured. Phase-modulated sensors are one of the most sensitive principles known,
with large dynamic range suitable for various applications.

The phase delay of light due to passing through the optical fiber section φ is given by
relation (1), where n0 is the refractive index of the fiber core, l represents the fiber length
and λ the wavelength of the radiation source used. A change in the fiber length l or the
refractive index of the core of the measuring fiber n0 causes a phase change that can be
described as follows (2).

φ = kn0l =
2πn0l

λ
(1)

φ + Δφ =
2π

λ
(n0l + n0Δl + lΔn0) (2)

The external conditions can affect the characteristics of light waves within the optical
fiber one of them being the phase delay. The optical fiber is sensitive to the mechanical
stress (the expansion or compression) acting in the fiber axis which is based on the theory
of elasticity. The mechanical stress results in the changes of the refractive indices of the
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fiber core and cladding, the fiber length and the fiber core diameter [33]. Interferometer
translates these mechanical changes into optical intensity changes measurable by regular
optical power detectors. The interferometric sensor output can be described by (3), where
C is the mean value of the optical intensity, A is the amplitude of the variation of the optical
intensity, and Δφ(t) is the phase difference between the interferometer arms.

I(t) = C + A cos(Δφ(t)) (3)

Since several known fiber-optic connections lead to wave interference, it was necessary
to choose the most suitable one for solving the issue of vibration measurement. Eventually,
the connection of the Michelson interferometer, which uses two short sections of fibers
terminated by a reflective element, such as a mirror, became the most suitable one. This type
of interferometer is not very sensitive to changes in the wavelength of the radiation
source, assuming a balanced fiber length of the interferometer arms, is compact because it
requires only short sections of optical fibers in the sensor, has as large dynamic range as
the Mach–Zehnder interferometer, and is fairly sensitive to low-frequency vibrations and
acoustic signals [33].

The basic connection of the fiber-optic Michelson interferometer (MI) is determined
by fiber optical symmetrical 2 × 2 coupler which has two input and two output ports.
An optical radiation source is connected at the input port and is supplemented by an
isolator, to suppress the back reflections. The short fiber sections at the outputs form
the measurement and reference arms of the interferometer. The fibers are terminated
with mirrors and the output signal is transmitted by the same coupling element to the
photodetector via the second input port, see Figure 1.

Figure 1. A basic connection of the Michelson interferometer.

To determine the value of Δφ(t), a demodulation technique is essential to perform the
measurements. The operational passivity of the so-called homodyne demodulation [34]
is advantageous in the sensor construction as it uses a 3 × 3 coupler instead of 2 × 2 and
therefore having phase-shifted signal outputs, which can be described by the following
Equations (4)–(6), where δi is 3 × 3 coupler phase asymmetry.

u1 = C1 + A1 cos
(

Δφ(t)− 2π

3
− δ1(t)

)
(4)

u2 = C2 + A2 cos(Δφ(t)) (5)

u3 = C3 + A3 cos
(

Δφ(t) +
2π

3
+ δ2(t)

)
(6)
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In the first step, the DC offset Ci and modulation amplitude Ai are equalized for all
channels, Ci is set to 0 and Ai is set to 1. Subsequently, following Formula (7) can be ap-
plied [35]. The demodulation can be performed digitally with harmonic arctangent function.

tan Δφ(t) =
√

3(u2 − u3)

u2 + u3 − 2u1
(7)

The unwrapped phase difference can be continuously measured in real time with
basically no limit to its measuring range. The accuracy and amplitude limit of phase
difference is given by the photodetector bandwidth and sampling rate. For the particular
application, single MHz photodetector and 100 kS/s sampling rate is well above the
expected measured vibration frequency and amplitude range. The entire connection of the
actual measuring system with the interferometer is shown in Figure 2.

Figure 2. Connection of the sensor system with the fiber-optic interferometer.

The radiation source is a narrow-spectrum laser diode operating at a wavelength
of 1550 nm with an output power of 3 mW. An optical three-port circulator separating
the forward and reverse directions is connected to the laser output. This circulator can
be located just behind the diode, behind the connecting optical cable, or be a part of
the sensor, but is typically located just behind the radiation source, thereby saving one
fiber in the cable connecting the optoelectronics and the sensor itself. The sensor then
consists only of a 3 × 3 coupling element with even ratio and a measuring and reference
fiber terminated with fiber mirrors, e.g., Newport F-FRM. Three output signals are fed to
InGaAs photodetectors, the electrical output of which is connected to a measuring card
(A/D converter). The ADC used is the 9222 module in the cDAQ-9181 chassis made by
National Instruments. The signals are further processed by software (passive demodulation,
filtering, spectral analysis).

The sensor design incorporates a waterproof aluminum box measuring 253 × 159 × 72 mm.
A three-meter single-mode fiber in primary protection was affixed to the bottom of the
box using epoxy resin (hard material with a high Young’s modulus of elasticity, for good
vibration transmission). Shorter fiber lengths provide lower sensitivity, while longer
lengths limit the lower cut-off frequency of the sensor due to the still present slow drift
of the sensors. The drift comes from several imperfections, such as finite polarization
extinction ratio of passive optical components and fibers, radiation source wavelength
stability but mainly due to the small temporal variation of temperature. The length of
three meters is the compromise value for both. A vertical vibration then uniformly applies
mechanical stress perpendicular to the fiber axis. A reference arm of the same length and
a fiber coupler were then loosely placed in the acoustic insulating foam to minimize the
transmission of vertical vibrations to the other arm [36]; in addition, this arm was made in
a higher degree of protection with a 3 mm jacket further reducing the amount of vibration
affecting the fiber length and core refractive index. Optical connectors for connecting
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the optical cable or fibers were built into the front panel. An example of the complete
connection of the Fiber-optic interferometric system is shown in Figure 3.

Figure 3. Example of connection of the fiber-optic interferometer and the sensor system.

3.3. Pneumatic System Being Developed for Seismic Monitoring

The device works as a converter of mechanical vibrations propagated by the sur-
rounding material to a change in the sound pressure, which is sensed by a pressure sensor.
The device consists of a flexible polyvinyl chloride (PVC) tube, which is in direct contact
with a pad through which the desired signal is propagated. The tube is sealed on both
sides, specifically with a microphone on one side and a seal on the other one. The surface
of the tube acts as a membrane that is dilated by seismic/mechanical waves, thus changing
the volume of the tube. A system sealed in this manner has, at a constant temperature,
a direct relationship between the volume and the pressure of the gas enclosed within the
tube, so this system works as a converter of physical quantities (Figure 4).

Figure 4. Diagram of the pneumatic system.

This system is resistant to ambient acoustic interference. According to the previous
experiment in which the signal inside and outside the tube was sensed, the measure-
ment showed that the attenuation of the signal measured with a wobble frequency of up to
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2.5 kHz was 20 to 40 dB [37]. Furthermore, it was found that despite the self-supporting
PVC pipes, there were changes in the measured signal due to sudden changes in the
ambient pressure, e.g., when opening the doors or windows. In the case of industrial use,
it would be necessary to bury this sensor, cover it with sand or place it in a box with a con-
stant pressure to prevent the influence of changes in the ambient pressure on the measured
signal. These error signals appear to be short-term extremes, but in the case of evaluating
seismic activity at critical points, they could be evaluated as a hazardous condition.

Previous experiments have also confirmed that this system measures more easily
mechanical vibration propagated through materials with acoustic impedance similar to the
tube material rather than through ambient air. In the case of using a material with similar
acoustic impedance, this results in minimal reflection of the passing wave and the highest
signal gain.

Due to its low construction costs, the measuring system is suitable for outdoor use or
for incorporation into the building structure. The sensitive part of the measuring system,
a soft tube with the advantage of a PVC material, is resistant to electromagnetic influences,
mechanical and chemical damage, so it can be used even in places where standard sensors
could be harmed or affected. An example of the complete connection of the pneumatic
system is shown in Figure 5.

Figure 5. Example of connection of the pneumatic system.

4. Experimental Setup

The experiment was conducted in the heavy laboratories of the Faculty of Civil En-
gineering, VSB-Technical University of Ostrava, on a massive, poured concrete floor in
the basement of the building. Two BRS32 seismic stations, two experimentally developed
interferometers for vibration measurement, five pneumatic sensors and one tri-axial ac-
celerometer were used throughout the experiment (not all results from all devices from
this comparative measurement are presented in this paper). For further processing, for the
purposes of this publication, data from only one BRS32 seismic station, one interferometric
sensor and one pneumatic sensor (marked in red) were used. The distance of the sensors
from the source of the calibrated stroke was 0.5 m (Figure 6a), or 1.0 m (Figure 6b), or 1.5 m
(Figure 6c). The diagram of the entire calibration experiment is shown in Figure 7.
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(a) (b) (c)

Figure 6. Comparative experiment (the alternative types of the sensors being developed presented
in this paper are marked in red): (a) a distance of 0.5 m from the calibrated stroke; (b) a distance of
1.0 m from the calibrated stroke; (c) a distance of 1.5 m from the calibrated stroke.

Figure 7. Diagram of the entire comparative experiment.

The source of the calibrated stroke consisted of a drop weight weighing 10 kg and
falling from a height of 0.7 m on a circular impact plate with a diameter of 0.3 m and a
weight of 5 kg. The induced impulse of force of the weight is 7.1 kN and the duration of
the impulse is 45 ms.

In each stage of the measurement, at a distance of 0.5 m to 1.5 m, 100 strokes were
performed. A time delay of at least 5 s was allowed between each stroke. After each stroke,
the recordings from the experimental sensors were stored and marked with the appropriate
time according to GPS for the purpose of unambiguous identification. The BRS32 seismic
station was started in a continuous recording mode, which is synchronized with GPS.

5. Results of Experiments

In the following section, the results from experimental measurements in the time
domain, which were obtained both from the BRS32 seismic station and from both sensory
devices being developed, will be presented and described in detail.

Figure 8 shows a time recording of the calibrated stroke at a distance of 1 m from the
BRS32 seismic station. The horizontal axis represents GPS time, while the vertical axis
represents amplitude of the oscillation velocity [mm.s−1]. A calibrated stroke was recorded
at time “T”. After a rapid and sharp increase to the maximum, there was very quick

141



Photonics 2021, 8, 147

attenuation. This is a typical manifestation of such an isolated dynamic phenomenon in the
time domain. In general, seismic station BRS32 records in three perpendicular directions
(vertical, horizontal radial and horizontal transversal). The comparative experiment was
simplified with dynamic impulse in vertical direction, in the near zone also we can expect
the main dynamic response in vertical direction, thus only the vertical component was
compared with experimentally developed devices.

Figure 8. Time recording of the calibrated stroke at a distance of 1 m from the BRS32 seismic station.

Figure 9 shows a time recording of one calibrated stroke at a distance of 1 m from
the interferometric sensor being developed. The horizontal axis represents time, while the
vertical axis represents phase response [Deg]. A calibrated stroke was recorded at time “T”.
After a rapid and sharp increase to the maximum, there was very quick attenuation and at
time T + 0.045 s a second impulse of a very similar nature was recorded, only with a lower
maximum. The first maximum is a manifestation of the impact of the drop weight on the
circular impact plate, the second maximum is a manifestation of the plate in contact with
the concrete base. The time difference between the two maxima corresponds exactly to the
impact time of the drop weight, which is 45 ms. This is a phenomenon that can be observed
when placing the place on a relatively very rigid layer (e.g., a concrete floor). If the plate is
placed on a less solid surface (e.g., soil) then the second maximum is significantly smaller.

Figure 9. Time recording of a calibrated stroke at a distance of 1 m from the interferometric sensor
being developed.

Figure 10 shows a time recording of one calibrated stroke at a distance of 1 m from
the pneumatic sensor being developed. The horizontal axis represents time, while the
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vertical axis represents pressure [Pa]. A calibrated stroke was recorded at time “T”. After a
rapid and sharp increase to the maximum, there was attenuation, but before the pulse was
completely attenuated, so, at time T + 0.045 s, a second impulse of a very similar nature
was recorded again, and again only with a lower maximum. The first maximum is, as with
the interferometric sensor, a manifestation of the impact of the falling weight on the circular
impact plate; only this manifestation was not so quickly attenuated, which is related to the
construction of the pneumatic sensor; and the second maximum is again a manifestation
of the plate in contact with the base. As with the previous recording, the time difference
is 45 ms.

Figure 10. Time recording of one calibrated stroke at a distance of 1 m from the pneumatic sensor
being developed.

Time recordings from all 300 strokes at distances of 0.5 m, 1.0 m and 1.5 m were
always of the same nature for the BRS32 seismic station as well as for both sensory devices
being developed, both in terms of the length of each phenomenon and in terms of the
size of the maxima. As the distance from the calibrated stroke increased, only the maxima
measured decreased.

6. Basic Recalculation of Measured Values between Fiber-optic Interferometric Sensor
and Pneumatic Sensor, Respectively and Seismic Station

To the finding of the mathematical relationship between the values of optical mea-
surement system and the oscillation velocity measurements, an analysis of the subsets
of the measured data for each distance and each dynamic stroke was first performed.
From each of the two corresponding partial recordings of the oscillation velocity and the
phase response for a certain distance and a certain stroke, we obtain a pair of values, which
correspond to the absolute maxima of these two recordings mentioned. Maxima are not
exactly at the same time. This does not allow neither an environment of experiment, nor
a completely different design of sensors working on other physical principles and with a
different sampling frequency. By merging the results of the primarily processed subsets,
we then receive a global set of results—maximum values obtained by optical measurement
(independent variable in the regression analysis) and corresponding maximum absolute
values of oscillation velocity (dependent variable in the regression function). Using the
least squares method, the regression function with the highest coefficient of determination
R2, was determined. In this case, a linear regression function was the best:

v = a + bx (8)
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v—amplitude of the oscillation velocity,
x—maximum phase response obtained from optical measurements,
a, b—constants.

In the case of the finding of the mathematical relationship between the results of pneu-
matic measurements and the measurement of oscillation velocity, an analogous approach
was applied to determine the optimal shape of the regression function with the highest
determination coefficient R2. The exponential regression curve is the best:

v = a × exp(bx) (9)

v—amplitude of the oscillation velocity,
x—maximum value of pneumatic measurements,
a, b—constants.

The results of both mathematical relationships for the optical interferometer and
the seismic station, and the pneumatic sensor and the seismic station are presented in
Figures 11 and 12, respectively. Both dependences show a very high correlation coefficient
R2. Table 3 then summarizes the main results from the entire experiment, i.e., the correlation
relations for both sensory devices being developed, the relevant correlation coefficients
and the deviations from the measured values of the amplitude of the oscillation velocity
obtained from the seismic station.

Figure 11. Mathematical relationship for the optical interferometer.

Figure 12. Mathematical relationship for the pneumatic sensor.
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Table 3. Summary results of data mathematical processing of the comparative measurement of the
optical interferometer system and the pneumatic system.

Seismic Station / Optical
Interferometer

Seismic Station /
Pneumatic Sensor

Correlation
equation y = 0.0009x − 0.3532 v = 0.2175 * EXP(1.2378x)

Correlation
coefficient R2 0.9907 0.9662

Average deviation from the measured
values of velocity amplitude (mm/s) 0.022 0.002

Max. deviation from the measured
values of velocity amplitude (mm/s) 0.203 0.301

7. Discussion

This paper describes the first basic laboratory experiment with the finding of the
mathematical relationship between the measured values of the alternative sensory devices
being developed working on a different physical principle than it is still common in the field
of vibration measurement. The comparative measurements were performed in simplified
conditions. In these conditions, all measuring instrumentation was placed as well as the
source of vibrations, which was placed on a homogeneous base at a relatively small mutual
distance. However, in conventional in situ measurements, the distances are significantly
greater, in the order of tens to hundreds of meters, and the environment in which the
vibrations propagate is always fairly heterogeneous. Likewise, a calibrated stroke is the
simplest form of a possible source of vibrations, where commonly monitored vibrations
have a much more complex character. Climate conditions will certainly be another, not
insignificant factor influencing the measurement results. In contrast, it is also possible to
perform the entire comparative process in a much more sophisticated manner, using a
vibrating table in a vacuum chamber, which will be the next step in the research. Similarly,
the next step of the research will include verification of the currently obtained correlation
equations outside the laboratory, in situ, on seismic phenomena caused by, for example,
transport, construction equipment or blasting work.

The team of author has already started this experimental verification of laboratory-obtained
correlation equations by means of pilot measurements of vibrations from tram transport.

One of the main benefits of alternative systems may be, among other things, the higher
explanatory power of measurement without human access to the monitored site, i.e., short-
ening the necessary downtime or unavailability time only for the period necessary for
instrumentation installation. The indisputable advantage of the alternative fiber-optic
solution is the possibility of control monitoring in areas with interfering electromagnetic
fields (increased safety), the possibility of measuring without access to the monitored site,
data acquisition to streamline the design of monitored structures, minimizing risks in
construction and operation. The users may also benefit from the access to the measurement
data evaluated in an almost online mode. The synergy of the aforementioned aspects may
increase the ability of the contractor to accurately and operatively respond to the direct
consequences of the work being carried out on the environment and the built-up area—it
will be possible to optimize blasting, the material used, to implement maximum procedures,
thus achieving greater efficiency, safety and reduction of the impact of construction on
the environment in contrast to the contractors offering their work in conjunction with the
currently used conventional measuring systems.

The degree of sensitivity of the sensors being developed was an interesting item
of verification resulting from this comparative measurement, which is demonstrated by
capturing even the secondary manifestation of the impact of the weight. Capturing the
reflection of the plate from stiffer subsoil by an interferometric, or pneumatic, sensory
device is enabled due to a significantly higher sampling frequency. The original sampling
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rate for interferometric signal was 100 kHz to make the demodulation with maximum
precision. The original pre-demodulation sampling rate is always much higher. After the
signal processing (demodulation) the phase response was down sampled to 1 kHz for the
comparison and display. Pneumatic sensor has sampling frequency 10.24 kHz. For the
BRS32 seismic station, the sampling frequency is 250 Hz, which is a commonly used sam-
pling frequency for monitoring and subsequent analysis of seismic loading in engineering
practice. The pneumatic and interferometric sensor being developed offers a higher fre-
quency range and, as a result, it is sampled at higher frequencies, which can enable a much
more detailed analysis of the seismic recording.

Regarding common engineering practice, the results are very interesting, because tech-
nical standards (e.g., [38]) state the limit values of effective velocity in tenths, while we
achieved the average deviation from the measured values of the amplitude of the oscil-
lation velocity of 0.022 and even 0.002 for the optical interferometer and the pneumatic
sensor respectively.

8. Conclusions

The primary benefit of this paper is to present new alternative sensor systems suitable
for seismic monitoring and the results of data mathematical processing. This experimental
comparative study took place in simplified conditions and a total of 300 seismic phenomena
were processed and evaluated in the time domain. All phenomena captured were of similar
nature in the time domain.

Correlation equations in a general form were created for both sensory devices being
developed, specifically v = a + bx for the fiber-optic sensor and v = a × exp(bx) for the
pneumatic sensor. Correlation coefficients R2 for both equations were high, 0.9907 for the
optic fiber sensor and 0.9662 for the pneumatic sensor. The average deviations from the
measured values of the amplitude of the oscillation velocity were very low, specifically
0.022 for the optic fiber sensor and 0.002 for the pneumatic sensor.

This initial basic laboratory comparative study showed that even with the use of a
completely different physical principle, it is possible to find a very cost-effective alternative
method for the purpose of measuring vibrations, but so far only in simplified conditions.
Results of this experimental measurement has shown that both the fiber-optic sensor and
the pneumatic sensor are able to replace a standard seismic device while using a given
solution and input boundary conditions.
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Abstract: Real-time measurement of plastic film thickness during production is extremely important
to guarantee planarity of the final film. Standard techniques are based on capacitive measurements,
in close contact with the film. These techniques require continuous calibration and temperature
compensation, while their contact can damage the film. Different optical contactless techniques are
described in literature, but none has found application to real production, due to the strong vibration
of the films. We propose a new structure of low-coherence fiber interferometer able to measure blown
film thickness during productions. The novel fiber-optic setup is a cross between an autocorrelator
and a white light interferometer, taking the advantages of both approaches.

Keywords: low-coherence interferometry; thickness measurement; optical coherence tomography;
plastics measurement

1. Introduction

Plastic films are used in countless applications, from normal bags, food containers,
packaging or other varied uses. The manufacturing technique is based on blown film
extrusion [1], realized through large cylindrical bubbles (1–2 m of diameter), see, for
example, the photo in Figure 1. At the top of the system, the bubble is cut to be then wound
on a roller. Through the dosers, it is possible to manage the composition of the plastic
film, while its thickness depends on the height of what is called the “freeze-line”: the point
where the plastic solidifies and the bubble stops expanding.

 

Figure 1. Photo of a bubble for plastic film extrusion. Bubble diameter is 1.5 m.
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To realize a flat film, without swelling, the thickness of the bubble must be extremely
uniform. In addition, there are numerous applications where a minimum thickness should
be guaranteed, that is why the temperature at the beginning of the bubble is controlled
accurately through a number of valves opening a jet of cold air. The thickness control
cannot work properly in open loop, so a real-time measurement performed during the
bubble growth is essential. Online gauging systems are used to provide automatic feedback
control on the valves. Considering the bubble extrusion, it is impossible to access the inner
film face during the extrusion, therefore, the thickness measurement must be obtained just
from one side. This requirement excludes some standard techniques, such as absorption
methods of light [2] or radiations [3], or simple distance measurements from both sides [4].
The classic technique from one side is based on capacitive gauging systems. The bubble
is scanned using a circular slide and the sensor must keep a deep contact with the film
to allow capacitive sensing [5]. This approach, even if extensively adopted, is limited by
some problems. First of all, it gives a relative measurement because of troubles in holding
calibration. To obtain the absolute thickness value, if the density is known, the gravimetric
control is the normal choice. Considering that the film is quite hot, the change of tempera-
ture after the touch of the film induces a transient which is very difficult to compensate.
Another problem arises with multilayers of film: if one layer has a dielectric constant quite
higher than the others, the capacitive sensor calibration is lost if the percentages of the
different layers vary. Finally, contact measurement often leaves a slight mark on the film
during its movement, and for some film applications, it could be unsightly.

Some non-contact techniques are proposed for film gauging from one side, such as
optical confocal methods or laser triangulation [2]. These techniques allow to have source
and detector on the same side of the plastic film, however, the low intensity with which the
beam focused on the second interface reaches the photodetector often does not allow to
distinguish the signal from the noise of the measurement system. Other optical methods
are based on low-coherence interferometry [6], a well-known technique used for Optical
Coherence Tomography (OCT) [7–11]. In this paper, we present a modified fiber-optic
low-coherence interferometer, able to work directly on a plastic bubble during extrusion,
thanks to high-speed scanning and high depth of measurement field.

2. Materials and Methods

A low-coherence interferometer is based on the interference of an optical source,
characterized by a limited coherence: the interference happens only when two beating
optical beams have a path difference lower that the coherence length Lc [6]. For light
sources with a Gaussian spectrum, the coherence length is equal to:

Lc =
2 ln(2)

π
·
(

λ2
0

Δλ

)
(1)

where Δλ is the spectral linewidth of the optical source and λ0 is its central wavelength.
In classical low-coherence interferometer, the reference arm is constituted by a movable
mirror to perform the spatial scanning: as the optical path difference varies, there will be
interference between the recombined beams and, consequently, the classical function of
periodic interference with sinusoidal trend. Since the source coherence is low, the fringes
have a periodicity λ/2 as in a normal interferometer, but they are modulated in amplitude
by the coherence function. For a source with Gaussian spectrum, also the coherence
function is Gaussian. Figure 2 shows the intensity measured at the receiver of the output
branch of a Michelson interferometer [2] when a source with coherence length Lc is used to
measure the thickness d of a plastic film, with refractive index n, and the reference mirror
is moved at speed v. The delay measurement between the pulses with Gaussian envelopes
is a measurement of the thickness d of the plastic films, obtained by Equation (2):

d =
ν

n
t, (2)
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where t is the time distance between the two pulses.

Figure 2. Photodetector interference figures in a Michelson interferometer with a low-coherence
source when measuring a plastic film.

As evident from Figure 2, the coherence length limits the spatial resolution of the
thickness measurement.

For measurement on real bubble for blown film, we decided to implement an all-fiber
configuration for the low-coherence interferometer. Figure 3 shows the scheme of the first
prototype realized for this particular application.

Figure 3. Scheme of the first prototype of low-coherence interferometer. SLED is superluminescent
diode; DAQ is Data Acquisition card; PST SM is Piezo Stretcher with Single Mode fiber; PC is
Personal Computer: (a) is measurement output; (b) is reference output; (c) is SLED input; (d) is
electrical output.

The low-coherence light source (EXS1320-2111, EXALOS) is a superluminescent diode
(SLED) with optical fiber output, at λ0 = 1315 nm, Δλ = 60 nm corresponding to about
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12 μm of coherence length. It is fed to an all-fiber Michelson interferometer (model INT-
MSI-1300, THORLABS). Its scheme is described in Figure 4.

 

Figure 4. Scheme of the commercial all-fiber Michelson interferometer. (a) is measurement output;
(b) is reference output; (c) is SLED input; (d) is electrical output.

The circulator couples the optical power incident at circulator ports, through the direc-
tional coupler (50/50), into the measurement (a) and reference branches (b). The reflections
of the two branches recombine in the coupler and are directed to the two photodiodes.
The interferometer makes the difference between the photodiodes signals, implementing a
balanced detection. Compared to the classic solution, this system with circulator exploits
doubles the power, in addition to considerably reducing the common mode components
and avoiding back-reflection to the source, very dangerous for a superluminescent diode.
The interferometer is also equipped with a wavelength division multiplexer (WDM) for an
input in the visible region (a red laser typically), to better see the measurement spot.

The reference branch is equipped with a fiber stretcher (PZ2 Fiber Stretchers, OP-
TIPHASE) to modulate the length of the optical path, in order to perform a spatial scan
along the axis of the measuring branch without having to physically move the mirror of the
reference branch. Other scanning methods are available, but they require the movement
of some optical and mechanical element, thus reducing the reliability and average life
of the device, especially in the case of continuous operation of the system. Other than
this, we experimentally found that the scanning frequencies should be higher than 150 Hz,
to minimize the errors induced by film vibrations on real bubbles. This scanning rate
is difficult to realize with a mechanical mirror. Fiber stretcher is driven by a triangular
wave generator and a subsequent high voltage amplifier. After traveling through the two
branches, the optical signal reflected returns to the inside of the interferometer where
the interference is acquired by a photodetector. The driving voltage of the fiber stretcher
must be carefully studied, to obtain a spatial scanning which allows the observation of the
interference fringes due to the two plastic film interfaces: air-plastic and plastic-air. It must
also be taken into account that any non-linearity in the scan translates into a non-linearity
of the measurement. The equivalent speed of the mirror of the reference branch, which
depends on the driving parameters of the fiber stretcher, determines the frequency of the
fringes and the bandwidth of the electrical signal output from the interferometer. In fact,
the following relationships hold true:

f f ringes =
2·vmirror

λ0
, (3)

Δ f = 2·vmirror
Δλ

λ2
0

, (4)

where f fringes is the frequency of the fringes of the signal leaving the interferometric block,
Δf is the width of its frequency spectrum, ·vmirror is the equivalent speed of the mirror on
the reference branch, λ0 is the central wavelength of the light source and Δλ is the width of
the emission spectrum.
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For the prototype made, the PZ2 model of Optiphase was chosen as fiber stretcher,
which includes both the piezoelectric cylinder and the fiber suitable for wavelengths
between 1200 nm and 1600 nm. It can be controlled with voltages between ±400 V with a
fiber extension factor of 3.8 μm for each applied volt. Considering then that the refractive
index of the optical fiber is equal to 1.45, there is an effective variation of the optical path
of about 5.5 μm for each applied volt. This value is not exact, because when the fiber is
stretched, the effective refractive index decreases correspondingly, that is why the system
will need a calibration, described in Section 3.1. From the electric point of view, it exhibits
a strong resonance at 18 kHz; for lower frequency, it can be modeled as a purely capacitive
100 nF load. It is necessary to operate at frequencies much lower than 18 kHz to avoid
oscillations due to resonance. It is also important to avoid abrupt transitions in the driving
voltage, so as not to stimulate spontaneous oscillations of the system.

Figure 5 shows the periodic modulating wave, digitally designed to have a linear
scan on both directions, but smoothed in order to reduce drastically its high-frequency
harmonics. The voltage is generated by the analog output of a microcontroller, with main
frequency of 180 Hz.

Figure 5. Modulating wave, digitally generated with smoothed edges to not exciting fiber stretcher
piezo resonances (18 kHz). LSB is the number of Less Significant Bit, read by the microcontroller to
generate the output wave.

The modulating wave is finally amplified at high voltage by a custom-made amplifier.
Figure 6 shows the driving wave applied to the fiber stretcher, attenuated by a 1/31 divider.

 

Figure 6. Detail of the waveform output from the amplifier and applied to the fiber stretcher, scaled by a factor of 1/31.
Amplitude scale: 5 V/division. Horizontal scale: 1 ms/division.
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Figure 7 shows its spectrum; the cancellation of harmonics above 2 kHz is evident.

 

Figure 7. Spectrum of the signal applied to the fiber stretcher. All disturbances above 2 kHz are canceled to avoid fiber
stretcher resonances. Amplitude scale: 20 dB/division. Horizontal scale: 250 Hz/division.

The output signal from the Michelson interferometer consists of interference fringes
with a Gaussian envelope. The frequency of these fringes, given by Equation (3), is equal
to about 2.4 MHz. To filter at this frequency, an active second order band-pass filter was
chosen, inspired by band-pass configuration of the Sallen–Key cell. Next, electronics is an
envelope detector and a final low-pass filter. The output signal is acquired by a DAQ-card
(model NI 6251) and processed by a PC via LabVIEW.

The last section of the instrument is the optical head, connected through a polarization
maintaining fiber, to minimize polarization variation while moving the head. Light is
collimated and focused on the plastic film, as shown in Figure 8.

Figure 8. Optical head: collimation optics and beam focusing.

The collimator is the F240APC-C model by Thorlabs, working at λ = 1310 nm, with a
focal length f 1 = 8 mm and a numerical aperture of 0.50. In this way, as indicated by the
collimator specifications, a collimated beam of about 1.4 mm in diameter is obtained. It
is focused by a biconvex lens with focal length f 2 = 25 mm, thus obtaining a transversal
resolution r equal to:

r =
4λ0

π

f
dbeam

=
4 × 1310 nm

π
· 25 mm
1.4 mm

∼= 30 μm, (5)

where dbeam is the diameter of the light beam after its collimation. As can be seen from
Figure 8, the transverse resolution, r, represents the width of the beam focused on the
measurand. The choice of these lenses made it possible to obtain a depth of focus Dfocus
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of about 1 mm. The depth of focus is the distance from the focus point, where average
intensity has decreased by a factor 2, and it is given by:

Df ocus =
πr2

2λ
. (6)

With the depth of focus of 1 mm, the instrument can provide acceptable signals
within ±2 mm of dynamics. This means that it is sufficient to keep the surface of the
bubble within these at 4 mm around the focus distance f 2 = 25 mm to obtain a correct
measurement. From a practical point of view, this means that the measuring system
requires a relatively slow bubble follower. The focal length chosen for the focusing lens
represents a good compromise between retroreflected power collected and depth of focus
obtained. Another factor to be considered is the sensitivity to the incident angle of the
light, that in theory should be perpendicular to the film surface. With a focal length of
25 mm and a collimated beam diameter of 1.4 mm, there are ±1.6 degrees of tolerance for
the alignment, to still achieve some reflected signal. The error in thickness measurement
for this kind of misalignment is absolutely negligible (it is a cosine error lower than 10−3):
the problem related to misalignment is only signal fading; if the sensor can see the signal,
the measurement value is correct. Finally, the distance between the collimating lens and
the focusing lens must be such that the overall length of the measuring branch equals that
of the reference branch, to obtain the maximum output signal when the fiber stretcher is in
the rest condition.

The last part of the first prototype consists in two polarization controllers, placed
in both measurement and reference arm, to change the light polarization in the fiber, to
avoid a different path for the two main polarizations in the fiber. If not well controlled,
the two paths of different polarizations generate 2 measurement peaks for every surface,
significantly worsening the resolution of the instrument. This control in laboratory condi-
tion is easily obtained manually, but it is not stable in the real environment, due to strong
temperature variations (plastic bubble is at high temperature, and ambient temperature
around the bubble can easily exceed 40 degrees).

The problem of light polarization for these kind of interferometers is well known. A
standard solution is given by a different scheme, the auto-correlator [12], shown in Figure 9.
This scheme measures the beating frequencies between the reflection of the two surfaces,
instead of the ones between a mirror and a single surface. It has the great advantage to not
require two measurement branches of the same length and it is insensitive to polarization
effect, thanks to the Faraday mirrors. The main drawback is the requirement of strong light
reflection from the target surface because internal mirror light reflection is much higher
than the surface reflection. This requirement forces to work only with a strong focusing of
the measurement beam on the target, and it makes it not possible to reach an instrument
depth of focus of 4 mm.

In order to keep the advantages of the low-coherence interferometer (Figure 3) adding
the absence of sensitivity to polarization, typical of auto-correlator, we propose a novel
scheme, shown in Figure 10. The main difference from the traditional one, Figure 3, is
the addition of a Faraday mirror on the reference branch, and a Faraday rotator on the
measurement branch, close to the optical head. Another difference is the use of a single
fiber stretcher, which proved sufficient for the application, considering 4 mm of depth of
focus.
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Figure 9. Scheme of an all-fiber autocorrelator for thickness measurement: the beating happens
between the reflections from the two film surfaces.

Figure 10. Final set-up of low-coherence interferometer, with Faraday mirror and rotator, to solve
polarization problems. SLED is superluminescent diode; DAQ is Data Acquisition card; PST SM is
Piezo Stretcher with Single Mode fiber; PC is Personal Computer. (a) is measurement output; (b) is
reference output; (c) is SLED input; (d) is electrical output (same labels of Figures 3 and 4).

Faraday rotator is an optical device that rotates the polarization of the light flowing
in it by exploiting the Faraday effect, the result of a ferromagnetic resonance [13]. This
resonance causes the decomposition of the waves into two rays with reverse circular
polarization which propagate at different speeds (circular birefringence). Due to the
difference in propagation speeds, at the end of the medium, the two rays recombine with a
sharp phase difference which results in a rotation of the angle of the polarization plane.
The light exiting Faraday rotator will be rotated 45◦ with respect to the input polarization.
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Subsequently, this light will reach the plastic film and will be reflected. Passing again
through the Faraday rotator, it will be rotated by another 45◦ so that the return light is
orthogonal to the outward one. In this way, the polarization changes along the fiber are
canceled during the return journey, because for every input polarization state, the sum of
the round trip remains a constant path. The same happens for the Faraday mirror, inserted
in the reference branch, able to compensate for the polarization problems, also due to the
birefringence induced by the fiber stretcher [14].

The final prototype shows a complete insensitivity to polarization problems, main-
taining the excellent performance of the first prototype. Figure 11 shows an example
of an acquired signal while measuring a transparent film, together with the triangular
modulating wave.

 

Figure 11. Acquired signal (light blue signal) while measuring a transparent film, together with the
smoothed triangular modulating wave (yellow signal). Amplitude scale: 50 V/division for triangular
wave; 1 V/division for acquired signal. Horizontal scale: 1 ms/division.

3. Results

The prototype instrument elaborates acquired signals for obtaining the more accu-
rate thickness measurement. Figure 12 shows an example of raw signal acquired while
measuring a transparent plastic film, with nominal thickness of 50 μm. In the figure, the
two couple of peaks are evident, corresponding to the ascendant and descendant phases of
the triangular modulation. Time distance between two peaks is proportional to the film
thickness.

With regards to the amplitude variability of every peak, we have to note that the
peak’s amplitude depends on the angular alignment of the sensor, on the parallelism of
the two surfaces, and also on the absolute distance (the relative position with respect to
the focus). For these reasons, in every measurement, we can see different amplitudes,
which are also relative between the peaks corresponding to the two surfaces. To pass from
time measurements to thickness measurement, an instrument calibration is required, as
described in the later paragraph.
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Figure 12. Raw signal acquired for a transparent film; nominal thickness 50 μm.

3.1. Calibration

The calibration of the instrument was carried out using a single interface target
(aluminum wall), moved by a micrometric slide. In this way, the instrument measures only
one peak. The calibration curve is reported in Figure 13: the final range is higher than
4 mm, linearity is guaranteed on all the range and the sensitivity in air is about 1.5 mm/ms.
When measuring plastic films, the refractive index n should be considered. For the types of
plastic normally employed (for example, polyethylene), it is around 1.5.

Figure 13. Calibration of low-coherence interferometer (in air). Dots represent measured data while
the line is the linear fitting curve. The measurement range of about 4 mm is centered at 25 mm from
the output lens (see Figure 8).

3.2. Average Algorithm

The algorithm for calculating film thickness requires an input signal as clean as
possible, without disturbances caused by bubble vibrations or by the presence of dyes.
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For this reason, 10 forward spatial scans are acquired before evaluating the thickness.
Subsequently, these scans are aligned since the first peak (recognized with a parabolic
regression technique), and then averaged to obtain a signal as independent as possible
from the vibrations. The same procedure is carried out with the return spatial scans.

In Figure 14a, we see the trend of 10 forward scans aligned based on the first peak.
Due to the vibrations, they will not all be perfectly alike; however, the distance between the
peaks, which indicates the thickness of the plastic film, will be kept constant. By averaging
the 10 scans, we can eliminate noise and disturbances, as we can see in Figure 14b.

(a) 

(b) 

Figure 14. (a) Ten subsequent acquisitions, aligned on the first peak. Amplitude scale: 100 mV/
division. Horizontal scale: 10 μm/division; (b) Average of the acquisitions from Figure 14a. Ampli-
tude scale: 100 mV/division. Horizontal scale: 10 μm/division.

Several algorithms have been tested for the best localization of the peaks: optimal
filters, correlation with Gaussian functions, center of gravity. It was noted that the best
accuracy and repeatability performances were obtained with a parabolic regression algo-
rithm, applied to 8 points around the maximum. This algorithm has the advantage of being
extremely simple and can be easily implemented even on a microcontroller: the analytical
solution of linear regression is applied to the derivative of the curve, and the zero of the
signal derivative corresponds to the maximum of the peak.

3.3. Measurement on A Real Plant

The instrument was initially mounted on a fixed location in front of the bubble. The
normal vibrations of the bubble do not exceed the 4 mm range of the instrument, so it
was possible to carry out a continuous measurement of the film thickness. A very first
version of the instrument, modulated at 20 Hz, did not exhibit a stable measurement,
while the actual prototype, at 180 Hz, show a series of measurements that move in the
measurement range, but once realigned on the first peak, they show a variation of a few
micrometers, practically negligible after the 10 averages. Figure 15 shows the two measures
during rise and fall of the triangular wave, for 80 μm transparent film. Horizontal scale is
already calibrated in micrometers. The measured peaks now are not perfectly symmetric,
because the vibration changes the peak position (the scanning speed is much higher than
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the vibration speed, but there is still an influence). By averaging 10 measurements, this
effect is strongly reduced, but there is still a contribution on the measurement accuracy:
the measured standard deviation is about 0.1 μm in laboratory conditions, while on real
bubble, it is between 1 μm and 2 μm, depending on the bubble vibration.

 
Figure 15. LabVIEW screenshot of the measurement acquired on a real bubble in a working plant, for
a transparent film with thickness 80 μm, during rise (top) and fall (bottom) of the triangular wave.
Amplitude scale: 50 mV/division. Horizontal scale: 25 μm/division. The two vertical lines indicate
the position of the peaks, localized by the parabolic regression algorithm.

After a series of positive results on real bubbles, the instrument was mounted on
the rotating structure of a commercial capacitive sensor. In this case, the measurement is
easier because the contact sensor dampens the natural vibrations of the bubble. In any case,
comparable measurement results were obtained by releasing the capacitive sensor (bubble
free to vibrate). The comparison of thickness measurement from capacitive and optical
sensors is reported in Figure 16: Figure 16a shows the measurement for a transparent film
with nominal thickness of 80 μm, as a function of the angle of the rotating stage; Figure 16b
shows the measurements acquired during a change of film thickness. The capacitive
sensor was automatically disconnected during the change. The small thermal drift of its
measurement while touching the film (at angle 180◦) is also evident.
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(a) (b) 

Figure 16. Measured thickness during rotation around the bubble. Comparison of capacitive and optical measurements:
(a) Constant thickness; (b) Measurement during a change of film thickness, from 80 μm to 60 μm.

4. Discussion

The proposed instrument for contactless thickness measurement is based on a modi-
fied low-coherence interferometer. It is realized in an all-fiber configuration, in order to take
advantage of the high modulation speed of piezo stretcher, mandatory for measuring on a
real bubble, vibrating at a frequency of a few hertz. In order to overcome the polarization
problems induced by the optical fiber, standard techniques for thickness measurement are
based on autocorrelation: the beating interference is given between the reflections of the
two surfaces of the film. This technique exhibits good results in laboratory conditions, but
it is not adequate to application in a real plant, because it requires strong focusing on the
film, in order to get enough back-reflection. In this way, the depth of focus is too limited to
include bubble vibrations. Our proposal is based on a standard low-coherence interferome-
ter, enriched by two faraday rotators, able to compensate for the fiber birefringence, even if
time-variant. To our knowledge, this configuration is original. The designed depth of focus
is about 4 mm, coherent with the scanning range. From a measurement campaign on a real
plant, the range proved to be adequate to compensate for bubbles’ vibrations, considering
the measurement frequency of 180 Hz.

With reference to performance, the instrument has a resolution lower than 1 μm,
limited by the coherence length of the source (about 12 μm) improved by the parabolic
regression on the peaks. The standard deviation, at a measurement rate of 180 Hz, in
laboratory condition is about 0.1 μm, while on real bubble, it is between 1 μm and 2 μm, de-
pending on the vibration conditions (function of the film thickness). Minimum measurable
thickness is about 20 μm. As expected from theory, we cannot see any measurement error
due to incident angle variation, with an angle tolerance of about ±1.6 degrees to still obtain
some reflected signal: the error is a cosine function of the angle and it is negligible for this
misalignment (lower than 10−3). The main problem of misalignment is signal fading: on
real bubble, the sensor should be carefully aligned to be perpendicular to the film surface,
by looking at the signal amplitude. Experiments have shown rapid distance variations due
to bubble vibrations, but small angular misalignment. On tens of measurement on real
plants, we have noticed no signal fading due to misalignment.

In conclusion, the proposed instrument is a possible substitute for capacitive sensors,
as these performances are adequate for the specific measuring application of plastic films.
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Abstract: This paper proposes the use of digital-grating moiré effect for measuring the focal lengths
and radius of curvatures of biconvex and biconcave spherical simple lenses and spherical mirrors.
Based on Fresnel diffraction, the equation for the electric field of propagated light passing through
the test samples was derived. Through digital image post processing, the recorded intensity on
an observation screen was superimposed on a digital grating to generate a moiré pattern. On
substituting the slant angle of the moiré pattern into the derived equation, the focal lengths and radius
of curvatures could be determined. The experimental results successfully demonstrated the feasibility
of the proposed method; the percent errors for focal length and radius of curvature measurement
were less than 0.5%. The measurement uncertainty was analyzed and the correctness of the derived
equation was confirmed through simulation. Because of the use of digital image post processing,
the proposed method has advantages such as a simple set up, easy operation, high stability, high
accuracy, and low cost. Thus, the method has considerable potential in relevant application.

Keywords: moiré effects; diffraction theory; lenses; mirrors; digital image processing

1. Introduction

Focal length and radius of curvature, the most important parameters of spherical
lenses and mirrors, have been widely used to design optical systems and commercial
electro-optical products. The measurement of focal length and radius of curvature is
necessary to ensure the quality and performance of lenses and mirrors. Methods such
as nodal slide and image magnification have been proposed for these measurements [1].
These methods have been successfully applied to measure the lenses with short focal
lengths or large numerical apertures. Modern methods mainly use the Talbot effect and
moiré technique to measure focal length [2–8]. In both these methods, two Ronchi gratings
are required. After the test light passes through the test lens and mirror, the magnified self-
image of the first grating is superimposed on the second grating to generate moiré fringes.
By rotating one grating with respect to the other, the slant angle of the moiré fringes can be
used to estimate to the curvature and focal length of the test samples. However, the rotation
of the grating can introduce mechanical vibrations. In addition, two gratings are required;
therefore, measurement using these two methods is complex and time-consuming. Digital
image post processing, a recent trend in relevant applications, has several advantages [9,10].
The technique proposed by Angelis et al. for the automated analysis of moiré fringes for
accurate measurement of the focal length of lenses is based on the fast Fourier transform
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(FFT) and least-squares fit methods [11]. Lee proposed a Talbot interferometry-based digital
image method for measuring the focal length of lenses without using moiré fringes. In this
method, only one grating is required and the original Fourier transform is used to access
the spectrum beyond the limitations of the usual fast Fourier transform [12]. However,
using the original Fourier transform can be time-consuming.

In this paper, a method based on digital-grating moiré effect is proposed for measuring
the focal lengths and radius of curvatures of spherical lenses and mirrors. The measurement
system consists of a test light source, a Ronchi grating, a digital camera, and a personal
computer. Based on Fresnel diffraction, the electric fields of the test light at various
positions and the intensity at an observation screen were derived using the kernel equation
for the method. After the test light passed through the grating and sample, the light
intensity was projected on the observation screen and captured by the digital camera.
This light intensity was superimposed on a digital grating to generate a moiré fringe.
Using the slant angle of the moiré fringe, the focal length and radius of curvature of the
test sample were determined. To demonstrate the feasibility of the proposed method,
the focal lengths of three convex mirrors and two concave lenses were measured. The
measurement percent errors for the focal lengths and radius of curvatures were less than
0.5%. Because the method applied digital image post processing, only a single digital
image was required to be captured during measurement. Therefore, this method is time
saving and free of mechanical vibrations. In addition, only one grating is required in
this method. Consequently, this method has merits such as a simple establishment, easy
operation, high stability, high accuracy, and low cost. Thus, it has considerable potential in
relevant applications.

2. Principles

Figure 1a,b schematically represent the measurements for the reflection spherical mir-
rors and transmission spherical lenses (bi-convex or bi-concave), respectively. To facilitate
understanding, an x–y–z coordinate system is introduced in the figures. A collimated
and expanded laser beam with a wavelength of λ passes through the Ronchi grating (G),
located at (x0, y0); the transmittance of the grating can be written as

t0(x0, y0) =
1
2
(1 + cos

2πx0

p1
), (1)

where p1 is the period of the grating in the x–direction. The electric field behind the grating
is denoted as U0 (x0, y0, 0) (at z = 0) and the intensity can be expressed as

I0 = |U0(x0, y0, 0)|2 =
1
4
(1 + 2 cos

2πx0

p1
+ cos2 2πx0

p1
), (2)

Figure 1. Schematic of the measurement setup for (a) reflection and (b) transmission samples. SF,
spatial light filter; G, Ronchi grating; TS, test sample; OS, observation screen; DC, digital camera.
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According to Fresnel diffraction, the electric field U1 (x1, y1, d1) of the test light
reaching the test sample (TS) after propagating a distance of d1 can be expressed as

U1(x1, y1, d1) =
ejkd1

jλd1

∫ ∫ ∞

−∞
t0(x0, y0)e

j k
2d1

[(x1−x0)
2+(y1−y0)

2]dx0dy0. (3)

Meanwhile, the transmittance of the test sample, t1 (x1, y1), can be expressed as [13]

t1(x1, y1) = e−j k
2 f (x2

1+y2
1), (4)

where k = 2πn/λ is the propagation number, n is the refractive index of the environmental
medium, and f is the focal length of the test sample. For converging lenses or concave
mirrors, the focal length has a positive sign. By contrast, for diverging lenses or convex
mirrors, the focal length has a negative sign.

As shown in Figure 1a,b, respectively, the reflected and transmitted electric field U′
1

can be written as

U′
1(x1, y1, d1) =

ejkd1

jλd1

∫ ∫ ∞

−∞
t0(x0, y0)e

j k
2d1

[(x1−x0)
2+(y1−y0)

2]e−j k
2 f (x2

1+y2
1)dx0dy0. (5)

Again, the test light travels an additional distance of propagation d2 and reaches
the observation screen (OS), as shown in Figure 1a,b, respectively. According to Fresnel
diffraction, the electric field of the test light on the observation screen can be written as

U2(x2, y2, d2) =
ejkd2

jλd2

∫ ∫ ∞

−∞
U′

1(x1, y1, d1)e
j k

2d2
[(x2−x1)

2+(y2−y1)
2]dx1dy1. (6)

With extensive substitution, Equation (6) can be expressed as [13]

U2(x2, y2, d2) =
1
2

⎧⎨⎩1 + cos

⎡⎣2π
x2

p1

(
1 − d2

f

)
⎤⎦× exp

[
−j

πλd1

p2
1

( 1
d1

− 1
f +

1
d2

1
d2

− 1
f

)]⎫⎬⎭. (7)

Accordingly, the intensity on the observation screen, recorded using a digital camera
(DC), can be expressed as follows:

I(x2, y2, d2) = |U2(x2, y2, d2)|2 =
1
4

⎧⎨⎩1 + 2 cos
2πx2

p1(1 − d2
f )

cos
πλd1

p1
2 (

1
d1

− 1
f +

1
d2

1
d2

− 1
f

) + cos2 2πx2

p1(1 − d2
f )

⎫⎬⎭. (8)

The captured intensity with a period of mp1 and a grating vector K1 = (2π/mp1)î
is superimposed on a digital grating with a period of p2 and a grating vector
K2 = (2π cosθ/p2)î−(2π sinθ/p2) ĵ, as shown in Figure 2. The value of p2 is determined by
the captured pattern described in Equation (8) and is set as p2 ∼= mp1. Therefore, a moiré
pattern with a slant angle α can be obtained. The slant angle α is defined as the angle
between the grating vector K3 of moiré pattern and the y-axis which can be written as [14]

α = tan−1
(

p2 − mp1cosθ

mp1 sin θ

)
= tan−1

⎛⎝ p2 −
∣∣∣1 − d2

f

∣∣∣p1 cos θ∣∣∣1 − d2
f

∣∣∣p1 sin θ

⎞⎠ = tan−1
(

1 − M cos θ

M sin θ

)
, (9)

where m = |1 − d2/f | is the imaging magnification for grating G, θ is the angle between the
practical and digital gratings, and M is the period ratio of the two period patterns (captured
intensity and digital grating) which equals mp1/p2. Therefore, the observation plane is in
the grid image given by the test sample under study. It results from the setup of Figure 1
and the magnification formula m = |1 − d2/f |.
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Figure 2. Schematic illustration for the generation of moiré pattern and related orientations.

Accordingly, the focal length of the test samples can be expressed as

f =
p1(tan α sin θ + cos θ)d2

p1(tan α sin θ + cos θ)− p2
, (10)

and the radius of curvature of the test samples can be written as

R = −2 f = − 2p1(tan α sin θ + cos θ)d2

p1(tan α sin θ + cos θ)− p2
, (for spherical mirrors) (11)

and

R1 = −R2 = 2(nl − 1) f =
2(nl − 1)p1(tan α sin θ + cos θ)d2

p1(tan α sin θ + cos θ)− p2
, (for spherical lenses)

(12)
where R1 and R2 are the radius of curvature of the bi-convex or bi-concave lens’s first
and second surfaces, and nl is the refractive index of the lens. Thus, the focal length and
radius of curvature of the test samples can be determined using the following experimental
parameters: the periods of the practical and digital gratings, p1 and p2, respectively; the
relative angle between these gratings, θ; the slant angle of the moiré pattern, α; the distance,
d2; and the refractive index of the lens, nl.

3. Experimental Results and Discussion

To demonstrate the feasibility of the proposed method, three convex mirrors (Edmund
Optics) labeled TS1, TS2, and TS3, with focal lengths of −7.751, −25.80, −52.08 mm,
respectively, and radius of curvatures of −15.50, −51.60, and −104.2 mm, respectively, and
two BK7 concave lenses (Edmund Optics) (nl = 1.5151 @ λ = 0.6328 μm) labeled TS4 and
TS5, with focal lengths −50.00 and −200.0 mm, respectively, and radius of curvatures of
−51.51 and −206.0 mm, respectively, were measured. The photos of experiment setup
are shown in Figure 3a,b. A Ronchi grating of laser direct writing photomask (MLA150,
HEIDELBERG INSTRUMENTS) with a period of 0.2822 mm was used. A 0.6328 μm
helium–neon laser was used as the test light source and a digital camera (Canon EOS
650D) was used to capture the intensity of the test light field. The vertical pixel array of
the camera was aligned to the pattern of light field along y-direction. For convenience,
the distances d1 and d2 were both set at 251.7 mm. The captured intensities of TS1–5
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(on the observation screen) are illustrated in Figure 4a–e, respectively. The gray-level
transformed pictures are illustrated in Figure 4f–j, respectively. The corresponding digital
gratings with periods of 9.480, 3.072, 1.659, 1.720, and 0.6410 mm which were set similar
to that of the gray-level transformed patterns are shown in Figure 4k–o. The angle θ
between the practical and digital grating was set as 30◦. Accordingly, the superimposed
moiré patterns were obtained as illustrated in Figure 4p–t, respectively. With these moiré
patterns, the obtained slant angles, α, of TS1–5 were 15.46◦, 15.35◦, 15.79◦, 15.83◦, and
15.50◦, respectively. After substituting the relevant parameters into Equations (10)–(12),
as listed in Table 1, the focal lengths of TS1–5 were −7.757, −25.67, −52.05, −49.85, and
−199.6 mm, respectively, and the radius of curvatures were −15.51, −51.34, −104.1, −51.36,
and −205.6 mm, respectively. Compared with commercial reference values, the results
exhibited a high accuracy of measurement of the focal lengths and radius of curvatures,
and the percent errors were less than 0.5%.

Figure 3. Experiment setup for measuring (a) reflection and (b) transmission samples. SF, spatial light filter; G, Ronchi
grating; TS, test sample; OS, observation screen.

Figure 4. Cont.
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Figure 4. Captured intensities on the screen for test samples (TSs): (a) TS1, (b) TS2, (c) TS3, (d) TS4, and (e) TS5. Gray-level
transformed images of the captured intensity for the TSs: (f) TS1, (g) TS2, (h) TS3, (i) TS4, and (j) TS5. Digital gratings with
a slant angle of 30◦ for TSs: (k) TS1, (l) TS2, (m) TS3, (n) TS4, and (o) TS5. Moiré patterns obtained with digital image post
processing of the TSs: (p) TS1, (q) TS2, (r) TS3, (s) TS4, and (t) TS5.

Table 1. Relevant parameters, experimental results, and percent errors for focal length and radius of curvature measurement.

Test Samples Angle θ (◦) Slant Angle α (◦)

Experimental Value of
Focal Length (mm)

Reference Value of
Focal Length (mm)

Percent Error (%)

Experimental Value of
Radius of Curvature

(mm)

Reference Value of
Radius of

Curvature (mm)
Percent Error (%)

TS1 30.00 15.46
−7.757 −7.751 0.0774

−15.51 −15.50 0.0645

TS2 30.00 15.35
−25.67 −25.80 0.5039

−51.34 −51.60 0.5039

TS3 30.00 15.79
−52.05 −52.08 0.0576

−104.1 −104.2 0.0960

TS4 30.00 15.83
−49.85 −50.00 0.3000

−51.36 (R1) −51.51 (R1) 0.2912

TS5 30.00 15.50
−199.6 −200.0 0.2000

−205.6 (R1) −206.0 (R1) 0.1942

3.1. Determination of the Slant Angle for the Digital Gratings

The relationships between the slant angle α of the moiré pattern and the angle θ
between the practical and digital gratings were simulated according to Equation (9). These
relationships are associated with the value of M (the adapted period ratio for two period
patterns), as shown in Figure 5. When M = 1, the relationship between α and θ is linear.
In practice, the period of the digital grating typically is slightly different from that of the
captured pattern. Bending curves are generated, which gradually deviate from the linear
(M = 1) according to the deviation of the value of M from 1. When M < 1, the curves
lie above the linear line. By contrast, when M > 1, the curves lie below the linear line.
The values of M for TS1–TS5 were 0.9964, 0.9881, 0.9922, 0.9900, and 0.9943, respectively
(Figure 5). The value of the slant angle α varies significantly with small variations in the
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angle θ when θ < 2.5◦. By contrast, α has a gentle slope when θ > 10◦. In addition, a large
value of α, approaching 90◦ (with a small angle θ), should be avoided to avert an extreme
value of the tangent function of α in Equations (10)–(12). Therefore, the ideal angle θ was
set as 30◦, as illustrated in Figure 5 and Table 1.

Figure 5. The relationships between the slant angle α of moiré pattern and the angle θ between
practical and digital gratings.

3.2. Analysis of Measurement Uncertainty

With Equation (10), the measurement uncertainty of the focal length can be expressed
as

Δ f =

√(
∂ f
∂p1

Δp1

)2
+

(
∂ f
∂p2

Δp2

)2
+

(
∂ f
∂d2

Δd2

)2
+

(
∂ f
∂α

Δα

)2
+

(
∂ f
∂θ

Δθ

)2
, (13)

with
∂ f
∂p1

=
−p2d2(tan α sin θ + cos θ)

[p1(tan α sin θ + cos θ)− p2]
2 , (14)

∂ f
∂p2

=
p1d2(tan α sin θ + cos θ)

[p1(tan α sin θ + cos θ)− p2]
2 , (15)

∂ f
∂d2

=
p1(tan α sin θ + cos θ)

p1(tan α sin θ + cos θ)− p2
, (16)

∂ f
∂α

=
−p1 p2d2 sec2 α sin θ

[p1(tan α sin θ + cos θ)− p2]
2 , (17)

∂ f
∂θ

=
−p1 p2d2(tan α cos θ − sin θ)

[p1(tan α sin θ + cos θ)− p2]
2 , (18)

where Δp1, Δp2, Δd2, Δα, andΔθ are errors of the periods of the practical and digital gratings,
the distance d2, the slant angle of the moiré pattern, and the relative angle between these
gratings, respectively. The value of Δp1 equals to 0.005 mm which corresponds to the
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fabrication line width of photomask (MLA150, HEIDELBERG INSTRUMENTS). With the
assistance of a laser rangefinder (GCL 25, Bosch), the distance from the grating to the vertex
of test samples was measured which was used to determine the value of d2 and therefore
Δd2 equals to 0.3 mm. For spherical mirrors, d2 equals the measured value. For spherical
lenses, d2 equals the distance from the grating to the lens principal point. Therefore, the
distance from the vertex to the principal point which can be estimated as one-third the lens
center thickness must be added into the measured value. Because the period p2, the angles
α and θ were measured on digital images, the measurement values and deviations are
related to the number of pixels, and the physical scale corresponding to one pixel. Shown in
Figure 6 is a digital image of captured pattern with 15 megapixel (5184 pixel × 2912 pixel)
in which an area with 1200 pixel × 1200 pixel and a scale bar of 50 mm with 1761 pixels
are marked. Therefore, the value of Δp2 equals to 0.028 mm. Figure 7a,b illustrate how to
estimate an angle Θ and an angle deviation ΔΘ on a digital image with K × J pixels. The
angle Θ can be expressed as

Θ = tan−1
[

K(pixels)
J(pixels)

]
, (19)

and the angle deviation ΔΘ can be written as

ΔΘ = tan−1

[
1(pixel)√

K2 + J2(pixels)

]
. (20)

Figure 6. A digital image (5184 pixel × 2912 pixel) of captured pattern marked with scale bar and
number of pixels.
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Figure 7. Schematic of the evaluation of (a) angle and (b) angle deviation on a digital image.

Therefore, with Equation (20), considering the digital image with 1200 × 1200 pixels
(K = J = 1200) in Figure 6, the angle deviations of Δα and Δθ equal to 0.03◦. According
to Equation (13), the measurement uncertainty Δf of the focal length for TS1–5 can be
evaluated with values of 0.2, 0.8, 2.0, 1.9, 18.3 mm, respectively. The values of relevant
terms, parameters, and measurement uncertainty Δf are summarized in Table 2. In order to
clarify the large measurement uncertainty of TS5, from Equations (14)–(18), we can find that
when p1 and p2 have close values, the term of [p1(tanαsinθ + cosθ) − p2]2 in the denominator
will magnify introduced errors of Δp1, Δp2, Δα, and Δθ (due to tanαsinθ + cosθ ∼= 1, when
α ∼= 15◦ and θ = 30◦). By contrast, in the cases of TS1 and TS2, p2 has a value much larger
than p1 (>>1), therefore the measurement uncertainty can reach sub-millimeter.

Table 2. Values for relevant terms and parameters for the measurement uncertainty of focal length.

Test
Samples

∣∣∣ ∂f
∂p1

∣∣∣ p1Δp1 (mm)
∣∣∣ ∂f

∂p2

∣∣∣ p2Δp2 (mm)
∣∣∣ ∂f

∂d2

∣∣∣ d2Δd2 (mm)
∣∣∣ ∂f

∂α

∣∣∣ αΔα (◦)
∣∣∣ ∂f

∂θ

∣∣∣ Δθ (◦) Δf (mm)

TS1 0.1417 0.282
0.005 0.0236 9.480

0.028 0.0092 251.7
0.3 0.1414 15.46

0.03 0.0684 0.03 0.2

TS2 0.4987 0.282
0.005 0.2565 3.072

0.028 0.0305 251.7
0.3 0.4978 15.35

0.03 0.2428 0.03 0.8

TS3 1.1130 0.282
0.005 1.0602 1.659

0.028 0.0620 251.7
0.3 1.1111 15.79

0.03 0.5249 0.03 2.0

TS4 1.0585 0.282
0.005 0.9725 1.720

0.028 0.0594 251.7
0.3 1.0567 15.83

0.03 0.4978 0.03 1.9

TS5 6.3423 0.282
0.005 15.6363 0.641

0.028 0.2379 251.7
0.3 6.3309 15.50

0.03 3.0550 0.03 18.3

Furthermore, with Equation (9) and condition of M ≈ 1, Equations (14)–(18) can be
rewritten as

∂ f
∂p1

=
−(p2/M)d2

[(p1/M)− p2]
2 ≈ −p2d2

(p1 − p2)
2 =

f
p1

· S1, (21)

∂ f
∂p2

=
(p1/M)d2

[(p1/M)− p2]
2 ≈ p1d2

(p1 − p2)
2 =

f
p1

· S2, (22)

∂ f
∂d2

=
p1/M

(p1/M)− p2
≈ p1

p1 − p2
= S3, (23)

∂ f
∂α

=
−p1 p2d2 sec2 α sin θ

[(p1/M)− p2]
2 ≈ −p1 p2d2 sec2 α sin θ

(p1 − p2)
2 = f (sec2 α · sin θ) · S1, (24)

∂ f
∂θ

=
−p1 p2d2(tan α cos θ − sin θ)

[(p1/M)− p2]
2 ≈ −p1 p2d2(tan α cos θ − sin θ)

(p1 − p2)
2 = − f (tan α cos θ − sin θ) · S2, (25)
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with

S1 =
−dr|1 − dr|

[1 − |1 − dr|]2
, (26)

S2 =
dr

[1 − |1 − dr|]2
, (27)

and
S3 =

1
1 − |1 − dr| , (28)

where dr is defined as relative distance which equals d2/f. In Equations (21)–(25) (with
sec2 α sin θ < 1 and (tan α cos θ − sin θ) < 1) it is obvious that smaller absolute values of S1,
S2, and S3 ensure relatively small introduced errors which are directly related to the relative
distance in Equations (26)–(28). Therefore, the relationships between S1, S2, and S3 to the
relative distance dr are plotted in Figure 8a–c. The simulation results reveal that a smaller
measurement uncertainty can be achieved with increasing the distance of d2 for cases of
f > 0 and f < 0. In the case of f > 0, a smaller measurement uncertainty can also be obtained
when d2 is near the focal length; meanwhile, the distance of d2 = 2f must be avoided. In
addition, from Equations (21) and (22), properly increasing the period p1 of the grating
can also reduce the measurement uncertainty. Because a small measurement uncertainty
ultimately relies on a high-precision control of experimental conditions. Considering errors
of Δp1 = 0.001 mm, Δp2 = 0.01 mm, Δd2 = 0.01 mm, Δα = Δθ = 0.01◦ under accurate controls,
theoretical evaluations for the measurement uncertainty of focal length under different
focal lengths, relative distances, and periods of grating are summarized in Table A1, in
Appendix A. Accordingly, this method could be applied to regular commercial spherical
lenses and mirrors (−200 mm< f < +200 mm) with Δf < 1.6 mm within a measurement
distance of 2 m. Considering the limited length of optical benches, there must be a trade-off
between measurement resolution and measurement distance. In addition, distortion of the
grid image may occur on the observation screen during measurement which is a function
of the off-axis image distance. Therefore, it is necessary to capture the image of the paraxial
area to avoid introducing additional errors on the moiré fringes.

Figure 8. Cont.
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Figure 8. Relationships of (a) S1 versus relative distance dr, (b) S2 versus relative distance dr, and
(c) S3 versus relative distance dr.

3.3. Simulation of Light Field Distributions

The intensity behind the grating (with a period p1 = 0.2822 mm) and its intensity profile
were simulated according to Equation (2), as shown in Figure 9. The intensities on the ob-
servation screen, and their intensity profiles, the corresponding digital grating with θ = 30◦,
and their moiré pattern for TS1–5 were simulated (p1 = 0.2822 mm, d1 = d2 = 251.7 mm,
and θ = 30◦) according to Equation (8), as shown in Figure 10. The simulation results
corresponded suitably with the experimental results shown in Figure 4, thus confirming
the correctness of the derived equations.
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Figure 9. Simulated (a) intensities behind the grating (with a period of p1 = 0.2822 mm) and (b) the intensity profile.

Figure 10. Cont.
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Figure 10. Simulated (a) intensities on the observation screen and (b) intensity profiles, (c) corresponding digital gratings,
and (d) the moiré patterns for samples: TS1–TS5.

Compared to Equation (2), Equation (8) contains a cosine modulation term, which
varies the intensity distribution on the observation screen. Therefore, the principal maxi-
mum of the intensity profile decreased and a subsidiary maximum occurred (Figure 10).
The energy splitting reduced the intensity contrast. The period of the principal maximum
of the intensity profile on the observation screen was p1 (1 − d2/f). When the Gaussian
law was followed, (i.e., 1/f = 1/d1 + 1/d2), Equation (8) degenerated to Equation (2) with
an imaging magnification of m = |1 − d2/f |. Because of advancements in the technology
used in personal computers, the field intensity distribution of light propagation can be
visualized. Considering a special case of d1 = zT + 2f and d2 = 2f, where zT = 2p1

2/λ is the
Talbot distance, Equation (8) degenerates to Equation (2) with an imaging magnification
of m = 1, and the simulation of the intensity carpet (d2 versus x2) is shown in Figure 11a
(with λ = 0.6328 μm, p1 = 0.2822 mm, f = 100 mm). As shown in Figure 11b, at a distance
d2 = 2f = 200 mm, the intensity profile is exactly equal to that in Figure 9b, which is the
self-image of grating G at zT = 251.7 mm with m = 1. In the case of TS5, a sub-moiré pattern
was observed (Figure 10 TS5: (d)) because of the subsidiary maximum of the intensity pro-
file. The sub-moiré pattern was parallel to the principal moiré pattern, which did not affect
the determination of the slant angle α of the moiré pattern. Because of the introduction of
digital-grating, measurements taken using this method require only one practical grating
and a single photograph with digital image post-processing. The proposed method could
be applied to regular commercial spherical mirrors and lenses (bi-convex or bi-concave).

175



Photonics 2021, 8, 252

Figure 11. Simulated (a) intensity carpet (with λ = 0.6328 μm, p1 = 0.2822 mm, f = 100 mm) and (b) the intensity profiles at
d2 = 200 mm.

4. Conclusions

By applying digital image post-processing, digital-grating moiré effect was success-
fully used to measure the focal length and curvature with percent errors lower than 0.5%.
The measurement uncertainty and conditions were analyzed and discussed. The field
intensity distribution was derived and visualized using simulations, leading to simplified
measurements. The proposed method has the advantages of a simple set up, easy operation,
high stability, high accuracy, and low cost, and it can be applied to various spherical simple
lenses and mirrors.
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Appendix A

Table A1. Theoretical evaluation values (orthogonal arrays) for the measurement uncertainty of
focal length (unit: mm) under different focal lengths, relative distances, and periods of grating (with
Δp1 = 0.001 mm, Δp2 = 0.01 mm, Δd2 = 0.01 mm, Δα = Δθ = 0.01◦).

dr = d2/f

2.5 5 10 20 30 40

f p1

0.282
p1

1.00
p1

0.282
p1

1.00
p1

0.282
p1

1.00
p1

0.282
p1

1.00
p1

0.282
p1

1.00
p1

0.282
p1

1.00

10 3.7 1.3 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

−10 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

25 9.2 3.2 0.6 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.2 0.1

−25 0.4 0.2 0.3 0.2 0.2 0.2 0.2 0.1 0.2 0.1 0.2 0.1

50 18.4 6.5 1.2 0.7 0.5 0.4 0.4 0.3 0.4 0.3 0.4 0.3

−50 0.8 0.4 0.5 0.3 0.4 0.3 0.3 0.3 0.3 0.3 0.3 0.3

100 36.7 12.9 2.4 1.3 1.1 0.8 0.8 0.6 0.7 0.6 0.7 0.6

−100 1.7 0.9 1.0 0.7 0.8 0.6 0.7 0.6 0.7 0.6 0.7 0.6

150 55.1 19.4 3.6 2.0 1.6 1.2 1.2 1.0 1.1 0.9 1.1 0.9

−150 2.5 1.3 1.6 1.0 1.2 0.9 1.0 0.9 1.0 0.8 1.0 0.8

200 73.5 25.8 4.9 2.7 2.1 1.6 1.6 1.3 1.5 1.2 1.4 1.2

−200 3.4 1.7 2.1 1.4 1.6 1.2 1.4 1.1 1.3 1.1 1.3 1.1
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Abstract: The traditional microscopic speckle interferometer has limited applications in engineering
due to its small field of view. In this paper, we propose a large-field microscopic speckle interferometer
which embeds two doublet lens groups in the improved Mach–Zehnder optical path structure to
expand its field of view. At the same time, the new system can reduce the coherent noise of
reflected light in the optical path. We use this new system to measure the dynamic displacement
process of the entire surface of the microchips. The experimental results show that our improved
measurement system can achieve large-field, real-time and high-precision dynamic measurement of
micro-electromechanical systems (MEMS).

Keywords: large-field; speckle interferometer; MEMS; displacement measurement

1. Introduction

Microscopic interferometry is a combination of an electronic speckle pattern interfer-
ometry (ESPI) system and a microscopic optical path. It has the advantages of non-contact,
full-field and high precision, and is widely used in dynamic and static measurement of
micro devices [1–5]. ESPI has been developed for many years and is very popular in the
field of non-contact measurement. By analyzing the interferograms, we can obtain the
phase information of the measured object, and then the static morphology or dynamic
deformation can be measured. Researchers have designed a variety of optical measurement
configurations and phase processing algorithms for different measurement targets. In
1971, Butters, J.N. and Lecndcrtz, J.A. used a camera instead of a holographic dry plate
to record the interference phenomenon of speckles. This series of speckle images can be
electronically processed to compare the speckle images before and after deformation [6].
Jones, R. comprehensively analyzed the conditions for obtaining the best performance of
the ESPI, such as camera characteristic, laser power, interferometer type and operation
mode, which provide a general theoretical basis for the system design and optimization
of various interferometers [7]. In reference [8], a detailed analysis of the vibration fringes
obtained by phase stepping on a time-averaged electronic speckle pattern interferometer
was presented. Moore, A.J. presented two phase-stepping algorithms that can calculate
phase from ESPI fringes: the subtraction method and the addition method. Corresponding
interference experiments were carried out, combining a piezoelectric transducer (PZT) and
pulse laser, and the function of the algorithms was demonstrated through the collected
interferograms [9]. One-shot phase-shifting optical and speckle interferometry with modu-
lation of polarization was described in reference [10]. The system has the ability to record
multiple phase-shifting optical or speckle patterns at the same time, so it can afford to
measure rapid changes generated from rapid varying phenomena. However, this method
reduced the spatial resolution while increasing the time resolution. Reference [11] reported
a simple, compact ESPI incorporating a holographic optical system for the study of out-
of-plane vibration. The subtraction method was used to generate the fringe pattern. The
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background speckle noise was eliminated by introducing a phase shift between consecutive
images, and finally the amplitude and phase image were obtained through path difference
modulation. D. Malacara summarized and described common phase-detection algorithms
in interferometry, such as the least square method, quadrature phase method and discrete
low-pass filtering, etc. [12]. These theories are very helpful for us to obtain the phase under
a variety of different measurement conditions.

With the rapid development and wider application of MEMS, there are more and
more studies on the measurement of micro devices. The measurement of micro devices can
be achieved by introducing the microscopic optical path into the interferometry system.
Reference [13] described an optoelectronic holography microscope (OEHM) for measuring
static and dynamic modes of MEMS accelerometers with submicron accuracy. After
obtaining the intensity patterns obtained by the phase-stepping algorithm, the phase value
was obtained by the phase-shifting algorithm. Preliminary results indicate that the MEMS
accelerometer considered in this study deforms by 1.48 μm. Kumar, U.P. presented a
two-wavelength micro-interferometric setup for 3-D surface profile characterization of
smooth and rough micro-specimens. The method removed ambiguity associated with
the single-wavelength data and also extended the phase measurement range compared
to the conventional single-wavelength interferometry. A seven-phase step algorithm was
used for quantitative fringe analysis. The experimental results on rough silicon membrane
and smooth sample were presented [14]. Reference [15] proposed a multiple-wavelength
microscopic holographic configuration. This system used sequentially recorded phase-
shifted frames at three different wavelengths to evaluate the relatively large deformation
fields at the effective wavelengths. The phase distribution before and after loading the
object was obtained by using the eight-phase step algorithm. The design of the system
along with the experimental results on small-scale rough specimens under static load
was presented.

In addition to the above several configurations, according to the optical path structure
and the position of the microscope, the commonly used microscopic interferometry systems
can be divided into three types: Michelson type [16–19], Mirau type [20–24] and Linnik
type [25–33]. For example, Wiersma, J.T. used the Michelson microscopic system and
synchronous phase sensor to realize high precision and repeatable measurement of common
vibration [19]; Schmit, J. proposed an improved Mirau interferometer, which can generate
orthogonally polarized output beams, and can obtain better fringe contrast by introducing
achromatic phase shift [21]; Somekh, M.G. realized a plasmon microscope with sub-micron
resolution by using the Linnik interferometer with speckle illumination [26]; Li, X.D. of
Tsinghua University measured the thermal deformation of copper microbridges with
different sizes (the maximum size is 2175 μm × 1009 μm) in real time using the Linnik
microscopic interferometry system, and the accuracy reached submicron level [33].

Compared with ESPI, the microscopic interferometry system can achieve high-resolution
measurement of micro devices. However, at the same time, the microscopic system is
limited by the field of view of microscope, and the measurement range is very small.
Considering that the size of MEMS is in the micron level to the millimeter level, especially
after packaging, the size of many MEMS is in the millimeter level. For micro devices in
this size range, the microscopic interferometry system is no longer sufficient to achieve
full-field measurement. In this paper, a large-field microscopic speckle interferometry
system based on an improved Mach–Zehnder structure is proposed. Our measurement
system has two main advantages: 1. under the conditions of using the same microscope
objective, compared with the traditional Linnik structure, the new system expands the field
of view from a circular area with a diameter of 2.4 mm to a rectangular area of 6 mm ×
8 mm; 2. it can reduce the reflected light beam in the optical path, thereby reducing the
reflected coherent noise.

The phase extraction algorithm used in our work is the wavelet transform (WT)
method, which is described in detail in our previous article [34]. Compared with the phase
shifting method that appears many times in the above references, the WT does not need to
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introduce multiple steps by PZT, which saves a lot of time. Additionally, WT can directly
convert the phase change signal from the spatial domain to the frequency domain to realize
real-time measurement of the displacement or deformation of the measured object. We
used the new system and WT to perform real-time and large-field measurement on a large
area of MEMS. Detailed principles and experiments will be introduced below.

2. Principle

2.1. Traditional Linnik Microscopic Interferometry System

The Linnik microscopic interferometry system is a very common interferometry struc-
ture used to measure micro devices. We choose the Linnik microscopic interferometry
system as a comparison for later analysis of the effectiveness of expanding the field of view
of the new system. This system mainly includes the laser, Linnik microscopic interference
structure and CCD. The Linnik microscopic interference structure is composed of a beam
splitter and two identical microscope objectives. The laser beam is divided into two arms
by the beam splitter. One beam enters the measurement arm and focuses on the measured
object through the microscope objective, and the other beam enters the reference arm and
focuses on the reference object. The speckle interferograms formed by the two beams
is captured by the CCD. We can obtain the displacement or deformation information by
processing and analyzing these interferograms. The diagram of the Linnik microscopic
interferometry system is shown in Figure 1.

 
Figure 1. The diagram of Linnik microscopic interferometry system.

The intensity distribution of speckle interferograms can be expressed as:

I(x, y, t0) = I1 + I2 + 2
√

I1 I2 cos[ϕ0 − ϕr] (1)

where I1 and I2 are the light intensities of the object beam and the reference beam, respec-
tively, and ϕ0 − ϕr represents the initial phase difference between them. In the measurement
process, when the measured object undergoes continuous out-of-plane displacement, the
optical path difference between the object arm and the reference arm changes correspond-
ingly, and the light intensity distribution of the speckle interferogram becomes:

I′(x, y, t) = I1 + I2 + 2
√

I1 I2 cos[ϕ0 − ϕr + Δϕ] (2)

where Δϕ indicates the phase change caused by the displacement of the measured object.
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The speckle fringe pattern can be obtained by subtraction mode, and the output
intensity can be expressed as:

I(x, y, t) =
∣∣I′(x, y, t)− I(x, y, t0)

∣∣
= 4

√
I1 I2 sin[(ϕ0 − ϕr) + Δϕ(t)/2] · sin[Δϕ(t)/2]

(3)

where sin[(ϕ0 − ϕr) + Δϕ(t)/2] is a high frequency term, which is far beyond the acqui-
sition frequency of CCD; sin[Δϕ(t)/2] indicates the fringes related to the change in the
measured object.

In our previous research, we introduced the WT to solve the wrapped phase. The
continuous WT is defined as:

WI(a, b) =
〈

I(t), ψa,b(t)
〉
= |a|− 1

2

∫ +∞

−∞
I(t)ψ ∗

(
t − b

a

)
dt (4)

where a is the scale parameter, b is the shift parameter, I(t) is the signal to be analyzed, ψ(t)
is the mother wavelet, and ψ ∗

(
t−b

a

)
is the conjugate function. The amplitude and the

phase are given by:

A(a, b) =
√
{Im[WI(a, b)]}2 + {Re[WI(a, b)]}2 (5)

ϕ(a, b) = arctan{Im[WI(a, b)]/Re[WI(a, b)]} (6)

where Re[WI(a, b)] is the real part of the wavelet coefficient, and Im[WI(a, b)] is the imag-
inary part. Then, the final phase can be obtained by the phase unwrapping algorithm,
and for:

Δz(t) = (Δϕ × λ)/4π (7)

we can find that Δz(t), that is, the real-time displacement information of the measured object.

2.2. Large-Field Microscopic Speckle Interferometry System

In this paper, we introduce a new type of large-field microscopic speckle interferometry
system. The optical path diagram of the system is shown in Figure 2. In the process
of measurement, the laser beam is expanded by the spatial filter and converted into
parallel light by the first doublet lens L1. Then, it is split into the measurement beam and
reference beam by beam splitter (BS) BS1. The measurement beam illuminates the measured
object through BS2, and then reflects back to BS2, and converges into the field of view of
microscope objective through doublet lens L2 and BS4. In the experiment, considering
that the light is scattered on the rough surface of the measured object, the reflected light
intensity gradually weakens as the distance increases, so the distance between BS2 and
L2 needs to be as small as possible to ensure sufficient light intensity converges into L2.
Therefore, the lens is placed in front of the BS3. Similarly, the reference beam illuminates
the reference object through the BS3, and finally converges into the field of view of the
microscope objective through doublet lens L3 and BS4. Two beams converge and interfere
in front of the microscope objective, and the time-series interferograms amplified by the
microscope objective are collected by CCD.

Our system effectively solves the two problems of small field of view and large
reflected light coherent noise mentioned above.
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Figure 2. The schematic diagram of large-field microscopic speckle interferometry system. L1, L2,
and L3 represent lenses, BS1, BS2, BS3 and BS4 represent beam splitters.

The first step is to reduce the coherent noise of reflected light. The system is improved
on the basis of the Mach–Zehnder structure and greatly reduces the influence of reflected
light compared to the Linnik system (Michelson structure), for the Mach–Zehnder structure
does not have the light returning to the light source, and the light beam only passes through
the microscope objective once, which reduces the back-and-forth reflection phenomenon
inside the microscope objective and further reduces the reflection coherent noise. Generally,
the reduction in the multiple reflected light in the optical path can improve the image
quality. However, it is difficult to carry out a comparative experiment to study how much
the coherent noise of reflected light is reduced quantitatively.

Then, we need to expand the field of view while ensuring high imaging quality. The
system introduces two doublet lens groups: L1 and L2 are one group, and L1 and L3 are
the second group. Take the L1 and L2 group as an example. The two doublet lenses are
the same. The light beam is converted into parallel light by the lens L1 to illuminate the
surface of the measured object, and the reflected light is transmitted to the lens L2 in the
manner of parallel light to be converged, then all the information enters the microscope
objective. Similarly, the light beam modulated by another doublet lens group illuminates
the surface of the reference object. Through the collimation and convergence process of
the doublet lens group, more information will enter the microscope objective, and then the
expansion of the field of view is realized.

In order to verify that the field of view is effectively expanded while ensuring the
high imaging quality, we conducted three sets of comparative experiments. Three imaging
modes are used to image the resolution board, respectively:

a. First, the CCD is directly used for imaging. By adjusting the CCD lens, it can image
the pattern numbered 60 on the resolution board, as shown in Figure 3. The field
of view is a circle with a diameter of 13 mm. It can be seen that a lot of detailed
information is lost in the collected image and the stripes cannot be distinguished. It
is obvious that only using ordinary CCD can not distinguish the clear imaging of a
small object, as shown in Figure 3d;

b. Then, a microscope objective is added to simulate the field of view of Linnik structure.
The pattern numbered 60 of the resolution board is imaged by CCD. As shown in
Figure 4, the imaging region corresponds to the yellow contour region of Figure 3 We
can find that by adding a microscope objective, 60 obvious stripes and clear details
can be observed. At this time, the field of view is modulated by the imaging field of
the microscope objective, which is approximately a circle with a diameter of 2.4 mm;

c. Finally, the doublet lens group is introduced, and the field of view is shown in
Figure 5. At this time, the field of view is modulated by the microscope objective,
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doublet lens group and the spatial resolution of the CCD together. It is a rectangular
with an area of 6 mm × 8 mm, and its imaging area corresponds to the blue contour
region in Figure 3. When we enlarge the selected area in the upper left corner,
60 stripes can also be clearly observed. Therefore, by introducing doublet lens groups,
we not only expand the field of view, but also ensure the detailed information of
the object.

  

(a) (b) 

  
(c) (d) 

Figure 3. (a) Resolution board and the pattern corresponding to number 60; (b) schematic diagram
of imaging by CCD; (c) the captured image; (d) the enlarged image of the yellow contour region.

 
(a) (b) 

Figure 4. (a) Schematic diagram of imaging by CCD and objective; (b) the captured image corre-
sponds to the yellow contour region in Figure 3c.

By imaging the resolution board, it is proved that the field of view is effectively
enlarged by adding the doublet lens group while ensuring high imaging quality, without
distortion or field curvature.
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Figure 5. (a) Schematic diagram of imaging by CCD, objective and the doublet lens group; (b) the
captured image corresponds to the blue contour region in Figure 3c; (c) the enlarged image of the
yellow contour region.

3. Experiment

We built the measurement system according to the light path diagram, as shown in
Figure 6. The light source is a single longitudinal mode laser with a wavelength of 532 nm
and an output power of 100 mW. The spatial resolution of CCD is 640 × 480. The pixel size
of the CCD is 4.8 μm × 4.8 μm. The exposure time in the experiment is 200 microseconds
and the acquisition frame rate is 70 frames/s. The numerical aperture of the microscope
objective is 0.1 and the magnification is 4×. The focal length of the doublet lens is 50 mm.

 

Figure 6. The measurement system diagram with the introduction of doublet lens group.

The traditional Mach–Zehnder uses two mirrors, and the utilization rate of light is
really high. Considering that the measured object is not transparent, we use two beam
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splitters to replace the two mirrors in our optical path, resulting in only half of the light
entering the transmission optical path. However, this phenomenon has little effect, for the
current laser power is very high. As in our experiment, the CCD exposure time is only
200 microseconds, and a clear and bright interferogram can be observed.

The measured object and reference object in the experiment are microchips with the
size of 5 mm × 6 mm × 1 mm (W × L × H), as shown in Figure 7. We need to measure
the displacement of the whole microchip. Because the microchip is similar to a rigid body,
it is difficult to generate deformation by heating or loading force. The method we adopt
here is to place the measured object on the hinge, the hinge axis is fixed, and the blade is
pushed by the Physik Instrumente (PI) displacement platform to simulate the displacement
of the measured object. The accuracy of the PI displacement platform is 10 nm. The specific
process is shown in Figure 8.

 
Figure 7. Two identical microchips.

Figure 8. The process of introducing the displacement by hinge.

The entire displacement process is 4 s, and 280 speckle interferograms can be collected.
One of the speckle interferogram collected by CCD during the displacement process is
shown in Figure 9, and the interference fringe patterns obtained by the subtraction mode
are shown in Figure 10.
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Figure 9. The speckle interferogram collected by CCD.

  
(a) (b) 

  
(c) (d) 

Figure 10. The interference fringe pattern obtained by the subtraction mode. (a–d) represent the 70th,
140th, 210th, and 280th speckle interferogram subtracting the first one, respectively.

Using the WT phase extraction algorithm mentioned above, the time series phase
value of each pixel can be calculated. Then, the continuous phase value is obtained by
unwrapping, and the corresponding displacement value is finally obtained.

Taking pixels A (100, 260), B (190, 260), C (280, 260), D (370, 260) as examples, we show
the phase and displacement maps of these four pixels over time, as shown in Figure 11.
The acquisition frame rate of CCD is 70 frames/s. We can obtain the displacements of these
four points at 1, 2, 3, and 4 s from the displacement diagrams. The corresponding dynamic
displacement map of the microchip is shown in Figure 12.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
(g) (h) 

Figure 11. Truncated phase diagrams and displacement diagrams of the 4 pixels. (a,b) correspond to
pixel A; (c,d) correspond to pixel B; (e,f) correspond to pixel C; and (g,h) correspond to pixel D.
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(a) (b) 

Figure 12. The dynamic displacement map of the microchip over time: (a) left view; (b) front view.

It should be noted here that when imaging with a doublet lens group, the object and
the image are in opposite directions. Therefore, the smaller the x coordinate of the pixel,
the closer to the fixed axis of the hinge it is, and the displacement value of the four pixels
gradually becomes smaller. The final displacement range calculated from the experimental
results is 5.75–10.47 μm, which, respectively, corresponds to the displacement value of the
low end and the top end of the microchip.

In order to verify the accuracy of the results, we first use the displacement value
introduced by the PI displacement platform to judge whether the displacement range of the
measured object is reasonable. The width of the hinge is 16 mm, the width of the measured
object is 5 mm, and the distance between the measured object and the low end and top
end of the hinge is 6 and 5 mm, respectively; the displacement value introduced by the PI
displacement platform at the top of the hinge is 15 μm, which can be used to judge that our
measurement range is generally reasonable.

Then, the linear relationship of four points is used in further judgment. Because
the four points are selected with an equal pixel interval, and the measured object is
approximate to the rigid body and will not deform easily, so the four points should have a
linear correlation. The final displacement values of the four points are connected and the
correlation coefficient R2 is calculated to be 0.9994, as shown in Figure 13, which indicates
that the linearity is very good. That is, our experimental results have high accuracy.

Figure 13. The linear relationship of the displacement of 4 pixels.

In order to verify the full-field performance of the system and the measurement accu-
racy of different positions, 16 arbitrary pixels were selected to display their displacement
values, as shown in Figure 14. Among them, 12 points are in the same row with points A,
B, C, D, respectively. According to the displacement direction, the displacement values
of these pixels in the same row should be the same. The measuring result is shown in
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Figure 14, and the maximum relative error of the 12 points is 0.46%. After traversing all
the pixels that record the interference information, the full-field displacement map of the
object can be obtained. After calculating the displacement values of all pixels and removing
individual dead pixels through smoothing operations, the overall displacement map can
be obtained, as shown in Figure 15. In our research, we use MATLAB to calculate the
displacement information of each pixel and finally realize the full-field measurement. The
entire processing process takes less than 15 s.

 

Figure 14. The final displacement map of the selected 16 pixels.

Figure 15. The overall displacement diagram of the measured object.

4. Discussion

When introducing displacement through the hinge, it is necessary to consider whether
the introduced inclination will affect the measurement result. In our experiment, the
inclination is very small and has little effect on the measurement of the out-of-plane
displacement. The maximum displacement of the top end of the microchip is 9.6 μm, and
the distance from the top end to the fixed axis is 11 mm. Thus, the inclination angle is
about 0.00087◦. Through further calculation, the change in the vertical beam propagation
direction does not exceed one pixel, so it will not affect the measurement results. In order
to understand the displacement process easily, the angles drawn in Figures 8 and 12 are
exaggerated and much larger than the actual angle.

If we want to measure the displacement in the case of a large inclination angle, we can
no longer calculate the out-of-plane displacement only by Equation (7), but should consider
the influence of the inclination angle and the in-plane displacement [35–37]. Yang, L.X. has
summarized various out-of-plane displacement and in-plane displacement measurement
methods and applicable conditions in detail [35].
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5. Conclusions

In this paper, a new type of large-field microscopic speckle interferometry system
based on Mach-Zehnder structure is proposed. By introducing doublet lens groups, the
new system expands the field of view from a circular area with a diameter of 2.4 mm
to a rectangular area of 6 mm × 8 mm. Additionally, our system effectively reduces the
reflected light beam in the optical path, thereby reducing the reflected coherent noise. The
experimental results show that our improved measurement system can achieve large-field
and high-precision dynamic measurement of MEMS.

There are still some details that need to be further improved. The first limitation of our
system is the need to obtain proper field of view with different sizes of measured object. To
achieve this purpose, we can combine different microscope objectives and doublet lenses,
which require a series of experiments to summarize. At the same time, the measurement
accuracy is not very high. We can improve the measurement accuracy by optimizing the
algorithm (such as phase subdivision) and adding the anti-reflection film on the surface of
optical components to further reduce the coherent noise.
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Abstract: Spirometry enables the diagnosis and monitoring of multiple respiratory diseases, such
as asthma and chronic obstructive pulmonary disease (COPD). In this paper, we present an optical
fiber-based device to evaluate the pulmonary capacity of individuals through spirometry. The
proposed system consists of an optical fiber containing an intrinsic Fabry–Perot interferometer (FPI)
micro-cavity attached to a 3D printed structure that converts the air flow into strain variations to
the optical fiber, modulating the FPI spectral response. Besides providing the value of the flow, its
direction is also determined, which enables a differentiation between inhale and exhale cycles of
breathing. A simulation study was conducted to predict the system behavior with the air flow. The
preliminary tests, performed with the FPI-based spirometer led to average values of forced expiratory
volume in 1 s (FEV1) and forced vital capacity (FVC) parameters of 4.40 L and 6.46 L, respectively,
with an FEV1/FVC index (used as an airway function index) of 68.5%. An average value of 5.35 L/s
was found for the peak expiratory flow (PEF). A comparison between the spirometry tests using
the presented FPI system and a commercial electronic device showed that the proposed system is
suitable to act as a reliable spirometer.

Keywords: Fabry–Perot interferometer; optical fiber sensor; flow sensor; pulmonary function assess-
ment; spirometry

1. Introduction

Worldwide, the number of people being affected by respiratory diseases continues to
establish new records, representing one of the leading causes of death and impairments [1].
This problem is associated with the deterioration of air quality, due to exposure to pollution,
secondhand tobacco smoke, and chemical fumes. Chronic obstructive pulmonary disease
(COPD) is one of the most commonly diagnosed lung diseases, severely affecting about
65 million people and killing 3 million individuals each year, being the third leading cause
of death worldwide [1,2]. Besides COPD, asthma affects more than 334 million people
and is diagnosed in 14% of children, creating a predisposition to permanent pulmonary
impairments and COPD. Despite asthma and COPD being the most common, there are
several other lung-related diseases that impact and restrain the quality of life of countless
people [1,3].

To break the upward trend of aggravations caused by respiratory diseases and improve
the quality of life of patients, a timely diagnosis and control of the disorder evolution over
time are required. To achieve such a goal, suitable and cost-effective tools are essential to
provide accurate measurements of the pulmonary capacity. Among the clinical methods to
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evaluate lung function, the most common is spirometry, which measures the volume and
flow of the inhaled and exhaled air during forced breathing cycles [1,4].

The forced expiratory maneuver, characteristic of spirometry, consists of a deep in-
halation before a hard and fast exhaling, according to the standardization established by
the American Thoracic Society (ATS) and the European Respiratory Society (ERS) [4]. The
outcome parameters of spirometric tests are based on the flow–volume and volume–time
curves. From these curves, several pulmonary function values can be determined, for
instance: the peak expiratory flow (PEF), which is the maximal air flow rate achieved; the
forced vital capacity (FVC), which represents the amount of air volume exhaled; the forced
expiratory volume in 1 s (FEV1), which corresponds to the maximal air volume in the first
second of the maneuver; and the ratio of FEV1/FVC, which is used as an airway function
index [4,5].

According to the underlying working principles, the spirometers can be categorized
as bellows, pistons, water bells, turbinometers, anemometers, ultrasonic and pneumo-
tachometers, with the latter being the most common one [4,5]. Recently, some authors
envisioned the incorporation of wireless data transmission devices with compact afford-
able spirometers, such as a Lilly pneumotachometer [6] and a platinum anemometer [7],
providing a remote access to results through web and smartphone apps. Nevertheless, like
other electronic-based devices, these systems present inherent limitations regarding envi-
ronmental factors and electromagnetic interferences, which could damage the equipment
and cause misleading results.

Optical fiber-based sensors appear as an alternative capable of overcome such limita-
tions by offering immunity to electromagnetic interferences and electrical isolation, along
with low signal attenuation, high accuracy, and possibility of remote sensing [8]. So far,
there are reports of solutions based on the modulation of the fiber Bragg gratings (FBG)
response due to the thermal variations associated with the breathing cycles [9,10], the
bending losses, or vibrations induced by the air flow that impact on the optical signal
intensity [11,12], cantilever mechanisms that apply strain proportional to the air flow onto
FBG-based sensors [13,14], among others. An FBG 3D printed system was recently explored
by the research team of this paper, also for the spirometry application [15]. In this case
it was proposed as a sensor based on two FBGs, to assess the pulmonary function, while
providing the thermal effect compensation associated with breathing (hot air in exhalations
and cold air in inhalations).

Regarding the use of Fabry–Perot interferometers (FPI), Zhao et al. proposed a device
for air flow measurements, where a FPI was produced by splicing a single mode fiber (SMF)
to a hollow-core fiber (HCF) at the end of an optical fiber. By conducting the air flow into
this fiber end, the FPI cavity length is compressed, and consequently, its spectral response
modulated [16]. Nevertheless, this highly sensitive device is only able to monitor stationary
air flows, and no dynamic monitoring results, essential for spirometry tests, are presented.
Another reported system comprises a FPI micro-cavity produced by attaching a polymer to
the end of a SMF. In this case, the polymer volume is dependent on the temperature and,
therefore, after its initial heating, the hot polymer is cooled down by the air flow, which
changes the FPI cavity length and modulates its spectrum [17].

Furthermore, a solution based on the modulation of the FPI cavity length through the
use of the air flow to cool down a heated system was reported in [18]. Another FPI-based
technique for flow sensing comprises a multiple cantilever system where their bending
modulates the distance between an optical mirror and the fiber end [19]. However, the
reported FPI-based solution is not conceived for human breath dynamic flow sensing,
requiring a dynamic acquisition upgrade to act as spirometers.

On similar applications, the authors Xu et al. have presented an FPI-diaphragm-based
sensor for pressure and acoustic wave sensing, attaining measurement ranges from 5 to
10,000 psi, with a frequency response up to 2 MHz [20]. The multifaceted prospective of
FPI sensors render them suitable for a wide range of applications, from the highly sensitive
to strain [21], to large-range liquid level monitoring [22].
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This paper presents an in-line FPI-based sensor encased in a 3D printed system, de-
signed to evaluate the respiratory condition of individuals and act as an optical spirometer.
Since this system is based on the optical fiber technology, all its inherent advantages are
included in the proposed sensing solution. Compared with the device presented in [15],
the main advantages of the presented FPI-based system are the use of a single optical fiber
(and sensor) due to its low sensitivity to temperature, the improved design to maximize
the response to strain, and the cost-effective methodology used for the FPI production in
relation to the Bragg network recording system. To the best of our knowledge, this is the
first time that an inline FPI optical fiber-based sensor is proposed for spirometer applica-
tions. Although other solutions have been previously developed for flow monitoring (air
or liquids), as detailed above, they are static sensors, while we present a solution which
has a good performance for dynamic measures, as is required in spirometry.

The rest of the manuscript is structured as follows: The FPI production, strain charac-
terization, and the spirometer assembly are presented in Section 2. In Section 3, we present
the sensing mechanisms and theoretical analysis. Section 4 is dedicated to the testing
protocol and the obtained results, and Section 5 provides the conclusion.

2. FPI-Based Spirometer

FPI-based sensors have gained popularity in terms of sensing technology due to their
efficiency and accuracy, as well as their versatility and responsiveness [23]. An FPI includes
two reflective surfaces forming a resonant micro-cavity. Within the cavity, the optical signal
suffers multiple reflections, and the subsequent interaction between the reflected and the
incident signals produces an interference pattern. Its intensity profile, I, is given by the
optical signal intensities reflected in each reflective surface (I1 and I2) and the optical phase
difference between two adjacent signals (Φ), according to:

I = I1 + I2 + 2 cos (Φ)
√

I1 · I2. (1)

The optical phase difference (Φ) is related with the refractive index of the micro-cavity
(n), its physical length (Lm), and the optical signal wavelength (λ), which for a normal
incidence can be defined as:

Φ =
4π
λ

n Lm. (2)

Therefore, the FPI interference spectrum can be modulated by a variation in the micro-
cavity length or refractive index, which enables the use of FPIs as accurate sensors. For
instance, in the case of fiber elongation, a strain is applied to the FPI, causing an increase in
the physical length of the cavity, and consequently a wavelength shift in the FPI spectral
response. This is the property that will be used in this work, to determine the air flow
dynamics associated with spirometry tests.

Furthermore, given that in biomedical applications, the body temperature can sig-
nificantly affect some sensing systems and produce inaccurate results, a sensing device
suitable for temperature compensation in changing environments is required. In spirom-
etry, different breathing cycles are associated with different temperatures, for instance,
in inhalations there is cold air, while in exhalations hot air is in contact with the sensor.
However, FPI sensors, similar to the one produced for the instrumentation of the proposed
spirometer, present very low sensitivity to temperature [24], which can be negligible if
we consider the temperature variation expected during breathing (~5 ◦C). Therefore, the
temperature influence in the spectral response of the proposed FPI cavity can be ignored.

The production of the in-line FPI micro-cavity follows a cost-effective method that was
first described in [24]. This technique comprises the recycling of an optical fiber damaged
by the catastrophic fuse effect, as it generates periodically spaced voids in the silica fiber
core. By splicing the damaged fiber to a standard single mode fiber (SMF), a larger void
emerges from the initial voids in the splicing area. To obtain a single FPI micro-cavity,
the resultant fiber (containing the open void) is cleaved and spliced again to a similar
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SMF [24]. In Figure 1a, a microscopic image of the resultant FPI micro-cavity along with the
respective dimensions is represented, whereas Figure 1b depicts the FPI optical spectrum.

 
 

(a) (b) 
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Figure 1. Resultant FPI: (a) microscopic image and respective dimensions; and (b) optical reflection
spectrum.

2.1. FPI Sensor Strain Characterization

Prior to the implementation of the sensor, the FPI was characterized to strain variations,
aiming to determine the relation between the strain applied to the optical fiber, ε, and the
induced wavelength shift in the FPI spectrum, Δλ, written as:

Δλ = Sl · ε, (3)

where Sl represents the FPI sensitivity to strain variations. This characterization started
by attaching each extremity of the fiber containing the FPI sensor to fixed and translation
stages, which enables the control of the strain applied to the system. The anchorage
points were initially distanced by 24.6 cm, and the applied elongation ranged from 0
to 200 μm, in 20 μm steps. The process was executed for an increasing and decreasing
elongation, to evaluate the hysteresis effect on the FPI response. The FPI reflection spectra
were monitored using a customized interrogation system based on the I-Mon 512 USB
spectrometer (Ibsen Photonics). The experimental data obtained for the described process
are represented in Figure 2, along with the respective linear fits. From this test, considering
the average value from the increasing and decreasing elongations, a strain sensitivity, Sl, of
3.51 ± 0.07 pm/με, and a hysteresis of 0.02 nm were obtained.

με  

Figure 2. Wavelength shift of the FPI with applied strain. The black and red solid lines represent the
linear fits of the increasing and decreasing elongations, respectively.

The FPI sensitivity value is a key factor to find the relation between the air flow and
the wavelength shift modulated at the FPI during the spirometry tests. Other parameters
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that influence the device feedback are the dimensions of the 3D printed spirometer, which
is detailed in the following Sections/sub-Sections.

2.2. Spirometer Sensing Architecture and Implementation

The presented sensing system is build based on a 3D-printed cylinder made of poly-
lactic acid material (PLA), with an inner radius of 1.425 cm, which is the size of a standard
bacterial filter mouthpiece [15]. The PLA cylinder is printed as two separate halves to
simplify its assemblage and enable the analysis of the sensing condition at any moment,
if necessary. One of the halves is used as a sliding cover, while the other has a set of rods
longitudinally spaced by L (with L = 1.620 cm), with the same height as the cylinder radius
(1.425 cm). The set of rods have different dimensions, as one is projected to be flexible with
a section area of 0.07 × 0.40 cm2 and the other rod has a large base area of 0.70 × 20 cm2.
The overall structure is illustrated in Figure 3. With this configuration, when the air flow
interacts with the sensing system, it will cause a proportional bending of the flexible rod,
while the larger rod remains still.

Figure 3. Schematic representation of the overall sensing system detailing the pair of rods configura-
tion and its respective dimensions.

The bending induced in the flexible rod can be translated in a variation of the distance
between the two rods (L). If we consider an optical fiber attached to these rods, such
distance variation will induce a strain in the optical fiber, which will modulate the optical
signal of the intrinsic FPI sensor, placed midway between the rods. Therefore, the bending
(and consequently the distance variations) caused by the air flow can be determined
through the monitoring of the wavelength shift of the FPI spectrum.

The assembly of the final FPI-based spirometer is of easy implementation and consists
of positioning the optical fiber into the set of rods, with the FPI sensor located at the middle.
The optical fiber is slightly tensioned and then glued onto the rods, enabling both directions
of air flow to cause a spectral variation in the FPI response and, consequently, differentiate
the breathing phases (inhalation and exhalation). The resultant sensing unit is depicted in
Figure 4a.

The presented device is ready for performing spirometry tests after the attachment
of a removable and disposable breathing section, as depicted in Figure 4b, comprising a
bacterial filter case along with a mouthpiece, where each individual is asked to breathe
into. This breathing section is hooked close to the flexible rod, where a safety tab prevents
the contact between the two, securing the sensor’s integrity.

In Figure 4c, the overall architecture of the sensing structure for spirometry tests is
depicted. The sensing unit, portrayed in Figure 4b, is firmly attached to a vertical adjustable
support, with the mouth piece at the volunteer’s height. The flexible rod, faces the mouth
piece and the volunteer. The optical fiber cable, exits the 3D printed spirometer case on the
other extremity, and connects directly to the interrogator systems (I-Mon 512 USB, from
Ibsen Photonics) with an acquisition frequency of 1900 Hz. For this spirometry application,
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the wavelength shift (due to strain variations) of one selected maximum/minimum of the
FPI spectra was continuously monitored during the tests.

 
(a) (b) 

 
(c) 

Figure 4. (a) Assembled sensing unit; (b) final FPI-based spirometer, with the covering lid and
breathing section; and (c) overall architecture of the sensing structure for spirometry.

When compared with other previously reported airflow monitoring devices, such as
the one presented in [16], the device proposed in this manuscript, due to the interrogator
software reconfiguration, allows continuous monitoring of the air flow, at the interrogator
acquisition rate (1900 Hz). The authors in [16], reported on a device, which, for each
value of air flow, the correspondent FPI spectrum is acquired, and afterwards, upon data
processing, the FPI spectral shift is analyzed for all the different air flow values tested.
Here, the software customized for spirometry applications selects a smaller bandwidth of
the FPI spectrum (here, the bandwidth of 1543–1554 nm was selected), and acquires, in a
continuous mode at the interrogator acquisition rate, the wavelength shifts of the spectral
dip in that bandwidth. For this application, the dip was chosen for its accentuation when
compared with the spectral maximum. The wavelength shift is then converted to flow
values, according to the theoretical assumptions detailed and demonstrated in the next
section.

3. FPI-Based Spirometer Working Dynamics

In order to obtain the air flow dynamic parameters associated to spirometry, which
enable the evaluation of the respiratory capacity, both flow and volume of air need to
be determined. The volume of air is calculated through time integration of the flow,
whereas the air flow (Flowair) is achieved by applying the continuity equation to the
system, resulting in [25]:

Flowair = Cs v, (4)

where v is the velocity of the fluid (air in this case), and Cs is the cross section area of the 3D
printed cylinder, with r = 1.425 cm. Given that any object standing in the flowing stream of
air will have a force being applied to it (the drag force), the flexible rod will experience a
force F, defined by:
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F =
1
2

� v2 Ar Dc, (5)

with the air density � = 1.0 kg/m3, v representing the air velocity, Ar representing the area
of the rod facing the flow, and Dc representing the drag coefficient of the rod (Dc = 1.18 for
a planar body with rectangular shape [23]).

When considering mechanical perturbations in the elastic region of structural compo-
nents, the Hooke’s law gives the relation between the perturbation force, F, and the induced
deflection (or relative displacement), δ, as:

δ = F/K, (6)

with K representing the stiffness (or elastic constant) of the material. However, when
dealing with systems with more than one element, it is also possible to determine the
stiffness of the system, i.e., the equivalent stiffness. In the cases where the elements
deflection is the same, the equivalent stiffness is given by the sum of each individual
stiffness. Considering the rod as a cantilever beam loaded at the end, and the optical fiber
as a uniform cylindrical bar subjected to longitudinal loading, the system deflection δ

results in [26–28]:

δ = F

(
YPLA d s3

4 T3 +
Yf Sf

hf

)−1

, (7)

with the first term concerning the rod properties such as the length T, which has the cylinder
radius size of 1.425 cm, Young modulus of the rod material YPLA (3.33 GPa for the used 3D
printed PLA), width (d = 0.40 cm), and thickness (s = 0.07 cm). The second term concerns
the optical fiber, where hf represents the length subjected to perturbations (hf = 1.620 cm),
Yf represents the fiber Young modulus (Yf = 69.2 GPa [29]), and Sf is the cross section
(considering the typical diameter of an uncoated fiber, 125 μm).

At the same time, the strain applied to the optical fiber that induces the modulation
on the FPI response is given by the ratio of the distance variation between the two rods, Δl,
to the initial rods separation, L (L = 1.620 cm), as:

ε = Δl/L. (8)

Since the distance variation between the two rods Δl, corresponds to the deflection
δ, from the association of (3) and (8), the relation between the rod displacement and the
wavelength shift, Δλ, is provided:

δ = Δl → δ =
L
Sl

Δλ. (9)

By further replacing (4) and (5) into (7), the air flow as a function of the FPI-induced
wavelength shift can be obtained:

Flowair
2 =

2 L Cs2

ρ Ar Dc Sl

(
YPLA d s3

4 T3 +
Yf Sf

hf

)
Δλ, (10)

where the product is a constant associated with the material properties and dimensions
of the cylinder, rod, and fiber. Substituting this term by a denominated flow constant, W,
enables to simplify (10) as:

Flowair
2 = W Δλ. (11)

As the flexible rod is near to the origin of the air flow (the breathing section), exhalation
cycles will decrease its distance to the fixed rod, inducing a compressive strain to be applied
to the optical fiber. Compressive strains decrease the initial length of the FPI cavity and
hence induce a spectral shift, to lower wavelengths, on the FPI spectral response. On the
other hand, inhalation cycles will increase the distance between the two rods, causing a
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tensile strain and changing the FPI spectrum to higher wavelengths, since it induces an
increase in the FPI cavity length.

Simulation of 3D Spirometer Deflection

The Solidworks Simulation and Solidworks Flow Simulation tools of the Solidworks
2019® (SW) program were used on the projected 3D model to corroborate the underlying
theory through the simulation of the dynamics and structural impact associated with a
forced expiratory maneuver. The forced exhalation was simulated by recreating an air flow
within the cylinder and then assessing the rod response to it. The result was a bending of
the flexible rod in the same direction as the flow, and since the larger rod remains immobile,
the distance between the rods decreases, as expected. Following a similar process to
simulate a forced inhalation resulted in the rod bending in the opposite direction, along
with the air flow, and consequently, in the increasing of the rods separation. It should
be noted that, due to the rod’s small thickness, and the optical fiber restraint effect, the
displacement between the two rods is higher near the center of the rod. In Figure 5, the
lateral section view of the air flow effect on the system is depicted, resultant from the two
simulations, considering an air flow of 6 L/s [4]. Along with the illustration, the estimated
displacement values of the overall system regarding its initial position are also provided.

Figure 5. Expected effect of an air flow of 6 L/s on the proposed spirometer, for the exhale and inhale moments.

As one can observe from Figure 5, during the simulated inhalation, the rod bending
capacity is lower than the one for the same flow in the exhalation moment. Such movement
constraint is related with the attachment of the rod to the optical fiber, since in the inhalation
cycles the movement of the rod is restrained by the fiber elongation. Therefore, it is
necessary to consider a different flow constant for the inhalation (WI) and exhalation (WE)
cycles, with WE being the same as in Equations (10) and (11) and WI being defined as:

WI =
2 L Cs2

ρ Ar Dc

(
YPLA d s3

4 T3 +
Yf Sf

hf

)
p, (12)

with p being a restraining factor that reflects the optical fiber resistance to the pulling
movement of the rod during the inhalation process.

Considering the different flow constants WI and WE for inhalation and exhalation
cycles, respectively, Equation (11) is now rewritten as:

Flowair =

⎧⎨⎩
√

WI·(−
√|Δλ|, | Δλ > 0)

√
WE·(

√|Δλ|, | Δλ < 0)
(13)

By extending this analysis to the typical air flow range expected in spirometry (0
up to 7 L/s) for inhalation and exhalation cycles [4], a relation between the simulated
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rod displacement and the air flow can be determined. The obtained displacement can be
converted into the spectral wavelength shift of the FPI by linking it with (3) and (8) and
considering the strain sensitivity experimentally achieved, Sl = 3.51 ± 0.07 pm/με. In
Figure 6, the relation established according to values retrieved through the SW simulation is
displayed, where exhalation cycles are represented as positive flow values while inhalations
are portrayed as negative flows.

-0.015 -0.010 -0.005 0.000 0.005 0.010
-9

-6

-3

0

3

6

9

 SW simulation-exhale
 SW simulation-inhale
 Theoretical-exhale
 Theoretical-inhale
 Fit to equation (13)

Fl
ow

 (L
/s

)

Wavelength shift (nm)

Figure 6. Relation between wavelength shift and flow achieved through SW simulation and theoreti-
cal analysis.

The same figure also illustrates the theoretical wavelength shifts for the same values
of flow, obtained according to (13), to provide a comparison with the underlying theory
described in the previous sub-section. For the restraining factor p in (12), a value of 0.7 was
considered, found through data processing. From the fit performed to the data represented
in Figure 6, the values of the constants WI and WE, were found to be 66.76 L/s·(nm)1/2 and
55.43 L/s·(nm)1/2, respectively.

It should be noted that the behavior found for the air flow in the FPI spirometer
follows the trend previously reported using other optical fiber technology [15], in which
the strain applied in the optical fiber has a linear response with the modulated optical
signal.

4. Spirometry Tests and Results

To evaluate the performance of the assembled spirometer, the overall sensing and
breathing unit was placed in a holding support, where a volunteer was asked to execute a
series of spirometry tests. During each trial, the interrogation device (I-Mon 512 USB, from
Ibsen Photonics) with an acquisition frequency of 1900 Hz and a wavelength fit resolution
of 0.5 pm was used for continuous monitoring of the FPI spectral response.

For the performance evaluation test, a healthy volunteer (female, 23 years) placed the
mouthpiece and a nasal clip, to ensure that all the air flow was conducted entirely through
the mouth. The test is started with normal breathing, followed by a deep inhale and a
forced exhale, which normally should last approximately 6 s [4]. Figure 7 presents the
experimental data obtained in two different tests performed by the same person, concerning
the forced breathing moment.

Due to the previously mentioned fiber restrains, the acquired signal during the inhala-
tion considerably reflects the constrained movement of the rod. In the represented data,
the influence of the optical fiber and the PLA inertia in the rod movement can be observed.
The return to the rod’s original position also produces a deflection in the opposite direction,
reflected by the negative wavelength shift during the inhale moments (which contradicts
the predicted behavior). In order to clear the obtained signal, towards a trustworthy feed-
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back as expected in a spirometry test, a fit to the obtained curve is performed, represented
in blue, in Figure 7.

Figure 7. Results obtained using the FPI-based spirometer, concerning the area of the forced breathing
cycle.

By applying Equation (13) to the obtained data (from the fit curve), the flow–time
curves associated with the spirometry tests can be found. Figure 8 displays the forced
breathing section of the flow–time curves from each trial. In spirometry analytical repre-
sentation, the exhalation process is associated with positive values of flow, whereas the
inhalation process is portrayed as negative flow values.
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Figure 8. Forced breathing section of the flow–time curves obtained using the proposed sensing
system.

In order to obtain the typical outcome of a spirometer, which are the flow–volume
and volume–time curves, the exhale cycles of the forced breathing were separately inte-
grated to determine the air volume associated with the process. The resultant flow–volume
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and volume–time curves are depicted in Figure 9a,b, respectively, along with the respira-
tory function parameters assessed during spirometry, such as FVC, PEF, FEV1, and the
FEV1/FVC ratio.
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Figure 9. Spirometry curves for two different tests obtained with the proposed system: (a) flow–volume curve; (b)
volume–time curve.

To provide a comparison of results, the same procedure used for the FPI-based spirom-
eter was repeated using a commercial portable spirometer (Electronic Handheld, Digital
Spirometer, Quiromed®). The flow–volume and volume–time curves obtained in the tests
with the commercial spirometer are displayed in Figure 10a,b, respectively. Along with
the empirical curves, represented as red and green lines, a shading area is also depicted,
which represents the expected curve based on the ERS reference values [4], provided by the
electronic spirometer, and considers the age, gender, height, weight, and smoking habits of
the subject.

  
(a) (b) 

Figure 10. Commercial spirometer and reference spirometric curves: (a) flow–volume curve and (b) volume–time curve.

By comparing the flow–volume and volume–time curves obtained from the different
sensing systems—the commercial spirometer and the proposed one—it is apparent that the
shape of the curves is in agreement and according to the expected behavior, as represented
by the reference curve. The direct observation of the curves also enables the comparison
between the respiratory function parameters, PEF, FVC, FEV1, and FEV1/FVC ratio,
typically evaluated in a spirometry test.
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The average FEV1 and FVC parameters for the two forced exhalations acquired from
the proposed FPI system are 4.40 L and 6.46 L, respectively. Regarding the PEF, an average
value of 5.35 L/s was found for the same two tests and a ratio of 68.5% was obtained for
the average FEV1/FVC index. Correspondingly, the average FEV1 and FVC parameters
determined for the two tests performed with the electronic spirometer are 2.83 L and 3.52 L,
respectively. As for the PEF and FEV1/FVC ratio, using the commercial device, average
values of 6.19 L/s and 81% were found.

Even though larger values were obtained with the FPI based spirometer than with the
commercial one, especially for the FEV and FVC parameters, the FEV1/FVC ratios only
differ by ~10%. The existing deviation may be due to a decreasing effort from the subject
associated with fatigue, as the tests with the FPI-based device were performed before the
ones with the commercial device, but sequentially. The results seem to be proportional
and, therefore, a calibration constant (obtained by performing more tests with different
volunteers) can answer this discrepancy. Presently, and due to the restrictions imposed
by the SARS-CoV-2 pandemic, the recruitment of more volunteers for the sensor constant
optimization was not possible.

One of the main advantages of the FPI-based spirometer is the reduced sensitivity to
temperature variations [24], which for a small range, such as the one expected between
inhalation and exhalation moments (about 5 ◦C), can be disregarded. Contrarily, the
FBG-based sensors require a temperature compensation method to solve their strong de-
pendency with thermal variations [15]. Furthermore, the increase in the strain sensitivity
obtained for FPI-based sensors (3.51 ± 0.07 pm/με for the FPI implemented) enables a
better resolution and more accurate measurements when compared with the ones achieved
with the FBG-based spirometer (around 1 pm/με) [15], which would be of greater impor-
tance when considering the monitoring of patients with lower respiratory capacity.

It is also important to consider that precise medical equipment, such as the labora-
tory spirometers, require a high financial investment only within the reach of established
medical institutions. On the other hand, the proposed FPI-based spirometer can be imple-
mented as a cost-effective solution, considering the method used for the FPI micro-cavity
production. Furthermore, alternative interrogation techniques, as described in [30,31], may
help reduce the cost even more.

5. Conclusions

In this work, an intrinsic optical fiber FPI-based sensor integrated in a 3D-printed
case was developed and evaluated as a spirometry device to assess the respiratory health
of individuals. To evaluate the air flow dynamics and the induced mechanical impact in
the 3D-printed structure, a simulation study with Solidworks software was performed,
validating the described theoretical approach.

To evaluate the suitability of the proposed system to perform spirometry, tests were
executed using the proposed spirometer and, for comparison, a commercial unit. The
shape of the flow–volume and volume–time curves obtained with the FPI-based system
are as expected and show a good agreement with the ones obtained through the commer-
cial spirometer. The pulmonary parameters obtained for the different tests can also be
considered within the expected range, as the values of 4.40 L and 6.46 L, for the FEV1 and
FVC parameters, respectively, with an FEV1/FVC index of 68.5%. Additionally, an average
value of 5.35 L/s was found for the PEF.
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