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Preface to “Marine Viruses 2016” 
The exploration of marine viruses is a rapidly expanding research field, revealing increasingly 

complex interplays between viruses and their prokaryotic and eukaryotic hosts. The aim of this Special 
Issue is to highlight the progress in our understanding of the role of viruses in the marine environment by 
presenting novel research on the ecology, distribution and diversity of marine viruses and the influence of 
viruses on the mortality of fish, phytoplankton and bacteria, and the role of viruses for marine element 
cycling and evolution of microbial communities. 

The compilation of papers included in this Special Issue is a significant contribution to the 
advancement of the field, emphasizing the importance of viruses in virtually every drop of water in the 
marine environment, covering the range from bacteriophages and prophages to large eukaryotic viruses 
and pathogenic viruses infecting multicellular animals. 

Mathias Middelboe and Corina P.D. Brussaard 
Special Issue Editors 





viruses

Editorial

Marine Viruses: Key Players in Marine Ecosystems

Mathias Middelboe 1,* and Corina P. D. Brussaard 2

1 Marine Biological Section, University of Copenhagen, DK-3000 Helsingør, Denmark
2 Department of Marine Microbiology and Biogeochemistry, NIOZ Royal Netherlands Institute of Sea

Research, and University of Utrecht, P.O. Box 59, 1790 AB Den Burg, Texel, The Netherlands;
corina.brussaard@nioz.nl

* Correspondence: mmiddelboe@bio.ku.dk; Tel.: +45-3532-1991

Received: 12 October 2017; Accepted: 16 October 2017; Published: 18 October 2017

Viruses were recognized as the causative agents of fish diseases, such as infectious pancreatic
necrosis and Oregon sockeye disease, in the early 1960s [1], and have since been shown to be responsible
for diseases in all marine life from bacteria to protists, mollusks, crustaceans, fish and mammals [2].
However, it was not until the early 1990s that viral infections were discovered to affect marine
systems beyond their role as pathogens of plants and animals, and viruses infecting unicellular
organisms such as bacteria (i.e., the bacteriophages) and phytoplankton were shown to have a large
influence on ecosystem processes. Since Karl-Heinz Moebus’ pioneering work on bacteriophage
isolation and infection patterns obtained during a transect across the North Atlantic [3,4], research in
marine viruses has developed into a significant and independent research field in marine biology,
prompted by the increasing realization of the important and diverse roles of viruses in the marine
ecosystem (e.g., [5,6]). The discovery that viruses were the most abundant biological entities in
oceanic marine environments [7], reaching up to 108 viruses mL−1, further stimulated marine virus
research. Technical improvements in detection and enumeration of marine viruses (e.g., [8]) promoted
advances in more detailed studies of viral abundance and diversity at high spatial and temporal
resolution. Later, the expansion of virus research to coral reefs [9], sediments [10,11], the deep
biosphere [12], and freshwater environments [13] emphasized that viruses are integrated inhabitants
of all aquatic environments. Consequently, the past decades’ research has revealed viruses as key
players in the marine ecosystem, from driving bacterial and algal mortality and evolution at the
nanoscale, to influencing global-scale biogeochemical cycles and ocean productivity. The research
has fundamentally changed our conceptual understanding of the function and regulation of aquatic
ecosystems, and the development of molecular tools and DNA sequencing techniques has opened up
for the exploration of viral diversity and the genetic mechanisms of virus-host interactions.

The present special issue aims at highlighting the progress in our understanding of the role of
viruses and virus-host interactions in the marine environment by presenting novel research on the
ecology, pathogenicity, distribution and diversity of marine viruses and the influence of virus-host
interactions on mortality and evolution of marine microbial communities (Figure 1).

With the global increase in aquaculture, many of the viral pathogens have become severe causes of
mortality in farmed organisms. Piscine orthoreovirus (PRV) is an example of a ubiquitous virus in sea
water, which causes muscle inflammation in Atlantic salmon. In this special issue, Haatveit et al. [14]
provide new insight on the infection kinetics of PRV, showing that the acute infection phase with high
virus production is followed by reduced transcription of viral RNA, and the virus is maintained in the
fish at a low persistent level. Pathogens of marine animals, however, constitute a very small fraction
of marine viruses, as the majority of viruses infect bacteria and protists. Recent studies have shown
that, even though viruses are typically 10-fold more abundant than bacteria in marine surface water,
there are large variations in the virus-bacteria ratio across marine environments [15]. By examining
the influence of environmental conditions on the relationship between viruses and bacteria using

Viruses 2017, 9, 302 1 www.mdpi.com/journal/viruses
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multivariate models, Finke et al. [16], here, demonstrate that environmental factors, such as inorganic
nutrient concentrations, are important predictors of host and, consequently, viral abundance—and thus
virus-host ratios—across a broad range of temporal and spatial scales. Similarly, trophic interactions in
the microbial food web, such as predation and the availability of limiting nutrients, were shown to
affect the structure and function of viral and prokaryote communities [17].

Figure 1. Schematic overview of important virus-host interactions in the marine ecosystem covered in
this special issue, including viral infection of bacteria, phytoplankton, and fish. Specific explanations
of key interactions: (1) Bacteria can prevent phage infection by mutational modification of surface
receptors or by enzymatic degradation of the incoming phage DNA; (2) Alternatively, protection
of cells in aggregates or biofilms can be a defense strategy against phage infection; (3) Infection by
temperate phages can result in the integration of the phage DNA in the host genome as prophage;
The integrated prophage can prevent infection by similar phages (Superinfection exclusion mechanism)
and (4) contribute with important genetic information to the host that may expand its metabolic or
virulence properties. Prophage induction leads to the release of new phages and may also stimulate
biofilm formation; (5) Phages can manipulate host gene expression in cyanobacteria for improved
infection efficiency, either by exploiting the host genes or by encoding host photosynthesis genes which
are then expressed during infection; (6) Phage interaction with their bacterial hosts contributes to
shaping the gut microbiome of invertebrates (e.g., tunicates), thus affecting the symbiotic relationship
between gut microbes and their hosts; (7) In the coccolithophorid phytoplankton Emiliania huxleyi
the diploid virally infected cells may undergo viral induced lysis or re-emerge (dotted arrow) as
haploid cells containing viral RNA and lipids. These haploid cells are thought to resist virus infection
(as indicated with the X) and develop into the diploid cells by karyogamy; (8) The large and diverse
group of nucleocytoplasmic large DNA viruses (NCLDV) infects a range of photosynthetic protists
such as the prasinophytes Micromonas pusilla and Ostreococcus tauri and, as exemplified in the figure, the
toxin-producing haptophyte Prymnesium parvum, thus affecting mortality, diversity and production of
phytoplankton. These interactions are strongly controlled by environmental factors such as temperature,
nutrient availability and light. As for bacteria, several mechanisms of resistance (indicated with an X)
to viruses have been described in the photosynthetic protists (see text for further details).
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A three-year study on the virus-host dynamics of haptophyte phytoplankton and their dsDNA
viruses showed seasonal fluctuations in specific virus populations indicating shifts in viral communities
in response to seasonal variations in host diversity [18]. At the same time, the presence of persistent
viral genotypes throughout the study period suggested co-existence between specific viruses and their
hosts. Understanding of the environmental drivers of virus-host interaction is essential for predicting
how environmental changes will affect virus-driven processes in a future ocean [19]. Highfield et al. [20]
showed that elevated pCO2 levels can affect the composition and diversity of Emiliania huxleyi viruses
(EhV). Maat et al. [21] found highly specific temperature sensitivity in virus infectivity and production
for four newly isolated viruses infecting the Arctic picophytoplankter Micromonas polaris. As the
predicted warming of the Arctic regions will stimulate Micromonas growth rates and promote growth
earlier in the season, the authors suggest that viral production will likely do the same.

The increased accumulation of viral metagenomic data the past decade has revealed a huge viral
diversity (e.g., [22,23]), and the marine virome is considered the largest pool of unexplored genetic
diversity on the globe, with 63–93% of the sequences not represented in the public databases [24].
A recent analysis of viral metagenomic sequence data from 43 surface ocean sites identified
~5500 populations of dsDNA viruses, of which only 39 could be affiliated to cultured viruses [22].
Even at very small scales, viral diversity may be high, as demonstrated by Flaviani et al. [25], who found
254 unique virus phylotypes in a 250 mL oceanic water sample, supporting previous suggestions that
local viral diversity is relatively similar to global diversity [22].

The large number of unknown viral populations in the marine metagenome emphasizes the
need for further isolation, characterization and sequencing of specific marine viruses. This special
issue presents several new marine viruses of eukaryotes (Prymnesium parvum, [26]) and bacteria
(Shewanella, [27], Vibrio anguillarum [28] and Dinoroseobacter shibae [29]), adding to the rapidly growing
database of genome-sequenced and characterized marine viruses. Several auxiliary metabolic genes
and other functional genes were identified in the phage genomes, suggesting a mutual benefit for both
phage and host that could potentially be disseminated to other hosts by horizontal gene transfer
(Figure 1). Prophage-encode genes can thus contribute to host functional properties, including
virulence, by so-called lysogenic conversion, potentially expanding the niches occupied by the
lysogenized hosts (Figure 1). Further, prophage induction can stimulate biofilm formation by
promoting the release of extracellular DNA, which becomes a component in the biofilm matrix [30].
The paper by Leigh et al. [27] shows that lytic phage infections also enhance biofilm formation
in Shewanella, which forms biofilms in the gut of the tunicate Ciona intestinalis. Shewanella is part
of a complex relationship between the C. intestinalis and its associated microbiome, and the study
demonstrates that phage interaction with its Shewanella host contributes to the symbiotic relationships
between the gut microbiome and the tunicate host (Figure 1).

Viruses may also acquire accessory genes from their eukaryotic or prokaryotic hosts [31]
(Figure 1). By expressing these genes during infection, the viruses may augment key steps in cellular
metabolism and ultimately increase virus production [32]. In addition to using viral genes acquired
from the host, viruses may also control the expression of host genes during infection to promote
viral production or inhibit host defense systems. This was demonstrated by Fedida & Lindell [33],
where expression patterns of specific host genes in the cyanobacterium Synechococcus sp strain
WH8102 during cyanophage infection suggested that the phage exploited the host genes for improved
infection efficiency.

The high local viral diversity obtained from oceanic metagenomic data [22] suggests a high
dispersal of viral genes across the sampled ocean viral communities. Moebus [4] had already
demonstrated that bacterial viruses with specific infectious properties were distributed across
large spatial scales in the North Atlantic. Later, a worldwide distribution of a virus infecting the
picophytoplankton Micromonas pusilla was reported by Cottrell and Suttle [34], suggesting that viruses
are efficiently spread in the marine environment. This is supported by the study by Kalatzis et al. [28],
which demonstrates that H20-like vibriophages infecting the fish pathogen Vibrio anguillarum are
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globally distributed either as free phages or as prophages inside bacterial genomes. The authors argue
that selection for co-existence, rather than arms race dynamics, might explain the global distribution of
near-identical H20-like bacteriophages and their prevalence as prophages in Vibrio genomes.

Viral host cells have developed multiple defense strategies against lytic viral infections
(Figure 1). These include both mutational changes in the cell surface receptors providing resistance
to phage adsorption, and various mechanisms for destroying the viral DNA upon infection
(e.g., restriction modification and CRISPR-Cas defense) [35]. Mordecai et al. [36] propose a different
life cycle strategy of the dsDNA EhV viruses infecting the coccolithophorid Emiliania huxleyi, where the
detection of viral RNA in the virus-resistant haploid cell of E. huxelyi suggested a new mechanism
of infection, and the co-existence of viruses and host. Defense strategies are often associated with a
fitness cost, as surface modification mutations may have an influence on, e.g., substrate uptake or
enzyme secretion [37], and because virus inactivation mechanisms may be expensive to maintain [38].
Such trade-offs between resistance and fitness costs were explored in the two groups of eukaryotic
phytoplankton, Ostreococcus tauri [39], and E. huxleyi [40]. Surprisingly, no direct cost of resistance was
detected in these systems, emphasizing the complexity of interplay between virus-host co-evolution
and the environmental conditions.

The large and diverse group of nucleocytoplasmic large DNA viruses (NCLDV) includes a
number of viral families infecting small photosynthetic protists, thus affecting mortality, evolution and
production of these phytoplankton. In the current special issue, the research on NCLDV infecting
phytoplankton is represented by the Prasinoviruses infecting the ubiquitous group of pico-sized
Prasinophycea such as Micromonas and Ostreococcus [21,39,41], and viruses infecting bloom-forming
haptophytes such as Prymnesium parvum [18,26] and Emiliania huxleyi [20,31,36,40]. These studies
highlight the progression in our understanding of the role of viruses infecting eukaryotic algae,
provide a synthesis of the current knowledge in the field, and identify gaps in our knowledge
surrounding viral life history and interactions with their hosts.

The discovery of the giant Acanthamoeba polyphaga mimivirus stimulated a new line of research,
exploring the ecology and evolution of the group of large DNA viruses infecting eukaryotic protists,
including the haptophyte Phaeocystis globosa [42]. Here, Wilhelm et al. [43] synthesize the current
knowledge and common characteristics of this group of novel viruses and their interactions with their
hosts, as well as their virophage parasites.

The compilation of papers included in the current special issue highlights the exploration of
eukaryotic and prokaryotic viruses, from discovery to complex interplays between virus and host and
the interactions with ecologically relevant environmental variables. The discovery of novel viruses and
new mechanisms underlying virus distribution and diversity exemplify the fascinating world of marine
viruses. The oceans greatly shape Earth’s climate, hold 1.37 billion km3 of seawater, produce half the
half of the oxygen in the atmosphere, and are integral to all known life. In a time where life in the
oceans is under increasing threat (global warming, acidification, pollution, economic use), it is pressing
to understand how viruses affect host population dynamics, biodiversity, biogeochemical cycling and
ecosystem efficiency.

Acknowledgments: Mathias Middelboe was supported by The Independent Research Fund Denmark
(DFF—7014-00080) and the BONUS BLUEPRINT project, supported by BONUS (Art 185), funded jointly by
the EU and Danish Agency for Science, Technology and Innovation.
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Abstract: Piscine orthoreovirus (PRV) is ubiquitous in farmed Atlantic salmon (Salmo salar) and the
cause of heart and skeletal muscle inflammation. Erythrocytes are important target cells for PRV.
We have investigated the kinetics of PRV infection in salmon blood cells. The findings indicate that
PRV causes an acute infection of blood cells lasting 1–2 weeks, before it subsides into persistence.
A high production of viral proteins occurred initially in the acute phase which significantly correlated
with antiviral gene transcription. Globular viral factories organized by the non-structural protein
μNS were also observed initially, but were not evident at later stages. Interactions between μNS and
the PRV structural proteins λ1, μ1, σ1 and σ3 were demonstrated. Different size variants of μNS and
the outer capsid protein μ1 appeared at specific time points during infection. Maximal viral protein
load was observed five weeks post cohabitant challenge and was undetectable from seven weeks
post challenge. In contrast, viral RNA at a high level could be detected throughout the eight-week
trial. A proteolytic cleavage fragment of the μ1 protein was the only viral protein detectable after
seven weeks post challenge, indicating that this μ1 fragment may be involved in the mechanisms of
persistent infection.

Keywords: Piscine orthoreovirus; PRV; non-structural protein; μNS; μ1; expression kinetics;
proteolytic cleavage; pathogenesis; blood cells; Atlantic Salmon

1. Introduction

Piscine orthoreovirus (PRV) belongs to the genus Orthoreovirus in the family Reoviridae [1,2].
The orthoreoviruses are ubiquitous in various animal species, but only found to be of pathogenic
significance in poultry and recently in fish [3–7]. PRV is abundant in farmed Atlantic salmon
(Salmo salar), detected both in apparently healthy and diseased fish [8–11]. The infection causes
heart and skeletal muscle inflammation (HSMI) and is associated with melanised foci in white muscle
in Atlantic salmon [1,7,12]. HSMI is a prevalent disease and melanised foci is a quality problem;
both conditions are of major economic importance to salmon aquaculture. The pathogenesis of HSMI is
not completely elucidated. Outbreaks of the disease are primarily observed in the seawater phase and
last for several weeks in the population [13], after which the PRV infection becomes persistent [9,11,14].
In experimental cohabitant infection trials, disease onset occurs after 8–10 weeks [15].
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The study of molecular mechanisms linked to PRV infection has been limited by the lack of
susceptible cell lines. Studies of the viral infection have therefore been performed in vivo or by
infecting erythrocytes ex vivo [16]. Piscine erythrocytes are nucleated and contain the transcriptional
and translational machinery necessary for expression of mRNA and proteins [17]. Erythrocytes are
important target cells for PRV and the infection activates an innate antiviral immune response
typical for RNA viruses in these cells [18]. During the peak phase of infection, more than 50% of
all erythrocytes may be infected [19]. Interestingly, severe anemia has not been reported from HSMI
outbreaks in the seawater phase, indicating low or no virus-induced lysis of infected erythrocytes [20].
Recently, a variant of PRV was demonstrated to be the etiologic agent of erythrocytic inclusion body
syndrome (EIBS), a condition associated with anemia and mass mortality in juvenile Coho salmon
(Onchorhynchus kisutchi). The level of anemia in EIBS affected fish corresponded with the level of viral
replication in blood [7]. In addition, infection of rainbow trout in fresh water by yet another PRV
variant is also associated with anemia and an HSMI-like disease [5].

The Orthoreovirus genome consists of ten double-stranded RNA (dsRNA) segments enclosed in
a double protein capsid. The genomic segments are classified according to size with three large (L),
three medium (M) and four small (S) segments encoding the λ, μ and σ class proteins, respectively [3,21].
In mammalian orthoreovirus (MRV), the species type of genus Orthoreovirus, the viral transcription
machinery is located in the inner core and consists of λ1, λ2, λ3, μ2 and σ2 [22]. The outer capsid
proteins μ1, σ1 and σ3 are involved in cell attachment and membrane penetration during the initial
stages of infection [23–25]. The two non-structural proteins μNS and σNS participate in the formation of
viral factories where viral genome replication and particle assembly occur [21,26,27]. Although some
important amino acid motifs are conserved between MRV and PRV, sequence identities between
homologous proteins are generally low [2]. MRV enters the cell by receptor-mediated endocytosis.
The outer capsid is largely removed and μ1 is cleaved at two positions that generate, in addition
to the full-length protein, five different fragments [24,28]. The N-terminal autolytic cleavage site,
which produces μ1N and μ1C, seems conserved across orthoreoviruses, including PRV [2,29,30].
Further cleavage of μ1C, mediated by exogenous proteases, generate fragments δ and φ [24].

Structures resembling viral factories have also been observed in PRV-infected erythrocytes,
and recombinant expression of the protein in fish cell lines indicate that PRV μNS has an analogous role
in factory formation [16,19,31]. The majority of virus-encoded proteins localize completely or partially
within these viral factories [2,3,21]. The viral factories in PRV-infected cells resemble the globular
structures observed for the MRV type 3 Dearing (T3D) strain, in contrast to the filamentous-like
viral factories generated by MRV Type 1 Lang (T1L) [19]. The latter is considered the most common
morphology type of orthoreoviral factories [21,32]. Gene segment M3 in MRV and avian orthoreovirus
(ARV) are reported to produce two isoforms of the factory forming μNS protein in infected cells [33–35].
The second isoform is produced by different mechanisms in the two viruses; in MRV, μNSC is expressed
by a second in-frame AUG (Met41) while in ARV, post-translational cleavage in the N-terminal region
releases μNSN [33,35,36]. In ARV, only full-length μNS interacts with σNS in infected cells, suggesting
that the two isoforms play different roles during ARV infection [34].

Considering the emerging occurrence of HSMI, PRV exhibits a considerable risk for the
aquaculture industry and proper disease control is highly desired. To understand the association
between PRV infection and disease outcome, and also to limit further disease outbreaks,
more information regarding PRV protein kinetics is essential. In the present study, the kinetics of viral
RNA, viral protein and antiviral immune response in blood cells from experimentally PRV-infected
Atlantic salmon were investigated. We hypothesized that PRV causes an acute infection in blood cells
correlating with innate antiviral gene expression, before the infection subsides to a low persistent level.
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2. Materials and Methods

2.1. Construction and Expression of Recombinant Piscine orthoreovirus (PRV) μNS

Following the supplier’s protocol, the BaculoDirect™ Baculovirus Expression System
(Invitrogen, Carlsbad, CA, USA) was used to generate recombinant μNS. The μNS open reading
frame (ORF) (acc. no. KR337478) was obtained by polymerase chain reaction (PCR; primers listed in
Table S1) of the plasmid construct pcDNA3.1 μNS N-FLAG [31] and cloned into the pENTR™ TOPO®

vector (Invitrogen). The pENTR μNS construct was used in a recombination reaction to generate
the recombinant baculovirus DNA. Sanger sequencing (GATC Biotech AG, Konstanz, Germany)
confirmed the sequence of the construct. Spodoptera frugiperda (Sf9) insect cells (BD Bioscience,
Erembodegem, Belgium) cultured in Grace Insect Medium (Invitrogen) supplemented with 10% heat
inactivated fetal bovine serum (FBS, Life Technologies, Paisley, Scotland, UK), 100 U/mL Penicillin,
100 μg/mL Streptomycin and 0.25 μg/mL Fungizone (Life Technologies), were transfected with
recombinant baculovirus DNA. Passage 1 (P1) viral stock was harvested 11 days post transfection and
used to produce high titer viral stocks according to the supplier’s protocol. The BacPAK quantitative
PCR (qPCR) Titration kit (Clontech, Mountain View, CA, USA) was used to determine the viral titer.
Finally, Sf9 insect cells were infected with Passage 2 (P2) or higher passage of recombinant baculovirus
stock (>1 × 108 copies/mL) and incubated at 27 ◦C for 96 h for expression of the recombinant μNS
protein containing a C-terminal 6xHis-tag.

2.2. Construction and Expression of Recombinant PRV λ1

The ORF of PRV structural protein λ1 (acc. no. KR337475) encoded by gene segment L3 was
amplified (primers listed in Table S1) using cDNA originating from a HSMI outbreak [31] as template.
The PCR product was cloned into pET100/D-TOPO (Invitrogen) and the sequence verified by Sanger
sequencing (GATC Biotech AG). The pET100-λ1 plasmid was transfected into E. coli (BL21 DE3 strain,
Invitrogen) and expressed with a N-terminal 6xHis-tag, following the manufacturer’s instructions.
Protein expression was monitored by sodium dodecyl sulfate polyacrylamide gel electrophoresis
(SDS-PAGE).

2.3. Protein Purification

The Sf9 insect cells and the E. coli cells expressing recombinant PRV μNS and λ1 proteins,
respectively, were pelleted by centrifugation at 5000× g for 10 min, then dissolved and washed in
phosphate-buffered solution (PBS). Purification of recombinant proteins was carried out using ProBond
Purification System (Life Technologies) following the manufacturer’s instructions. The recombinant
μNS protein was eluted with an elution buffer containing 8 M Urea, 20 mM Na2H2PO4 (pH 4.0),
and 500 mM NaCl. The purity of the recombinant protein was monitored by SDS-PAGE using a
4%–12% Bis–Tris Criterion XT gel (Bio-Rad, Hercules, CA, USA). To purify λ1, the Ni-NTA agarose was
run on a SDS-PAGE where a band matching the size of λ1 was excised. The gel sample containing λ1
protein was solubilized in 250 mM Tris-HCl with 0.1% SDS, pH 6.8, sonicated 3 × 5 s and incubated at
4 ◦C with shaking overnight. The sample was centrifuged at 10,000× g for 10 min and the supernatant
was dialyzed using the Slide-A-Lyser® Dialysis cassette with 20,000 molecular weight cut-off (MWCO)
and 0.5–3.0 mL capacity (Thermo Scientific, Waltham, MA, USA) following the manufacturer’s protocol.
SDS-PAGE confirmed the purity of the recombinant λ1 protein. Protein concentrations for both μNS
and λ1 were determined using the DC Protein Assay Reagent Package (Bio-Rad), with bovine serum
albumin (BSA; Sigma-Aldrich, St. Louis, MO, USA) as protein standard.

2.4. Immunization of Rabbits

The purified recombinant proteins were used for immunization of rabbits and generation of
antisera named anti-μNS #R320684 and anti-λ1 #K273. In the first injection, Freund’s complete
adjuvant was added, thereafter the rabbits were boosted three times with Freund’s incomplete adjuvant
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weekly. The amount of μNS and λ1 antigen used per immunization was in the range of 45–500 μg.
The rabbit sera produced were tested by Western blotting (WB) and fluorescent microscopy after
transfection of epithelioma papulosum cyprini (EPC; ATCC CRL-2872) cells with pcDNA3.1 μNS
N-FLAG [31] or pcDNA3.1 λ1 N-HA [31] (see description below). Antisera controls were collected
prior to immunization. WB and immunofluorescent microscopy confirmed that the rabbit μNS and
λ1 antisera recognized the μNS and λ1 proteins in transfected EPC cells (Figure S1). No staining was
detected using the pre-immunization sera (data not shown).

2.5. Specificity of Antisera

EPC cells were cultivated in Leibovitz-15 medium (L15; Life Technologies) supplemented
with 10% heat inactivated FBS, 2 mM L-glutamine, 0.04 mM mercaptoethanol and 0.05 mg/mL
gentamycin-sulphate (Life Technologies), and seeded at a density of 1.5 × 104 cells/well in a 24-well
plate 24 h prior to transfection. Plasmids pcDNA3.1-μNS N-FLAG and pcDNA3.1-λ1 N-HA were
transfected using Lipofectamine LTX reagent (Life Technologies) according to the manufacturer’s
instructions. The cells were fixed and stained 48 h post-transfection with an Intracellular Fixation
and Permeabilization Buffer Set (eBioscience, San Diego, CA, USA) following the manufacturer’s
protocol. Antisera against μNS (1:1000) and λ1 (1:500); secondary antibody against rabbit IgG
conjugated with Alexa Fluor 488 (Life Technologies) and Hoechst trihydrochloride trihydrate
(Life Technologies) were used for staining. Images were captured on an inverted fluorescence
microscope (Olympus IX81). Transfected EPC cells were also used to further verify anti-μNS and
anti-λ1 in WB. A total of 3 × 5 million EPC cells were pelleted by centrifugation, resuspended
in 100 μL Ingenio Electroporation Solution (Mirus, Madison, WI, USA) and transfected with 4 μg
pcDNA3.1 μNS N-FLAG or pcDNA3.1 λ1 N-HA. The transfected cells were transferred to 75 cm2

culture flasks containing 20 mL pre-equilibrated L-15 growth medium (described above) and collected
72 h post-transfection. The cell pellets were lysed in Nonidet-P40 lysis buffer (1% NP-40, 50 mM
Tris–HCl pH 8.0, 150 mM NaCl, 2 mM EDTA) containing Complete ultra mini protease inhibitor
cocktail (Roche, Mannheim, Germany). The mix was incubated on ice for 30 min, and then centrifuged
at 5000× g for 5 min at 4 ◦C. The supernatant was mixed with Sample Buffer (Bio-Rad) and Reducing
Agent (Bio-Rad), denatured for 5 min at 95 ◦C and run in SDS-PAGE, using 4%–12% Bis–Tris Criterion
XT gel (Bio-Rad). Magic MarkTM XP Standard (Invitrogen) was used as a molecular size marker.
Following SDS-PAGE, the proteins were blotted onto a polyvinylidene fluoride (PVDF) membrane
(Bio-Rad) and anti-μNS and anti-λ1 were used as primary antibodies and anti-Rabbit IgG-HRP
(GE Healthcare, Buchinghamshire, UK) as secondary antibody. Protein bands were detected by
chemiluminescence (Amersham ECL Plus, GE Healthcare).

2.6. Experimental Challenge of Salmon

A cohabitation challenge experiment was performed at VESO Vikan aquatic research facility,
(Vikan, Norway). The fish had an average weight of 30 grams at the onset of the experiment with a
maximum stocking density of 80 kg/m3, and were kept in 0.4 m3 tanks supplied with filtered and
UV-radiated fresh water, 12 ◦C ± 1 ◦C with a 12 h light/12 h dark regime. Water discharge of the
tanks was provided by a tube overflow system with 7.2 L/min flow rate. The fish were acclimatized
for two weeks prior to challenge, fed according to standard procedures and anesthetized by bath
immersion (2–5 min) in benzocaine chloride (0.5 g/10 L water, Apotekproduksjon AS, Oslo, Norway)
before handling. Briefly, the experimental study included one group of shedder fish (50%) marked at
the time of PRV-injection by cutting off the adipose fin and one naïve cohabitant group (50%). The PRV
inoculum was prepared from a batch of pooled heparinized blood samples from a previous PRV
challenge experiment [19].

On day 0 of the challenge, the heparinized blood was diluted 1:2 in PBS and 0.1 mL of the
inoculum was intraperitoneal (i.p.) injected into the shedders. The inoculum was confirmed negative
for salmon viruses such as infectious pancreatic necrosis virus (IPNV), infectious salmon anemia virus
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(ISAV), salmonid alphavirus (SAV) and piscine myocarditis virus (PMCV) by reverse transcription
quantitative PCR (RT-qPCR). Samples from six fish were collected before initiation of the experiment
to provide time-0 uninfected control material for protein assays. Heparinized blood was collected from
six cohabitant fish at each sampling point; 3, 4, 5, 6, 7 and 8 weeks post challenge (wpc). In addition,
a second cohabitation challenge experiment lasting 10 weeks was performed at the same facility
following a similar experimental design. In this study, six fish sampled prior to PRV challenge were
used to provide uninfected control material for protein and RT-qPCR assays, and heparinized blood
was collected from six cohabitant fish at 4, 6, 8 and 10 wpc. The second challenge experiment was
otherwise performed under the same conditions as the first experiment. Both experiments were
approved by the Norwegian Animal Research Authority and followed the European Union Directive
2010/63/EU for animal experiments.

2.7. RNA Isolation and Reverse Transcription Quantiative Polymerase Chain Reaction (RT-qPCR)

Total RNA was isolated from 20 μL heparinized blood homogenized in 650 μL QIAzol Lysis
Reagent (Qiagen, Hilden, Germany) using 5 mm steel beads, TissueLyser II (Qiagen) and RNeasy
Mini spin column (Qiagen) as recommended by the manufacturer. RNA was quantified using a
NanoDrop, ND-1000 spectrophotometer (Thermo Fisher Scientific, Wilmington, DE, USA). The Qiagen
OneStep kit (Qiagen) was used for RT-qPCR with a standard input of 100 ng (5 μL of 20 ng/μL) of
the isolated total RNA per reaction in a total reaction volume of 12.5 μL. The template RNA was
denaturated at 95 ◦C for 5 min prior to RT-qPCR targeting PRV gene segments S1, M2 and M3.
The following conditions were used for S1: 400 nM primer, 300 nM probe, 400 nM dNTPs, 1.26 mM
MgCl2, 1:100 RNase Out (Invitrogen) and 1 × ROX reference dye with the following cycle parameters:
30 min at 50 ◦C, 15 min at 94 ◦C, 40 cycles of 94 ◦C/15 s, 54 ◦C/30 s and 72 ◦C/15 s in an AriaMx
(Agilent, Santa Clara, CA, USA). Similar conditions and cycle parameters were also used targeting
M2 and M3, although primer concentration was adjusted to 600 nM and annealing temperature to
58 ◦C. All samples were run in duplicates, and a sample was defined as positive if both parallel
samples had a Ct <35. The fluorescence threshold for S1, M2 and M3 was set at ΔRn 0.261, 0.028
and 0.021, respectively. The primers and probes are listed in Table S1. For analysis of antiviral gene
expression, cDNA was prepared from 500 ng RNA using the QuantiTect reverse transcription kit with
gDNA elimination (Qiagen) following the instructions from the manufacturer. Quantitative PCR was
performed in triplets on 384-well plates using cDNA corresponding to 5 ng RNA in a total volume
of 10 μL per parallel, SsoAdvanced™ Universal SYBR® Green Supermix, and 500 nM forward and
reverse primers (Table S2). The qPCRs were run for 40 cycles of 94 ◦C/15 s and 60 ◦C/30 s. All samples
in the sample set were analyzed on the same plate using the same fluorescence threshold, and the
cut-off value was set to Ct 37. The specificity of the SYBR green assays was confirmed by melting point
analysis. Levels of Elongation factor (EF1α) mRNA were used for normalization of all assays by the
ΔΔCt method.

2.8. Flow Cytometry

Samples consisting of 1.25 μL heparinized blood (diluted 1:20 in PBS) from each of the cohabitant
fish in the first challenge experiment were plated into 96-well plates for intracellular staining as
previously described [19] using anti-μNS and anti-ơ1 [4]. The corresponding zero serum, anti-μNS
Zero and anti-σ1 Zero [4] were used as negative controls for background staining. Samples originating
from 5 and 8 wpc were fixed, stained and analyzed immediately, while samples from 4 and 7 wpc
were fixed and stored for one week and samples from 0, 3 and 6 wpc were fixed and stored for two
weeks in flowbuffer (PBS, 1% BSA, 0.05% azide) before analysis. The cells were analyzed on a Gallios
Flow Cytometer (Beckman Coulter, Miami, FL, USA), counting 50,000 cells per sample, and the data
were analyzed using the Kaluza software (Becton Dickinson). Cells were gated according to size
and granularity to include only intact cells and samples from 0 wpc were used as negative controls.
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Due to slight variation in background staining, the flow charts were gated individually to discriminate
between negative and positive peaks.

2.9. Immunofluorescence Microscopy

Following flow cytometry analysis, the cells were prepared for immunofluorescence microscopy.
The nuclei were stained with Hoechst trihydrochloride trihydrate (Life Technologies) and the cells
were mounted to glass slides using Fluoroshield (Sigma-Aldrich, St. Louis, MO, USA) and cover slips.
Images were captured on an inverted fluorescence microscope (Olympus IX81).

2.10. Transmission Electron Microscopy (TEM)

Samples consisting of 20 μL heparinized blood from each cohabitant fish in the first experimental
challenge were diluted in 1 mL PBS, centrifuged at 1000× g for 5 min at 4 ◦C, washed twice in PBS
and fixed in 3% glutaraldehyde overnight at 4 ◦C. All samples were further washed twice in PBS and
prepared for transmission electron microscopy (TEM) as described earlier [19]. The sections were
examined in a FEI MORGAGNI 268, and photographs were recorded using a VELETA camera.

2.11. Western Blotting (WB)

Heparinized blood from each cohabitant fish in the first challenge experiment was analyzed
separately and as pooled samples from the different time-points. The samples were centrifuged at
5000× g and the blood pellets was lysed in Nonidet-P40 lysis buffer containing Complete ultra mini
protease inhibitor cocktail and prepared for WB as described above. Anti-μNS (1:1000), anti-μ1C
(1:500) [4], anti-σ1 (1:1000) [4], anti-σ3 (1:500) [2] and anti-λ1 (1:500) were used as primary antisera,
Rabbit Anti-Actin (Sigma-Aldrich, St. Louis, MO, USA) was used to standardize the blots and
Anti-Rabbit IgG-HRP (GE Healthcare) was used as secondary antibody. Blood collected at 0 wpc was
used as negative control. In addition, heparinized blood from six of the cohabitant fish sampled at 0, 4,
6, 8 and 10 wpc in the second challenge experiment were prepared and analyzed in the same manner.

2.12. Immunoprecipitation (IP)

Blood from six cohabitants in the first challenge experiment sampled at 4, 5 and 8 wpc were
pooled and lysed in Nonidet-P40 lysis buffer containing Complete ultra mini protease inhibitor
cocktail as described above. The supernatants were transferred to new tubes and added anti-μNS or
anti-μ1C (1:50) and incubated at 4 ◦C overnight with rotation. The Immunoprecipitation Kit Dynabeads
Protein G (Novex, Life Technologies) was used for protein extraction and the beads were prepared
according to the manufacturer’s protocol. The cell–lysate–antibody mixtures were mixed with the
protein G-coated beads and incubated 2 h at 4 ◦C. The beads–antibody–protein complexes were
washed according to the manufacturer’s protocol and run in SDS-PAGE. The SDS-gel was blotted onto
PVDF membranes (Bio-Rad) and the proteins were detected using anti-μNS, anti-μ1C [4], anti-σ1 [4],
anti-σ3 [2] and anti-λ1.

2.13. Liquid Chromatography–Mass Spectrometry (LC–MS)

Five and three fragments immunoprecipitated with anti-μNS (4 and 5 wpc) and anti-μ1C (5
wpc), respectively, that were not observed at 0 wpc, were excised and in-gel digested with 0.1 μg
of trypsin in 20 μL of 50 mM ammonium bicarbonate, pH 7.8 for 16 h at 37 ◦C (Promega, Madison,
WI, USA). The peptides were purified with μ-C18 ZipTips (Millipore, Billerica, MA, USA), and
analyzed using an Ultimate 3000 nano-UHPLC system (Dionex, Sunnyvale, CA, USA) connected to a Q
Exactive mass spectrometer (ThermoElectron, Bremen, Germany). Liquid chromatography and mass
spectrometry was performed as previously described [37]. Data were acquired using Xcalibur v2.5.5
and raw files were processed to generate peak list in Mascot generic format (*.mgf) using ProteoWizard
release (Version 3.0.331). Database searches were performed using Mascot (Version 2.4.0) against the
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protein sequences of λ1, λ2, λ3, μNS, μ1, μ2, σNS, σ1, σ2 and σ3 assuming the digestion enzyme
trypsin and semi-trypsin, at a maximum of one missed cleavage site, fragment ion mass tolerance of
0.05 Da, parent ion tolerance of 10 ppm and oxidation of methionines, propionamidylation of cysteines,
acetylation of the protein N-terminus as variable modifications. Scaffold 4.4.8 (Proteome Software Inc.,
Portland, OR, USA) was used to validate MS/MS based peptide and protein identifications.

2.14. Computational Analysis

Theoretical molecular weights for proteins were calculated using the Compute pI/Mw tool [38].
PSI-blast based secondary structure PREDiction (PSIPRED; Version 3.3) was used to predict protein
secondary structure [39].

2.15. Statistical Analysis

Differences in gene expression levels of innate antiviral genes was analyzed using one-way Anova
with Tukey’s multiple comparison test. Correlation analysis between PRV S1/M3 RNA levels and
antiviral and immune gene expression were performed using nonparametric Spearman correlation.

3. Results

3.1. Viral RNA Load in Blood Cells

RT-qPCR targeting PRV genomic segments S1, M2 and M3 revealed high viral RNA loads in
blood cells from 3 to 8 wpc (Figure 1). RNA from segments S1, M2 and M3 were first detected at 3 wpc
and peaked at 5 wpc with mean Ct-values of 17.2 (±0.4), 14.5 (±0.3) and 14.6 (±0.4). From 5 wpc, the
S1 RNA load decreased, and by 8 wpc the mean Ct-value was 26.4 (±0.6). However, a similar decrease
was not observed for the M2 and M3 RNAs, and by 8 wpc mean Ct-values for these genomic segments
were 17.4 (±0.5) and 17.7 (±0.4), respectively. RT-qPCR targeting genomic segment S1 in blood from
six fish sampled at 0, 4, 6, 8 and 10 wpc in the second challenge experiment was also performed and
gave similar results (Figure S2).

Figure 1. Piscine orthoreovirus (PRV) RNA load in blood cells. Reverse transcription quantitative
polymerase chain reaction (RT-qPCR) of PRV gene segments S1, M2 and M3 in blood cells from
cohabitant fish. Individual (dots) and mean (line) Ct-values, n = 6 per time-point. wpc = weeks
post challenge.
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3.2. Expression of Innate Antiviral Genes in PRV Infected Blood Cells

The innate antiviral immune response in blood following PRV infection was studied by RT-qPCR
targeting Atlantic salmon type I interferon (IFNab), viperin, interferon-stimulated gene 15 (ISG15),
dsRNA-activated protein kinase (PKR) and IFNγ. All innate antiviral genes analyzed were statistically
significantly upregulated during the peak phase of PRV infection from 4 to 6 wpc, increasing 5- to
20-fold compared to the level at 3 wpc (Figure 2a, Figure S3). The Ct values for S1 and M3 RNA
correlated with the relative levels of gene expression for all innate antiviral genes, but not for the T-cell
marker genes CD4 and CD8 (Figure 2b). When comparing the early phase up to the peak of infection
(3–5 wpc) with the later phase (6–8 wpc), S1 RNA was correlated with the innate antiviral response in
both phases, whereas M3 only showed significant correlation in the early phase (Figure 2b). EF1α were
stably expressed during PRV infection and were used for normalization of all other assays by the ΔΔCt
method (Figure S4) [15,40].

Figure 2. Expression of immune genes in blood cells. (a) Immune genes were assayed at 3–8 wpc by
RT-qPCR in blood cells from cohabitant fish (n = 6 per time point). Data are normalized against EF1α
and the lowest ΔCt level at 3 wpc (n = 6), and 2-ΔΔCt values are calculated. Mean relative expression
is indicated. ISG = interferon-stimulated gene, PKR = double-stranded RNA (dsRNA)-activated
protein kinase; (b) Correlation between Ct values for S1/M3 RNA and relative levels of antiviral gene
expression for a set of immune genes.
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3.3. Flow Cytometry Indicates a Transient Peak in Blood Cells

Blood cells stained intracellularly with anti-μNS and anti-σ1 were analyzed by flow cytometry
(Figure 3a, Figure S5). A PRV positive population of blood cells was observed from 4 wpc as a marked
shift in the histograms compared to negative samples. Five out of six fish were positive for μNS by
flow cytometry at 4 wpc, consistent with the RT-qPCR data where the positive fish had lower Ct-values
(18.2 ± 5.6) compared to the negative fish (30.4). At 5 wpc, the PRV positive blood cell population
decreased, but was still visible for all individuals. From 6 wpc and onwards, no PRV-positive cell
populations were observed. The pattern for σ1 positive cells was similar to that described for μNS.

Figure 3. Presence of PRV μNS and σ1 in blood cells. (a) Intracellular staining of μNS in blood cells
analyzed by flow cytometry from three cohabitant fish sampled at 4, 5 and 6 wpc. The negative control
staining is one fish sampled at 0 wpc. A total of 50,000 cells were counted per sample and 30,000 were
gated for analysis; (b) Fluorescent labeling of μNS (left) and σ1 (right) displaying viral factory-like
inclusions (green) in infected red blood cells sampled 0 (negative control), 4, 5 and 6 wpc. The nuclei
were stained with Hoechst (blue).

3.4. Viral Factories Observed in Blood Cells

Both μNS and σ1 were detected by immunofluorescence as cytoplasmic globular inclusions in
erythrocytes at 4, 5 and 6 wpc (Figure 3b). The inclusions varied in both size and number. At 4 and
5 wpc, they were predominantly large and perinuclear. Inclusions stained with anti-σ1 were generally
smaller and more variable in size than those stained with anti-μNS. At 6 wpc, the number and size
of the inclusions were considerably reduced and at 7 wpc and onward no inclusions were detected.
These findings correlated with the results obtained from flow cytometry.

3.5. TEM of PRV Infected Blood Cells

TEM of PRV infected blood cells sampled at 0, 4, 5 and 6 wpc are shown in Figure 4. The control
cells (0 wpc) contained circular cytoplasmic vesicles (200–500 nm) that were apparently devoid
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of specific content. In addition, a few control cells contained lamellar structures up to 300 nm in
size. At 4 wpc, lamellar structures were frequent and a few large cytoplasmic inclusions (~800 nm)
containing particles with reovirus-like morphology were observed. The viral particles were naked
with an electron dense core that resembled previous TEM descriptions of PRV [19]. At 5 wpc, several
small (200–500 nm) and large (~800 nm) cytoplasmic inclusions containing reovirus-like particles were
detected. The larger inclusions contained a mixture of reovirus-like particles and lamellar structures,
some enclosed within membrane-like structures. At 6 wpc, large inclusions were frequent, but only a
few contained viral particles.

Figure 4. Transmission electron microscopy (TEM) of blood cells. PRV-infected red blood cells sampled
at 0 (negative control), 4, 5 and 6 wpc show small empty vesicles (cross), lamellar structures (arrowhead),
reovirus-like particles (arrow) and large empty inclusions (star).

3.6. μNS Protein Expression in Individual Fish Correlate with viral RNA only during the Acute Phase
of Infection

Blood cells from six fish sampled at 3, 4, 5 and 6 wpc were analyzed by WB using anti-μNS
and compared to Ct-values targeting the corresponding genomic segment M3 of the same samples
(Figure 5). No fish were positive by WB at 3 wpc, while five samples at 4 wpc demonstrated bands
at molecular weight (MW) 83.5 (putative full-length μNS) and 70 kDa. The Ct-values from the same
samples corresponded to the positive staining of the putative full-length μNS bands. Fish 6 at 4 wpc,
was negative for μNS by WB; this individual also displayed a higher Ct-value (30.4) than the other
cohabitants. The amount of μNS decreased markedly from 4 to 5 wpc, and the 70 kDa band was barely
detectable at 5 wpc. At 6 wpc, the μNS protein was non-detectable by WB in fish 1, 5 and 6, and only
barely detectable in the remaining fish. Although the μNS protein level decreased below the detection
limit for WB, the corresponding viral RNA levels (genomic segment M3) remained high throughout
the challenge. Thus, μNS protein and M3 RNA levels only correlated at 4 wpc.

Figure 5. Detection of PRV uNS protein in blood cells compared to viral RNA load. Blood cells from 3,
4, 5 and 6 wpc (n = 6) analyzed for μNS by Western blotting. Ct-values for gene segment M3 (μNS)
from the same samples are shown below each lane. M = molecular weight standard; Lane 1–6 refers to
individual fish (1–6) per time point.
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3.7. PRV Protein Levels Display a Transient Peak in Blood Cells

The load of structural proteins λ1, μ1, σ1 and σ3, and the non-structural protein μNS, displayed a
similar transient peak at 4–6 wpc in blood cells (Figure 6). All five proteins appeared at 4 wpc and were
non-detectable at 7 wpc. In addition to the putative full-length μNS, a band with the MW of about
70 kDa was observed at 4 wpc, consistent with findings from individual fish (Figure 5). The putative
full-length μ1 protein (74.2 kDa) was detected at 4 wpc. However, at 5 wpc, this band was not present
but replaced by three bands of approximately 70 kDa, 37 kDa and 32 kDa in size. At 7 and 8 wpc,
only one band of approximately 35 kDa was detected. The same staining patterns for the λ1, μNS, μ1,
σ1 and σ3 proteins were observed when blood from the second challenge experiment was analyzed
(Figure S6).

Figure 6. Presence of PRV proteins in blood cells. Pooled blood cell samples (n = 6) from each week
were analyzed by Western blotting, targeting μNS, σ1, σ3, μ1 and λ1. M = molecular weight standard.
Actin was used as control for protein load.

3.8. PRV Proteins Interact with μNS

Interaction between μNS and other PRV proteins was studied by IP and WB (Figure 7).
At 4 wpc, μNS was detected as a 70 kDa protein and at the same time-point the structural proteins
λ1, μ1, σ1 and σ3 were co-immunoprecipitated. At 5 wpc, μNS was detected in three different
sizes ranging from 70 kDa to 83.5 kDa (putative full-length μNS). However, the only structural
proteins co-immunoprecipitating with μNS at 5 wpc were σ3 and the 35 kDa fragment of μ1
(see above). Interactions between μNS and other viral proteins were also investigated by liquid
chromatography–mass spectrometry (LC–MS; Table 1) and peptides corresponding to λ1, λ2, λ3, μNS,
μ1, σNS and σ1 were identified.
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Figure 7. μNS interacts with multiple PRV proteins. Pooled blood cell lysate (n = 6) immunoprecipitated
with μNS-antiserum, followed by Western blotting with primary antibodies detecting μNS, μ1C, σ1, σ3
and λ1 (arrows). M = molecular weight standard.

Table 1. Identified piscine orthoreovirus (PRV) peptides following immunoprecipitation with anti-μNS
and mass spectrometry (MS).

* Band Excised from
SDS-PAGE (kDa) Identified PRV Proteins Unique Peptides Theoretical PRV

Protein Size (kDa)

140 (5 wpc) μNS 1 83.5

130 (5 wpc)

λ3 2 144.5
λ2 7 143.7
λ1 14 141.5
μNS 9 83.5
σ1 1 34.6

80 (5 wpc) λ1 11 141.5
μNS 24 83.5

70 (4 wpc) μNS 16 83.5

35 (5 wpc)

μNS 4 83.5
δ † 3 37.7
σNS 1 39.1
σ1 2 34.6

* Approximate size of proteins excised from bands following IP with anti-μNS antisera at four and five weeks post
challenge (wpc). † Proteolytic fragment of μ1 proposed in the present work.

3.9. μNS Exists in Two Forms

WB of infected blood cells consistently produced two μNS bands of approximately 83.5 and
70 kDa (Figures 5 and 6). Due to the presence of two translation initiation sites in MRV segment M3,
the LC–MS data were analyzed to identify putative shorter variants of the PRV μNS. The peptide
distribution along the full-length μNS sequence and their spectrum matches are shown in Figure S7a.
The μNS peptides and total spectrum matches obtained from the two bands are shown in Figure S7b.
Several N-terminal μNS peptides were identified from the 83.5 kDa band that were not observed in the
70 kDa band. Furthermore, the peptide spectrum matches from the 83.5 kDa and 70 kDa bands in the
200 amino acid N-terminus were 10 to 1, respectively. In contrast, for the remaining C-terminal μNS
sequence, the 83.5 kDa and 70 kDa bands produced similar or identical peptide spectrum matches,
with a ratio of 66 to 63 (Figure S7). These results point to the presence of a second translation initiation
site in the 5’- region of the μNS ORF. Start sites at M85, M94, M115 or M169 would provide proteins with
predicted sizes of 74.5, 73.6, 71.1 and 65.5 kDa, respectively. M115 is the most likely candidate due to its
size and presence in all PRV strains.
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3.10. μ1 Has Two Putative Proteolytic Cleavage Sites

WB targeting the μ1 protein showed that the protein is present in different forms during
infection. The putative full-length μ1 (74.1 kDa) was detected at 4 wpc (Figures 6 and 7). In contrast,
smaller versions, with estimated sizes of 70, 37 and 32 kDa, replaced the full-length variant at 5 wpc
(Figure 6). The three size variants from 5 wpc were subjected to LC–MS analysis (Figure S8). The 70 kDa
band most likely represents μ1C following pre-cleavage at N42P43 (MW 69.8 kDa). Of the fourteen
peptide spectrum matches identified from the 70 kDa band, two were found to overlap N42P43

(Figure S8a). This is most likely due to carryover of slightly larger full-length μ1 (74.1 kDa) following
gel excision. No peptides stretching N-terminal to N42P43 were identified from the 37 and 32 kDa
bands. Additional semi-tryptic peptides, i.e., peptides generated by trypsin cleavage at one end but
not the other, were identified from both the 37 and 32 kDa bands (Figure S8a). Among these is a
peptide identified from the 32 kDa band harboring an N-terminal S388. Cleavage of μ1C at F387S388

would yield N- and C-terminal fragments of 37.7 kDa and 32.1 kDa, respectively. The distribution
of peptide sequences and peptide spectrum matches provides support for proteolytic cleavage at
or close to F387S388 (Figure S8). The results suggest that the 37 kDa and 32 kDa bands represent
the PRV homologues of MRV μ1 fragments δ and φ, respectively. Besides the μ1 peptide sequences,
peptides originating from other PRV proteins with sizes close to the sizes of the three excised fragments,
were also identified. Peptide sequences matching λ1 and μNS (one peptide spectrum match each) were
identified from the 70 kDa band, sequences matching σ1, σ3 and σNS were identified from the 37 kDa
band (2, 2 and 11 peptide spectrum matches, respectively) and σ2 sequences were identified from the
32 kDa band (four peptide spectrum matches).

4. Discussion

Screening of farmed Atlantic salmon has indicated that PRV is ubiquitous in seawater and causes
a persistent infection [9,11,41,42]. The study of PRV pathogenesis has been hampered by the lack of
susceptible cell lines, and is currently dependent upon in vivo experiments. The fish in this experiment
were challenged by cohabitation, i.e., through a natural transmission route. To ensure coordinated
onset of infection, a high ratio of shedder fish was used. We found that PRV infection of salmon blood
cells is acute and transient, with a peak lasting for 1–2 weeks under these experimental conditions.

Erythrocytes are major target cells for PRV [19]. Piscine erythrocytes are nucleated and contain the
transcriptional and translational machinery enabling virus replication both in vivo and ex vivo [16,19].
We detected various PRV proteins in blood cells from 4 wpc, and the amount of protein was reduced at
6 wpc. Innate antiviral gene expression also peaked at 4–6 wpc and all selected genes were significantly
induced during the peak period, in line with PRV protein production. In contrast to the transient
peak displayed by PRV proteins, the viral RNA levels in blood cells persisted. The viral RNA level
though, varied for the targeted genomic segments; the level of M2 (μ1) and M3 (μNS) remained high
throughout the trial, while S1 (σ3) transcripts decreased from 6 wpc. TEM analysis corresponded
well with viral protein production, i.e., the lamellar structures observed at 4 wpc developed into
inclusions containing reovirus-like particles at 5 wpc, while no virus particles could be observed at
7 wpc. The findings support PRV, causing an acute infection in blood cells where high PRV protein
and particle production are sustained 1–2 weeks before the infection becomes persistent. Our study
shows that, after the acute phase, the PRV RNA level as determined by RT-qPCR does not reflect the
virus load in blood.

The salmon does not appear to be able to eliminate PRV. Challenge experiments have shown that
PRV RNA can be detected at a steady level in heart and liver until 36 wpc (end of experiment) [41],
and in blood for more than a year after challenge [9,19]. In an experiment where the infectious potential
of persistently PRV infected Atlantic salmon was studied, sentinel fish were added at 59 wpc, but no
transmission to the sentinel fish was observed [9]. This indicates that fish persistently infected with PRV
do not continuously shed the virus. Viral persistence is common in fish and has been demonstrated
for several RNA viruses [9,43–47]. The only PRV protein that could be detected after the peak of
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virus protein production was a fragment of μ1, suggesting a possible role for this protein in persistent
infection. In farmed salmon, where the size of the population in a net pen may exceed a hundred
thousand individuals, and in the whole farm be more than a million fish, viral persistence in the
population, but not necessarily in the individual, is also a critical parameter.

PRV infection in erythrocytes has previously been shown to induce expression of type I interferon
and interferon-regulated genes [16,18]. In this study, the level of viral RNA correlated with the innate
antiviral response in individual fish, with the exception of M3 expression after the virus peak (6–8 wpc).
The continuous production of M3 RNA indicates that the innate antiviral immune response primarily
inhibits virus replication post transcriptionally, which is in line with the functions of PKR and ISG15
on translation and protein modification, respectively [48,49].

Orthoreoviruses generate viral factories in the cytoplasm of infected cells [21,27,50–52], and PRV
forms cytoplasmic globular viral factories resembling the structures produced by MRV T3D [16,19,31].
Viral factories are structures where virus replication and assembly occur, and thus where the viral
proteins co-localize. The secluded nature of the viral factories modulates the level of the innate antiviral
immune response. The orthoreoviral protein μNS is orchestrating the construction of the factories
and in this study and earlier studies we have found that λ1, λ2, λ3, μ1, σNS, σ1, σ2 and σ3 interact
with μNS [31]. The σ3 protein co-precipitated with μNS but was not identified by MS, however WB
can be more sensitive than LC–MS [52]. This suggests that μNS interacts directly or indirectly with
all three λ-proteins, the μ1 protein, and possibly all four σ-proteins. The μNS protein was detected
in different molecular sizes at specific time points. Further investigations led to the finding of four
possible internal translation initiation sites in the μNS gene. The M115 residue was determined to be
the best candidate as M94 is not conserved among all PRV isolates, and M85 and M169 are unlikely
due to the sizes of the proteins generated. Post-translational cleavage to generate μNSC as shown for
ARV μNS cannot be excluded, although the specific proteolytic cleavage site in the ARV protein is not
conserved in PRV [2,33,53]. The different μNS size variants, i.e., full-length μNS and the 70 kDa variant
with putative translation initiation at M115, may differ in their interactions with other PRV proteins.
At 4 wpc, when only the 70 kDa variant of μNS was detected following IP, all targeted structural
proteins co-precipitated. However, at 5 wpc, when full-length μNS was dominant, only the σ3 protein
and the assumed μ1 fragment δ co-precipitated. Studies previously performed on aquareoviruses and
ARV indicate that recruitment of viral proteins into viral factories occurs in a predefined order through
direct or indirect association with μNS [50,54].

Four different molecular sizes of the μ1 protein were observed in the infected blood cells.
Previous multiple sequence alignments of the μ1 amino acid sequence showed absolute conservation of
the G2-myristoylation site and the autolytic N42P43 cleavage site, both regarded as crucial for reovirus
μ1-mediated membrane penetration [2]. The band observed at 4 wpc represents the full-length μ1
protein while the 70 kDa band at 5 wpc most likely represents μ1C.

Although peptides containing amino acid sequences overlapping the N42P43 site were observed
from the 70 kDa band following LC–MS, peptides ending in P43 were present in equal amount.
We conclude that the presence of the N42P43 overlapping peptides originate from carryover of the
slightly larger full-length μ1 following gel excision. In addition, proteins can exhibit different abilities
to separate in SDS-PAGE. This explains the presence of a minor fraction of peptides from the δ

fragment (i.e., 37 kDa band) in the φ fragment (i.e., 32 kDa band) and vice versa. No peptide sequences
overlapping N42P43 were identified from the 37 and 32 kDa bands. Rather, a higher number of peptides
with an N-terminal P43 generated by non-tryptic cleavage were identified, providing additional
support for cleavage at N42P43.

MRV μ1 contains a second cleavage site in its C-terminal region which, upon cleavage by
exogenous proteases, generates the additional fragments δ and φ [55]. In the present study, we propose
that the 37 kDa and 32 kDa bands represent the PRV homologues of the MRV δ and φ proteins.
Hence, PRV φ contains a larger N-terminal portion of μ1 compared to MRV φ. Although there is only
28% identity at the amino acid level [2], the secondary structure of the PRV μ1 monomer predicted by
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PSIPRED [39] (not shown) is very similar to that of MRV μl [56]. This includes the helix-rich region
in the C-terminal end [57], which for MRV largely constitutes the φ fragment shown to be crucial
for membrane penetration, apoptosis induction and intracellular localization [57,58]. An interesting
observation is that the three PRV μ1 peptide sequences detected in the 35 kDa band following IP with
anti-μNS were all N-terminal to the proposed φ region, suggesting that μNS-interacting sites on μ1
may be located in the proposed δ region, between P43 and F387. From 7 wpc and onwards, the only
PRV protein detected was a ~35 kDa protein which could represent the δ proteolytic fragment.

Production-related diseases are often multifactorial and the outcome of a PRV infection is
influenced by viral strain, age of the fish, production and environmental factors. Recently, PRV was
demonstrated to be the etiologic agent of EIBS, causing anemia and mass mortality in juvenile Coho
salmon [7]. The level of anemia in EIBS corresponded well with the level of viral replication in
blood and it is therefore tempting to suggest that EIBS is a consequence of acute PRV infection,
i.e., the direct effect of virus PRV replication in erythrocytes. PRV is also the causative agent of
HSMI [1,4], which appears 2–3 weeks after virus replication peaks in blood cells. The dominance
of CD8 positive inflammatory cells found in the HSMI specific heart lesions indicates that immune
mediated mechanisms are a major cause of the myocarditis.

In this study, we show that PRV infection has an acute phase in blood cells with high virus
production before the infection subsides to a low persistent level. The continued transcription of viral
RNA in the persistent phase suggests that the innate antiviral immune response may act to inhibit the
virus infection post transcriptionally.
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experiment); Figure S3: Expression of immune genes in blood cells; Figure S4: Expression of EF1α during PRV
infection; Figure S5: PRV σ1 positive blood cells detected by flow cytometry; Figure S6: Presence of PRV proteins
in blood cells (second challenge experiment); Figure S7: LC–MS analyses of PRV μNS; Figure S8: LC–MS analyses
of PRV μ1; Table S1: Primers and probes used for construction of plasmids and expression of viral RNA levels;
Table S2: Primers used for analysis of antiviral gene expression.
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Abstract: Virus particles are highly abundant in seawater and, on average, outnumber microbial
cells approximately 10-fold at the surface and 16-fold in deeper waters; yet, this relationship varies
across environments. Here, we examine the influence of a suite of environmental variables, including
nutrient concentrations, salinity and temperature, on the relationship between the abundances of
viruses and prokaryotes over a broad range of spatial and temporal scales, including along a track
from the Northwest Atlantic to the Northeast Pacific via the Arctic Ocean, and in the coastal waters
of British Columbia, Canada. Models of varying complexity were tested and compared for best fit
with the Akaike Information Criterion, and revealed that nitrogen and phosphorus concentrations,
as well as prokaryote abundances, either individually or combined, had significant effects on viral
abundances in all but hypoxic environments, which were only explained by a combination of physical
and chemical factors. Nonetheless, multivariate models of environmental variables showed high
explanatory power, matching or surpassing that of prokaryote abundance alone. Incorporating
both environmental variables and prokaryote abundances into multivariate models significantly
improved the explanatory power of the models, except in hypoxic environments. These findings
demonstrate that environmental factors could be as important as, or even more important than,
prokaryote abundance in describing viral abundance across wide-ranging marine environments.

Keywords: viral abundance; environmental variables; multivariate model; Akaike Information Criterion

1. Introduction

Viruses play an important role in aquatic ecosystems, which includes influencing host diversity
and the flux of nutrients and carbon through the viral shunt [1]. They are highly abundant, typically
ranging in concentration across different environments from 106 mL−1 to as high as 108 mL−1 [2–4],
with generally lower abundances in the deep sea and higher abundances at productive coastal sites.
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Because contact rates between viruses and their potential hosts are proportional to viral abundance,
higher densities of viruses generally lead to a greater impact on microbial host populations [5,6].
Given that the most abundant host cells for viruses in the oceans are prokaryotes, and that these are
largely bacteria, prokaryotes will henceforth be referred to as bacteria.

Over the years, it has been established that viral abundance is about an order of magnitude
higher than bacterial abundance [7], but the virus to bacteria ratio (VBR) varies greatly among
host-virus systems and environments [8–11]. In a meta-analysis of 25 studies, Wigington et al. [10]
found that the VBR ranged from 10.5 to 16. They also demonstrated the limitation of models
using a fixed VBR ratio of 10:1, and applied non-linear power functions to relate viral and bacterial
abundances. Conversely, Knowles et al. [9] showed a linear correlation between viral and bacterial
abundances across a range of habitats, and that there was a relative decrease in the relationship with
increasing bacterial abundance. From Wigington et al. [10] and Knowles et al. [9], it is apparent
that the relationship between viral and bacterial abundances varies substantially among studies.
Additionally, there were significant differences in correlations between bacterial and viral abundances
in samples from lakes, the upper Pacific, deep Pacific and Arctic oceans [11]. Observations that
the VBR varies under different conditions and among locations implies that it could be affected by
environmental variables, with burst size, viral decay rates and photosynthetic host density potentially
affecting the VBR [10–12]. Hence, while viral and bacterial abundances for specific studies or locations
are typically highly correlated, deriving relationships that extend across biomes requires models that
include environmental variables that affect the virus–host relationship.

Temperature and salinity are environmental variables that can directly affect virus–host
interactions. For example, in the microalgae Phaeocystis globosa and Heterosigma akashiwo, lysis of
infected cells occurred over a narrow temperature range and the different viruses were inactivated
above temperatures ranging from 20 to 35 ◦C [13,14]. A similar pattern of inactivation at 40 ◦C was
shown for a phage of the marine prokaryote Pseudoalteromonas marina [15]. Inactivation temperatures
for marine viruses, however, are usually above 20 ◦C, which is higher than that which many
virus–host systems are likely to encounter in temperate and Arctic waters, but can play a role in
microenvironments in temperate waters. Furthermore, a rise in temperatures can favor the switch from
a lysogenic to a lytic cycle in a marine phage–host system [16], which would affect the total community
viral production. Salinity has also been shown to interfere with the initial step of viral infection;
salt concentrations above 3 M NaCl lowered infectivity and adsorption in a marine bacteria–virus
system in culture [17]. Additionally, marine phages can require salt for particle stability [18]. However,
another study showed an increase in viral abundance and drastic change in the viral community
composition at hypersaline conditions above 240 practical salinity units (PSU) [19].

Light can also influence virus-host interactions in both positive and negative ways.
Photosynthetically active radiation (PAR) is required for phytoplankton growth, and is thus crucial
for replication of phytoplankton viruses. Even adsorption of viral particles to their host can be
light dependent [20], as can be the duration of the viral replication cycle and the burst size [21,22].
Yet, some viruses infecting phytoplankton, including those infecting H. akashiwo, appear to be less
sensitive to changes in the light regime [23,24]. Nonetheless, the final stage of virus replication is very
energy demanding, and can be especially vulnerable to light limitation in photosynthetic hosts [25].
Light can also have highly negative effects on viral replication. For example, UV radiation is a major
factor causing viral decay, and decay rates for viruses of bacteria, cyanobacteria and eukaryotic
phytoplankton increase in proportion to irradiance [5,26–28]. In the ocean, light effects are restricted to
the upper photic zone, with PAR influencing interactions of viruses of photosynthetic hosts, and UV
radiation causing decay of all viruses.

Nutrients also have profound effects on virus–host interactions. Since viral particles mainly
consist of a genome and a capsid, they have a different stoichiometric composition than cellular
organisms. A recent study [29] calculated that the C:N:P stoichiometry of viruses is about 17:6:1,
which is very different from that of their cellular hosts, which is typically 69:16:1 for heterotrophs and
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106:16:1 for phototrophs [29–31]. Moreover, up to 87% of cellular phosphorus can be assimilated into
viral particles during replication, highlighting the relatively high demand of viruses for nitrogen
and phosphorus, and the importance of these nutrients for viral replication [29]. For example,
phosphorus depletion can result in reduced viral production for a variety of prymnesiophytes and
their viruses [32,33], and production of viruses infecting Emiliania huxleyi were affected by phosphate
and nitrate availability [34]. In turn, phosphate addition can increase viral production [35]. The limited
available data indicate that nitrogen limitation either has no impact, or reduces viral production [32,36].
Moreover, there is mounting evidence that hosts and viruses adapt to environmental conditions [37].
In summary, environmental factors affect viral replication, and thus would be expected to affect the
relationship between virus and bacterial abundances.

Despite the highlighted importance of environmental factors to virus–host interactions, their
relationship to the relative abundances of viruses and bacteria in the environment has not been
rigorously explored. This study addresses these influences by exploring which environmental variables
influence the relative abundances of viruses and bacteria across a wide range of samples derived from
diverse environments. This approach allows better predictions of how environmental differences affect
the relative abundances of viruses and bacteria.

2. Materials and Methods

Data from 515 samples were compiled from several years of data collected in Saanich Inlet
(SI; 48◦35′ N, 123◦30′ W) and Rivers Inlet (RI; 51◦26′ N, 127◦38′ W) [38], BC, Canada, as well as along
a cruise track from the Labrador Sea to the coast of British Columbia through the Arctic Ocean as part
of the Canada’s Three Oceans project (C3O) [39] (Figure 1). Water samples from depth profiles were
collected with Go-Flo bottles and subsampled for various analyses, as detailed below. Samples were
taken from surface waters to a maximum depth of 1000 m.

Figure 1. Map of sampling locations by project. Each location represents multiple depths and/or
time points. C3O: Canada’s Three Oceans project; lat: Latitude; long: Longitude; RI: Rivers Inlet;
SI: Saanich Inlet.

Abundances of double-stranded DNA (dsDNA) viruses and bacteria were determined in duplicate
water samples using a Beckton Dickinson FACSCalibur flow cytometer (Franklin Lakes, NJ, USA) with
a 15 mW 488 nm air-cooled argon ion laser, as described in [40]. Briefly, samples were fixed for 15 min
at 4 ◦C in the dark with electron microscopy-grade glutaraldehyde (25%; Sigma-Aldrich, Saint Louis,
MO, USA), final concentration 0.5%, followed by snap-freezing in liquid nitrogen and storage at
−80 ◦C. Right before analysis, the samples are thawed and diluted in 0.2 μm filtered, autoclaved 10:1
TE buffer (10 mM Tris HCl; 1 mM ethylenediaminetetraacetic acid (EDTA) pH 8.0) and stained with
SYBR Green I (Invitrogen, Carlsbad, CA, USA) at a final concentration of 0.5 × 10−4 of the commercial
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stock, for 10 min at 80 ◦C in a water bath. Samples were diluted in TE buffer (pH 8.0), if necessary,
to reach 100 to 1000 events s−1. Viruses were discriminated by plotting green fluorescence against side
scatter, and the results analyzed with CYTOWIN version 4.31 [41].

Nutrient samples were filtered through 0.22 μm pore-size polyvinylidene difluoride (PVDF)
syringe filters and stored at −20 ◦C till analysis. Total nitrate (NO3) (reduced to nitrite) and nitrite
(referred to as the predominant nitrate hereafter), phosphate (PO4) and silicate (SiO4) were analyzed
with a Bran & Luebbe AutoAnalyzer 3 (Norderstedt, Germany) using air-segmented continuous-flow
analysis. Colorimetry was used to measure the concentrations of reduced nitrate [42] and silicate at
550 nm, and reduced orthophosphate [43] at 880 nm.

For physical data, in situ profiles of temperature, salinity and depth were measured with
a SBE 25 (SI and RI) or SBE 911 (C3O) CTD (Seabird Electronics, Inc., Bellevue, WA, USA).
Chlorophyll concentration was estimated by a fast-repetition-rate fluorometer (FRRF), for SI and RI a
WetStar fluorometer (Seabird Electronics, Inc., Bellevue, WA, USA) for C3O a Seapoint Chlorophyll
Fluorometer (Seapoint Sensors, Exeter, NH, USA), mounted to the CTD. Fluorescence data were
converted to chlorophyll concentrations based on standard curves. These curves were derived from
measurements of in situ fluorescence, as well as extracted chlorophyll concentrations made on samples
from a range of environments. Oxygen was measured with a SBE 43 oxygen sensor and PAR was
measured with a QSP-200PD (SI and RI) or QSP-2300 (C3O) profiling sensor (Biospherical Instruments,
San Diego, CA, USA).

Of the 515 samples, 47 samples from Saanich Inlet were missing bacterial counts, and 211 samples
from Rivers Inlet did not have PAR data; these were left out of the analysis when applicable.
Other irregularly missing data points, with <10% missing per variable, were filled with weighted data
by multiple imputation, a statistical technique to analyze data sets with missing values. The data were
divided into the following three subsets: “Arctic”, including sub-Arctic samples from the Atlantic
and Pacific; “inlet”; and “hypoxic”. Data from Saanich Inlet and Rivers Inlet comprised the inlet
subset; data from C3O made up the Arctic subset; and all samples with an oxygen concentration below
1.5 mL·L−1 [44] were pooled into the hypoxic subset. Statistical analysis was done in the programming
language, R [45]. A linear discriminant analysis (LDA) of the samples based on scaled environmental
variables was performed with the MASS package (version 7.3-40) to confirm the prior classification
of samples into environments. Input variables for the LDA were temperature, salinity, chlorophyll,
nitrate, phosphate, silicate and oxygen. Samples for one sampling day and one site were removed
from the inlet subset due to extremely high viral counts, exceeding 1.5 times the interquartile range,
and were thus considered to be outliers. Temperature, salinity and chlorophyll were log transformed
to compensate for outliers and approximate normal distribution. Viral and bacterial abundances were
log10 transformed. Transformations were kept consistent across sub-sets of data so that the models
were comparable. The data were explored for normal distributions in histogram plots and Pearson
correlation coefficients were used to explore variables for patterns of collinearity (Figures S1–S3).

Single variable correlations were measured using linear models with log10 transformed viral and
bacterial abundances, while nitrate and phosphate data were not transformed. The explanatory power
of the models was expressed as the coefficient of determination (R2) and significances in p-values;
the slope of the regression is also given. Multivariate regressions were determined with generalized
linear models (GLM), with a Gaussian distribution and an identity link function being run for log10

transformed viral abundance against environmental variables and/or log10 transformed bacterial
abundance using the MASS package [46]. Models were run at a range of complexities, ranging from one
input variable to all possible variables. For each complexity, the optimal combination of variables was
selected based on the Akaike Information Criterion (AIC) with the Stats package [45]. Optimal models
were then selected by comparing the AICs and considering improvements in explanatory power at
different complexities; a relative drop in the AIC of two was considered relevant. Model fit was
tested with a combined McFadden pseudo R2, and significance was tested on z-values per coefficient.
Pseudo R2s were determined with the BaylorEdPsych (version 0.5) package [47]. The use of GLMs and
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model selection based on the AIC was done to account for deviations from a normal distribution in the
variable and to reduce model complexity to significant predictors. Multicollinearity of predictors in
the models was assessed by the Variance Inflation Factor (VIF), collinear predictors were then removed
from the models, retaining only one. Models were assessed for their homogeneity of variance and the
normal distribution of residuals, additionally the normal distribution of residuals was tested with the
Shapiro–Wilk test.

3. Results

The data used in this study are categorized into “inlet” samples from Saanich and Rivers Inlets,
“hypoxic” samples, mainly from deep inlet water, and “Arctic” samples from the Canadian Arctic and
sub-Arctic; each environmental category has distinguishing environmental conditions.

Viral abundance data that went into models ranged from 4.83 × 105 to 1.40 × 108 viruses
mL−1, and bacterial abundances ranged from 7.31 × 104 to 7.40 × 107 bacteria mL−1 (Table 1). A set
of outlier samples from June 2009 in Rivers Inlet had extraordinarily high viral abundances
with 1.40 × 108 viruses mL−1 at 10 m, which remained above 4 × 107 viruses mL−1 until 320
m depth. Bacterial abundances were proportionally high and varied between 7.4 × 107 and
2.04 × 107 bacteria mL−1 over the same depths, but the environmental variables did not show
a correlated pattern.

Table 1. Ranges, mean values and units of data included in the statistical analysis. PAR:
Photosynthetically active radiation; PSU: Practical salinity units.

Variable Min. Max. Mean Unit

Temperature −1.710 15 7 ◦C
Salinity 3.060 35 31 PSU

Chlorophyll 0.030 44 2 mg·m−3

Oxygen 0.005 10 4 mL·L−1

PAR 0.000 669 25 μmol quanta m−2·s−1

NO3 0.010 54 15 μM
PO4 0.006 7 2 μM
SiO4 0.070 141 43 μM

Bacteria 7.31 × 104 7.40 × 107 1.66 × 106 Cells mL−1

Viruses 4.83 × 105 1.40 × 108 8.35 × 106 Viruses mL−1

The range in environmental data was also large. Temperature ranged from −2 to 15 ◦C and salinity
from 3 to 35 PSU, while chlorophyll and oxygen ranged from 0.03 to 44 mg·m−3 and from 0.005 to
10 mL·L−1, respectively. PAR data, which was only available for Saanich Inlet and C3O had a maximum
of 669 μmol quanta m−2·s−1 at the surface and was undetectable in hypoxic waters in Saanich Inlet.
Nutrient values ranged from 0.01 to 54 μM for nitrate, 0.006 to 7 μM for phosphate and 0.07 to 141 μM
for silicate. After classifying the data into the three environments and appropriate transformations,
the data generally demonstrated normal distribution. However, even after log transformation,
temperature and salinity in some environments were somewhat skewed (Figures S1–S3). Correlating all
environmental variables, especially nutrient data in the inlet environment, showed some degree
of collinearity based on the Pearson correlation coefficient (Figures S1–S3). Variables displaying
collinearity in the multivariate models based on the VIF were subsequently reduced to one variable.

3.1. Samples Can Be Classified into Environments

Linear discriminant analysis (LDA) of all samples based on scaled environmental data,
consisting of temperature, salinity, oxygen, nitrate, phosphate, silicate and chlorophyll, supported the
classification of the data into three groups (Figure 2), reflecting Arctic, inlet and hypoxic environments.
The first dimension LD1 describes 92.6% of the variation and the second dimension LD2 7.4%,
with temperature and phosphate concentrations being the strongest components. The environments
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form well-defined clusters, with the Arctic and inlet samples partially overlapping and the hypoxic
samples a clearly separated.

Besides their variability in temperature and salinity, the three environments varied markedly in
the concentrations of nitrate and phosphate (Figure 3). Nitrate to phosphate ratios in the inlet and
coastal environments co-varied with a ratio of about 12:1, higher than the average elemental N:P
stoichiometry of 5:1 for viral particles, but lower than the ratio of 16:1 associated with phytoplankton in
balanced growth or heterotrophic bacteria [29,31]. Nutrient concentrations also co-varied with depth,
with surface samples generally being low in nutrients. Furthermore, coastal samples generally showed
lower nitrate concentrations than inlet samples. The majority of samples had relatively low phosphate
concentrations compared to nitrate concentrations. This trend was reversed in the hypoxic samples
with nitrate and phosphate concentrations being negatively correlated.

Figure 2. Linear discriminant analysis of samples used in models, based on temperature, salinity,
nitrate, phosphate, silicate, chlorophyll and oxygen. Arctic samples (open circles); Inlet samples
(open squares); Hypoxic samples (open triangles).

Figure 3. Nitrate to phosphate ratio for the samples from the three different environments.
Colors indicate the sampling depth. The dashed line indicates the elemental 5:1 stoichiometric N:P
ratio of viral particles.

3.2. Explanatory Power of Single Variable Linear Models

Linear models (LM) showing the distribution of direct relationships of log10 transformed viral
abundances vs. log10 transformed bacterial abundances for the Arctic, inlet and hypoxic data sets
are shown in Figure 4. For the inlet and Arctic data sets there were significant positive relationships
between viral and bacterial abundances, explaining 48% of the variation in viral abundance in the inlet
and 66% in the Arctic (Table 2). In the hypoxic samples, there was no discernable relationship between
viral and bacterial abundances.
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Figure 4. Linear models of log transformed viral abundances to log transformed bacterial abundances.
Grey shading indicates the 95% confidence interval. Bac: Bacteria.

Nitrate and phosphate concentrations showed significant relationships with viral abundances in
Arctic and inlet environments (Figures 5 and 6). However, these relationships varied in strength and
only explained ~10 to 40% of the variation in viral abundances (Table 2). For nitrate, the R2 values
were 0.37 for Arctic samples and 0.33 for inlet samples, while for phosphate the values were 0.12 and
0.28, respectively. Relationships between viral abundances and nitrate or phosphate for the hypoxic
samples were not significant. Generally, viral abundance and bacterial abundance were inversely
correlated to depth, while nitrate and phosphate showed an opposite trend. However, this is not the
case for the hypoxic samples. Based on the Shapiro–Wilk test, the residuals of the bivariate linear
models were not normally distributed; however, the models displayed homogeneity of variance and
the normal distribution of residuals, appropriate for large data sets (Figures S4–S9).

Figure 5. Linear models of log transformed viral abundance vs. nitrate (μM) concentration. Grey shading
indicates the 95% confidence interval.

Figure 6. Linear models of log transformed viral abundance to phosphate (μM) concentration.
Grey shading indicates the 95% confidence interval.
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Table 2. Results for the significant linear models of viral abundance and bacterial abundance, nitrate
and phosphate in the Arctic and inlet environments. Samples from the hypoxic environment did not
show significant relationships and are not listed.

Variable Parameter Arctic Inlet

Bacteria (log10)
R2 0.66 0.48

Slope 0.80 0.97
p-value 2.5 × 10−27 1.9 × 10−37

NO3

R2 0.37 0.33
Slope −0.03 −0.02

p-value 1.4 × 10−12 1.2 × 10−24

PO4

R2 0.12 0.28
Slope −0.31 −0.23

p-value 1.0 × 10−04 3.6 × 10−20

3.3. Multivariate Models Show Increased Explanatory Power

Multivariate models of viral abundance were based on GLM of transformed data. For each
environment, the best model was selected based on the AIC, and collinear predictors were reduced
to one representative predictor. Combining only environmental variables and excluding bacterial
abundance produced meaningful models in all three environments, matching or surpassing the
explanatory power of bacterial abundance alone (Figure 7). The coefficient of determination for
the three multivariate models was assessed by McFadden pseudo R2. Pseudo R2 of the GLMs
and viral abundance in Artic, inlet and hypoxic environment were 0.56, 0.47 and 0.31, respectively.
Significant predictors across all three environments were temperature and one of the nutrients (Table 3).
Chlorophyll was a significant variable for the Arctic and hypoxic environments. Notably, for the inlet
and hypoxic samples the models using combined environmental variables had an explanatory power
that matched or exceeded the models based on bacteria only.

Figure 7. Generalized linear models of viral abundance and modeled abundance based on
environmental variables for the Arctic, inlet and hypoxic environments, grey shading indicates the 95%
confidence interval. Env.: Environmental variables.

The combined models of bacterial abundance and environmental variables substantially improved
the relationship relative to bacterial abundances alone, for the Arctic and inlet environments (Figure 8).
For the Arctic and inlet samples, pseudo R2 values were high, at 0.73 and 0.59, respectively.
Again, best models were identified by the AIC for each environment and only one representative of
collinear predictors was retained. Besides bacterial abundance, the only significant predictor in the
models for both environments was nitrate (Table 4). Chlorophyll was a significant explanatory variable
for the Arctic samples, while temperature was only significant for the inlet samples. For the hypoxic
samples, including bacterial abundance did not significantly improve the explanatory power of the
combined environmental variables over viral abundance, and was left out.

32



Viruses 2017, 9, 152

Table 3. Results and significant predictors of generalized linear models based on environmental
variables (Env.) per environment. Akaike Information Criterion (AIC), pseudo R2, sample size (n) and
degrees of freedom (df) shown with the effect sizes for predictors, fonts indicate the significance level.

Env. Arctic Inlet Hypoxic

McFadden (R2) 0.56 0.47 0.31
Slope 1.00 1.00 1.00
n/df 109/104 261/258 126/122

Intercept 5.545 3.75 13.721
Temperature 0.141 1.068 −2.763

Salinity - 0.199 -
Chlorophyll 0.191 - 0.384

Oxygen 0.112 - -
NO3 −0.018 −0.013 -
PO4 - - −0.078
SiO4 0.009 - 0.004
PAR - - -

Signif. level <0.01 <0.05 <0.1

Figure 8. Generalized linear models of viral abundance and modeled abundance based on
log-transformed bacterial abundances combined with environmental variables for the Arctic and
inlet environments, grey shading indicates the 95% confidence interval. The model for the hypoxic
environment did not improve by adding bacterial abundance relative to using environmental variables
only in the model, and is not shown. Env.: Environmental variables; Bac.: Bacterial abundance.

Table 4. Results and significant predictors of combined generalized linear models based on
environmental variables and bacterial abundance (Env. + Bac.) for the Arctic and inlet environment.
AIC, pseudo R2, sample size (n) and degrees of freedom (df) shown with the effect sizes for predictors,
fonts indicate the significance level.

Env. + Bac. Arctic Inlet

McFadden (R2) 0.73 0.59
Slope 1.00 1.00
n/df 109/105 252/249

Intercept 5.008 1.020
Temperature - 0.774

Salinity −0.523 -
Chlorophyll 0.098 -

Oxygen - -
NO3 −0.010 −0.003
PO4 - -
SiO4 - -
PAR - -

Bacteria (log10) 0.607 0.665
Signif. level <0.01 <0.05 <0.1
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Using environmental variables, the improvement over models solely based on bacterial
abundances was stronger for the inlet and hypoxic samples than for Arctic samples. GLMs for
samples where PAR data were available showed that PAR was not a significant predictor and did
not improve the explanatory power of the models. Additionally, based on the Shapiro–Wilk test,
the residuals for the GLMs were not normally distributed. However, the residuals were centered
around zero and the deviation from the normal distribution appeared random; all GLMs demonstrated
homogeneity of variance to a level that can be expected for models of this size (Figures S10–S13).
While other model approaches on these data sets produced higher explanatory power, this came at the
expense of more pronounced heterogeneity of variance.

4. Discussion

As has been found in many previous studies, viruses are typically about ten times more abundant
than bacteria in marine surface waters, although there is wide variation around this mean across
environments [10,12] that is difficult to explain [11]. In this study, we used a series of models of varying
complexity to investigate relationships between viral abundances and several environmental variables
in an effort to explain the factors responsible for variation in viral abundances. We found that viral
abundances across locations and time were related to a suite of environmental factors, but particularly
nitrogen and phosphorus concentrations, as well as bacterial abundances. The exception was hypoxic
environments, in which viral abundances were only explained by a combination of physical and
chemical factors. These findings are discussed in detail below.

A database was compiled from samples collected from different depths, across a wide geographic
range at different times of year. The values of environmental variables, including bacterial and viral
abundances, were in the typical ranges for these habitats. One set of outlying data from Rivers Inlet
was excluded from the models because of excessively high viral and bacterial abundances that could
not be related to any of the environmental variables or explained in a model. Presumably, these data
were due to high rates of bacterial growth and a lysis event during sampling, and show the difficulty
in accounting for such extremes in models.

Samples were classified into Arctic, inlet and hypoxic environments. The LDA of the environmental
variables for the three environments supported the approach to classifying samples based on the
prevailing conditions, rather than by geographic location, cruise or project. The Arctic and inlet samples
represent a continuum of environmental conditions. In contrast, the hypoxic samples were collected
from depths below 100 m, had dissolved oxygen concentrations below 1.5 mL·L−1 and an altered nitrate
to phosphate stoichiometry; thus, they represent a much different environment [44,48].

Given the stoichiometry of viral particles, nitrogen and phosphorus are key resources for viral
replication and their availability would be expected to affect viral production. Nitrate to phosphate
ratios averaged about 12:1 for the Arctic and inlet data, although in some cases reached much
higher values for the inlet samples. This ratio was higher than the estimated elemental ratio of
5:1 for viral particles [29], but lower than the nitrate to phosphate ratio of ~15:1 previously found in
marine samples [49]. The ratio of nitrate to phosphate was inverted to 1:12 in the hypoxic samples,
as nitrate is used as an alternative electron acceptor by bacteria under anoxic conditions [48,50].
Arctic surface and hypoxic deep samples display the potential for nitrate limitation during viral
replication in some virus–host systems with concentrations approaching zero. Nitrate and phosphate
ratios in seawater show a similarity to the elemental nitrogen and phosphorus ratios in cells [31,51].
Consequently, shifts in the nitrate to phosphate ratio in seawater could link to the nitrogen and
phosphorus supply to cells. When growing at relatively low phosphate concentrations, the high
phosphorus accumulation of up to 87% of the cellular content in viral particles [29] could lead to a
limitation in phosphorus supply during viral replication in autotrophic hosts.

The strength of relationships between viral abundance and single variables differed among the
subsets of data. The explanatory power of bacterial abundance was higher for the Arctic data (R2 = 0.66)
than for the inlets data (R2 = 0.48), although both were comparable to relationships reported for other
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surface and sub-surface studies [9,10]. Relationships of viral abundances to nitrate or phosphate
were weaker than for bacterial abundance in the Arctic and inlet samples; however, the significant
explanatory power of nitrate (R2 = 0.37 and 0.33) in the Arctic and inlet environments comes close to
that of bacterial abundance, highlighting the importance of nitrate. In the Arctic and inlet models,
viral abundance and depth covaried; however, within the scope of this study, we treated depth
as a co-variate for the environmental variables, e.g., salinity, temperature or light, rather than as
an independent variable. That viral abundance was not significantly related to any of the three single
variables in the hypoxic data implies that viral production is dependent on different processes in
this environment.

Combining environmental variables into multivariate models showed high explanatory power of
viral abundance in all environments. Based on the pseudo R2 values, the models for the Arctic and the
inlet data explained about 50% of the variation in viral abundance; for the inlet data, environmental
variables surpassed the explanatory power of bacterial abundance alone. For the hypoxic data,
the explanatory power of environmental variables was 31%, a substantial improvement compared to the
absence of significant correlations with bacterial abundance, nitrate, or phosphate alone. After removing
collinear nutrient variables, significant components of the models across data sets were temperature,
chlorophyll and representative nutrients, nitrate, phosphate and silicate.

Phosphate was a significant component of the model for the hypoxic environment, but not for
the Arctic or inlet samples, which generally had higher nitrate to phosphate ratios than the hypoxic
samples. Phosphate is important to viral replication and infection, highlighted by reduced viral
mortality of phytoplankton under phosphate limitation [33]. However, the collinearity of nitrate and
phosphate data in the Arctic and inlet samples makes it difficult to identify which nutrient is eventually
affecting viral replication. That phosphate was a statistically more significant variable than nitrate in
the hypoxic model is presumably a result of the full depletion of nitrate by denitrification in samples
that are truly anoxic [48,50].

The observation that chlorophyll was a significant variable in the Arctic but not in the inlet
samples can be explained by phytoplankton blooms in the Arctic, which are associated with increases
in viral abundance. For example, a seasonal study in the Beaufort Sea shelf showed a significant
correlation between chlorophyll and viral abundance [52], as did another study in fresh waters [53].
The significance of chlorophyll in the deep hypoxic environment, however, must be related to
phytoplankton cells sinking out of the photic zone, or is a statistical artefact. Based on the data
presented, using chlorophyll as a proxy indicates that phytoplankton were not important in the
inlet environments, where the majority of viruses are produced by and infect heterotrophic bacteria.
Overall, it is remarkable that multivariate models built from environmental variables alone explain
viral abundance as well as, or even exceed, the explanatory power of bacterial abundance.

Combining data for environmental variables and bacterial abundance further improved the
explanatory power of the models for the Arctic and inlet data, with 73 and 59% of the variation in viral
abundance explained by the multivariate models. In contrast, for the hypoxic data, including bacterial
abundance did not increase the explanatory power from the multivariate model using environmental
variables only. This suggests a strong effect on viral production by nutrient stoichiometry and other
environmental conditions. Across these multivariate models, the consistent component besides bacterial
abundance was nitrate. While temperature or salinity were significant variables in the models for the
Arctic and inlet environments, again, chlorophyll was only a significant variable in the Arctic environment
and can be explained by phytoplankton blooms [52,53]. The influence of environmental variables on
the relationship between viral and bacterial abundances, and the differences among environments,
is consistent with observations from marine and freshwater environments [10,12]. The data presented
here show that much of this variation is likely explained by differences in nutrient availability.

In conclusion, the environmental variables examined here are associated with changes in viral
abundance and the relationship between viruses and bacteria in diverse marine samples. We provide a first
attempt at generalized statistical models that capture these relationships, and a first step towards a better
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ecological understanding of the processes controlling virus abundance in the ocean. For the purpose of
explanatory models, samples can be classified by their environment, rather than arbitrarily by project,
cruise or station. While bacterial abundance is a well-established predictor for viral abundance, it fails in
certain marine environments, and can be substantially improved by more complex models incorporating
environmental variables. Individual environmental variables do not have great explanatory power for
predicting viral abundances; yet, when combined in multivariate models they can produce explanatory
power equal to or surpassing that of bacterial abundance. This study shows that the environmental
variables explaining viral abundance vary among environments, but nutrient concentrations, as well as
salinity and temperature, appear to be key factors. The relationships described here only apply to viruses
that can be detected by flow cytometry. RNA viruses with small genomes can be difficult to detect and
distinguish by flow cytometry and may have different relationships to environmental variables.

The three types of environments studied in this project are predicted to be strongly affected by
climate change, with increased stratification in inlets, the North Atlantic, Arctic and Northeast Pacific,
and associated changes in vertical nutrient fluxes and expanding oxygen minimum zones [54–57].
Understanding the interplay between viruses, hosts and environmental variables in these types
of environments improves the potential of predicting how virus-host systems will respond to
environmental changes.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/6/152/s1,
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p-value = 0.54; inlet, w = 0.96, p-value = 0.0002; hypoxic, 0.93, p-value = 0.0001, Figure S5: Residual distribution
and qq-plots for linear models of log10 viral abundance and log10 bacterial abundance for the Arctic (a), inlet (b)
and hypoxic (c) environments, Figure S6: Residual density for linear models of log10 viral abundance and nitrate
in the three environments. Shapiro–Wilk test: Arctic, w = 0.98, p-value = 0.087; inlet, w = 0.99, p-value = 0.176;
hypoxic, 0.93, p-value = 3.61 × 10−6, Figure S7: Residual distribution and qq-plots for linear models of log10
viral abundance and nitrate for the Arctic (a), inlet (b) and hypoxic (c) environments, Figure S8: Residual density
for linear models of log10 viral abundance and phosphate in the three environments. Shapiro–Wilk test: Arctic,
w = 0.97, p-value = 0.031; inlet, w = 0.99, p-value = 0.034; hypoxic, 0.93, p-value = 7.69 × 10−6, Figure S9: Residual
distribution and qq-plots for linear models of log10 viral abundance and phosphate for the Arctic (a), inlet (b) and
hypoxic (c) environments, Figure S10: Residual density for generalized linear models of log10 viral abundance and
combined environmental variables in the three environments. Shapiro–Wilk test: Arctic, w = 0.99, p-value = 0.406;
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and qq-plots for linear models of log10 viral abundance and combined environmental variables for the Arctic
(a), inlet (b) and hypoxic (c) environments, Figure S12: Residual density for generalized linear models of log10
viral abundance and combined log10 bacterial abundance and environmental variables in the Arctic and inlet
environments. Shapiro–Wilk test: Arctic, w = 0.99, p-value = 0.685; inlet, w = 0.98, p-value = 0.002, Figure S13:
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Abstract: Factors controlling the community composition of marine heterotrophic prokaryotes include
organic-C, mineral nutrients, predation, and viral lysis. Two mesocosm experiments, performed at an Arctic
location and bottom-up manipulated with organic-C, had very different results in community composition
for both prokaryotes and viruses. Previously, we showed how a simple mathematical model could
reproduce food web level dynamics observed in these mesocosms, demonstrating strong top-down control
through the predator chain from copepods via ciliates and heterotrophic nanoflagellates. Here, we use
a steady-state analysis to connect ciliate biomass to bacterial carbon demand. This gives a coupling of
top-down and bottom-up factors whereby low initial densities of ciliates are associated with mineral
nutrient-limited heterotrophic prokaryotes that do not respond to external supply of labile organic-C.
In contrast, high initial densities of ciliates give carbon-limited growth and high responsiveness to organic-C.
The differences observed in ciliate abundance, and in prokaryote abundance and community composition
in the two experiments were in accordance with these predictions. Responsiveness in the viral community
followed a pattern similar to that of prokaryotes. Our study provides a unique link between the structure
of the predator chain in the microbial food web and viral abundance and diversity.

Keywords: marine viral diversity; viral–host interaction; high latitude microbes; minimum food
web model; copepods; ciliates; nutrient limitation; trophic cascade

1. Introduction

Microorganisms are the main controllers of biomass and energy fluxes in the ocean. Together with
their viruses, they form a tightly linked web of trophic interactions at the base of marine food webs,
typically connected to the higher part of the food chain with multicellular organisms through copepod
predation on microbes. Within the microbial part of this ecosystem, the composition and activity of the
community of pelagic heterotrophic prokaryotes are presumably shaped both by bottom-up factors such as
the availability of mineral and organic-C nutrients, and by the top-down mechanisms of predation [1] and
viral lysis [2–4]. Nutrient availability and predator control have to a large extent been studied using a “black
box” approach, treating the heterotrophic prokaryotes as one plankton functional type (PFT), disregarding
internal community composition and differences in activity between community members [5,6], and leaving
us with a limited understanding of how population dynamics at the two levels of resolution are connected.
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Top-down control by viruses is believed to be more specific than predatory control, regulating the size
of specific host groups, and thus acts more on community composition than on community size [7].
With host-specific viruses, host–virus interactions must, however, work both ways so that a change in host
community composition will be reflected in a subsequent change in viral composition.

In the present study, we approach these interactions by revisiting the study by Larsen et al. [8],
who demonstrated the explanatory power of a black-box modeling approach in their analysis of
contrasting food web level responses observed in two similarly bottom-up perturbed mesocosm
experiments (Polar Aquatic Microbial Ecology) (PAME)-I and PAME-II). Larsen et al. [8] were able
to explain these contrasting responses using a “minimum” food web model, consisting of six PFTs
(Figure S1). An essential conclusion of their study was that food web level responses to the bottom-up
manipulations applied (glucose and mineral nutrients) were strongly modulated by the different
states of the trophic cascade, from copepods via ciliates and heterotrophic nanoflagellates (HNF) to
heterotrophic prokaryotes, essentially identifying the seasonal vertical migration of Arctic copepods as
an ultimate cause in the cause–effect chain of such a trophic cascade. Larsen et al. [8] did not include
any resolution of the prokaryote community, or any representation of viruses, in their analysis.

We here address the observation that the heterotrophic prokaryote (Figure 1A,B) and virus
communities responded to labile C-addition in PAME-I, but lacked such a response in PAME-II.
We hypothesize that these differences within the prokaryote and virus communities arose from the
different states of the trophic cascade, as inferred by Larsen et al. [8]. Using a simplified steady state
analysis of the “minimum” model, we explain how low versus high initial ciliate abundances drive
model heterotrophic prokaryote growth towards mineral nutrient (MN) versus organic carbon (OC)
limitation, respectively (Figure 1C). A C-limited community is presumably more responsive to the
addition of glucose than an MN-limited community, replete in organic-C substrates, and the model
predictions are thus in qualitative accordance with the observed differences in prokaryote community
composition response. This interpretation extends the cascading effect of seasonally migrating Arctic
copepods from the microbial food web level, as suggested by Larsen et al. [8], to the level of internal
community structures of the prokaryote, and even the viral communities.

2. Materials and Methods

2.1. Model Framework

We used the minimum microbial food web model (Figure S1) to explain observed responses and
derive a theory for different states of limitation (Figure 1). The dynamic version of the minimum
model accurately predicts mesocosm responses in different environments [5,8]. Here we use a simplified
steady-state analysis of the model. The trophic interactions between ciliates, heterotrophic nanoflagellates,
prokaryotes, and autotrophic flagellates (Figures 1C,D and S1, left) reveal a link between ciliate abundance
and bacterial carbon demand (Equations (4)–(6)), as described in the following. Under steady state,
mass balance must be fulfilled such that “growth = loss” for each state variable. Assuming that food
consumption is proportional to food concentration, heterotrophic flagellates balance their growth by their
loss as follows (explanation of symbols is found in Table 1):

YHαH BH = αC HC. Solving this for B gives B =
αC

YHαH
C. (1)

For autotrophic flagellate, growth = loss is given by:

αAPA = αC AC. Solving this for P gives P =
αC
αA

C. (2)

For phosphate-limited growth of heterotrophic prokaryotes, growth is expressed as μ = αBP,
which, by insertion from Equation (2), gives:
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μ =
αBαC

αA
C. (3)

Steady-state prokaryote carbon demand under P-limitation (BCDP) is given by the ratio of production
(μB) over yield (YBC). Assuming yield (YBC) to be a constant and independent of the growth rate μ, BCDP
can from inserting Equations (1) and (3) be expressed in terms of ciliate biomass as:

BCDP =
μB
YBC

=
αB·α2

C
YBCYHαHαA

C2. (4)

This gives a quadratic relationship between prokaryote carbon demand and ciliate abundance (Figure 1,
MNL state). Prokaryote carbon demand can, however, not exceed the rate ψ, at which labile DOC is supplied
by autochthonous and/or allochthonous sources. For high ciliate abundances giving BCDP > ψ, the system
thus shifts to C-limited prokaryote growth with prokaryote carbon demand (OCL state in Figure 1):

BCDC = Ψ. (5)

Equations (4) and (5) can be summarized as:

BCD = min(
αB·α2

C
YBCYHαHαA

C2, Ψ), (6)

where the left entry in the bracket describes BDC under mineral nutrient limitation, and the right entry
describes BDC under carbon limitation (Figure 1). Using a conversion factor of P-content per ciliate (σ)
and optimizing the model for the PAME experiments by assuming a temperature sensitivity of the
rates with a Q10 ≈ 1.3 [8], this adjusts Equation (6) (shown in Figure 1B) to:

BCD = min(
αB·α2

Cσ2

YBCYHαHαAQ10
C2, Ψ), (7)

where ciliate abundance C is in cells mL−1 and the parameters are listed in Table 1.
To obtain the estimate of σ, we assumed a specific carbon content of 0.13 pg-C μm−3,

Redfield stoichiometry (molar C:P = 106:1), and an equivalent spherical diameter of 20 μm [9].

Table 1. Symbols and parameter values used in drawing Figure 1D.

Symbol Meaning Numerical Value Unit

Biomasses

B Heterotrophic prokaryotes nmol-P L−1

H Heterotrophic flagellates nmol-P L−1

C Ciliates nmol-P L−1

A Autotrophic flagellates nmol-P L−1

P Free phosphate nmol-P L−1

Affinities/clearance rates Value at 17 ◦C

αB Heterotrophic prokaryote affinity for phosphate 0.08 L nmol-P−1h−1

αA Autotrophic flagellate affinity for phosphate 0.04 L nmol-P−1h−1

αH Heterotrophic flagellate clearance rate for bacteria 0.0015 L nmol-P−1h−1

αC Ciliate clearance rate for flagellates 0.0005 L nmol-P−1h−1

Yields

YH Heterotrophic flagellate yield on heterotrophic prokaryotes 0.3 nmol-P nmol-P−1

YBC Heterotrophic prokaryote yield on DOC nmol-P nmol-C−1

Conversion factor

α P per ciliate 0.00043 nmol-P cell−1

Temperature sensitivity
of α-parameters

Q10 1.3 dimensionless
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Figure 1. Different heterotrophic prokaryote (HP) responses to glucose additions ((A,B) data from [8],)
are predicted qualitatively by the model (C) that links the type of growth rate limitation of bacteria to ciliate
abundance (D) [8]. (A) Observed response in PAME-II was negligible, while (B) observed response in
PAME I was a strong effect of glucose addition. (C) The pentagon food web structure (see also Figure S1,
left) has two possible limiting states for heterotrophic prokaryotic growth: (D) either free mineral nutrients
limitation (MNL), where bacterial carbon demand increases as the square of ciliate biomass increases
(green curve); or organic carbon limitation (OCL), where bacterial carbon demand is equal to the supply (ψ)
of degradable organic-C (yellow line). Since bacterial carbon demand (BCD) cannot sustainably exceed the
supply, the shift between the two states occurs at the ciliate density where the green and yellow curves cross.
HNF: heterotrophic nanoflagellates; AF: autothrophic flagellates; Cop: copepodes.
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2.2. Experimental Design

2.2.1. Mesocosm Setup

In PAME-I eight units (each 700 L) formed two four-point gradients of additional DOC in the
form of glucose (0, 0.5, 1 and 3 times Redfield ratio in terms of carbon relative to the nitrogen and
phosphorus additions) (Figure 2). All eight units also got a daily dose of NH4

+ and PO4
3− in Redfield

ratio. Two gradients were set up, one with silicate addition [8]. Samples for flow cytometric counts of
viruses were collected from all treatments every day. Samples for DGGE and PFGE were collected
from four of the tanks: 0 and 3C without Si (−Si) treatment; 0 and 3C with Si treatment (+Si).

In PAME-II all nine units (each 900 L) formed two four-point gradients of additional DOC in
the form of glucose (0, 0.5, 1, 2 and 3 times Redfield ratio in terms of carbon relative to nitrogen and
phosphorus additions) (Figure 2). The two gradients in glucose were kept silicate-replete. NH4

+ was
used as the dissolved inorganic nitrogen (DIN) source in one gradient (units 1 to 5) and NO3

− in
the other (units 6–9). All units got a daily dose of PO4

3− in Redfield ratio. Flow cytometric counts
of viruses and bacteria were performed on samples from all treatments, whereas DGGE and PFGE
was performed on samples from four of the tanks: 0; 3C with NH4

+ treatment; and 0, 3C with NO3
−

treatment. For a more detailed description of the PAME-I and PAME-II setup, see [8,10].

Figure 2. Experimental design of the two mesocosms, (Polar Aquatic Microbial Ecology) PAME-I (2007)
and PAME-II (2008). Both experiments received the same dose of nitrogen (N) and phosphorus (P) in
Redfield ratio (C:N:P = 106:16:1 molar). Glucose was added in two four-point carbon addition-gradients
(0, 0.5, 1, 3 × Redfield in glucose) in PAME–I and one of the series in PAME-II. The other series in
PAME-II was a five-point carbon addition-gradient (0, 0.5, 1, 2, 3 × Redfield in glucose C). Samples for
this study were taken from the treatments with 0 and 3 × Redfield carbon additions. In PAME-I,
nitrogen was added as NH4Cl. In PAME-II, nitrogen was added as NaNO3 in the NO3

− gradient and
as NH4Cl in the NH4

+ gradient. In PAME-I, silicate was added to the +Si units only. In PAME–II all
tanks were kept silicate-replete. More information about the experimental setup can be found in [8].

2.2.2. Viral Counts

Total number of viruses was determined with a FACSCalibur flow cytometer (Becton–Dickinson,
FACSCalibur, Biosciences, Franklin Lakes, NJ, USA) equipped with an air-cooled laser providing
15 mW at 488 nm and with standard filter set-up. Enumeration of virus-like particles was performed
on samples fixed with glutaraldehyde (final concentration 0.5% v/v) prior to staining with 1 × SYBR

44



Viruses 2017, 9, 238

Green I (Molecular Probes, Eugene, OR, USA). A minimum of two different dilutions per sample were
counted for 60 s each at a viral event rate between 100 and 1000 s−1. Blanks (Tris EDTA (TE) buffer and
SYBR Green) were run at regular intervals and subtracted from the total number in order to ensure
instrument noise was not being counted as viral particles. The flow cytometer instrumentation and
general methodology followed the recommendations of Marie et al. [11].

2.2.3. Viral Concentration and Pulse Field Gel Electrophoresis (PFGE)

Two liters of seawater per sample were pre-filtered through a 142 mm diameter 1.2 μm pore-size
low-protein-binding Durapore membrane filter (Millipore Corp., Billerica, MA, USA) to remove larger
particles/microorganisms from the sample. The virus-containing filtrates were further concentrated
to a final volume of approx. 50 mL by tangential flow filtration using a QuixStand benchtop system
equipped with a 100,000 pore size (NMWC) hollow fibre cartridge (GE Healthcare Bio-Sciences AB,
Uppsala, Sweden) [12]. Recovery of the viruses using this approach has been measured to be 40–60%
(Sandaa, personal observation). Viral particles were subsequently concentrated by ultracentrifugation
(Beckman L8-M with SW-28 rotor) for 2 h at 28,000 rpm at 10 ◦C. The viral pellet was dissolved in
200 μL of SM buffer (0.1 M NaCl, 8 mM MgSO4 × 7H2O, 50 mM Tris-HCl, 0.005% w/v glycerine).

PFGE was performed according to Sandaa et al. [13]. Four viral agarose plugs were prepared from
the 200 μL viral concentrate for PFGE. The plugs were made immediately after viral concentration
and stored in a TE buffer (20:50) at 4 ◦C and analyzed within a month after sampling. The samples
were run on a 1% w/v SeaKem GTG agarose (FMC, Rockland, ME, USA) gel in 1 × TBE gel buffer
using a Bio-Rad DR-II CHEF Cell (Bio-Rad, Richmond, CA, USA) electrophoresis unit. From each
sample we used three of the plugs and ran them at three different pulse-ramp conditions in order
to separate a large range of viral genome sizes [3,13]. Gels were visualized and digitized using the
Fujifilm imaging system, LAS-3000.

2.2.4. DNA Isolation, PCR, and Denaturing Gradient Gel Electrophoresis (DGGE)

Depending on the biomass in the different units, 50–250 mL of water was filtered through a sterile
0.2 μm polycarbonate filter. The filters were flash-frozen in liquid nitrogen and stored for approx.
two months before further analysis. DNA isolation, PCR, and DGGE were performed as described
in Töpper, et al. [14]. The DGGE of samples from PAME-II was analyzed with a denaturing gradient
of 20–60% and an internal standard consisting of 16S rDNA amplicons of four bacteria isolates:
Gelidibacter algens (DSMZ: 12408), Microbacterium maritypicum (DSMZ: 12512), Flexibacter aurantiacus
(DSMZ: 6792), and Sulfitobacter mediterraneus (DSMZ: 12244) [14].

2.2.5. Statistical Analysis

Correlation between ciliate abundance [8] and virus to prokaryote ratio (VPR) was investigated
by calculating the Pearson correlation coefficient (ρ). Digitized images of DGGE (bacteria) and PFGE
(virus) were analyzed using the programs Gel 2K (Svein Norland, Dept. of Biology, University of
Bergen, Norway) and Bionumerics 4.5 (Applied Maths, Sint-Martens-Latem, Belgium), respectively,
which determine the presence and absence of bands (fingerprints). Binary data of the DGGE analysis
from PAME-I [15] and PAME-II (this study) together with the binary data of the PFGE analysis were
compared using the program R 3.3.1 (R Development Core Team 2016). Non-metric multidimensional
scaling (NMDS) was performed by using the function metaMDS in the R package vegan [16] applying
the Jaccard similarity coefficient.

Correlation between bacteria and virus ordinations of each treatment was calculated using the
Procrustes statistic (R package vegan) [16]. A permutation test with 1000 repetitions of the NMDS and
Procrustes statistics was performed to obtain reliable p-values. Permutational Multivariate Analysis
of Variance (PERMANOVA, 99999 permutations) of band patterns in the DGGE and PFGE analysis
were used to test whether the bacterial and viral communities grouped according to nutrient treatment
(function “Adonis” R package vegan).
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3. Results

3.1. Theoretical Considerations

Combining the Lotka–Volterra equations for growth of prey communities of ciliates (i.e., AFs and
HNFs, Figure 1) assuming steady-state and phosphate limitation, leads to a carbon demand for
heterotrophic prokaryotes (BCDP) that scales approximately to the second power of ciliate (C) abundance
(BCDP ~ C2) (see Section 2.1 for assumptions and arguments). The relationship BCDP ~ C2 is illustrated by
the green curve in Figure 1D. BCDP increases rapidly with ciliate abundance, but since the consumption
of labile organic material cannot sustainably exceed its autochthonous production (ψ, horizontal line
in Figure 1D), heterotrophic prokaryotes will become C-limited when BCDP > ψ. A closed system
will therefore have a steady state with mineral nutrient-limited (MNL) bacterial growth at low ciliate
abundances with a shift towards organic carbon limited (OCL) heterotrophic prokaryote growth at high
ciliate abundances (Figure 1D). Supplying allochthonous labile organic-C to an OCL system is expected
to evoke a marked response, compared to no response when adding it to a system in the MNL state.
Although the slope of the quadratic function BCDP ~ C2, the position of ψ, and therefore the transition
from MNL to OCL state are subject to several assumptions, they are consistent with the experimental
results from Larsen et al. [8]. Interpreting the nutrient manipulated mesocosms as upscaled bioassays,
the lack of response in prokaryote abundance to glucose addition indicates MNL bacterial growth in
PAME-II (Figure 1A, data from [8]), in contrast to PAME-I (Figure 1B), where the strong positive response
indicates OCL bacterial growth.

3.2. Experimental Results

3.2.1. Total Viral Abundance

In general, the total viral abundance was lower in all treatments in PAME-II than in PAME-I
(Figure 3A,B). Viral abundance varied between 0.9 and 2.0 × 107 particles mL−1 in PAME-II in the start
of the experiment, whereas the initial abundances in PAME-I were slightly higher (2.4 × 107 mL−1).
In PAME-II, we observed no major differences in viral abundance between the different tanks; and the
abundance remained at the same level during the whole experimental period. In PAME-I, the viral
abundance in tanks receiving glucose (3C−Si and 3C+Si) increased to peak values on day 6 (8.7 and
9.5 × 107 particles mL−1, respectively). We observed a second increase in tank 3C+Si starting on
day 9 and culminating on day 12 (1.7 × 108 particles mL−1). In the two tanks without glucose
addition, the viral abundance increased slightly throughout the entire experiment, reaching 6.5 and
3.9 × 107 particles mL−1, respectively, on day 12.

The viral particles were grouped into four populations on the basis of side scatter signal vs.
green fluorescent signal after staining with SYBR Green I in PAME-I: I, II, III, and IV (I = small viruses,
II: medium viruses, III: large viruses, IV: huge viruses (Figures 4A and S2)). Both side- and fluorescent
signals are indicators of size. Larger surface area will give a stronger scatter signal and bigger viral
particles will have more DNA, which will be reflected in the more intense green fluorescence signal after
staining with SYBR Green. The signals do not, however, give a basis for accurate size measurements as
both granularity and surface properties affect signal strength. In PAME-II all viruses belonged to I + II
(results not shown). In PAME-I, the dynamics of the various viral size groups all followed a pattern
that was similar, but not identical, to that of total viruses, with low initial concentrations followed by
a proliferation around day 3–5. This was most evident in the tanks receiving glucose, especially 3C+Si
(Figure 4B). Group IV (huge viruses) peaked at day 6 in all tanks, with the highest concentrations in 3C+Si
(1.7 × 106 particles mL−1).
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Figure 3. A and B, total abundance of viruses (all groups). C and D, virus to prokaryote ratio (VPR)
determined by flow cytometry (FCM) of small viruses and prokaryotes. Blue circles show the data of
tanks with no addition of carbon in the form of glucose, while red circles show three Redfield additions
of carbon. Open and filled circles display perturbations with different nitrogen sources (open: NO3;
filled: NH4) in PAME-II and with or without silicate (open: no Si addition; filled: Si addition) in PAME-I.
See Figure 2 for more information about experimental design. Viral abundances during PAME-I have
been previously published in Töpper et al. [15].

The abundance of group III (large viruses) increased from day 3 to day 6 in all tanks and continued
to increase in tank 3C+Si, reaching 1.8 × 107 particles mL−1 on day 12. Group II (medium sized
viruses) increased only slightly in numbers during the experimental period, except in tank 3C+Si,
where we observed a pronounced increase starting at day 8, with 7.2 × 106 particles mL−1 reaching
4.2 × 107 particles mL−1 on day 12. The concentration of viruses belonging to group I (small viruses) was
highest in the two glucose-amended tanks, with peaks on day 6. In 3C+Si, the concentration of this viral
group increased again from day 9 to day 12, reaching a final concentration of 1.1 × 108 particles mL−1.

Viral to prokaryote ratio (VPR) was calculated using the abundance of viruses in group I
(small viruses mainly infecting prokaryotes [17]) and total prokaryotes, determined by FCM [8].
Initial VPR was approx. 10 in both experiments, and in general VPR varied more in PAME-I
(Figure 3C,D) than in PAME-II. The highest ratio (114) was detected in 0C−Si of PAME-I on day
8. The VPR showed a large and significant positive correlation with ciliate numbers (Table 2) for all
treatments except PAME-I tank 0C where a non-significant and slightly negative (−ρ = 0.175, p = 0.678)
association was measured.
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Table 2. Pearson correlation coefficient between ciliate numbers (data from [8]) and viral to prokaryote
ratio (VPRs data form Figure 3C,D). 0 × C: no addition of carbon in form of glucose, 3 × C: three Redfield
additions of carbon.

PAME-I PAME-II

0 × C 3 × C 0 × C 3 × C

Persons coefficient (ρ) −0.175 0.835 0.630 0.783
p Value p = 0.678 p = 0.00982 p = 0.0281 p = 0.00258

Figure 4. Biparametric flow cytrometry virus plots. Four different viral populations were discriminated
combining side scatter signal vs. green fluorescent signal after staining with SYBR Green I (reflecting the
amount of DNA and hence genome sizes): I, Small viruses, II, medium viruses, III, large viruses, IV,
huge viruses (A) (see also Figure S2). Abundance of small (I), medium (II), large (III), and huge (IV)
viruses determined by FCM in PAME-I (B). Blue circles show no addition of carbon in the form of
glucose, while red circles show three Redfield additions of carbon. Open and filled circles display
perturbations with or without silicate (open: no Si addition; filled: Si addition). See Figure 2 for more
information about experimental design.

3.2.2. Bacterial and Viral Community Structure

Thirty-one pulsed field gel electrophoresis (PFGE) bands, with genome sizes ranging from 14
to 502 kb (Figure 5), were detected in PAME-I. The number of bands was highest in the 3C+Si tank,
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with an increase from 11 on day 0 to 20 on day 12. Viruses with genomes larger than 350 kb were
also more dominant (highest pixel value) in tank 3C+Si than in the others. During PAME-II, a total of
11 unique PFGE bands were detected ranging in size from 22 to 352 kb, with a dominance of bands
between 42 and 54 kb. For PAME-II, the non-metric multidimensional scaling (NMDS) analysis based
on the denaturing gradient gel electrophoresis (DGGE) and PFGE band patterns (Figure 6A,C) did not
reveal any grouping. Furthermore, there was no significant support (p > 0.05) (Table 3) of grouping in
either the DGGE nor PFGE patterns due to glucose addition, nor for co-occurring changes in bacterial
host and viral communities (p > 0.05, Table 4. In PAME-I, both the bacterial and viral community
structure changed over time and responded to different treatments (Figure 6B,D). Grouping of DGGE
and PFGE patterns due to glucose and silicate addition was supported statistically (p < 0.05, Table 3).
Positive correlations (median p-value < 0.05) were detected between the bacterial host and the viral
communities (0C, 3S, 0CSi), except for the treatment with both carbon and silicate addition (3CSi,
median p-value 0.08) (Table 4). Correlations were tested with 1000 NMDS permutations of DGGE
and PFGE patterns and resulted in a % of p-value < 0.05 of 100% (0C), 97.1% (3C), 99.6%, and 27.5%
(3CSi) (Table 4). The correlation between the bacterial and viral communities was paralleled by both
communities showing significant responses to carbon and silicate treatments (Figure 6B,D, Table 3).
However, viral communities responded less to carbon than to silicate, while the opposite was true for
the bacterial community (Table 3), with the result that within the mesocosms treated with both C and
Si bacterial and viral communities were no longer correlated (Table 4).

Figure 5. Schematic outline of the PFGE bands sorted by genome size during the mesocosm experiment
in PAME-II and PAME-I. D: sampling day. The outline is based on three different electrophoresis runs
for each viral sample. Blue circles show samples from treatments with no addition of carbon in the form
of glucose, while red circles show samples from treatments with three Redfield additions of carbon.
See Figure 2 for more information about experimental design.
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Table 3. Permutational multivariate analysis of variance of band patterns in the denaturing gradient
gel electrophoresis (DGGE) and pulsed field gel electrophoresis (PFGE) analysis for bacteria and virus,
respectively, from PAME-I and PAME-II mesocosm experiments. Glucose treatments in PAME-I and
PAME-II included no addition of carbon in form of glucose (0 × C) and three Redfield additions
of carbon (3 × C). Silicate treatment in PAME-I comprised of silicate addition and ambient silicate
concentrations. Nitrogen treatment in PAME-II comprised of NH4

+ and NO3
− addition. All treatments

in PAME-II were kept silicate replete. Number of permutations in all analyses: 99999. Residual degrees
of freedom: 20 in PAME-I and 12 in PAME-II.

Treatment Bacteria Community Viral Community

Experiments F R2 p F R2 p

PAME-I
Glucose 11.86 0.31 <0.001 7.33 0.11 0.002
Silicate 5.17 0.14 0.003 38.16 0.56 <0.001

PAME-II
Glucose 2.23 0.13 0.07 1.32 0.06 0.3
Nitrogen 0.63 0.04 0.67 3.53 0.17 0.048

Figure 6. Nonmetric multidimensional scaling analysis (NMDS) based on the band pattern in the
DGGE (bacteria (A,B)) and PFGE (virus (C,D)) analysis. Binary data for NMDS analysis from PAME-I
is redrawn from [15]. See Figure 2 for more information about experimental design.
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Table 4. Median p-values, the percentage of significant p-values (<0.05) and median correlation values
issued from 1000 non-metric multidimensional scaling (NMDS) permutations of denaturing gradient
gel electrophoresis (DGGE) and pulsed field gel electrophoresis (PFGE) band patterns are presented for
the two different enrichment experiments (PAME-I and -II) and the different tanks. 0 × C: no addition
of carbon, 3 × C: three Redfield additions of carbon in form of glucose. Si = Silicate.

PAME-I PAME-II

Statistics 0C 3C 0CSi 3CSi 0CNH4 3CNH4 0CNO3 3CNO3

median p-value * 0.013 0.01 0.007 0.08 0.083 0.542 0.085 0.125
p-values < 0.05 [%] * 100 97.1 99.6 27.5 0 0 0 0

median Procrustes correlation * 0.852 0.878 0.906 0.723 0.963 0.491 0.858 0.945

* Issued from 1000 non-metric multidimensional scaling NMDS permutations.

4. Discussion

Key differences in responses on the level of PFTs in two similar mesocosm experiments (PAME-I
and -II) were previously traced to a central role of ciliates, which themselves were top-down controlled
by the copepod standing stock [8]. Here, we expand the analysis and demonstrate, first theoretically,
how ciliate abundance can be connected to different states of growth limitation of heterotrophic
prokaryotes, then experimentally how this is reflected not only in the abundance and activity of
heterotrophic prokaryotes but also in the viral communities.

Our model predicts that high abundance of ciliates (PAME-I) creates a prokaryote community that
is organic carbon-limited (OCL) (Figure 1D), which in turn leads to the expectation that glucose addition
has a great effect on both abundance and structure of the virus host community. Low ciliate abundances
(PAME-II) (Figure 1D), on the other hand, should, according to the model, promote a mineral
nutrient-limited (MNL) prokaryote community, giving no expectations of a similar effect when
carbon is added. Our experimental results supported our model predictions, with an increase in
heterotrophic prokaryote abundance and a statistical supported effect on the bacterial community
structure that received additional carbon in PAME-I (Figures 1B and 6B, Table 3). No similar effect
or statistical support for changes in the prokaryote abundance or bacterial community structure
was seen in PAME-II when carbon was added (Figures 1A and 6A, Table 3). In PAME-I, positive
correlations between changes in the bacterial and viral community structure were observed, with
one exception (Table 4). A corresponding link was not detected in PAME-II (Table 4). The significant
positive correlation between changes in ciliate abundance and virus to prokaryote ratio (VPR) due to
organic carbon load (Table 2) further supports our model predictions and demonstrates the strong link
between the predator food chain in the marine microbial food web and the activity of viruses.

Glucose was the key mediator shaping the heterotrophic prokaryote community structure in
PAME-I (Table 3, Figure 6B). We also observed, however, an enigmatic effect of silicate on prokaryotes,
visible both as an increase in abundance in Si treatments towards the end of the experiment (Figure 1B),
and small differences between similar carbon treatments with and without silicate in the community
structure of the bacterial community (Figure 6B). Virus abundance increased concomitantly with the
prokaryotes (3C+Si) and is indicative of a link between these two populations. Prokaryotes are not
expected to be directly influenced by changes in Si concentrations. We believe that the explanation of
the enigmatic Si effect on prokaryotes is indirect and linked to the total dominance of the autotrophic
community of a single-celled diatom (Thalassisiosira sp. 5–10 μm; [10]) small enough to be preyed upon
by ciliates in the Si treatments. This led to an increasing ciliate population, which also feed on HNFs
and release prokaryotes from predation pressure by HNF, allowing for the observed proliferation of
prokaryotes at the end of the experiment [8].

As demonstrated in other studies [3,18,19], a statistically supported link was detected between
changes in the bacterial host community and changes in the viral community structure (Figure 6B,D,
Table 4) in PAME-I. Nevertheless, glucose, which was the main driver for changes in the bacterial
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community structure, did not seem to influence the viral community to the same extent as silicate
(Figure 6D, Table 3). A plausible explanation is that PFGE captures viruses infecting both prokaryotes
and eukaryotes [20]. The high abundance of huge viruses (FCM, Figure 4B) and double stranded
DNA (dsDNA) viral genomes larger than 250 kb (PFGE, Figure 5) is probably linked to eukaryotic
populations, as these generally host bigger viruses than prokaryotes [21–25]. This then explains the
low correlation between the bacterial and viral community structure in the 3C+Si tanks (Table 4).
Thalassiosira sp. diatoms could theoretically host the biggest viruses since they dominated the Si
mesocosms [8], but there are presently no reports of huge dsDNA viruses infecting diatoms [26].
We thus deem it more likely that HNFs were hosts to these huge viruses, since the decline in the HNF
population [8] coincided with the increase in the huge viral group. This would also be consistent with
already characterized giant HNF viruses [24,27].

Although the viral community structure in general was most affected by silicate, viral groups I–III
were most abundant when carbon was added (Figure 4B). These groups probably comprise the seven
PFGE bands with smaller genome size than 100 kb, which were mainly detected at high glucose levels
in the period when prokaryote abundance strongly declined (day 5–8) (Figure 5) and may represent
viruses able to lyse heterotrophic prokaryotes.

As important regulators of host diversity and nutrient recycling, viruses are central components of
the marine environment and the marine food web. Our results show that the activity of this important
regulator in the microbial food web is strongly linked to another top-down mechanism, namely
predation and bottom-up factors such as availability of limiting nutrients. To our knowledge, this is
the first study that links external trophic interactions in the microbial food web to the internal structure
and function of viral and prokaryote communities, using a combination of theoretical modeling and
experimental data. Although challenging, understanding these relationships is of particular importance
in the rapidly changing Arctic, where growth-limiting factors for prokaryotes have been found to
vary [28] and allochthonous import of terrestrial dissolved organic carbon (DOC) from rivers [29],
as well as seasonal migration of copepods [30], are central ecosystem characteristics. The present study
provides a preliminary understanding of the intricate links between these processes and encourages
further cross-scale studies.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/9/238/s1, Figure S1:
title; Minimum model of the photic zone microbial food-web Figure S2: title; Histogram representation of four
different viral populations and prokaryotes detected by flow cytometry Supplementary raw data is alsoavailable
in the Pangea repository doi:10.1594/PANGAEA.865353.
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Abstract: Viruses influence the ecology and diversity of phytoplankton in the ocean. Most studies of
phytoplankton host–virus interactions have focused on bloom-forming species like Emiliania huxleyi
or Phaeocystis spp. The role of viruses infecting phytoplankton that do not form conspicuous
blooms have received less attention. Here we explore the dynamics of phytoplankton and algal
viruses over several sequential seasons, with a focus on the ubiquitous and diverse phytoplankton
division Haptophyta, and their double-stranded DNA viruses, potentially with the capacity to infect
the haptophytes. Viral and phytoplankton abundance and diversity showed recurrent seasonal
changes, mainly explained by hydrographic conditions. By 454 tag-sequencing we revealed 93 unique
haptophyte operational taxonomic units (OTUs), with seasonal changes in abundance. Sixty-one
unique viral OTUs, representing Megaviridae and Phycodnaviridae, showed only distant relationship
with currently isolated algal viruses. Haptophyte and virus community composition and diversity
varied substantially throughout the year, but in an uncoordinated manner. A minority of the viral
OTUs were highly abundant at specific time-points, indicating a boom-bust relationship with their
host. Most of the viral OTUs were very persistent, which may represent viruses that coexist with
their hosts, or able to exploit several host species.

Keywords: Haptophyta; Phycodnaviridae; Megaviridae; viral–host interactions; metagenomics;
marine viral ecology

1. Introduction

Marine phytoplankton account for approximately 50% of global primary production and have a
strong impact on global nutrient cycling [1]. As key components within the phytoplankton community
in both coastal and open oceans, and at all latitudes [2], haptophytes play important roles both as
primary producers but also as mixotrophs, grazing on bacteria and protist [3]. Blooms of haptophytes
can have significant ecological and economic impacts both through the amount of organic matter being
produced and through production of toxins harmful to marine biota [4]. Most haptophyte species,
however, do not usually form blooms, but rather appear at low concentrations at all times [5–7].

Phytoplankton diversity, abundance, and community composition change through the seasons,
driven by variations in environmental conditions and biological processes. Viruses can, in theory,
significantly condition those dynamics. Viral-based phytoplankton lysis can be at least as significant as
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grazing [8,9] and have the potential to drastically change host community structure [10]. Viral activity
related to bloom forming haptophytes like Emiliania huxleyi, Phaeocystis pouchetii, and Phaeocystis globosa
has been well studied [9,11–14]. During such blooms, viruses exhibit a strong regulatory role,
and contribute to the termination of the bloom in what may be referred to as a “boom and bust”
relationship [11,15,16]. Viruses may also prevent bloom formation by keeping host population at
non-blooming levels [16–18]. Such interactions between host and virus have been described as a stable
coexistence and explained by viral resistance, immunity and/or strain specificity [17,19–23].

The low diversity and high abundance, which characterize phytoplankton blooms, give species
of specific viruses ample possibilities to find susceptible hosts. Most haptophyte species, such as
species belonging to the Prymnesiales, however, are part of highly-diverse communities and
occur at low concentrations [5–7], which decrease their chance of being infected by viruses with
specific host requirements. Nevertheless, viruses infecting both Prymnesium and Haptolina species
(order Prymnesiales) have been isolated, but have several characteristics that distinguish them from
viruses infecting bloom-forming haptophytes like E. huxleyi [24,25]. Studies describing the seasonal
diversity and abundances of these viruses and their potential host communities (haptophytes) in the
environment are scarce.

All known haptophyte viruses have double-stranded DNA (dsDNA) genomes and belong
to two related viral families, the Phycodnaviridae and Megaviridae, within a monophyletic group
of nucleocytoplasmic large DNA viruses (NCLDV) [26]. Phycodnaviruses infect prasinophytes,
chlorophytes, raphidophytes, phaeophytes, and haptophytes [27]. The Megaviridae family, not
yet recognized as a taxon by the International Committee on Taxonomy of Viruses (ICTV),
consists of NCLDVs infecting both non-photosynthetic protists such as Acanthamoeba and
Cafeteria roenbergensis [28,29], as well as photosynthetic ones including prasinophytes, pelagophytes
and prymnesiophytes (haptophytes) [14,30,31]. Both Phycodnaviridae and Megaviridae are abundant in
aquatic environments but the majority are uncultured and not yet described [31–37]. The diversity
within these two families is high, and available primers only match a fraction of its representatives [32,
38,39]. Moreover, only few polymerase chain reaction (PCR) primer-sets that target Phycodnaviridae and
Megaviridae families are currently available [32,38]. The DNA polymerase B primers (polB) capture a
wide diversity within the Phycodnaviridae family including the prasinoviruses and chloroviruses [36–39]
whereas the major capsid protein (MCP) primers are better suited for capturing the diversity of the
Megaviridae family including prymnesioviruses that infect various haptophytes ([32,39], this study).
Coccolithoviruses (e.g., Emiliania huxleyi virus (EhV)), a diverged group in the Phycodnaviridae family,
are not targeted by any of these primer-sets.

In previous studies, we have described the microbial community dynamics of the seasonal
spring- and fall-blooms in a West Norwegian open fjord system (Raunefjorden) [40,41]. Virus infection
seems to be one of the factors that drive the succession in the haptophyte community after the typical
diatom spring bloom [40]. In the present study, we follow up on these investigations using methods
with higher taxonomic resolution that enable a more specific focus on haptophytes and their potential
viruses. By following dynamics and diversity in virus and haptophyte communities over a two-year
period, we aimed at revealing the possible regulatory role of viruses, not only during blooms but also
during periods with higher community diversity and lower productivity such as late fall and winter.

2. Results

2.1. Microbial Abundance and Abiotic Factors

The phytoplankton spring bloom, identified as elevated chlorophyll a (Chl a) fluorescence, started
in late February before any stratification of the water masses, and lasted longer in 2011 than in 2010
(Figure 1). The water masses in Raunefjorden started to stratify in March–April, and the stratification
was more pronounced and deeper in 2011 than in 2010 (Figure 1).
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Figure 1. Isopleth diagrams showing seawater density (σt) and chlorophyll a (Chl a) fluorescence
(RFU = relative fluorescence units) at the sampling station in Raunefjorden, respectively.

Several minor upwelling events and exchange of water masses were evident in spring
(e.g., in June 2009, April 2010 and June 2010); concurrently May and June were characterized by several
successive blooms with high Chl a levels (2–8 μg per L). The pycnocline deepened throughout summer
and fall before the seasonal inflow and upwelling caused deep mixing in late fall, which corresponded
to a temporary, slight increase in Chl a concentrations in fall each year (October–November). The water
masses were well mixed through fall and winter.

The first increase in pico- and nano-eukaryote abundance, as measured by flow cytometry,
was observed in late February (Figure 2A). The cell numbers increased throughout spring and
summer with maximum abundance of both groups in August 2010 and May/June 2011. Total bacterial
abundance was variable with a decreasing trend in fall and winter and an increasing trend in spring
and summer-fall (Figure 2B), while the Synechococcus (cyanobacteria) abundance peaked once each
year in late summer-fall (Figure 2B).

Viral abundance increased in the spring and summer. The highest values were found during
summer and fall. The abundance of all three viral groups varied in synchrony (V2 vs. V1: r = 0.603,
df = 26, p < 0.0007, V3 vs. V1: r = 0.483, df = 26, p < 0.0091) and the smaller viruses (V1) outnumbered
the larger viruses (V2 and V3) by a factor of approximately 5–20 and 50–300, respectively (Figure 2C).
Correlation analysis showed that the viral abundance was correlated (p < 0.01) with the abundance of
bacteria, cryptophytes and Synechococcus (Table S1). The abundance of small-sized viruses (V1) also
correlated with Chl a and abundance of nanoeukaryotes, while the abundance of intermediate-sized
viruses (V2) correlated with abundance of picoeukaryotes and nanoeukaryotes.
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Figure 2. Abundance of microbial plankton at the sampling station in Raunefjorden measured by
flow cytometry. (A) Phototrophic picoeukaryotes (filled circles) and nanoeukaryotes (open circles);
(B) Synechococcus (open circles) and total bacteria (filled circles); and (C) V1 (low fluorescence viruses),
V2 (intermediate fluorescence viruses) and V3 (high fluorescence viruses).

2.2. Haptophytes

Haptophyte reads (sequences), clustered based on 98% nucleotide sequence similarity, formed a
total of 93 operational taxonomic units (OTUs) (Table S2). OTUs were classified against a curated
Haptophyta reference sequence database [42] to the lowest reliable taxonomic level (Table S2).
The classified OTUs were placed into one of seven haptophyte orders: Pavlovales, Phaeocystales,
Zygodiscales, Syracosphaerales, Isochrysidales, Coccolithales and Prymnesiales (Figure 3). A number
of the reads could not be classified to these formally-accepted taxa, and were assigned to defined clades
without cultured representatives according to [42], here named Haptophyta unclassified (Clades HAP2,
HAP3, HAP4, and HAP5) and Prymnesiophyceae unclassified (Clades B3, B4, D, E and F) (Table S2).
Prymnesiales is, in Figure 3, divided into the families Chysochromulinaceae and Prymnesiaceae.
OTUs assigned to the order Isochrysidales all belonged to the E. huxleyi cluster. A more detailed
classification of the 93 haptophyte OTUs to is shown in Table S2.
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Figure 3. (A) Relative abundance of operational taxonomic units (OTUs) in the different haptophyte
orders or clades. The OTUs represented seven accepted haptophyte orders: Pavlovales, Phaeocystales,
Coccolithales, Isochrysidales, Syracosphaerales, Zygodiscales and Prymnesiales. The latter is
represented by the families Chysochromulinaceae and Prymnesiaceae. The reads that did not belong
to any of these orders were assigned to class Prymnesiophyceae (unclassified) or Haptophyta
(unclassified); (B) Number of unique OTUs (richness) in each sample after rarifying to lowest read
abundance (i.e., subsampling to obtain equal sample size).

Diversity and community composition varied between the samples, with highest diversity in
August and lowest in May (Shannon diversity values of 2.97 and 0.50 respectively, Table S3). Based on
the Bray-Curtis dissimilarity analysis we found that the August 2010 sample differed most from the
rest (Figure 4).

OTUs assigned to Isochrysidales (only E. huxleyi) were present in all samples, with particularly
high relative abundance in May. OTUs assigned to Prymnesiales, i.e., the families Prymnesiaceae and
Chrysochromulinaceae, dominated the samples from August, November and February, while OTUs
belonging to Phaeocystales occurred in high relative abundance only in February. Diversity was
highest within Prymnesiales, with 35 and 21 unique OTUs assigned to Chrysochromulinaceae and
Prymnesiaceae, respectively (Figure 3B). Ten different haptophyte OTUs were present in all samples,
one was classified to E. huxleyi, one to Clade F, and eight to Prymnesiales (Table S2).
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Figure 4. Cluster dendrogram illustrating Bray-Curtis dissimilarity in the haptophyte OTU
compositions between the five samples from Raunefjorden. OTUs were defined as reads with ≥98%
nucleotide similarity. Sequences were normalized to 100 in each sample and log-transformed prior to
similarity calculations. Samples connected by red lines were not significantly differentiated (SIMPER
permutation test). Black lines indicate significant differentiation (p < 0.05, SIMPER permutation test).

2.3. Megaviridae and Phycodnaviridae

All the quality-trimmed viral reads showed similarity to algal viruses in the Megaviridae and
Phycodnaviridae families, with BLAST scores between 50 and 90% amino acid sequence identity.
OTU clustering based on 95% amino acid identity gave a total of 161 OTUs containing 10 or more
sequences (Table S4), with 61 being unique (Table S5). Forty-one and 20 of these OTUs showed highest
similarity to the Megaviridae and Phycodnaviridae families, respectively (Table S5). Half of the OTUs
(53%) were rare, each comprising less than 1% of the total reads (Table S5). The diversity was highest
in May 2010 and lowest in February 2011 (Shannon diversity values of 2.66 and 1.45, respectively)
(Table S4). Based on Bray-Curtis dissimilarity, the May 2010 sample differed significantly from the
other 4 samples (Figure 5).

Figure 5. Cluster dendrogram illustrating Bray-Curtis dissimilarity between the virus OTU
compositions in five samples from Raunefjorden. OTUs were defined as sequences with >95% amino
acid similarity. The sequence data were normalized to 100 in each sample and log-transformed prior
to similarity calculations. Samples connected by red lines could not be significantly differentiated
(SIMPER permutation test). Black lines indicate significant differentiation (p < 0.05, SIMPER
permutation test).
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Fifty-eight percent of the viral OTUs were found in more than two of the samples (Table S5).
Five viral OTUs (OTU009, OTU002, OTU001, OTU003, OTU008) were present in all the samples and
dominated the samples from November, February2010 and May 2011. Four of these clustered within
the Phycodnaviridae family. Others, such as OTU006, OTU373 and OTU010 that dominated the samples
taken in May and August 2010, respectively, were almost absent or undetectable the rest of the year
(Table S5, Figure 6).

Figure 6. Relative abundances of 21 different OTUs containing more than 50 reads in the
different samples.

The Megaviridae-like OTUs dominated the samples from August and February (Figure 6, Table S5).
Three OTUs occurred in relative abundances over 10% (OTU010, OTU008 and OTU006). Two of them
dominated the samples in August and February, the third dominated in May 2010. Further, eight OTUs
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occurred in low relative abundances (<10%) and were present in three or more samples.
The most abundant algal Megaviridae-like OTU, OTU008, was distantly related to a virus
infecting the haptophyte Prymnesium kappa (RF01) [25], with low bootstrap support (41%)
(Figure 7). OTU008 dominated the sample from February (65%) and was present in all samples
(relative abundances between 0.32–65%) (Figure 6, Table S5). The single most abundant OTU in
May samples (OTU006) was also grouped within Megaviridae and clustered together with viruses
infecting different haptophytes such as Chrysochromulina, Phaeocystis and Prymnesium (Figures 6 and 7).
Three other OTUs (OTU037, OTU068 and OTU040) clustered within this clade as well. OTU037 and
OTU040 were present at relatively low abundances (0.04–9.9%) in May and November 2010, and
February 2011, while OTU068 were present at relative low abundances (0.09–2.4%) in samples from
August and November 2010, and February 2011 (Figures 6 and 7, Table S5). Three new branches were
made next to the Megaviridae family consisting of 4 OTUs from this study (Figure 7) where OTU010
and OTU18 clustered together with an environmental sequence from an earlier study at the same
site [32].

Figure 7. Midpoint rooted phylogenetic tree of the most abundant OTUs (>50 reads, marked in
red) with similarities to the Megaviridae and Phycodnaviridae families, respectively. The tree was
calculated based on the DNA-sequences encoding partial MCP-genes (FastTree v2.1.8 with default
parameters). Bootstrap values form 100 replicates and aLRT- likelihood-values >0.5 are shown on nodes.
Abbreviations: CroV; Cafeteria roenbergensis virus, Moumou; Moumouvirus goulette, Mimi; Mimivirus,
Mega; Megavirus chiliensis, AaV; Aureococcus anophagefferens virus, PoV; Pyramimonas orientalis virus, PkV;
Prymnesium kappa virus, HeV; Haptolina ericina virus, HhV; Haptolina hirta virus, CeV; Chrysochromulina
ericina virus, PgV; Phaeocystis globosa virus, PpV; Phaeocystis pouchetii virus, PBCV; Paramecium bursaria
Chlorella virus, MpV; Micromonas pusilla virus, OsV; Ostreococcus sp. virus, OlV; Ostreococcus lucimarinus
virus. OTU/P0605, OTU/P0606, OTU/P0604, OTU/P0607, OTU/P0601, OTU/M0501 are all sequences
from an earlier study in Raunefjorden [32]. Reference strains marked in green are haptophyte-infecting
viruses maintained in culture.
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OTU010 dominated in the sample from August (58%) and occurred at low relative abundances
(0.04–0.05%) in the samples from November 2010 and May 2011 (Table S5). OTU18 occurred at low
abundances in samples from May 2010, August, November and February. The two other collapsed
branches comprised OTU064 and OTU021, both occurring at low abundances at three and four
sample periods, respectively (Figure 6, Table S5). The two last OTUs in the Megaviridae family
(OTU011, OTU004) showed highest similarity to a virus infecting the chlorophyte Pyromimonas orientalis.
Both occurred at less than 10% in samples from May 2010, February 2011 and May 2011.

The Phycodnaviridae OTUs (Figure 6, Table S5) consisted of four OTUs (OTU373, OTU002,
OTU001, OTU003) with relative abundances over 10% and six OTUs (OTU007, OTU124, OTU009,
OTU027, OTU016, OTU113) with relative abundances below 10%. Three OTUs (OTU001, OTU002 and
OTU003) dominated the samples from November and May 2011. They cluster within two subclades
together with two cultured viruses, the prasinovirus Micromonas pusilla virus, and an unclassified
virus shown to infect the haptophyte Haptolina hirta (HhV-Of01) [43] (Figure 7). Both clades also
included environmental clones previously obtained at the same location [32]. The OTU016 and
OTU113 also grouped together with an environmental clone from Raunefjorden [32]. OTU113 occurred
only in May 2010 while OTU016 in addition were present on three other occasions (Figure 6,
Table S5). OTU009, OTU124 and OTU027 did not match any viral sequences in GenBank. They were
never abundant (relative abundances between 0.04–3.1%), but some were frequently observed
(e.g., OTU009 and OTU027) (Figure 6, Table S5).

3. Discussion

3.1. Seasonal Patterns in Microbial Dynamics and Environmental Factors

The biological variables (Chl a concentration, phytoplankton, bacterial, and viral abundances)
followed a seasonal and recurrent pattern that corroborated earlier descriptions of the microbial
community in Raunefjorden [40,41,44–46]. The conditions in late winter and spring were nevertheless
quite different in 2010 compared to 2011. The Chl a values were much higher in 2011 and nanoplankton,
bacteria and virus abundances were stable or steadily increasing, although not fluctuating as in 2010.
A deeper and more pronounced pycnocline in 2011 than in 2010 resulted in a more stable water
column that sustained a longer-lasting bloom in 2011 than in 2010. In summer, fall and early winter,
hydrographic conditions for the two years resembled each other, as did Chl a level and variation.
High abundances of phototropic pico- and nanoeukaryotes and Synechococcus (Figure 2) matched peaks
in Chl a concentration in August 2009, in June, September and October 2010, and in May 2011 (Figure 1).
The concentration of Chl a in Raunefjorden is, however, largely determined by the abundance of larger
phytoplankton forms like diatoms that were not counted in this study [40,44]. On several occasions
(e.g., June 2009, June and September 2010, and March–May 2011) the decrease in Chl a concentrations
may be related to a concurrent deep mixing and exchange of water masses (Figure 1).

3.2. Succession of Haptophytes and Co-Occurring DNA Viruses

454 pyrosequencing revealed a high diversity of haptophyte OTUs as well as of algal viruses.
The diversity of haptophyte OTUs found in this study was larger than reported in earlier studies
using microscopy (summarized in [47]). This demonstrates how high throughput sequencing of
amplicon libraries is a powerful tool for detecting haptophyte species not yet morphologically
and genetically characterized [48,49]. The level of haptophyte richness measured in Raunefjorden
(93 different haptophyte OTUs) was at the same order of magnitude as the level previously found in
Oslofjorden (156 haptophyte OTUs), a study for which the same sequencing technology and primers
were used [47]. The loss of reads in the filtering process (Table S3) was high but can be explained by
the fact that the multiplex identification tag was only present on the forward primer, leading to loss of
nearly half of the reads.
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Both haptophyte and viral communities varied substantially throughout the seasonal cycle.
However, we could not distinguish a synchronization between their respective compositions. This may
be explained by a complex virus-host relationship, or that our molecular approach was not sensitive
enough to capture specific haptophyte viral-host pairs. Most empirical data on phytoplankton
diversity resolve the host community diversity on a relatively coarse level, namely with host
subgroups or species, typically defined by small subunit ribosomal RNA (SSU rRNA) gene sequences.
Viral host-range, however, commonly dwells within strain or sub-species diversity levels [50].
Hence, 18S rRNA gene marker, as used in this and most other studies, might not be sensitive enough
to capture the interaction dynamics between the viral sequences here observed and the true host to
which they correspond.

Some viral OTUs resembled cultured haptophyte viruses but they were, in most cases, only
distantly related. Others were more similar to viruses infecting other host groups. Due to the large
diversity of haptophyte viruses and the paucity of isolated viruses infecting this important host
group, there is, at present, no molecular approach available that allows us to target these viruses
with specificity. Moreover, viral phylogeny does not necessarily reflect host phylogeny. Several algal
viruses have been shown to cross host-species borders, and some infect hosts that are only distantly
related [25]. Despite these challenges, our viral data did enable detection of successional patterns
providing new insight into the interaction between viruses and their hosts. Some viral OTUs were
highly abundant only at specific time-points, indicating a boom-bust relationship with their host,
a pattern normally described for lytic viruses [11–13,15]. Surprisingly though, most of the viral OTUs
were persistent indicating coexistence with their hosts, or alternatively an ability to exploit several
host species.

Bloom communities normally comprise a few, and often recurrent, species [40,44].
Therefore, we were not surprised to find low haptophyte diversity, dominated by E. huxleyi,
the common bloom-forming coccolithophores, and Chrysochromulinaceae (OTU001 and OTU004,
respectively) in May both years. More to our surprise though, the diverse community of
Phycodneaviridae and Megaviridae co-occurred with this recurrent, low-diversity haptophyte
community, and the observed viral OTUs varied substantially between the two years. One possible
explanation may be that genetically different viruses are exploiting the same hosts [25,51,52].
Even more surprising was the absence of the EhV in our flow cytometry (FCM) analysis. Blooms of E.
huxleyi are frequently succeeded by large increases in this specific virus [53–55] which have a FCM
characteristics that make them easy to distinguish and recognize [11,56] even without primers that
capture their presence at the molecular level.

Our observation that the abundance of pico- and nanoeukaryotes and the diversity of
haptophytes peaked in August is in accordance with the general narrative that relatively small
forms typically dominate the diverse phytoplankton communities thriving in the temperate, stable,
and nutrient-depleted summer water masses. The abundance of larger viruses (V2 and V3),
i.e., viruses having a size typical of many dsDNA phytoplankton viruses [40,57], were also at
their highest in the summer period. The Phycodnaviridae and Megaviridae communities were,
however, dominated by a single OTU (OTU010), which was only distantly related to any known
viral sequence. Thus, the diverse phytoplankton community in August seems to have sustained a high
virus abundance with low diversity. One interpretation of this is that OTU010 represents a generalist
virus type, able to infect several different species, a feature known for many viruses infecting members
of Prymnesiales [25]. Other interpretations may be that phytoplankton viruses that are not targeted by
our primers prevailed [25,32] or that the large viruses are related to other hosts groups.

Several of the haptophytes that we detected in our study are known to be susceptible to
characterized algal viruses [24,25,58]. Viruses infecting P. pouchetii, P. globosa, Haptolina ericina and
Prymnesium kappa have previously been isolated from Norwegian coastal waters and/or the North
Sea [24,25,58,59], but none of the viral OTUs we found was similar to any of these characterized viruses
within 95% aa similarity. Despite the low similarity, five of the OTUs clustered within the Megaviridae
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group together with several cultured representatives of viruses infecting the orders Prymnesiales and
Phaeocystales. As very few algal viruses are cultured, our results may suggest that the diversity within
this viral group is large. Alternatively, cultivated viruses may not represent the most abundant viral
strains present in natural systems as current procedures for virus isolation [60] entail a strong selective
pressure favoring lytic viruses with short replication cycles, a strategy perhaps not very common
strategy in nature.

Some haptophyte and viral OTUs were remarkably persistent, considering that the samples were
collected at different seasons, interspersed by mixing of the water-masses and changing environmental
conditions. Haptophyte OTUs that were present in all samples may represent species that are able
to tolerate a wide range of environmental conditions, either as actively dividing cells, or surviving
periods of low activity. Most of these persistent OTUs were classified to Prymnesiales (eight OTUs),
an order including several mixotrophic species known to survive even when light conditions are too
low for photosynthesis [3]. A high degree of preservation and recurrence of virus-genotypes through
the years have previously been observed for myovirus-like viruses [46], but this is the first observation
for algal viruses. These year-long observations are contrasting and complementary to previous
studies demonstrating clear boom and bust patterns for abundant algae and their viruses [15,53,61].
Viral particles are estimated to quickly degrade in seawater (inactivation rates of 5%–20% per h) [62–64],
and should quickly disappear without co-occurring susceptible and active hosts. Persistent viral OTUs
thus indicate either that they propagate and co-exist with a persisting host, or that they are able
to infect various species. Virus-host coexistence [19,21,65] is regarded to be a paradox, since most
cultured viruses quickly induce resistance in their hosts [21,66] and may be attributed to partial host
resistance (strain specificity), low virus infectivity [21], or to chronic infections where only few cells
in the host population produce the virus, while the rest grow normally [9,67]. Another possibility is
that the persistent viruses have wide host ranges, which would allow them to proliferate on different
host species [25]. The ability to infect several species may be especially beneficial in times when the
phytoplankton community is very diverse or at low phytoplankton abundance and activity.

This inter-annual study of microbial communities in Raunefjorden is the first to apply high
throughput sequencing to study seasonal variation in marine uncultured algal and viral communities.
Five “snapshots” of the haptophyte and algal virus (Phycodnaviridae and Megaviridae) communities
covering one year revealed a large diversity with many uncultured and unknown forms although we
identified a stable “core” community of haptophyte and viral OTUs as well. Some abundant viral
OTUs showed high relative abundance in several samples indicating virus-host coexistence or wider
host-range than what we would expect from the existing isolates. The diversity varied a lot, and low
haptophyte diversity in May was accompanied by high algal virus diversity whereas high haptophyte
diversity in August co-occurred with low Phycodnaviridae and Megaviridae diversity. We suggest
that several viruses may exploit the same hosts in the low-diversity spring communities, while a
few viruses may be able to exploit several of the haptophytes in the high-diversity community in
late summer. Notably, measured virus and host abundance illustrates the importance of viral caused
mortality in the diverse late summer community.

4. Material and Methods

4.1. Sample Collection

Seawater samples were collected from 5 m depth in Raunefjorden (60◦16.2′ N, 5◦12.5′ E) Western
Norway, between May 2009 and May 2011. The sampling interval was, with a few exceptions,
2–4 weeks. Temperature, salinity, density and Chl a fluorescence were determined using a CTD
(Conductivity-Temperature-Depth) equipped with an in situ fluorometer (SD204 SAIV, SAIV A/S
Environmental Sensors & Systems, Bergen, Norway). A 20 L aliquot of sampled water was filtered by
peristaltic pumping through 3.00 μm and then through 0.45 μm pore-sized low-protein-binding filters
(145 mm, Durapore, Millipore Corp., Billerica, MA, USA), within 3 h of collection. The filters were cut
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in two and immediately frozen in liquid N2 and thereafter stored at −80 ◦C until DNA-extraction for
later use in PCR and 454 sequencing of the haptophyte community. Viruses in the 20 L 0.45 μm filtrate
were concentrated 400 times (approximately 50 mL) using a tangential flow filtration system equipped
with a 100,000 pore size (NMWC) hollow-fiber cartridge (QuixStand, GE Healthcare Bio-Sciences AB,
Uppsala, Sweden). Aliquots of these viral concentrates were frozen at -80 ◦C for later use in PCR and
454 sequencing.

4.2. Microbial Abundance Measured by Flow Cytometry (FCM)

Phototrophic pico- and nano- plankton were counted in triplicate by FCM (Becton, Dickinson and
Company, BD Biosciences, San Jose, CA, USA), using fresh, unpreserved samples, with the
trigger set on red fluorescence and a flow rate giving 50–800 events per sec. Five different
populations of phototrophs were defined in FCM-plots based on differences in side scatter,
red and orange fluorescence: Synechococcus, picoeukaryotes, nanoeukaryotes, cryptophytes and
E. huxleyi ([18,40,56,68], (Table S1)). Most haptophytes fall within the size class pico-and
nanoeukaryotes [47,69,70].

Viruses and bacteria were counted in samples preserved with 1% glutaraldehyde (30 min at 4 ◦C)
and snap frozen in liquid N2. The samples were thawed, diluted, and stained with 1×SYBR Green I
(Invitrogen, Carlsbad, CA, USA 10,000 × conc. in dimethyl sulfoxide (DMSO)) for 10 min at 80 ◦C [57],
immediately before counting in triplicates. Bacteria and three different virus populations were defined
based on side scatter properties and green fluorescence: low-, medium- and high-fluorescence viruses
(V1, V2 and V3 respectively, [40]). Spearman rank order correlation analyses were calculated in
Statistica 12 (StatSoft, Tulsa, OK, USA), to assess the relationship between abundance of different virus
and algal groups, as well as their relationship with the measured abiotic factors. Missing values were
pairwise deleted.

4.3. DNA Extraction, PCR and 454-Pyrosequencing

Five samples, collected on May 25, August 31, and November 30 (2010) and on February
22 and May 31 (2011), were used for targeted 454 pyrosequencing of haptophyte and
Phycodnaviridae/Megaviridae communities. The samples were chosen based on pulsed field gel
electrophoresis (PFGE) analysis to represent different seasonal community stages (Figure S1).

For haptophytes, DNA was extracted from 1
2 of each 3 μm and 0.45 μm pore-sized

filters (representing approximately 10 L of sea water) using DNeasy®Plant Mini kit
(Qiagen, Hilden, Germany) according to the manufacturer’s instructions. Initial re-suspension of
cells was done by transferring the frozen filters into falcon tubes with 1 ml AP1 buffer (from the
DNeasy®kit) and vortexing for 60 s. Extracted DNA from the two different size fractions was subjected
to separate PCRs with tagged primers. The V4 region of the 18S rRNA gene (position 640–1060)
was amplified using haptophyte-specific primers: 528Flong (5′GCGGTAATTCCAGCTCCAA3′) and
PRYM01+7 (5′-GATCAGTGAAAACATCCCTGG-3′) [71]. Each PCR mixture contained 1 μL DNA
template, 5 μL Phusion GC buffer (NEB Inc., Ipswich, MA, USA), 0.2 mM each deoxynucleoside
triphosphate (dNTP), 400 nM each primer, 0.75 μL DMSO, 0.5 units Phusion®High-Fidelity DNA
Polymerase (NEB Inc.), adjusted for a final volume of 25 μL. The cycling parameters were 98 ◦C for
30 s, and 30 cycles of 98 ◦C for 10 s, 55 ◦C for 30 s, and 72 ◦C for 30 s, with a final extension at 72 ◦C for
10 min [71].

For viruses, DNA was extracted from 0.5–1 mL of frozen viral concentrate
(representing 200–400 mL of sea water). The concentrates were alternately heated to 90 ◦C
and cooled on ice twice for 2 min. Ethylenediaminetetraacetic acid (EDTA, 20 mM) and proteinase
K (100 μg/mL) were subsequently added before the samples were incubated for 10 min at 55 ◦C.
Sodium dodecyl sulfate (SDS, final concentration 0.5%) was added and the samples incubated for 1
h at 55 ◦C. The extracted DNA was then purified with Zymo DNA Clean and ConcentratorTM kit
(Zymo Research, Irvine, CA, USA) following the manufacturer’s protocols.
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A segment of the major capsid protein (MCP) gene was amplified by the primers:
MCPforwd (5′-GGY GGY CAR CGY ATT GA-3′) and MCPrev (5′-TGI ARY TGY TCR AYI AGG
TA-3′) developed by Larsen et al. [32]. The PCR reactions (25 μL) contained: 0.625 U of HotStarTaq
DNA polymerase (Qiagen), 1×PCR buffer, 0.2 mM of each dNTP, 0.5 μM of each of the primers and 1
μL template. The following PCR-program was used: Initial activation at 95 ◦C (15 min), a touchdown
PCR of 20 cycles of denaturation at 94 ◦C (30 s), annealing at 60 ◦C and decreasing 0.5 ◦C per round
(30 s) and extension at 72 ◦C (30 s), followed by 35 cycles with fixed annealing temperature at 45 ◦C,
and a final elongation of 72 ◦C for 7 min. The PCR products were cleaned (Zymo DNA Clean and
Concentrator™ kit) and amplified in new PCR reactions with tagged primers specific to each sample,
25 cycles with annealing at 45 ◦C, and otherwise as above.

For each haptophyte or viral sample, the products from eight replicate PCR reactions were
cleaned, quantified and pooled before sequencing. The DNA amplicons were sent for Roche 454
(GS-FLX Titanium) library sequencing.

Two-directional amplicon sequencing using L chemistry was performed by LGC Genomics GmbH,
Berlin, Germany. The following numbers of reads were obtained: haptophytes, 22588 (25 May 2010),
23261 (31 August 2010), 31959 (30 November 2010), 32540 (22 February 2011), 30380 (31 May 2011)
(Table S2), viruses, 7909 (25 May 2010), 8195 (31 August 2010), 8558 (30 November 2010),
6791 (22 February 2011), 10353 (31 May 2011) (Table S4).

4.4. Sequence Analysis

All reads were filtered using AmpliconNoise [72], with default settings, and further analyzed
using Mothur (www.mothur.org) [73] with the commands here provided in italics within brackets.
Reads were trimmed (trim.seqs) and checked for chimeras by uchime (chimera.uchime) with Silva
reference sequences for the haptophytes [74].

Prior to clustering, haptophyte reads were aligned to a reference alignment [47] (align.seqs) to
ensure that the reads aligned in the targeted region, and to enable distance calculation by dist.seqs.
Based on these distances, reads were clustered de novo into OTUs with 98% similarity (cluster), with the
average neighbor-algorithm. An OTU definition of 98% nucleotide similarity was applied here in
accordance with studies showing this to be a good threshold for delineating different species of
most protists, while at the same time accounting for intra-species variation [75]. OTUs of different
lengths, but which were otherwise identical, were clustered at 100% similarity by Uclust [76] and
the longest sequence of each OTU was picked as representative. OTUs shorter than 250 bp were
removed. OTUs that were represented by only a single read (singletons) were excluded from the
analysis. Taxonomic classification was performed by MegaBLASTin Geneiuos v. 8.1.6 against the
PIP Haptophyte 18S rDNA reference sequence database as described in [42] and available from
figshare [77]. Diversity analyses were performed in Mothur (collect.shared, summary.single). To compare
OTU richness between samples, all samples were subsampled to the number of reads in the smallest
sample (1320), by the function rrarefy in the vegan package v. 2.4-1 [78] in R v. 3.3.2 (R Core Team 2016).

As many of the OTUs were found in both size fractions (>3 and 3–0.45 μm), the number of reads
in the two size fractions were pooled, and the relative abundance of each OTU in the five samples
was determined.

The filtered viral MCP reads were translated into the corresponding amino acid sequence in
BioEdit [79]. Alignment of the amino acid reads was done with MAFFT v7) [80], with a gap
opening penalty of 2.5, offset value of 0.1, and BLOSUM62 as the amino acid scoring matrix.
Insertion/deletion errors were manually corrected. Reads that then did not align in the mid-conserved
region (approx. position 100 in the alignment) or contained stop-codons, indicative of sequencing
errors, were removed. The remaining reads were trimmed to equal length, i.e., position 117 in the
alignment. A protein distance matrix was calculated by PROTDIST v3.5c (©1993 Joseph Felsenstein),
and used to cluster the sequences in Mothur [73]. As the large number of PCR-cycles is prone to
create artifacts, a 95% amino acid sequence identity threshold was applied [35]. To further decrease
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the number of spurious reads, only OTUs containing ten or more reads were used in the analysis.
Mothur was used for downstream calculations of diversity indices. A representative sequence for each
OTU containing more than 50 reads was used for phylogenetic analysis (together representing 84% of
the reads). These OTUs were tentatively assigned a phylogenetic affiliation (BLAST-search closest hits)
to the Megaviridae or Phycodnaviridae family. The tree was constructed, comprising the representative
sequences together with reference sequences. Alignment and phylogenetic reconstructions were
performed using the function “build” of ETE3 v3.0.0b32 [81] implemented on the GenomeNet, Tree [82]
. The tree was constructed using FastTree v2.1.8 with default parameters [83]. Statistical support for
the internal branches was calculated by an aLRTtest (SH-like), and through 100 bootstraps. Cluster
diagrams were drawn for the haptophyte and virus samples separately. The cluster diagrams were
based on Bray Curtis similarities of relative abundance of each virus or haptophyte OTU in the samples.
A SIMPROF permutation test was applied to test if the samples could be differentiated at p < 0.05
(Primer 6, Primer-E Ltd., Ivybridge, UK).

Supplementary Materials: The follow supplementary materials can be found online at www.mdpi.com/1999-
4915/9/4/84/s1, Table S1: Spearman Rank Order Correlations of the quantitative biological data, including
the chl a measurements and the population abundances obtained by flow cytometry. Table S2: Heatmap and
OTU table showing the relative abundance and percentage identity to nucleotide blast hits of the haptophyte
OTUs in samples from Raunefjorden. Table S3: Results of the 454 sequencing and analysis of the V4-region of
18S rDNA 18S rDNA in haptophytes from Raunefjorden. Figure S1: Schematic representation of the relative
abundance of distinct viral populations. Table S4: Result of the 454 sequencing of the viral MCP gene in samples
from Raunefjorden. Table S5: Heatmap showing relative abundance of the different viral MCP OTUs in samples
from Raunefjorden. Suplementary method and material describing viral diversity explored by pulsed-field gel
electrophoresis (PFGE) and method precautions.
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Abstract: Effects of elevated pCO2 on Emiliania huxleyi genetic diversity and the viruses that
infect E. huxleyi (EhVs) have been investigated in large volume enclosures in a Norwegian fjord.
Triplicate enclosures were bubbled with air enriched with CO2 to 760 ppmv whilst the other three
enclosures were bubbled with air at ambient pCO2; phytoplankton growth was initiated by the
addition of nitrate and phosphate. E. huxleyi was the dominant coccolithophore in all enclosures,
but no difference in genetic diversity, based on DGGE analysis using primers specific to the calcium
binding protein gene (gpa) were detected in any of the treatments. Chlorophyll concentrations and
primary production were lower in the three elevated pCO2 treatments than in the ambient treatments.
However, although coccolithophores numbers were reduced in two of the high-pCO2 treatments;
in the third, there was no suppression of coccolithophores numbers, which were very similar to
the three ambient treatments. In contrast, there was considerable variation in genetic diversity in
the EhVs, as determined by analysis of the major capsid protein (mcp) gene. EhV diversity was
much lower in the high-pCO2 treatment enclosure that did not show inhibition of E. huxleyi growth.
Since virus infection is generally implicated as a major factor in terminating phytoplankton blooms,
it is suggested that no study of the effect of ocean acidification in phytoplankton can be complete if it
does not include an assessment of viruses.

Keywords: Emiliania huxleyi; CO2; ocean acidification; climate change; Coccolithovirus; EhV

1. Introduction

The rise in anthropogenic CO2 in the atmosphere and subsequent dissolution in the oceans has
changed the carbonate: bicarbonate: dissolved CO2 equilibrium, lowering seawater pH—a trend that
is predicted to continue [1]. Change of pH is of particular significance for marine organisms that have
calcium carbonate structures, such as corals and coccolithophores, because less alkaline conditions
and pH-dependent shifts in equilibrium of the carbonate system will lead to higher dissolution rates
of carbonate. Coccolithophores are ubiquitous and have global significance in regulating the carbon
cycle in the oceans [2]. They form massive blooms, whose wide distribution and abundance is readily
detected in satellite imagery. Given this wide distribution, it is important to determine if the lower pH
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of a future ocean will affect the success of coccolithophores and if there will be an impact on marine
food webs and biogeochemical cycles.

The effect of changing pH on the important coccolithophore, Emiliania huxleyi, has been the
focus of much research in recent years. However, results have been variable and consensus has
been difficult to reach. In laboratory experiments, both negative and positive effects of increasing
pCO2 have been described (see, for example, [3–5]). Another important approach has been to use
large volume enclosures—mesocosms—to investigate a range of conditions that might apply to the
future ocean. Unlike laboratory-based experiments, which usually focus on a single organism in
the experimental design, mesocosms include all components of the pelagic system from viruses to
zooplankton. By maintaining the possibility of complex interactions between different components
of the food web, it has been assumed that mesocosms should offer advantages over single-organism
culture experiments. However, results have also been rather variable. Early experiments suggested
negative effects of higher pCO2 on production and calcification in E. huxleyi [6], but other studies have
indicated that the effect of increased pCO2 is minimal for other coccolithophore species [7]. Time series
analysis of natural populations has been another approach and a recent analysis of coccolithophore
abundance in the North Sea concluded that increasing pCO2 on decadal scales has resulted in larger
coccolithophore populations [8]. The contradictory results make it difficult to robustly predict how
natural populations will respond to pH change in a future ocean.

We suggest that real understanding of the effect of pH change/higher pCO2 requires more detailed
information than has been obtained to date, particularly in relation to phytoplankton genetic variability
and virus infection. In this study, the response of a population of E. huxleyi to increased pCO2 at the
early stages of a phytoplankton bloom in a mesocosm experiment has been investigated. In addition,
changes in diversity of the viruses that infect E. huxleyi (EhVs) were followed during the experiment
with diversity distinguished on the basis of a major capsid protein (mcp) gene as a molecular marker.
Virus diversity is known to be high [9,10], and viruses are important components of the pelagic
system that require attention in both laboratory and mesocosm experiments. All E. huxleyi-infecting
viruses that have been characterised to date are dsDNA viruses, classified in the family Phycodnaviridae.
They are significant mortality agents of E. huxleyi, implicated in the termination of large-scale blooms.
Viruses have a proven role in structuring and maintaining host population diversity [11–14] and
virus infection can have significance for the cycling of carbon and trace elements. The ‘viral shunt’
releases nutrients as well as dissolved and particulate organic matter from lysed organisms into the
organic carbon pool [15,16]. This material, and the rate of supply by viral lysis, of substrates for
heterotrophic microbial communities, has implications for species succession, biogeochemical cycles
and feedback mechanisms.

Given that diversity of both E. huxleyi and EhV assemblages can be variable, and that different
E. huxleyi and EhV assemblages may come to eventually dominate natural communities, it is
important to know the impact of elevated pCO2. E. huxleyi blooms are typically dominated by certain
alleles/genotypes, and by asexual reproduction, with rarer alleles/genotypes tending to fluctuate [17].
As such, the impact of elevated CO2 on the composition of E. huxleyi populations can easily be
monitored by studying these entities. Virus infection may be an explanation for some of the variability
reported from different mesocosm experiments that were designed to investigate potential effects of
higher pCO2. In this study, the aim was to understand how pCO2 change might influence E. huxleyi
and EhV population structure and the diversity of host and virus. We suggest that viral infection can
result in variability between replicate enclosures.

2. Materials and Methods

2.1. Experimental Set-Up and Sampling

The mesocosm experiment was done in the Raunefjorden at the University of Bergen Espegrand
field station, Norway (latitude: 60◦16′ N; longitude: 5◦13′ E) during May 2006. The experiment had
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two phases. The first phase, until 15 May, followed the development of a phytoplankton bloom and the
second phase studied the decline of the bloom; only the first phase of the experiment is considered here.
Six polyethylene enclosures of 2 m diameter and 3.5 m depth containing 11 m3 water were moored
ca. 200 m from the shore and filled simultaneously with fjord water, salinity 31.4, and temperature
10.4 ◦C. Over a 40 h period from 4–6 May, 3 enclosures were bubbled with air enriched with CO2

to 760 ppmv whilst the other 3 enclosures were bubbled with air at ambient pCO2. The pCO2 in
the air mixture was measured inline with a LI-COR 6262 CO2/H2O analyser (LI-COR, Inc., Lincoln,
NE, USA). After equilibration, the pH of each of the high pCO2 treatments was 7.8 and the ambient
treatment mesocosms were all pH 8.15. High precision alkalinity and pCO2 measurements were
made throughout the experiment and pH was calculated [18]. All mesocosms were covered with
UV-transparent polyethylene to maintain the appropriate CO2 concentration in the headspace above
the enclosures, whilst allowing transmission of the complete spectrum of light and the exclusion of
rainwater. Phytoplankton blooms were initiated on 6 May by the addition of 15 μmol·L−1 NaNO3

bringing the initial nitrate concentration to 16.1 μmol·N·L−1 and 1 μmol·L−1 NaH2PO4 to give an
initial phosphate concentration 1.19 μmol·P·L−1. Silicate was not added because the aim was to test
the effects of pH change on coccolithophores, but rather to stimulate diatom growth; the initial silicate
concentration was 0.25 μmol·Si·L−1.

2.2. Water Sampling

The majority of measurements were made on water samples taken at the same time each
day, between 10 a.m. and 11 a.m. Water samples were collected in 5 L carboys and transported
to the shore laboratory where they were processed in a temperature controlled room at ambient
seawater temperature.

2.3. Nutrient and Phytoplankton Analysis

Nutrient concentrations were determined on duplicate water samples by colorimetric analysis
using the methods of Brewer and Riley [19] for nitrate, Grasshoff [20] for nitrite, and Kirkwood [21]
for phosphate. Chlorophyll concentration was determined fluorometrically each day during the
experiment, using the method of Holm-Hansen et al. [22] on water samples filtered through GFF glass
fibre filters to monitor phytoplankton development. Samples were also taken for HPLC analysis of
phytoplankton pigments, with GFF filters being stored at −80 ◦C between the period of sampling and
laboratory analysis. Coccolithophore numbers were enumerated by analytical flow cytometry.

The rate of carbon fixation was estimated from the incorporation of 14C-bicarbonate following
the method of Joint and Pomroy [23]. Surface water samples were collected from each mesocosm at
dawn and transferred into five 60 mL clear polycarbonate bottles and a single black polycarbonate
bottle; all bottles were cleaned following JGOFS protocols [24] to reduce trace metal contamination.
Each bottle was inoculated with 37 kBq (1 μCi) NaH14CO3; bottles were incubated at the surface and
depths of 0.5, 1, 2 and 3 m in the fjord adjacent to the mesocosm facility for 24 h. Samples were filtered
through 0.2 μm pore-size polycarbonate filters, dried, and treated with fuming HCl to remove unfixed
14C and the assimilated 14C fraction was measured in a liquid scintillation counter. The efficiency
of the LSC was determined with an external standard, channels ratio method. The quantity of 14C
added to the experimental bottles was determined by adding aliquots of the stock 14C solution to
a CO2-absorbing scintillation cocktail, which was counted immediately in the LSC.

2.4. Extraction of DNA

Collected water was stored at 4 ◦C until it was filtered, which occurred within several hours.
Five litres of water from each mesocosm were filtered through a Sterivex-GP Sterile Vented Filter Unit,
0.22 μm (Millipore, Merck KGaA, Darmstadt, Germany). Filters were snap frozen in liquid nitrogen and
maintained at −80 ◦C until they were processed. In addition, 2 mL 1× PBS was applied to the filters
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to wash off biomass and this was pelleted by centrifugation. DNA was extracted using the Qiagen
DNeasy blood and tissue kit (Qiagen, Valencia, CA, USA) according to the manufacturer’s instructions.

2.5. Polymerase Chain Reaction (PCR) and Denaturing Gradient Gel Electrophoresis (DGGE) of E. huxleyi and
EhV Populations

PCR/DGGE analyses of extracted DNA from the 6 mesocosms were carried out according
to the protocol for E. huxleyi and E. huxleyi viruses (EhV), as detailed in Schroeder et al. [25] and
Schroeder et al. [13], respectively, using primers specific to the calcium binding protein gene (gpa) for
E. huxleyi and the major capsid protein (mcp) gene for EhV. PCR products for gpa and mcp were run on
a 30%–50% denaturing gel according to Schroeder et al. in order to visualise the respective community
structures [13]. DGGE profiles for EhV were analysed using Genetools (Syngene, Cambridge, UK)
using rolling disk baseline correction and minimum peak detection; width 7, height 3, volume 2% and
Savitsky–Golay filter 3 to discriminate and quantify different bands/peaks.

2.6. Statistical Analysis

Ambient and high CO2 multi-dimensional analysis (MDA) ordinations were calculated using
Primer (v6) [26] using Bray–Curtis resemblance matrices produced from the DGGE profiles where
bands were detected according to their migration distance down the tracks using Genetools
(Syngene, Cambridge, UK). Principal component analysis (PCA) were calculated in Primer using all
data obtained in the experiment to investigate which components might define differences/similarities
between samples.

3. Results

3.1. Bloom Evolution—pH, Nutrients and Primary Production

Following bubbling to achieve the target pHs in all mesocosms, the experimental phase was
initiated on 6 May, by the addition of nitrate and phosphate. Initial pH of the non-modified treatment
mesocosms was 8.14. Figure 1a shows the values of pH during the first nine days of the experiment that
were calculated from high precision pCO2 data (Figure 1b) [18]. For four days, pH and pCO2 remained
constant with little variation between replicate treatments. After 10 May, pH began to increase in
all mesocosms, with declining pCO2 values as the phytoplankton bloom developed. Figure 1c,d
record the changes in nitrate and phosphate concentration, including the initial nutrient addition.
Both nutrients declined in concentration after 10 May as phytoplankton biomass increased (Figure 1e).
Chlorophyll a concentration increased rapidly in all enclosures (Figure 1f), reaching a maximum on
13 May. However, there were differences in the maximum concentrations attained; the three high
pCO2-treatment mesocosms had maximum chlorophyll concentrations of 6.23, 4.51 and 6.08 μg·L−1,
but chlorophyll concentrations were higher (10.71 and 11.22 μg·L−1) in two of the ambient high
pCO2-treatment mesocosms (4 and 6). A slightly lower phytoplankton biomass developed in enclosure
M5—one of the ambient pCO2-treatment mesocosm—with a chlorophyll a concentration of 9.60 μg·L−1.
The chlorophyll concentration in this mesocosm also declined more rapidly after 13 May than in the
other treatments.

Primary production rates were very consistent in the three high pCO2-treatment mesocosms
(Figure 1f), reaching maximum values on 12 May, with little variation between enclosures. In all the
ambient pCO2 mesocosms, primary production was >900 mg C m−2·d−1 on 12 May and remained
at this value for two days in M4 and M6. However, production in M5 was less than in the other
two ambient pCO2-treatments, which is consistent with the lower chlorophyll concentration in
this enclosure.
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(a) (b)

(c) (d)

(e) (f)

Figure 1. Temporal changes over the period of the experiment in (a) pH, which was calculated from
measurements of (b) pCO2 in μatmospheres; (c) nitrate concentration, μmol·N·L−1; (d) phosphate
concentration μmol·P·L−1; (e) chlorophyll concentration μg·L−1; and (f) depth-integrated primary
production as mg·C·m−2·d−1. Enclosures M1 ( ), M2 ( ), M3 ( ), M4 ( ), M5 ( )), M6 ( ).

3.2. E. huxleyi Genetic Composition during the Mesocosm Experiment

E. huxleyi was a significant component of the phytoplankton assemblage that developed in each
enclosure. Diatom numbers were insignificant because silicate was not added to the initial nutrient
addition, being three orders of magnitude less abundant in light microscope analysis than the total
flagellate fraction, which includes coccolithophores. Hopkins et al. [18] reported the dominance of
large picoeukaryotes in each mesocosm assemblage but with the flagellates contributing greatest to
phytoplankton biomass.

All enclosures showed steady increases in coccolithophore numbers (as assessed by flow
cytometry) immediately after nutrient addition. Numbers reached 600–1000 cells mL−1 on 9 May,
which is typical of numbers seen during the early-stages of E. huxleyi blooms (Figure 2) [12].
In the ambient-pCO2 treatments (M4, M5, M6) coccolithophore numbers increased until 12 May,
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but with a slight pause in growth, numbers increased further to a maximum of 2500–3000 cells
mL−1 on 14 May. Cell numbers then declined to 1000–2000 cells mL−1 on 15 May. Coccolithophore
biomass was different in the three replicate high pCO2-treatment mesocosms. In two enclosures,
numbers plateaued at about 1000 cells mL−1, but, in the third mesocosm, numbers were higher and,
indeed, very similar (3100 cells mL−1) to the peak biomass in the ambient pCO2-treatment mesocosms
(Figure 2). Cell numbers declined in all six mesocosms after 14 May, even in those enclosures with
lower cell numbers.

Figure 2. Total coccolithophore numbers assessed by flow cytometry. Enclosures M1 ( ), M2 ( ), M3 ( ),
M4 ( ), M5 ( )), M6 ( ).

Traditional microscopy, neither light nor electron, is capable of distinguishing between E. huxleyi
genotypes with Figure 3 showing that identical morphology (typical type A) was present in both pCO2

treatments throughout the experiment.

Figure 3. TEM images of identical Emiliania huxleyi morphologies (typical type A) present in both
pCO2 treatments throughout the experiment.
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However, molecular analysis showed a large genetic diversity that was not revealed by microscopy.
DGGE analysis of the E. huxleyi population using the gpa marker detected two to three dominant
bands throughout the experiment as indicated by the arrows in Figure S1. This gene has been verified
for E. huxleyi diversity analysis, with a limited number of genotypes known to exist [17] that can
largely be separated by DGGE [25]. There was some small-scale variability in the E. huxleyi population
between samples, as indicated by migration profiles. Overall, the E. huxleyi populations had similar
genetic composition in all six mesocosms and no major differences were identified between treatments
or replicates.

3.3. EhV Population Analysis

Flow cytometry revealed the presence of large DNA viruses in all enclosures (data not shown),
indicating background levels less than 105 viruses per ml as described previously in other Bergen
based mesocosm experiments [12,13]. Although there was little variation in E. huxleyi genotypes
throughout the experiment, the virus (EhV) that infects this alga did show considerable variation.
DGGE analysis (Figure 4) indicated that the EhV population was more diverse and had a more variable
genetic structure than the host. Whilst DGGE has its limitations due to co-migration events meaning
that a single band can be comprised of >1 OTU, it is still accepted as a useful tool for looking at changes
in microbial communities. In particular, DGGE has proven to be a robust and reliable technique for
the study of EhVs. Limitations often described in the literature, centre on PCR-DGGE designed to
target a large taxonomic group where the scale of diversity is massive, e.g., 16S rRNA. Focussing on
a smaller taxonomic unit improves resolution [27] as does careful design and optimisation of primers.
A two-stage PCR has been well optimised for EhV with the use of a GC-clamp to improve resolution.
Although not all EhVs can be discriminated from one another, such as EhV-201 and EhV-205 that
only differ by 1 bp in the target mcp region, virus isolates, including EhVs 203, 201, 202, 163, 84 and
86, can clearly be separated on a DGGE gel, with EhV-84 and EhV-86 differing from each other by
only 3 bp [13]. Furthermore, DGGE gels for EhV have been found to be highly reproducible with the
samples being run on >1 separate gels, generating the same migration profile. This is also corroborated
by previous work of Sorensen et al. [14] and Martinez-Martinez et al. [12], where replicate gels routinely
produce the same profile.

In the early stages of the mesocosm bloom development before 9 May, when coccolithophore
numbers were <800 cells mL−1, there was high variability in the EhV population, both between
replicates and on different days sampled, for example within mesocosm 4 on 7 May there were
four bands, on 8 May seven bands and on 9 May eight bands, with four of these being unique;
the percentage similarity was less than 40%. Whilst we cannot ascertain that each band represents
a single out, we can still infer the changes observed and the overall temporal patterns of diversity.
A Bray–Curtis similarity analysis (Figure 5) showed that, as coccolithophore numbers increased,
exceeding 1.5 × 103 cells mL−1 in ambient enclosures, there was less variability in the EhV population
in the ambient pCO2-treatment mesocosms, which shared more similarity (>43%) between replicates.
This was compared to as little as 1% in the early stages of the experiment when coccolithophore
numbers were less than 1 × 103 cells mL−1 (Figure 5).

Within the 2 high-pCO2 treatment enclosures that had the lowest coccolithophore cell number
(M1 and M2), the DGGE profiles showed low similarity in the EhV population between dates and
replicates (Figure 4). Stabilisation of the EhV population was not evident as the experiment proceeded
in the high pCO2 samples, mesocosms 1 and 2, and similarity between samples remained low (9%).
In contrast, in mesocosm M3, all samples shared at least 55% similarity, indicating a stable EhV
population across the time series. One of the dominant bands on the DGGE profile in M3 (marked with
a triangle in Figure 4a) was an EhV genotype that also dominated in the ambient-pCO2 treatments in
enclosures M4, M5 and M6.
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Figure 4. DGGE gels of EhV mcp-PCR products during the experiment from (a) high pCO2-treatment
mesocosms, 1, 2, and 3 and (b) ambient pCO2-treatment mesocosms 4, 5, and 6. Bands that migrated at
the same position when run on the same gel are indicated with the same symbol.

Figure 5. Bray–Curtis multidimensional plots based on the DGGE profiles (Figure 4) for EhV from
(a) the high pCO2-treatment mesocosms 1, 2, and 3 and (b) ambient pCO2-treatment mesocosms 4,
5, and 6. “Early stage” corresponds to 7–9 May when coccolithophore numbers were <1000 cells
mL−1 in ambient enclosures and “mid/late stage” corresponds to 12–14 May when coccolithophore
numbers exceeded 1500 cells mL−1 in ambient enclosures. Contours indicate the percentage similarity,
as indicated.
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Samples from the 9 and 12 May from all six mesocosms were additionally run on the same gel.
The shapes on the gels (Figure 4) indicate bands that migrated to the same position and hence can be
inferred to be the same EhV sequence.

4. Discussion

A number of mesocosm experiments have been performed to investigate the potential effects
of increased pCO2 and reduced pH on complex pelagic assemblages—from bacteria to zooplankton.
Mesocosm enclosures have the advantage of capturing more of the intrinsic complexity of a pelagic
assemblage than is possible in a laboratory experiment because of the very large volumes of water
(several thousand litres) that are involved. They also, by the nature of enclosure, eliminate problems
of dispersal that make the study of variability in natural environments so complex. They are
fundamentally attractive to experimentalists because they offer a means to manipulate large water
volumes, with their associated planktonic assemblages, in order to test the effects of environmental
problems such as eutrophication or ocean acidification.

In this study, we aimed to investigate how phytoplankton might respond in a future high-pCO2

ocean by comparing natural phytoplankton assemblage development in enclosures at ambient pCO2,
(initial condition ca. 300 μatm.) and enriched pCO2 conditions (initially ca. 700 μatm.)—Figure 1a,b;
see also Hopkins et al. [18]. During the course of the experiment, utilisation of CO2 by phytoplankton
reduced pCO2 and the pCO2/pH values were continually changing. An obvious difference between the
treatments was that less phytoplankton biomass, as indicted by chlorophyll a concentration, developed
in the high- compared to the ambient-pCO2 conditions (Figure 1e). Not only did less biomass develop,
but primary production (Figure 1f) was also lower under high-, rather than under ambient-pCO2,
suggesting that increased pCO2 might have a deleterious effect on the total phytoplankton biomass.
In contrast, other experiments have suggested that dissolved inorganic carbon uptake would be
enhanced under elevated pCO2 conditions [28]. Different phytoplankton types are likely to respond
differently to pCO2 and Riebesell et al. suggested that diatoms showed enhanced uptake, whereas
coccolithophores did not [28]. There was no suggestion in that study, though, that coccolithophore
growth might be reduced under elevated pCO2 conditions.

The dominant species of coccolithophore within the mesocosms was E. huxleyi, with coccolithophores
being reported as contributing 6% and 12% to the total flagellate biomass for M1 and M6, respectively [18].
Manipulating the development of E. huxleyi blooms within mesocosm enclosures is well established at
the mesocosm facility at Raunefjorden, and is well documented. Addition of nitrate and phosphate,
with the omission of silicate, usually results in a bloom of E. huxleyi at this site, particularly during
May/June [11,12,14] and an increase in E. huxleyi abundance happened in the present study. Previous
mesocosm experiments of this nature have described a dominance of coccolithophores; however,
differences in methodology most likely resulted in the dominance of large picoeukaryotes [18]. In the
present study, a single nutrient enrichment was undertaken at the beginning of the study, whereas daily
enrichments are often used e.g., Jacquet et al. [29]. Nevertheless, the maximum number of E. huxleyi
cells that developed was significantly lower in the high- compared to ambient-pCO2 conditions
(Figure 2), suggesting that E. huxleyi might be particularly susceptible to variations in pCO2.

Replication between enclosures was rather variable. The peak chlorophyll concentrations
were very similar in the three ambient pCO2 replicates (Figure 1e), but the bloom decayed more
rapidly in M5 than in M4 and M6; there were similar differences in primary production (Figure 1f).
However, the largest difference between replicates was in coccolithophore numbers (Figure 2),
which showed significant differences between the three high-pCO2 treatment mesocosms with such
differences between replicates in other key phytoplankton groups not reported by Hopkins et al. [18].
Enclosure M3 had coccolithophore cell numbers at the peak of the bloom that were very similar to the
three ambient pCO2 mesocosms, unlike the lower numbers in M1 and M2. Although cell numbers
were different in M3, no major differences in E. huxleyi genotype or phenotype were detected between
treatments or over the course of the experiment, suggesting a stable community within all enclosures
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over the duration of the experiment. Stable E. huxleyi populations have been found in previous
mesocosm experiments [12,14] and, indeed, in naturally occurring E. huxleyi blooms [9,17]. In this
study, we have no evidence to support the hypothesis that higher pCO2 conditions might benefit
certain E. huxleyi genotypes; we could detect no restructuring of the E. huxleyi population in the
different pCO2 treatments.

Contradictory results are constant features of experiments to investigate the effect of pCO2/pH
change on coccolithophores. In laboratory culture experiments, Riebesell et al. [30], Zondervan et al. [31]
and Richier et al. [32] all reported increased production by E. huxleyi under elevated pCO2

conditions, but Sciandra et al. [33] and Langer et al. [4] found decreased production. In two different
CO2-manipulated mesocosm experiments in the Raunefjorden, Engel et al. [6] and Paulino et al. [34]
found little difference in E. huxleyi cell concentrations over the course of their experiments.
However, Engel et al. [6] calculated that the net specific growth rate of E. huxleyi was reduced at
710 μatm compared with 410 μatm. In a long-term batch culture experiment conducted over one year,
Lohbeck et al. [5] found that E. huxleyi cultures maintained at ambient pCO2 (400 μatm) went through
530 generations over the one year experimental period, but the same strain cultured at 1100 μatm
achieved only 500 generations, and, at 2200 μatm, growth was even lower, with only 430 generations.
E. huxleyi would appear to be more sensitive to pCO2 change than other phytoplankton.

In the context of the present study, the reduced primary production in the high-pCO2 treatment
enclosures is consistent with the finding of Lohbeck et al. [5] that higher pCO2/lower pH reduces
primary production of an E. huxleyi dominated phytoplankton assemblage, although, in this study,
other phytoplankton groups, e.g., picoeukaryotes, cryptophytes and cyanobacteria, will have also
contributed to this. However, it is not consistent with the suggestion of Rivero-Calle et al. [8] that
increasing pCO2 is one of the factors most responsible for the decadal increase in abundance of
coccolithophores in the North Atlantic. The relationship between pCO2/pH change and success or,
otherwise of cocccolithophores, remains confusing and requires clearer examination of mechanisms
that might lead to phytoplankton changes in the future ocean.

Given that the coccolithophores numbers in enclosure M3 were very different from the other
two high pCO2 treatments, and yet the E. huxleyi genetic diversity was very similar in all three
enclosures, could viral infection by EhV be a contributing factor to explain the observed variations
within and between treatments? In the three ambient-pCO2 enclosures, the EhV population followed
a pattern that has been seen in other mesocosm experiments—high variability during the early stages
of phytoplankton bloom development, with a smaller number of genotypes coming to dominate as
the E. huxleyi numbers increase [12,14]. Although phytoplankton bloom development in the current
study was short (<10 days), there was sufficient time for the virus populations to change because
EhV populations are inherently dynamic [9] and known to change on very short time scales [14].
Daily changes in EhV composition can be expected since Sorensen et al. [14] showed that EhVs can
appear/disappear from the water column in a matter of hours.

In the high-pCO2 treatment enclosures M1 and M2, where E. huxleyi population densities did
not exceed 1.1 × 103 mL−1, the EhV population did not stabilise (Figures 4 and 5) and EhV diversity
was typical of early or non-bloom conditions [10]; that is, it was a highly dynamic and diverse EhV
population. EhVs are known to have different host ranges [35] as well as different characteristics of
infection, such as burst size and latent period. Therefore, any changes in environmental conditions
that directly affect these traits could ultimately select for different genotypes, hence restructuring the
EhV population.

In contrast, the third high-pCO2 treatment enclosure M3, where coccolithophore cell densities
reached similar values to ambient enclosures, and the EhV population structure was very different.
Two EhVs dominated over the course of the experiment (Figure 4) and the population was much less
changeable compared to the other high-pCO2 enclosures and, indeed, to the three ambient enclosures.
The EhV assemblage in M3, right from the early stages of the experiment, reflected what would be
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expected in the later stages of a bloom. Even in the early stages of the bloom, the EhV assemblage was
stable and clustered closely in the MDS plot (Figure 5) with samples taken later in the bloom.

Given that pH and pCO2 were so similar throughout the experiment in the three high-pCO2

enclosures, why did enclosure M3 have lower coccolithophore numbers and a lower and stable EhV
diversity? Other studies have shown that, under non-bloom conditions, many different EhV genotypes
are present and abundance fluctuates on short time scales [14]. In addition, during the initial phase of
an E. huxleyi bloom, EhV populations remain diverse and are often highly dynamic. Sorensen et al. [14]
showed that, as a bloom developed in a mesocosm experiment and viruses numbers proliferated,
one viral genotype dominated, and suggested that this dominant virus caused the termination of the
bloom. However, the dominant EhV is not always the same, even when host genotypes do not vary.
Martínez-Martínez et al. [12] and Sorensen et al. [14] found that, although E. huxleyi populations were
dominated by the same genotypes in different years at Raunefjorden (2000, 2003 and 2008), viruses
changed and the dominant EhV in 2008 was different to the EhVs that dominated during the 2000 and
2003 mesocosm experiments. The reason is not known, but these authors suggest that a slight change
in environmental conditions might have favoured dominance by a different virus genotype. Whilst the
number of mesocosms sampled might be perceived as limited, the fact that Martinéz-Martinéz [35]
described how the same DGGE profile was generated from four replicate mesocosms; in his studies,
we can assume that the changes that we are observing are genuine.

Other mesocosm experiments have studied how altered pCO2 influences natural virus
communities. Larsen et al. [36], using flow cytometry analysis and pulsed field gel electrophoresis
(PFGE), found slightly more (but statistically insignificant) EhVs under present-day pCO2 mesocosms
than in high-pCO2 treatments; this was not a consequence of lower E. huxleyi cell densities in the
high-pCO2 treatments. The authors speculated that elevated-pCO2 may affect host–virus interactions
or influence viral replication, since a 26 kb genome virus was only detected in ambient conditions,
and was absent from high-pCO2 treatments, and a 105 kb genome virus was only detected in the
highest pCO2 treatment of 1050 ppm. Unfortunately, the taxonomic affiliation of the viruses was not
verified, which limits comparison with the present study.

Some laboratory experiments have investigated the effect of higher pCO2 on marine
phytoplankton viruses. Carreira et al. [37] studied interaction between E. huxleyi and the virus
EhV-99B1. E. huxleyi growth rate was not affected by the different pCO2 treatments, but the burst
size of EhV-99B1 was lower in present-day, compared with higher and lower (pre-industrial) pCO2.
In addition, release of EhVs was delayed in high-pCO2 treatments. Other virus groups that have
also been tested for sensitivity to elevated pCO2. Chen et al. [38] found lower burst size of the
Phaeocystis globosa virus (PgV) at high-pCO2, and Traving et al. [39] found that the cyanophage S-PM2,
which infects Synechococcus sp, had reduced burst size at lower pH. However, the extracellular phase,
quantified as infectivity loss rates/decay, did not change. These experiments illustrate that pCO2 can
influence virus–host interactions, albeit to a relatively minor extent. However, extrapolation from these
laboratory-scale experiments to natural virus communities would involve considerable uncertainty.

Another study considered a much longer time scale. Coolen [40] investigated E. huxleyi and EhV
diversity in Black Sea sediments over a 7000 year period, showing that EhV diversity was highest
during periods of change in hydrological and nutrient regimes. Shifts in EhV genotypic diversity
typically coincided with Holocene environmental change with some viruses having limited persistence,
yet others were found to persist for over a century. This study alluded to the impact that a change in
CO2/pH could have on future EhV populations.

Might the different EhV populations that dominated in each enclosure be an explanation for the
differences observed? It is generally accepted that virus infection is a major reason why E. huxleyi cells
stop growing and blooms are terminated [14]. Certainly, nutrients were still available, albeit at low
concentrations when biomass peaked in each enclosure (Figure 1c,d). If viral mortality was the major
limit on bloom development, then enclosures M1 & M2 must have been infected with more aggressive
EhVs than in the other treatments. The effect of pCO2 treatment, per se, on E. huxleyi cells cannot be

83



Viruses 2017, 9, 41

responsible for the reduced growth in the two high-pCO2 treatments because an identical pH/pCO2

treatment in M3 did not reduce the size of the bloom. Therefore, pCO2 change must have resulted
in different viral diversity, if infection is indeed the main cause of lower cell numbers and smaller
E. huxleyi bloom.

How might reduced EhV diversity in M3 have resulted in higher coccolithophore numbers
developing than in the two other high pCO2 treatments where growth was curtailed? One explanation
would be that the EhVs that lead to rapid termination of E. huxleyi growth [14] were not present
in sufficient numbers in M3 to suppress growth of the E. huxleyi population in this enclosure.
Genetic diversity in natural populations of EhVs, especially in pre-bloom conditions [10], coupled with
the rapid rate at which individual EhVs can come to dominate [9,14] means that the matrix of EhVs
that could be selected for is large. It is not clear why only two EhVs were dominant in enclosure M3,
but it is probably significant that viral infection in this enclosure did not suppress growth of E. huxleyi
compared to M1 and M2.

In this study, it is difficult to distinguish whether pCO2 change is affecting the viruses specifically,
or their hosts independently, and/or the interactions between them. Both the external virus population
(the virus particles present in the water used to fill the mesocosms) and internal virus population
(present in infected E. huxleyi cells) are important for the ultimate progression of the E. huxleyi bloom
and EhV population. By comparing data from Schroeder et al. [13] and Martínez Martínez [12] it can
be seen that the diversity of EhVs amplified from water samples within a mesocosm bloom can be very
different from that amplified from E. huxleyi cells, particularly at the early stage of the bloom—that
is, external and internal EhV assemblages can have very different composition. Thus, studies that
aim to explain the effect of elevated pCO2 must incorporate into their experimental design ways to
distinguish between a direct effect on external virus particles, or on E. huxleyi cells, or on EhVs that
have already infected E. huxleyi cells. Alternatively, other unknown factors that are not related to pCO2

cannot be dismissed and might be the cause of the different coccolithophore response in enclosure M3.
Our study demonstrates the need for further investigations on the effects of elevated pCO2 on

the E. huxleyi EhV system since there are ecological impacts of virus competition on biogeochemical
cycles. Nissimov et al. [41] investigated competition between the two EhVs, finding that EhV-207
had a competitive advantage over EhV-86. It would thus be of value to determine how external
factors, such as elevated CO2, would affect relative competitive ability of EhVs; would EhV-207 still
outcompete EhV-86?

In this study, we have shown that elevated pCO2 can affect the structure of EhV assemblages.
The data do not allow us to distinguish if this is a direct impact of pCO2 on the viruses themselves,
but it is clear that caution is required in interpreting results from manipulation experiments and
that deep analysis is required to truly understand how complex assemblages respond. For example,
analysis of only the chlorophyll concentration or primary production data would not have revealed
that there were differences in the triplicate high-pCO2 treatments: cell counts and microscopy would
not have revealed the difference in E. huxleyi diversity in the replicate enclosures, and only analysis of
virus genotypes could have revealed how different the viruses were in apparently identical replicate
enclosures. We suggest that viruses cannot be ignored in any study of the potential effects of ocean
acidification on phytoplankton productivity in the future high-CO2 ocean.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/3/41/s1,
Figure S1. DGGE image of E. huxleyi amplified gpa-PCR products.
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Abstract: Global climate change-induced warming of the Artic seas is predicted to shift the
phytoplankton community towards dominance of smaller-sized species due to global warming.
Yet, little is known about their viral mortality agents despite the ecological importance of
viruses regulating phytoplankton host dynamics and diversity. Here we report the isolation and
basic characterization of four prasinoviruses infectious to the common Arctic picophytoplankter
Micromonas. We furthermore assessed how temperature influenced viral infectivity and production.
Phylogenetic analysis indicated that the putative double-stranded DNA (dsDNA) Micromonas
polaris viruses (MpoVs) are prasinoviruses (Phycodnaviridae) of approximately 120 nm in particle
size. One MpoV showed intrinsic differences to the other three viruses, i.e., larger genome
size (205 ± 2 vs. 191 ± 3 Kb), broader host range, and longer latent period (39 vs. 18 h).
Temperature increase shortened the latent periods (up to 50%), increased the burst size (up to
40%), and affected viral infectivity. However, the variability in response to temperature was high for
the different viruses and host strains assessed, likely affecting the Arctic picoeukaryote community
structure both in the short term (seasonal cycles) and long term (global warming).

Keywords: Arctic algal viruses; climate change; infectivity; Micromonas virus; prasinovirus; temperature;
virus-host interactions

1. Introduction

Marine phycovirology, i.e., the study of viruses infecting marine eukaryotic algae, started with
the lytic viruses infectious to the picophytoplankter Micromonas pusilla [1–5]. The genus Micromonas
(class Mamiellophyceae) is ubiquitous, occurring from tropical to polar regions, and is readily infected
by viruses [3,6–9]. The majority of Micromonas virus isolates belong to the double-stranded DNA
(dsDNA) prasinoviruses [3–5,9], although a dsRNA Micromonas virus has also been reported [10,11].
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The prasinoviruses are considered the most abundant group of marine phycodnaviruses [12] and virus
abundances show synchrony with their hosts’ temporal dynamics consistent with infection [13,14].

Micromonas is a globally important prasinophyte, which typically dominates the picophytoplankton
fraction in marine Arctic waters [15–22]. Previous studies have shown that Arctic Micromonas forms
a separate ecotype from lower latitude strains [16,21] adapted to grow at temperatures between
0 and 12 ◦C (with an optimum around 6–8 ◦C [16]). Considering Arctic sea surface temperature over
the year to be in the range of −1 to a maximum 7 ◦C [23–25] and steadily increasing as a result of
global warming (0.03–0.05 ◦C per year over the 21st century [24]), the Micromonas polar ecotype species
(tentatively named M. polaris; [26]) can be expected to belong to the picophytoplankton predicted to
benefit from a warming Arctic region [24,27–29]. Despite this predicted increase in abundance and
relative share of picophytoplankton in the changing Arctic Ocean, it is still unclear how the viruses
infecting the picophytoplankton are affected by changes in temperature. Little is known about Arctic
phycoviruses in general, and to our knowledge, no viruses infectious to Arctic Micromonas species
have yet been brought into culture [30–32].

Changes in an environmental variable, such as temperature, may directly affect virus infectivity
and/or more indirectly impact virus proliferation due to alterations in the metabolic activity of
the host [33]. Thus far the thermal stability of psychrophilic marine virus-host interactions has
only been assessed for several phage-bacterium systems [34,35], despite the potential for special
physiological adaptations by cold-adapted hosts and viruses [36,37]. It is likely that different viruses
infecting the same host strain have distinct responses to shifting environmental factors and therefore
environmental change may drive virus selection and host population dynamics. Nagasaki and
Yamaguchi [38] found that the temperature ranges for successful infection were different for two
virus strains infecting the raphidophyte Heterosigma akashiwo and that the host strain sensitivity
to infection varied according to the temperature. Furthermore, temperature regulates growth by
controlling cellular metabolic activity [39], which has been proportionally related to latent period
length and burst sizes for Vibrio natriegens phages [40]. Recently, Demeroy and colleagues [41]
demonstrated that temperature-regulated growth rates of Micromonas strains that originated from the
English Channel were responsible for shortened latent periods and increased viral burst sizes upon
infection. Ongoing change in the Arctic necessitates a better understanding of how Arctic phycoviruses
are affected by temperature.

Here we report on the isolation of four Micromonas viruses from the Arctic. In addition
to determining their viral characteristics (capsid morphology and size, genome type and size,
latent period, phylogeny, host range, burst size, virion inactivation upon chloroform and freezing
treatment), we investigated the impact of temperature change on virus infectivity and production.
We hypothesize that (i) viral infectivity will increase with temperature, and (ii) increasing temperatures
will stimulate virus production (shorter latent periods and higher burst sizes). For testing the latter
hypothesis, we performed one-step virus growth experiments at a range of temperatures representative
of the extremes over the polar growth season (0.5–7 ◦C) [23].

2. Materials and Methods

2.1. Isolation and Culturing

The Micromonas host TX-01 was isolated from Kongsfjorden, Spitsbergen, Norway (78◦55.073′ N,
12◦24.646′ E) on the 19 April 2014, by making an end-point, 10-fold dilution series of fjord water in F/4
medium (based on Whatman glass microfiber GF/F filtered, autoclaved fjord water; [42]). The other
Micromonas species and strains used were obtained from the Bigelow National Center for Marine Algae
and Microbiota (culture collection of marine phytoplankton (CCMP) coded strains; West Boothbay
Harbor, ME, USA), the Culture Collection Marine Research Center of Göteborg University (LAC38;
Göteborg, Sweden), and the Roscoff Culture Collection (RCC coded strains; Roscoff, France).
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Micromonas TX-01 was classified based on its position in a Maximum-Likelihood dendrogram
(Supplement Figure S1) of 18S rRNA sequences (1574 valid columns) of Micromonas strains with
clade designations A–E after Slapeta et al. [43] and Ea after Lovejoy et al. [16]. Analysis was done
using Randomized Axelerated Maximum Likelihood (RAxML) [44] implemented in the ARB software
package [45]. Micromonas TX-01 (1051 Bp) was added to the tree using ARB Parsimony. Neighbor-Joining
analysis gave a similar tree topology, whereby the tree was rooted using Mantoniella squamata. Primers
328F and 329R were used to amplify a part of the small subunit (SSU) ribosomal RNA gene of the
Micromonas host according to Romari and Vaulot [46]. The same primers plus internal primer 528F
were used for sequencing. Isolate TX-01 clustered in clade Ea which is composed of only Arctic
clones [16]. Recently it has become clear that the genus Micromonas is not made up by solely M. pusilla,
but instead consists of distinct genetic lineages and new species are described [6,26,47]. The strains
in the Ea cluster are recently described as a new species of Micromonas, i.e., M. polaris [26], and with
pending approval we consider TX-01 to be a putative M. polaris strain.

Micromonas species and strains (Table 1) were cultured in Mix-TX medium, a 1:1 mixture of
f/2 medium [42] and artificial seawater [48] enriched with Tris-HCl and Na2SeO3 [3], under a
light:dark cycle of 16:8 h. Light was supplied by 18W/965 OSRAM daylight spectrum fluorescent
tubes (München, Germany) at intensities of 70–90 μmol quanta m−2 s−1. Cultivation temperatures for
the different Micromonas species and strains used for testing the host range of the virus isolates are
listed in Table 1.

Table 1. Lytic activity of the four Micromonas polaris viruses (MpoV) against different Micromonas
species and strains. Columns show from left to right: host strain code, origin of isolation, Micromonas
species, culturing temperature, and the MpoV strain names. Grey cells mean that the virus from the
column is able to infect and lyse the host from the row.

Host Code Origin Micromonas
Culture
Temp.

Lytic Activity against Micromonas

MpoV-44T MpoV-45T MpoV-46T MpoV-47T

TX-01 KF (2014) M. polaris 3 ◦C
LAC 38 OFN (1998) M. commoda 1 3 ◦C
LAC 38 OFN (1998) M. commoda 1 15 ◦C

CCMP 1545 EC (1950) M. pusilla 15 ◦C
CCMP 2099 BB (1998) Micromonas sp. 3 ◦C

RCC 461 EC (2001) M. pusilla 15 ◦C
RCC 834 * EC (1950) M. pusilla 20 ◦C
RCC 2242 BzS (2009) M. polaris 3 ◦C
RCC 2246 BS (2009) M. polaris 3 ◦C
RCC 2257 BS (2009) M. polaris 3 ◦C
RCC 2258 BS (2009) M. polaris 3 ◦C
RCC 2306 BS (2009) M. polaris 3 ◦C
RCC 4298 GS (2014) M. polaris 3 ◦C
RCC 4778 GS (2014) M. polaris 3 ◦C
RCC 4779 GS (2014) M. polaris 3 ◦C

BB stands for Baffin Bay, BzS for Barents Sea, BS for Beaufort Sea, EC for English Channel, GS for Greenland
Sea, KF for Kongsfjorden Spitsbergen, and OFN for Oslofjord Norway. 1 formerly known as M. pusilla; [47],
* original CCMP1545.

The standard temperature at which the M. polaris strains used for the virus infection experiments
were cultured was 3 ◦C. For investigating the effect of temperature on the viral growth cycle and virus
infectivity, the host strains had been acclimated to various other temperatures (0.5, 2.5, 3.5, and 7 ◦C for
TX-01; and 7 ◦C for RCC2257 and RCC2258) for several months prior to experimentation. Although the
host strain LAC38 is not, the TX-01 and the RCC strains are obligate low-temperature strains, as they
did not grow at 15 ◦C.

Four virus strains were isolated from the waters around Spitsbergen and were named
MpoV as they infect Arctic M. polaris [26]. MpoV-44T was isolated during winter in 2006 using
Micromonas commoda strain LAC38 (formerly known as M. pusilla [47]), and MpoV-45T to 47T during
spring and summer in 2014 and 2015, respectively, using M. polaris TX-01 (Table 2). The reason that a
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low-temperature acclimated LAC38 culture was used for the isolation of MpoV-44T was due to the lack
of available Arctic Micromonas host strains at the time of isolation. The lytic virus isolate MpoV-44T
was isolated by adding whole seawater (15% v/v) to an exponentially growing culture of M. commoda
LAC38 (acclimated to grow at 3 ◦C), and MpoV-45T, 46T, and 47T by adding 25% v/v 0.2 μm filtered
(polyethersulfone membrane filter; Sartopore Midicap, Sartorius A.G. Goettingen, Germany) seawater
to exponentially growing M. polaris TX-01 (standard culturing at 3 ◦C, but isolation was performed
at 4 ◦C). MpoV-46T was the only one isolated from Storfjorden; the others came from Kongsfjorden
(Table 2). Clearing of the infected algal cultures as compared to the non-infected control cultures was
indicative of lysis. The lytic agents were confirmed as biological as the obtained lysates could be
successfully propagated when 0.2 μm filtered, but not when autoclaved. The lysates were made clonal
by end-point dilution (10-fold dilutions) and were maintained by regularly infecting exponentially
growing host cultures with 10% v/v earlier produced lysates.

Table 2. Overview of the origin and basic characterization of the Arctic double-stranded DNA (dsDNA)
virus isolates (MpoV-44T, 45T, 46T, and 47T) infecting Micromonas. Isolation coordinates Spitsbergen:
Kongsfjorden 78◦56′28.55” N, 12◦0′2.50” E, Storfjorden: 77◦37′35.26” N, 20◦46′3.74” E.

MpoV Strain Geographical Origin
Spitsbergen

Date of
Isolation

Host Strain
of Isolation

Isolation
Temperature (◦C)

Genome
Size (Kbp)

Lipid
Membrane

Latent
Period (h) *

Burst Size
(Viruses Cell−1) *

44T Kongsfjorden December 2006 LAC38 3 205 ± 2 + 30–51 267 ± 67
45T Kongsfjorden April 2014 TX-01 4 191 ± 2 + 16–24 296 ± 26
46T Storfjorden August 2015 TX-01 4 192 ± 3 + 16–24 233 ± 7
47T Kongsfjorden June 2014 TX-01 4 190 ± 6 + 16–24 256 ± 13

* Tested on M. polaris TX-01 at 3 ◦C.

2.2. Virus Growth Characteristics

To obtain (comparative) information about the latent period and viral burst size of the four
MpoVs isolated, viral growth experiments were performed in triplicate at 3 ◦C in 100 mL Erlenmeyer
flasks with an exponentially growing algal host culture of TX-01 and freshly made 0.2 μm filtered
(polyethersulfone membrane filter; Sartopore Midicap, Sartorius A.G. Goettingen, Germany) viral
lysates. Culture conditions were as described above for host culturing. The virus to host ratio was
10–60:1 (on average 25 ± 12), at all times sufficient to allow one-step viral growth curves. The host
strain TX-01 was chosen as a model host system because it was indigenous to this Arctic region and
isolated together with three of the four new MpoVs. Growth medium equal to the volume of the lysate
was added to non-infected control cultures (in triplicate). Host cell and viral abundances were sampled
every 6–24 h post infection (p.i.) at in situ temperatures. Flow cytometry was used to enumerate algae
in unpreserved samples, which were kept chilled until analysis whereas samples for virus enumeration
were fixed immediately after sampling.

Algal samples were counted using a Becton Dickinson (Becton Dickinson, Franklin lakes, NJ, USA)
FACSCalibur benchtop flow cytometer (equipped with a 488 nm argon laser), with the trigger set
on red chlorophyll autofluorescence [49]. Viral abundances were determined on fixed samples
(final concentration 0.5% glutaraldehyde, EM-grade; Sigma-Aldrich, St. Louis, MO, USA) that were
snap-frozen in liquid nitrogen and stored at −80 ◦C until analysis. Thawed virus samples were
diluted in TE buffer (10 mM Tris-Base, 1 mM EDTA, pH 8.0), stained with the nucleic acid-specific
green fluorescent dye SYBR Green-I (Invitrogen, Thermo Fisher, Waltham, MA, USA) and analyzed
according to Brussaard [50]. Micromonas virus clusters were discriminated by a higher green fluorescence
(similar to [50], and [9]).

2.3. Host Range

A range of Micromonas species and M. polaris strains were tested for susceptibility to infection by
the four MpoVs (Table 1). Five hundred microliters of viral lysate was added to 4.5 mL of exponentially
growing host, after which the lysis of the culture was monitored by visual inspection (clearing of the
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culture compared to non-infected control cultures). Cultures which had not lysed after 3 weeks were
considered resistant to the lytic Arctic MpoVs. Lysed cultures were screened for virus production
using flow cytometry.

2.4. Ultrastructure Analysis by Transmission Electron Microscopy (TEM)

For ultrastructural analysis by TEM, thin sectioned samples were prepared. Briefly, exponentially
growing algal cells of M. polaris RCC2258 were infected with the respective virus, after which samples
(3–6 tubes of 15 mL per sampling point) were taken at several time points within the latent period.
Samples were prefixed with glutaraldehyde (EM-grade; 0.5% final concentration) for 30 min on ice.
Algal cells were concentrated by low-speed centrifugation (3200× g, 10 min, 4 ◦C), after which the
supernatant was decanted and the pellets were transferred to 1.5 mL Eppendorf tubes (three per
tube) using a Pasteur pipet. These samples were further concentrated by centrifugation (3200× g,
10 min), followed by the transfer of two of the pellets into one Eppendorf tube and another round of
centrifugation (3200× g, 10 min). Finally, these samples were fixed with glutaraldehyde (EM-grade;
2% final concentration) in 1 mL citrate-phosphate buffer (0.1 M Na2HPO4·12 H2O, 9.7 mM citric acid,
pH 7.2) containing 2.5 mM CaCl2 on ice.

After fixation, the algae were washed in distilled water, osmicated for 60 min in 1% OsO4 in
water, and washed again in distilled water with centrifugation steps in between to spin down the
algae. After the last spin down, the supernatant was removed and the algae were re-suspended in the
remaining volume. An equal volume of 12% gelatin was added to the algal sample and centrifuged again
to a non-compact pellet. The gelatin was solidified on ice and after 20 min a fixative (2% glutaraldehyde)
was added to let the gelatin fixate overnight. The gelatin containing the algae was cut into small blocks of
1–2 mm2 and dehydrated through a series of ethanols (70%, 80%, 90%, 96%). As a last dehydration step,
propylene oxide was used before the samples were embedded in LX-112 resin. After polymerization at
60 ◦C, ultrathin sections of 90 nm were cut on a Reichert EM UC6 with a diamond knife, collected on
Formvar coated grids and stained with uranyl acetate and lead citrate. Sections were examined with a
FEI Tecnai-12 G2 Spirit Biotwin electron microscope (Fei, Eindhoven, The Netherlands), and images
were taken with a Veleta camera using Radius software (EMSIS, Münster, Germany). The data analysis
program within Radius was used to perform measurements of the virus particle size. The capsid
diameter was measured for 100–400 virus particles per infection, discriminating intracellular and
extracellular particles.

2.5. Sensitivity to Chloroform

Recently, a new group of Micromonas viruses has been reported to possess a lipid membrane [9].
To test for the presence of a viral lipid membrane in these Arctic strains, fresh viral lysates were
exposed to chloroform. This organic solvent is an effective indicator of inner- and outer-viral lipid
membranes [51,52]. Aliquots of 1 mL were incubated in 10% and 50% (v/v) chloroform for 10 min,
after which the chloroform was separated by centrifugation (4000× g, 5 min) and the aqueous phase
containing the viruses was recovered (in new 1.5 mL Eppendorf tubes). Tubes were left overnight at
3 ◦C to allow any remaining chloroform to evaporate. Treated lysates were added to exponentially
growing cultures in 5 mL borosilicate tubes (10% v/v final concentration; total volume 5 mL) and
incubated at standard light conditions and 3 ◦C. Non-infected negative controls received the same
volume of media. Tubes were screened for lysis twice a week for three weeks.

2.6. Genome Size

MpoV lysates (~25 mL) were partially purified from cell debris and bacteria by centrifugation at
10,000× g for 30 min at 4 ◦C using a fixed angle rotor (type F 34-6-38) with conical adapters to fit the
30 mL Nalgene Oak Ridge centrifuge tubes in a Eppendorf 5810R centrifuge (Hamburg, Germany).
Viral genome sizes were determined by Pulse Field Gel Electrophoresis (PFGE) according to Baudoux
and Brussaard [53]. In short, the clarified supernatant was decanted and viral particles were
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concentrated by ultracentrifugation (184,000× g for 2 h at 8 ◦C, using a fixed-angle rotor Beckman
Coulter type 50.2Ti, in a Beckman Coulter Optima XPN-80 ultracentrifuge) (Pasadena, CA, USA).
Pellets were resuspended in 150 μL SM buffer (0.1 M NaCl, 8 mM MgSO4·7 H2O, 50 mM Tris-HCl,
0.0005% (w/v) glycerin), after which agarose plugs were prepared by mixing equal volumes of molten
1.5% (w/v) agarose (InCert; Lonza Group Ltd., Basel, Switzerland) with the virus concentrate in
plastic molds. Plugs were incubated overnight at 30 ◦C in lysis buffer with proteinase K, followed
by washing in TE buffer (10:1, pH 8.0) and storage in TE buffer (20:50, pH 8.0) at 4 ◦C until analysis.
Plugged samples were loaded onto 1% SeaKem GTG agarose gels (InCert; Lonza Group Ltd., Basel,
Switzerland) prepared in 1 × TBE gel buffer (90 mM Tris-Borate and 1 mM EDTA, pH 8.0) and run
in a PFGE Bio-Rad CHEF DR-II cell unit (Bio-Rad, Hercules, CA, USA), and corresponding CHEF
DR-II chiller system, filled with 2 L 0.5 × TBE buffer (45 mM Tris-Borate and 0.5 mM EDTA, pH
8.0), pre-cooled at 15 ◦C. Plugs were loaded with 0.5 × TBE buffer (45 mM Tris-Borate and 0.5 mM
EDTA, pH 8.0), at 6 V cm−1 with pulse ramps of 20 to 45 s at 14 ◦C for 22 h. Molecular size markers
were included: DNA Lambda ladder plugs (Bio-Rad) and Saccharomyces cerevisiae DNA ladder plugs
(Bio-Rad). Gels were visualized in a FluorS imager (Bio-Rad Instrument) after staining with SYBR
Green I (1 × 104 of commercial solution, Invitrogen). Viral genome sizes were estimated in comparison
to a molecular size marker (n ≥ 2). Mean ± standard deviation were determined and the differences
were tested by ANOVA (significance level p = 0.05) and Holm-Šidák multiple comparisons.

2.7. Virus Phylogeny

To determine the phylogenetic relationship between our new Arctic virus isolates and other
Micromonas viruses, we amplified a part of the DNA polymerase B gene (polB) using the primer pair
AVS1/AVS2 [54]. The viral lysate was diluted 1:5 in ultrapure water and sonicated (MSE Soniprep 150,
London, UK) at an amplitude of 8 μm for 3 × 10 s with intervals of 30 s cooling on ice. Ten microliters of
sonicated viral lysate was used as a template in a 50 μL PCR reaction containing 4.0 U of BiothermPlus
DNA Polymerase (GeneCraft, Lüdinghausen, Germany), 1 × buffer (including 1.5 mM MgCl2),
0.25 mM of each dNTP, 0.8 μM of each primer, and 0.4 mg/mL BSA. Negative controls contained
all reagents except the template. PCR cycling included an initial denaturation at 94 ◦C (4 min)
followed by 37 cycles of denaturation at 94 ◦C (30 s), annealing at 45 ◦C (30 s), and extension at 72 ◦C
(1 min), followed by a final extension at 72 ◦C (7 min). Sequencing was performed by BaseClear Ltd.
(Leiden, The Netherlands). Based on 178 amino acid positions, a Maximum-Likelihood dendrogram
was constructed with RAxML [44] implemented in ARB software [45]. The tree was rooted using
polB sequences of Bathycoccus viruses (HM004432, FJ267515, FJ267518, KF501013, MEHZ011588827).
These, and the polB sequences of Ostreococcus viruses (FJ267496, FJ267500, FJ267508, JN225873) were
grouped to obtain a more compact tree. For comparison we added published polB sequences of the
Micromonas virus isolates and contigs of an Arctic metagenome [22] that showed exact overlap with the
polB fragment that we analyzed. Contig-95-10186 and contig-79-31207 were shorter (127 and 96 amino
acid positions, respectively) and were later added to the dendrogram via ARB Parsimony.

2.8. Thermal Stability

We studied the effect of different temperatures on virus growth characteristics as well as on virus
stability (loss of infectivity). To determine how the virus-host interaction might be affected over a range
of different ecologically relevant temperatures, we used our model system of TX-01 with MpoV-45T, as
both the host and virus were isolated in the same location and same period. Temperature sensitivity
of the viral latent period and burst size were examined by one-step viral growth experiments at a
range of growth temperatures, i.e., 0.5, 2.5, 3.5, and 7 ◦C. This range of temperatures represents natural
water temperatures during the Arctic growth season [23–25]. Additionally, to test whether there are
any species- and/or strain-specific responses to temperature, we furthermore tested both MpoV-44T
and 45T on RCC 2257 and RCC2258 at 3 and 7 ◦C, whereby 3 ◦C represents the spring sea surface
temperature around Spitsbergen (origin of TX-01) and southern Beaufort Sea (origin of RCC2257
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and RCC2258; [55] and 7 ◦C represents the maximum Arctic summer temperatures (e.g., [23,56]).
MpoV-44T and 45T were chosen as representative virus model systems because of their different viral
growth characteristics with both being isolated from Kongsfjorden. Algal host and virus samples were
taken regularly (every 6–8 h in the first 24 h and every 12–24 h for the rest of the experiment) and
analyzed by flow cytometry as described above [49,50]. Other culture conditions were the same as for
the virus growth experiments described above.

Viral infectivity was determined after exposure at −196, −80, −20, 0, 3, 7, and 15 ◦C and
determined using the Most Probable Number (MPN) assay on the host strain RCC2258. This host
strain was used instead of TX-01, because the latter did not grow well in the 5 mL tubes that we used
for the assays (the large amount of dilutions and replicates did not allow the use of larger tubes or
flasks). Aliquots of virus lysates (3 mL) were exposed to the different temperatures for 24 h when
the exposure temperature was below zero and for 1 h when exposure temperature was above zero.
Following exposure, viral lysates were added to the algal host (n = 5; 12 × 10-fold dilutions). In each
MPN rack one additional row of tubes containing non-infected culture (also 5 mL per tube) served
as a negative control. The MPN cultures were incubated at 3 ◦C under standard light conditions
and were inspected at least once a week for 3 weeks for lysis. The titers were determined with the
MPN Assay Analyzer [57] and data were normalized to the highest value, i.e., 9.8 × 108, 4.6 × 109,
2.1 × 101, and 4.6 × 109 mL−1 for MpoV-44T, 45T, 46T, and 47T, respectively. Statistics were carried
out in SigmaPlot 13.0 (Systat Software Inc., Chicago, Il, USA). Differences between the viruses and
temperature treatments were tested by ANOVA (n = 3, significance level p = 0.05) and Holm-Šidák
multiple comparisons, either directly or after log transformation.

2.9. Diversity and Abundance in Metagenomes

To assess the diversity of MpoV in diverse marine environments, we searched the contigs
generated by the Tara Oceans consortium [58], as well as KEGG Environmental sequences for MpoV
homologs using blastn [59]. All hits had an E-value < 10−30. Hit regions were excised from the
contigs, aligned with the four MpoV sequences using Clustal Omega 1.2.0 [60], and converted into a
phylogenetic tree using PhyML 3.0.1 [61] with the HKY85 model of substitution; four discrete gamma
categories; shape parameter: 1.074; invariant proportion: 0.455; and transition/transversion ratio: 4.540.
Finally, we assessed the ubiquity and abundance of all the MpoV-related sequences in the Tara Oceans
samples [58]. Abundance was determined by mapping 2.5 billion metagenomic sequencing reads from
26 Tara Oceans metagenomes to the contig fragments using Burrows-Wheeler Aligner (BWA-MEM
algorithm) with default parameters [62], with the number of mapped reads reflecting the relative
abundance in the original samples. The IDs of the 26 screened metagenomes were: ERR594313.1,
ERR598949.1, ERR598972.1, ERR598982.1, ERR599023.1, ERR599039.1, ERR599095.1, ERR594320.1,
ERR598950.1, ERR598976.1, ERR598994.1, ERR599025.1, ERR599053.1, ERR599122.1, ERR594324.1,
ERR598962.1, ERR598977.1, ERR599001.1, ERR599027.1, ERR599068.1, ERR594325.1, ERR598966.1,
ERR598979.1, ERR599007.1, ERR599035.1, and ERR599078.1.

3. Results

3.1. Basic Virus Characteristics

The transmission electron microscope analysis of the four Arctic Micromonas viruses revealed
virus-like particles in the cytoplasm of the host with a hexagonal shape (icosahedral symmetry) and
a thick outer layer surrounding an electron-dense inner core (Figure 1). We detected no significant
difference between the diameter of the different isolates nor for the intra- versus extracellular virus
particles. The diameters of the virus particles were 119 ± 8, 121 ± 14, 120 ± 12, and 119 ± 9 nm
respectively for MpoV-44T, 45T, 46T, and 47T. Furthermore, chloroform treatment revealed that
all viruses lost their infectivity upon treatment with chloroform, indicative for the presence of a
lipid membrane.
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Figure 1. Transmission electron micrographs of thin sections of the uninfected Micromonas strain
TX-01 (A,B), and infected with virus MpoV-44T (C,D), 45T (E), 46T (F–H), and 47T (I,J). Scale bar
represents 200 nm (A,C,D,I) or 500 nm (B,E–H,J).

Cytograms of the viruses stained with the nucleic acid-specific dye SYBR Green I
showed high green fluorescence signatures, similar to other known dsDNA Micromonas viruses
(Supplement Figure S2; [9,50]). The dsDNA nature of the MpoV genomes was confirmed by the positive
results from the PCR amplification of the partial DNA polymerase B gene (polB) using AVS1/AVS2
primers that were originally designed for dsDNA prasinoviruses [54]. The polB phylogeny based
on inferred amino acid sequences indeed grouped the newly isolated MpoVs with other Micromonas
viruses, but did not show a close match (i.e., >13 amino acid substitutions) to any of the other Arctic
sequences (Figure 2). MpoV-45T and MpoV-47T were highly similar to each other (1 amino acid
difference), but clearly distinct from MpoV-46T and 44T (>31 amino acids difference). MpoV-44T
differed from MpoV-46T in 17 amino acid positions. The viral genome sizes of MpoV-45T, 46T, and 47T,
(191 ± 3 Kb estimated by PFGE) were not significantly different from each other (one-way ANOVA
p > 0.818, n = 4, 2, and 2, respectively) but were significantly smaller (p < 0.008) than the genome of
MpoV-44T which displayed a genome size of 205 ± 2 Kb (n = 3; Table 2, Supplement Figure S4).

The virus isolates were specific for the genus Micromonas (Supplement Table S1), but were not
species-specific. For example, MpoV-44T was isolated on M. commoda LAC38, but also infected TX-01,
M. pusilla, and M. polaris strains (Roscoff Culture Collection; Table 1). Besides the host strain TX-01,
RCC2257 and 2258 were also sensitive to infection by all four MpoVs. MpoV-44T displayed the broadest
host range and was the only virus that could infect Micromonas strains LAC38, CCMP1545, RCC461,
and 834 that grow at higher temperatures (8, 15, or 20 ◦C). No relationship could be established
between virus infectivity or host susceptibility to infection based on the time of isolation, geographical
origin, or host culture temperature.

One-step infection was observed for all the MpoV lytic virus growth cycles except for MpoV-44T
when propagated on TX-01 (Figure 3A). TX-01 kept growing for the two days following virus addition
to a higher extent than commonly observed [63,64]. However, this was not observed for other host
strains, e.g., RCC2257, RCC2258, and LAC38 (Supplement Figure S3). MpoV45T, 46T, and 47T showed
similar infection dynamics and latent periods, i.e., 16–24 h with a median of 18 h (Figure 3B; Table 2).
The median latent period for MpoV-44T on host strain TX-01 was, at 39 h, twice as long. Viral burst
sizes did not differ significantly for the four MpoVs on TX-01 (one-way ANOVA; p = 0.317) and the
averages varied between 233 and 296 viruses produced per lysed host cell (Table 2).

Testing the sensitivity of the four Arctic MpoVs to temperature showed that all viruses lost most
of their infectivity after 24 h exposure to temperatures < −20 ◦C (Figure 4). After a −20 ◦C treatment,
only 1% of MpoV-44T remained infective while the other viruses retained over 25% of their infectivity
when compared to the treatment at 3 ◦C. Moreover, the variability between the viruses in response
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to non-freezing temperatures was high. MpoV-45T and 46T displayed relatively narrow tolerance
ranges, with maximal infectivity after the 0 ◦C and 3 ◦C treatments, respectively. MpoV-44T and 47T
retained infectivity at the highest temperature tested (7 ◦C), with MpoV-47T being the least sensitive to
temperature (consistent infectivity at 0–7 ◦C).

 

Figure 2. Position of the four Micromonas polaris viruses (MpoVs) (in bold) in a maximum likelihood
dendrogram (100 bootstrap replicates), based on a multiple alignment of 178 amino acid positions
of DNA polymerase B (polB). Only nodes with bootstrap values >50% are displayed. Virus strains
and accession numbers are indicated. “Contigs” are polB sequences extracted from an Arctic marine
metagenome [22]. The tree was rooted using polB sequences of Bathycoccus viruses.
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Figure 3. Abundances of Micromonas cells (×106 mL−1) and viruses MpoV-44T, 45T, 46T, and 47T
(×108 mL−1) infecting host strain TX-01. Panel (A) shows the algal abundances (mean ± standard
deviation (S.D.) over time, with the filled circles depicting the non-infected control cultures, open circles
depicting the cultures infected with MpoV-44T, filled triangles depicting the ones infected with
MpoV-45T, closed triangles depicting the ones infected with MpoV-46T, and the filled squares depicting
the ones infected with MpoV-47T. The inlay panel shows the growth of the non-infected controls in
detail. Panel (B) shows the viral abundances (mean ± S.D.) over time, with the symbols corresponding
to panel (A), i.e., each virus is depicted by the same symbol as the culture it infected.

Figure 4. Effects of temperature exposure on the infectivity of MpoV-44T, 45T, 46T, and 47T
(actual infection assay performed at 3 ◦C). The x-axis depicts the exposure temperature and the y-axis
depicts the relative infectivity (normalized to highest infectivity) of the virus as determined by the most
probable number (MPN) dilution assay. r.u. stands for relative units. Error bars show standard error
(n = 5).
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3.2. Temperature Dependent Virus Production

The lysis dynamics of the MpoV-45T infecting host TX-01 was similar for all four temperatures
tested (0.5, 2.5, 3.5, 7 ◦C; Figure 5A) despite increasing exponential growth rates of the host (0.40 ± 0.05,
0.49 ± 0.06, 0.66 ± 0.01, 0.85 ± 0.02 d−1, respectively). The latent period of MpoV-45T did not change
with temperature (16–24 h; Figure 5B), but the viral burst sizes did show significant differences between
0.5, 2.5, and 3.5 ◦C (one-way ANOVA; 0.001 < p < 0.019) and declined with lower temperatures by 15%
and 28% for 2.5 and 0.5 ◦C, respectively, compared to 3.5 ◦C (Figure 5C).

Assessing the other virus-host combinations for temperature sensitivity (7 ◦C compared to 3 ◦C),
the virus growth characteristics revealed host-specific effects. MpoV-45T showed a shorter latent
period at higher temperature when RCC2257 was the host (from 12–18 h to 6–12 h), whereas no such
effects were observed on hosts TX-01 and RCC2258; Figure 6A). Moreover, while TX-01 (infected
with MpoV45T) did not show an increase in burst size from 3.5 to 7.0 ◦C (but did from 2.5 to 7.0 ◦C;
see above), RCC2257 and RCC2258 showed increased burst sizes at 7 ◦C by respectively 150% and
140% (one-way ANOVAs; p < 0.045; Figure 6B, Supplement Table S2).

Figure 5. Abundances of Micromonas strain TX-01 (×105 mL−1) and virus MpoV-45T (×106 mL−1)
tested at 0.5, 2.5, 3.5, and 7.0 ◦C. Panel (A) shows the algal abundances (mean ± S.D.) over time, with
filled circles representing 0.5 ◦C, filled triangles representing 2.5 ◦C, open circles representing 3.5 ◦C,
and open triangles representing 7.0 ◦C. The inlay panel shows the growth of the non-infected controls.
Panel (B) shows the viral abundances (mean ± S.D.) over time, with the symbols corresponding to
panel A, i.e., each virus is depicted by the same symbol as the culture it infected. Panel (C) depicts the
median viral latent periods (black bars; determined with an 8 h sampling resolution) and viral burst
sizes (grey bars; mean ± S.D.).
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Figure 6. Median latent periods (A) and mean burst sizes (B) of MpoV-45T (left panels) and MpoV-44T
(right panels) infecting host TX-01, RCC2257, and RCC2258 at 3 ◦C (black bars) and 7 ◦C (grey bars).
Note that the TX-01 data are from the same as in Figure 5. The range bars in panel A depict the actual
time interval on which the latent period is based. The error bars in panel B depict the standard deviation
(S.D.). Statistical analysis of inter- and intra-strain differences are depicted in Supplement Table S2.

There were also virus-specific responses to temperature, as an increase from 3 ◦C to 7 ◦C showed a
stronger effect on the latent periods of MpoV-44T rather than that of MpoV-45T, reducing it by roughly
50% from >30 h to 12–18 h on both hosts. Moreover, the viral burst sizes of MpoV-44T showed only a
significant increase at 7 ◦C on host RCC2257 (one-way ANOVA; p = 0.044), which was also smaller
than that for MpoV-45T (115% compared to 150%). Irrespective of temperature, on host RCC2258 the
viral burst sizes of MpoV-45T were higher than those of MpoV-44T, but for host RCC2257 no such
difference was observed (two-way ANOVA; two- p < 0.001 and p < 0.916, respectively).

3.3. Diversity and Abundance in Metagenomes

Finally, we assessed the diversity and abundance in the metagenomes by screening sequence
databases for homologs of the amplified nucleotide region. The phylogenetic tree in Figure 7 shows that
MpoVs are part of a family of viruses whose sequences were previously detected in marine samples
from around the world from various studies including Tara Oceans [58] and the Ocean Sampling Day.
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Figure 7. Unrooted maximum likelihood phylogeny of MpoV-related sequences from various studies,
and their abundance in environmental metagenomes. Abundance is expressed as the total number of
aligned reads out of 2.5 billion reads in 26 Tara Oceans datasets.

4. Discussion

To our knowledge this is the first report of the isolation and characterization of phycoviruses
from polar marine waters. Similar to other reports of Micromonas virus isolates, and consistent
with the Phycodnaviridae, the virus-like particles accumulated in the cytoplasm of the host cells [9].
The particles of the four MpoV were morphologically similar (no significant variance in virus
particle size, i.e., on average 120 nm), and all contained a lipid membrane (sensitive to chloroform).
Lipid-containing MpoVs were first reported by Martínez Martínez and colleagues [9]. These authors
were able to clearly and convincingly divide nineteen newly isolated Micromonas viruses, across an
area spanning the North Sea to the Mediterranean Sea, into two groups based on (i) their sensitivity to
infection of LAC38 or CCMP1545, (ii) genome size (206 ± 6 Kb (n = 12) vs. 191 ± 4 Kb (n = 8)), and (iii)
presence of a lipid membrane. Strikingly, all LAC38-infecting viruses with larger genomes contained
a lipid membrane, whereas the smaller genome sized CCMP1545-infecting ones did not. Our data
show a similar larger genome size for MpoV-44T which infects LAC38 (205 ± 2 Kb, in contrast to the
191 ± 3 Kb genomes of the other MpoVs), but in our case all MpoVs contained a lipid membrane.

Molecular phylogeny inferred from the amino acid sequences of the DNA polymerase gene B
fragments established that the four Arctic MpoV isolates grouped distinctly with the other dsDNA
Micromonas viruses belonging to the genus Prasinovirus. The genus Prasinovirus infects Ostreococccus
and Micromonas species and is one of the six virus genera belonging to the Phycodnaviridae family;
eukaryotic algal viruses with large dsDNA genomes (100–560 Kbp) [65,66]. A recent metagenomic
survey (Tara Ocean Expedition) revealed that prasinoviruses are the most abundant group of
phycodnaviruses in the oceans [12]. The newly isolated MpoVs did not group together; instead
MpoV-44T and 46T were phylogenetically distinct, both from each other and from MpoV-45T and 47T.
Furthermore, it is clear from the phylogenic analysis based on polB that the Arctic Micromonas viruses
do not form a separate cluster. Screening the Tara Oceans’ contigs and the KEGG Environmental
database for homologs of the amplified nucleotide region of our MpoV isolates revealed a worldwide
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distribution and high diversity on thermal stability (i.e., from the Greenland Sea to the temperate
regions to Antarctica and in waters from −1.6 to 17.3 ◦C, Table S3). These results confirm that the
Micromonas viruses and their relatives are globally dispersed, show a high degree of genotypic diversity,
and are ecologically relevant.

There was no general relationship between the phylogenies of the virus and host strains
as revealed by Martínez Martínez et al. [9] for viruses infecting temperate Micromonas strains,
but MpoV-44T could be distinguished from the other Arctic MpoV isolates based on its capability to
virally infect M. commoda LAC38. Although LAC38 was being cultured at low temperature (3 ◦C) at
the time of virus isolation, it is originally a temperate Micromonoas strain (Baltic Sea) [67]. We cannot
exclude that the isolation of MpoV-44T on a different host is underlying its intrinsic differences to the
other MpoVs isolated 8–9 years later using a local Arctic Micromonas host strain. These differences
may also be due to MpoV-44T having been isolated during midwinter and years before the other
MpoVs (isolated in summertime during two consecutive years). Successional patterns for marine
virus communities with associations to temperature and host dynamics have been demonstrated
(e.g., [68]). Even though Arctic Micromonas still grows well at low temperatures (0.4 d−1 at 0.5 ◦C,
this study) and low light (0.2 d−1, [16]), photosynthesis may not be possible during part of the Arctic
winter. Several Micromonas species however exhibit phagotrophy (e.g., M. polaris CCMP2099; [69])
that could serve as an alternative energy source to maintain growth and/or virus production during
the winter (see also [22]). Yet, our study shows that MpoV-44T is well adapted to relatively fast and
high production of infective progeny at relatively higher temperatures, which makes it more likely
that advection of relatively warm Atlantic water from the West Spitsbergen Current (WSC) [70] was
responsible for being able to isolate MpoV-44T in winter. Water temperature in autumn of the year
of isolation was in fact higher than the average of the preceding years [71]. Additionally, the ability
of MpoV-44T to successfully infect Micromonas strains growing at higher temperatures up to 20 ◦C
seems indicative that this specific virus has a high temperature tolerance. Still, a relatively high
temperature optimum for a virus occurring in a cold environment could theoretically be an adaptation
to be less virulent in order to avoid extinction of the host [14,72]. The relatively long latent periods
and reduced infectivity of MpoV-44T at low temperatures would effectuate such low virulence for
the slow growing hosts during the winter months. Then in the following more productive season,
when the host growth rates increase, the latent period of MpoV-44T shortens and burst sizes increase
to be able to keep in sync with host growth. Intriguingly, MpoV-47T also displayed thermostability,
with an infectivity optimum at 7 ◦C. MpoV-47T was isolated only 2 months later than the temperature
sensitive MpoV-45T (infectivity optimum at 0 ◦C), indicative of a high degree of diversity of virus
thermostability in Arctic waters.

At temperatures above zero, the infectivity data do not confirm our first hypothesis that MpoV
infectivity increases with temperature. The viral response to higher temperatures (0–7 ◦C) was highly
variable and strain-specific. Two of the four virus isolates (MpoV-45 and 46T) even showed a loss
of infectivity above 0 ◦C. All of the virus isolates, except for MpoV-44T, were able to maintain over
25% of their infectivity after being frozen at –20 ◦C. This suggests that these viruses are well able to
withstand the freezing process during ice formation, a property which would maintain high titers
during winter. Similar findings have been reported for Arctic marine bacteriophages [73] and dsDNA
algal viruses during winter in a seasonally frozen pond [74]. Cottrell and Suttle [5] reported relatively
high decay rates for MpV-SP1, however, this virus strain originated from subtropical waters and
the decay rates were largely determined by sunlight (UV intensity). There is limited knowledge
of dsDNA algal virus thermal stability and the mechanisms underlying the loss of infectivity have
not been elucidated [9,41,53,75–77]. Only a few cold-active viruses (i.e., viruses that successfully
infect hosts at 4 ◦C or below) have been brought into culture and all are bacteriophages [35,78,79].
Variability in MpoVs’ temperature sensitivity demonstrates a specificity of infection efficiency related
to temperature. Hypothesizing that our data are generally applicable, seasonal temperature shifts
could regulate Micromonas host and virus succession. The infectivity loss at higher temperature (7 ◦C)
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for MpoV-45T and MpoV-46T shortens their window of optimal activity during the warmer summer
months. Considering that the range of temperatures we tested are ecologically relevant for the Artic
seas (water temperatures between –1 and 7 ◦C; [23]), our results indicate the need to determine the
causal processes such as the means of virus entry and conformational changes in the virus particle
(e.g., viral capsid proteins and lipid membrane properties).

When propagated on the putative M. polaris strain TX-01, MpoV-44T displayed a much longer
median latent period than the other Arctic MpoVs (39 vs. 18 h, respectively). A comparably long
latent period had, until recently, only been described for the dsRNA virus MpRV infecting M. commoda
LAC38 (36 h; [10]). However, Baudoux and colleagues [14] reported a latent period of 27–31 h for a
dsDNA virus infecting Micromonas isolates from the English Channel growing at 20 ◦C. The latent
period of MpoV-44T displayed a strong temperature-dependence, i.e., with a temperature increase
of 4 ◦C, the time of viral release decreased by >15 h (latent period 12–18 h; approximately 50% of the
latent period at 3 ◦C). Although Baudoux et al. [14] did not find a correlation between differences
in latent period (or burst size) with the host growth rates for the isolated MicVs, Demory et al. [41]
reported for the virus-host model system Mic-B/MicV-B (virus infecting largely Clade B strains) an
inverse relationship of the viral latent period with the host growth rate (whereby the growth rates were
affected by the host culture temperature). We did not find such a relationship with growth rate for the
latent periods of MpoV-44T growing on TX-01, but did find a similar significant linear relationship
when infecting host RCC2258 (r2 = 0.952, p = 0.018). Virus MpoV-45T did not show a dependency
on host growth rate (TX-01, RCC2258, and RCC2257), but instead showed a shortened latent period
on host RCC2257 at the highest temperature (7 ◦C compared to 3 ◦C). Furthermore, the latent period
of MpoV-44T was strongly affected by temperature whereas increasing temperature only shortened
the MpoV-45T latent period on RCC2257. On host TX-01, the latent period was unaffected over
the whole range of 0.5 to 7 ◦C, however, we found a steeper increase of viruses with increasing
temperature, i.e., virus production rates of 0.18, 0.37, 1.4, and 1.6 × 105 viruses h−1 between 16 and
30 h for 0.5, 2.5, 3.5, and 7.0 ◦C, respectively. While the data confirm our second hypothesis that
the temperature increase stimulates MpoV production (through shortened latent periods, enhanced
production rate and/or higher burst sizes), there is nonetheless a virus-specific response for the range
of temperatures tested. Instead we found a high variability in response for the different virus isolates
and host strains. When looking at a temperature increase from 3 to 7 ◦C, most virus-host combinations
in our study showed enhanced viral burst sizes with a temperature-regulated increase in the host
growth rates (0.53–0.59 d−1 at 3 ◦C and approximately 1.2-fold higher at 7 ◦C). However, MpoV-45T
infecting TX-01 did not show this increase from 3 to 7 ◦C, but did exhibit an increasing burst size with
temperatures from 0.5 up to 3.5 ◦C (growth rate TX-01 increased from 0.40 to 0.66 d−1, respectively).
Hence, the optimum temperature for virus production was not the same as the optimum host growth
temperature. Wells and Deming [78] showed a similar situation in which phage 9A, infecting the
psychrophile Colwellia psychrerythraea strain 34H, had a burst size optimum at −1 ◦C while the host’s
growth rate optimum was at 8 ◦C. These authors suggested that specific virally encoded enzymes have
their own optimum temperatures.

Temperature strongly regulates Arctic Micromonas growth rates with increasing growth rates
up to 7 ◦C (this study; [16,29]). These temperatures are at or above the present summer sea surface
temperatures in the lower latitude regions of the Arctic [23,25]. At the time that TX-01 was isolated
(half April), in situ picophotoeukaryotic gross growth rates were 0.58 d−1 at temperatures between
1 and 2 ◦C (Maat and Brussaard, unpublished data). By the end of May, the temperatures and
consequently the growth rates had increased to 2–3 ◦C and 1.1 d−1, respectively. This 20–50% growth
rate increase is similar to TX-01 in the present study over the same temperature range. Our results
indicate that over an Arctic growing season with increasing temperatures and host growth rates, viral
activity can be expected to increase as a result of the decreasing latent periods and increasing burst
sizes. Our data imply that temperature could affect host and virus diversity (strain dynamics), as for
MpoV-45T with host TX-01 the latent period and viral burst size did not further change above 3 ◦C,
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but with other hosts (RCC2257 and 2258) and other viruses (MpoV-44T) the latent periods shortened
and/or burst sizes increased to several extents. The different susceptibilities of viral infectivity to
temperature, with a tolerance for the highest temperatures for MpoV-44T, strengthened this idea
even more. Tarutani et al. [80] showed how within the observed abundances of Heterosigma akashiwo
and the lytic virus HaV, a successional shift in clonal composition occurred due to differences in
susceptibility/resistance of the host to the viruses. Based on our data a similar shift in strain and clonal
composition of Micromonas and MpoV may occur, not only due to differences in susceptibility to the
viruses but also because of differences in virus proliferation success at different temperatures [33].

In summary, the present study describes the first isolation and characterization of viruses infecting
a cold-adapted polar phytoplankter. The relevance seems high, as it concerns the ubiquitous genus
Micromonas which belongs to the picophytoplankton fraction and is expected to be favored under
future Arctic conditions (due to warming and freshening induced vertical stratification; [24,27–29]).
The Arctic region is warming to a greater extent than lower latitudinal marine waters [23,24] and
current summer sea surface temperatures (August 2016) as high as 5 ◦C above the 1982–2010 mean [25]
have been observed. Micromonas growth rates will enhance faster and earlier in the season and our
study indicates that viral production will likely do the same. We show variable infection dynamics
in response to temperature for the different virus-host strain systems examined, which complicates
the assessment of the environmental relevance of each isolate. However, we do like to advocate
that virus (and host) isolation, characterization of virus-host dynamics, and responses to changing
ecologically relevant environmental factors are fundamentally essential to understanding the role of
algal viruses in (Arctic) marine waters. The newly isolated viruses make it possible to comprehensively
investigate the interactions of these unique virus-host combinations under climate change relevant
environmental variables. Joli et al. [22] showed the importance of Arctic Micromonas viruses by
metagenome sequencing. It would be interesting to investigate the ecological relevance of the strains
tested in our study using molecular approaches. In the natural environment, selective effects of
temperature may drive (intra)species diversity, potentially affecting the ability of Micromonas to respond
to the changing conditions of the vulnerable Arctic. Modeling studies could help to comprehend
(and predict) the extent to which the Arctic phytoplankton community would be influenced by changes
in infection dynamics associated with temperature changes.
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Table S3: Top 3 BLASTN hits of the isolates against KEGG environmental metagenomes. Figure S1: Phylogeny
Micromonas polaris TX-01, Figure S2: Cytograms of MpoVs, Figure S3: Virus growth cycle of MpoV-44T infecting
different Micromonas host strains, Figure S4: PFGE photograph for genome size estimation.
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Abstract: The aquatic microbiome is composed of a multi-phylotype community of microbes,
ranging from the numerically dominant viruses to the phylogenetically diverse unicellular
phytoplankton. They influence key biogeochemical processes and form the base of marine food webs,
becoming food for secondary consumers. Due to recent advances in next-generation sequencing,
this previously overlooked component of our hydrosphere is starting to reveal its true diversity
and biological complexity. We report here that 250 mL of seawater is sufficient to provide a
comprehensive description of the microbial diversity in an oceanic environment. We found that there
was a dominance of the order Caudovirales (59%), with the family Myoviridae being the most prevalent.
The families Phycodnaviridae and Mimiviridae made up the remainder of pelagic double-stranded
DNA (dsDNA) virome. Consistent with this analysis, the Cyanobacteria dominate (52%) the
prokaryotic diversity. While the dinoflagellates and their endosymbionts, the superphylum Alveolata
dominates (92%) the microbial eukaryotic diversity. A total of 834 prokaryotic, 346 eukaryotic and
254 unique virus phylotypes were recorded in this relatively small sample of water. We also provide
evidence, through a metagenomic-barcoding comparative analysis, that viruses are the likely source
of microbial environmental DNA (meDNA). This study opens the door to a more integrated approach
to oceanographic sampling and data analysis.

Keywords: microbiome; viruses; prokaryote; eukaryote; NGS; diversity; phylotypes; eDNA; meDNA

1. Introduction

The paradigm of “everything is everywhere, but the environment selects” [1] suggests that
all microbial taxa have the potential to be found everywhere. This largely holds true for the main
marine bacteriophage taxa, with the presence of cyanophage-like sequences of the order Caudovirales
dominating all ocean viromes, including the recently sampled Indian Ocean [2–5]. The order
Caudovirales is comprised of three families: Myoviridae (contractile tails), Siphoviridae (non-contractile
tails) and Podoviridae (short tails) [6]. During the Global Ocean Sampling (GOS) expedition [5],
myovirus-associated sequences were ubiquitously distributed among sampling sites with the highest
prevalence in tropical oligotrophic locations. Podo- and siphoviruses showed site-specific distributions,
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with the highest abundances recorded in temperate mesotrophic waters and hypersaline lagoons,
respectively. Within the Indian Ocean, 32% of the viral fraction (VF) was attributed to known viruses,
with 95% of the known viruses identified as belonging to the order Caudovirales (Myoviridae, 54.3%;
Podoviridae, 27.6%; Siphoviridae, 17%) [4]. The nucleo-cytoplasmic large DNA viruses (NCLDVs) were
often the next major lineage present, with the family Phycodnaviridae representing 83.9% of this group,
followed by Iridoviridae at 8.5% and Mimiviridae at 7.3%.

Most of the virome-based studies carried out so far do not report on the diversity of the likely
hosts that the viruses infect, making it unclear as to whether the viruses present in the water column
are the result of active or past infections. An exception is the Tara Oceans expedition, where eukaryotic
and prokaryotic diversity [7,8] was reported in conjunction with viral diversity [9–11]. Global surveys,
which include the southwest Indian Ocean, indicate that the α-Proteobacteria dominate the prokaryotic
communities in both surface waters and at the deep chlorophyll maxima. The second most represented
group are either the Cyanobacteria or γ-Proteobacteria, depending on location [8]. For the eukaryotic
fraction, samples collected during the Tara Ocean expedition showed that the pico- and nano-plankton
was dominated by photosynthetic dinoflagellates (of the family Dinophyceae). Parasites of the
superphylum Alveolata, specifically the marine alveolates (MALV)-I and MALV-II clusters, routinely
infect members of the family Dinophyceae and can account for up to 88% of the eukaryote fraction in
some locations. These two MALV clusters have recently been renamed Syndiniales groups I and II,
respectively [12]. Specifically for the southwest Indian Ocean, the eukaryotic fraction was dominated
by alveolates including the Dinophyceae and their Syndiniales parasites [7].

Studies on microbial diversity in aquatic environments rely on sample volumes ranging from tens
of litres to as much as a thousand litres of water [2,13,14]. Sampling of large volumes was thought to
be a necessity for early sequencing technologies, which required considerable quantities (micrograms)
of DNA. Newer technologies, such as linear amplification deep sequencing with Illumina, require
smaller quantities (nanograms) of DNA [15]. Additionally, various sample concentration methods have
been developed in order to collect the greatest quantities of DNA possible from water samples [16].
Standard viral filtration methods involve the use of filters with a pore size of 0.2 μm to remove bacteria
from the sample and collect only the virus fraction. However, this 0.2 μm size fraction results in
underreporting of giant viruses [17,18], as the giant virus particles can have diameters varying from
~0.2 to 1.5 μm, with Pithovirus sibericum being the largest known member of this group [19]. In addition,
the <0.2 μm size fraction also contains large amounts of dissolved DNA. Jiang and Paul concluded that,
in this size fraction, viral particles makes up only a small component of the filterable DNA, the majority
being dissolved DNA of bacterial and eukaryotic origin [20].

Dissolved DNA forms part of environmental DNA (eDNA), derived from cellular debris produced
from biota living in that environment [21]. Therefore, eDNA is being used as a tool to determine
whether an invasion has taken place [22] or to track an endangered species [23]. The size fraction used
to describe eDNA is the size fraction that removes larger eukaryotes (passing through a 0.5 mm mesh)
but retains microbes (>0.45 μm filter). Therefore, the eDNA concept excludes the microbial community
as they are retained in this size range. To our knowledge no study has yet addressed the question of
whether the <0.45 μm size fraction, the microbial environmental DNA (meDNA) fraction, can be used
as a proxy to describe the complete biota in any given environment.

In this study, we tested the hypothesis that the volume equivalent to a cup of seawater (250 mL)
is sufficient to describe the most abundant microbial taxa (from viruses to protists) in the marine
environment. Serendipitously, our study site is within 548 nautical miles of station 64, previously
sampled by the Tara Oceans expedition (−29.5333, 37.9117), thereby allowing for a semi-qualitative
comparison to be made. Our protocol differed from previous studies, including that of Tara Oceans,
as it contained no concentration steps. In addition, only 50 mL of the 0.45 μm 250 mL permeate
was used to describe the combined dissolved DNA and viral fraction (meDNA). The 0.45 μm size
fraction was chosen because we wanted to limit the removal of giant viruses. Here we report how a
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relatively small water sample can be used to capture the dominant microbial taxa within any given
aquatic system.

2. Materials and Methods

2.1. Sample Collection

The water sample analysed in this study was collected during the second transect of the Great
Southern Coccolithophore Belt expedition (GSCB-cruise RR1202) in the southwest Indian Ocean in
February 2012 [24]. The location of the sampling station S1 (−38.314983, 40.958083, water temperature
20.83 ◦C, pH 8.08) was mapped using RgoogleMaps_1.2.0.7 [25] under R version 3.3.0 (accessed on
3 May 2016) (Figure 1a).

One litre of water was gathered from the conductivity, temperature, and depth (CTD) rosette
sampler from the chlorophyll maximum layer (5 m). Of this, an aliquot of 250 mL of seawater was
filtered through a 0.45-μm polycarbonate filter and the filter was used for the DNA extraction onboard
the R/V Roger Revelle using Qiagen DNeasy Blood and Tissue protocol (Qiagen, Valencia, CA, USA).
The DNA was stored at −21 ◦C and subsequently transferred to Plymouth, UK, for further processing.
Fifty millilitres of filtered water were set aside, wrapped in tin foil and stored in a fridge. This too was
returned to Plymouth, UK, for further processing.

Figure 1. Cont.
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Figure 1. (a) Map showing the location of sample collection; (b) schematics of the bioinformatics pipeline.

2.2. DNA Extraction, Preparation and Sequencing of the >0.45 μm Fraction

The V4 region, along the prokaryotic 16S ribosomal RNA gene was amplified using
the universal primer pair 515F and Illumina tagged primer 806R7, 806R10 and 806R15
(Illumina, San Diego, CA, USA) [26]. For eukaryotic 18S ribosomal RNA gene, we used the primer
pair 1391F and Illumina tagged EukB6, EukB16 and EukB23 to amplify the V9 region [27]. For all
polymerase chain reaction (PCRs), we added 1–5 μL of the eDNA (concentration range from 1.47
to 32.51 ng/μL), to 5X Colourless GoTaq Flexi Buffer (Promega, Madison, WI, USA), 1.5 μL MgCl2
Solution 25 mM, 2.5 μL dNTPs (10 mM final concentration), 1 μL Evagreen Dye 20X (Biotium, Fremont,
CA, USA), 0.1 μL GoTaq DNA Polymerase (5u/μL) and 12.9 μL of sterile water for a final volume of 25
μL for each reaction. This was done to determine the mid-exponential threshold of each reaction, ran
on a Corbette Rotor-Gene™ 6000 (Qiagen). The real-time PCR proceeded with an initial denaturation at
94 ◦C for 3 min, followed by 40 cycles of a three-step PCR: 94 ◦C for 45 s and 50 ◦C for 60 s and 72 ◦C for
90 s. The fluorescence was acquired at the end of each annealing/extension step on the green channel.
The cycle threshold of the amplification in the exponential phase was recorded for amplification.

A second standard PCR amplification was carried out in triplicate and run at the same conditions,
excluding the addition of the Evagreen Dye. The sample was removed from the machine when
it reached the cycle threshold, as previously determined. Products were run on a 1.4% agarose
gel to confirm the success of the amplification and the product size of the amplification. The
bands were cut out and purified using the Zymoclean Gel DNA Recovery Kit (Zymo Research,
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Irvine, CA, USA). Quantity and quality was verified on the NanoDrop 1000 (Thermo Scientific,
Wilmington, DE, USA) and QuantiFluor E6090 (Promega). V4-16S and V9-18S were prepared mixing
an equimolar concentration of each amplicon triplicate into the pool for which concentration was
checked on the Bioanalyser (Agilent Technologies, Santa Clara, CA, USA). The final pooled samples
were denatured and diluted to 6 pM and mixed with 1 pM PhiX control (Illumina), read 1 sequencing
primer was diluted in HT1, before the flowcell was clustered on the cBOT (Illumina). Multiplexing
sequencing primers and read two sequencing primers were mixed with Illumina HP8 and HP7
sequencing primers, respectively. The flowcell was sequenced (100 PE) on HiSeq 2000 using sequencing
by synthesis (SBS) reagents (Version 3.0). The raw sequences are available at the European Nucleotide
Archive (ENA) under accession number PRJEB16346 and PRJEB16674.

2.3. DNA Extraction, Preparation and Sequencing of the <0.45 μm Fraction

The whole 50 mL permeate was used in the nucleic acid extraction procedure. We added 100 μL
of proteinase K (10 mg/mL; Sigma-Aldrich, St. Louis, MO, USA) and 200 μL of 10% sodium
dodecyl sulfate (SDS) (Sigma-Aldrich) to the permeate and incubated the solution for two hours with
constant rotation at 55 ◦C. The lysate was then collected through multiple centrifugations on a Qiagen
DNeasy Blood and Tissue column (Qiagen). The standard Qiagen protocol was followed with 20 μL
nuclease-free water (Sigma-Aldrich) used as the elution agent. Quantity and quality was determined
using the NanoDrop 1000 (Thermo Scientific) and QuantiFluor E6090 (Promega). Two hundred
microliters of DNA (<40 ng) were fragmented using a Bioruptor (Diagenode, Seraing (Ougrée),
Belgium) on medium for 15 bursts of 30 s with a 30 s pause and concentrated to 30 μL on a Minelute
column (Qiagen). Fragments were made into libraries using the Nextflex ChipSeq library preparation
kit (BIOO scientific, Austin, TX, USA) without size selection and with 18 cycles of PCR amplification.
Bioanalyser (Agilent Technologies) analysis indicated the final library contained insert between
30 basepairs (bp) to 870 bp. The library was multiplexed with other samples and sequenced (100 paired
end) on a HiSeq 2000 (Illumina) using RTA1.9 and CASAVA1.8.

2.4. Bioinformatics Pipeline for the Prokaryotic (16S) and Eukaryotic (18S) Amplicon

The complete bioinformatics pipeline is illustrated in Figure 1b. The read quality was first assessed
using Fast-QC [28]. FASTX-Toolkit [29] was utilised for the trimming and filtering steps; the first and
last 10 bases were trimmed in order to remove low quality nucleotides. Reads were then filtered in
order to retain only reads with more than 95% of nucleotide positions called with a quality score of
20. Trimmed and cleaned reads from each of the triplicate V4-16S and V9-18S PCRs were pooled in
order to assign OTUs using Qiime [30] with 97% similarities for clustering and Swarm analysis [31],
respectively. A taxonomy was assigned using BLASTn implemented in Qiime and Swarm using SILVA
Version 119 [32] with a minimum e-value of 1 × 10−5.

2.5. Bioinformatics Pipeline of the <0.45 μm Fraction (Metagenome)

As for the amplicon dataset, the quality of the reads was first assessed using Fast-QC [28].
The FASTX-Toolkit [29] was used to trim the first last bases to remove low quality nucleotides,
and subsequently to filter out reads with fewer than 95% of nucleotide positions called with a quality
score of 20. The forward read (R1) of the 100 bp pair-end HiSeq reads have been subjected to random
library size normalization using Qiime script subsample_fasta.py; reverse reads (R2) had poor quality
and were therefore discarded. The reads were used in a BLASTX [33] analysis against a Virus database
(db; courtesy of Pascal Hingamp) with e-values less than 1 × 10−5. The Virus database consisted of
Refseq curated viral genomes, together with additional new genomes [11], and 20% of R1 Refseq whole
organism db [34]. In addition, the pair-end reads were assembled into contigs using a de Bruijn de novo
assembly program in CLC Genomic Workbench (Version 7.1.5; CLCbio, Cambridge, MA, USA) using
global alignment with automatics bubble and word size, minimum contigs length of 250, mismatch cost
of 2, insertion and deletion cost of 3, length fraction of 0.5 and similarity threshold of 0.8. The contigs
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were annotated with the BLASTX as described for the R1 normalised reads. Blast analyses were
performed by using the University of Cape Town’s HPC hex cluster.

The top hits from all the blast searches were selected through the use of a parser Perl script
(http://www.bioinformatics-made-simple.com), and then a customised R script was developed
to assign taxonomy. A complete viral taxonomy was assigned through a manually curated
implementation of the International Committee on Taxonomy of Viruses (ICTV) database 2013 v1 with
the National Center for Biotechnology Information (NCBI) taxonomy database.

2.6. Visualization of Community Diversity

Krona tools [35] were used to visualize community diversity as characterized by the Silva (v119),
Refseq and Virus db genes taxonomy assignments. Venn diagrams were created using the R package
VennDiagram_1.6.17 on R (Version 3.3.0; 2016-05-03).

2.7. Filters Applied to Annotated Datasets

We performed independent analyses on three independent PCR replicates (V4-16S and V9-18S)
and assigned a taxonomy using Silva [36]. By using replication, we removed the level of noise
in the sample introduced by PCR and sequencing artefacts, while retaining rare organisms.
Therefore, we considered four levels of stringency at the phylotype level: (1) T0, all phylotypes
present across the three replicates; (2) T1, removing singletons from each replicate; (3) T10, a minimum
of 10 copies per phylotype had to be present in any one of the replicates, (4) T10-R1, a minimum of
10 copies per phylotype present in any two replicates and (5) T10-R2, a minimum of 10 copies per
phylotype present in all three replicates.

3. Results

3.1. Microbiota in the >0.45 μm Fraction

After pre-processing, which included a specific subsampling to an equal read length of 125 bases,
we retained an average 0.9 million reads for the prokaryotic and around 270 thousand for the
eukaryotic dataset (Table 1). These reads clustered (T0 applied to combination of the three replicates)
into around 46 thousand unique Operational Taxonomic Units (OTUs) for the prokaryotes, which
clustered into 1409 phylotypes. For the eukaryotes 6836 OTUs clustered into 477 phylotypes (Table 1).
Four different filters were applied which resulted in an increase in selection stringency (T0 to T10-R2)
without the removal of significant numbers of reads from the prokaryotes (Figure 2a) and eukaryotes
(Figure 3a) datasets, independent of sequence depth. However, the greatest change observed due to
the application of the filters, was seen in the number of phylotypes observed (Figures 2b and 3b). A
total number of 1886 phylotypes was observed in the 250 mL of southwest Indian Ocean, made up of
1409 prokaryotic and 477 eukaryotic phylotypes. When the singletons were removed (T1), the number
of prokaryotic phylotypes dropped by nearly a half to 834 (59.19%, phylotypes retained) (Figure 2b);
this was also observable in the OTUs (Table 1) moving from 45,826 to 23,081. Similarly, the number of
eukaryotic phylotypes dropped by a third to 346 phylotypes (72.54% phylotypes retained) (Figure 3b),
whilst OTUs dropped from 6836 to 2930 (Table 1). When a further filter, that a minimum of at least
10 reads per phylotype must be present in any of the replicates (T10), was applied, the diversity
dropped by an additional 36% (compared to T0) to just under 77% for prokaryotes—retaining only 23%
(Figure 2b), and 24% to 51% in eukaryotes—retaining only 49% (Figure 3b), leaving a total number of
phylotypes as 554.

The phylotypes removed after applying the singleton filter (T1) (Supplementary Table S1) included
Cicer arietinum (chickpeas), Sesamum indicum (sesame) and Nicotiana sylvestris (tobacco), which were
not expected to be present in the marine environment. The application of the T10 filter resulted in the
removal of a few marine species instead, such as Noctiluca scintillans, Amphidinium mootonorum and
Pandorina morum. The additional application of replication filters, present in greater than 10 copies in
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at least any two (T10-R1) and all three (T10-R2) replicates, revealed a further but minimal reduction
in the overall phylotype content (Figures 2b and 3b): both the prokaryotes and eukaryotes dropped
to 17% and 38% (from T10 to T10-R1, Figure 2b) and 13% and 34% (from T10 to T10-R2, Figure 3b),
respectively. We could identify a core of 184 phylotypes for the prokaryotes (Figure 2c) and 163 for the
eukaryotes (Figure 3c) which were common across all filters. If no filter was applied, 575 prokaryotes
(41%) and 131 eukaryotes (27%) unique or rare were observed, however, irrespective of which filter is
applied no phylotype unique to their stringency were observed (Figures 2c and 3c).

In summary, we have identified a total of 1886 phylotypes of prokaryotes and eukaryotes without
the application of any filter (T0), which was reduced to 1,180 after singletons were removed (T1).
A further decrease in phylotype composition to 554, 423 and 347 was identified after application of
T10, T10-R1 and T10-R2 filters.

We then considered the three replicates independently in order to understand how phylotypes
differ across the three PCR replicates (Figures 2d and 3d). Prokaryotic diversity ranged from
767 phylotypes in replicate 3 to 1077 in replicate 2 (Figure 2d), corresponding to the sequence depth
(Figure 2a). This was however not observed for the eukaryotes (Figure 3d), ranging from 339 of
replicate 1 to 353 of replicate 2 (Figure 3d), irrespective of the sequence depth (Figure 3a). When
applying the T1 filter, the number of phylotypes retained were on average 65% (from 882 to 561 in
replicate 1, from 1077 to 697 replicate 2 and from 767 to 505 in replicate 3) and 79% (from 339 to 267 in
replicate 1, from 353 to 279 in replicate 2 and from 346 to 278 in replicate 3) of the prokaryotes and
eukaryotes, respectively (Figures 2d and 3d). Applying stringency filter T10 reduced the prokaryotic
diversity in replicate 1 to 28%, in replicate 2 to 27% and replicate 3 to 26% (Figure 2d), whilst for the
eukaryotes across replicates 1, 2 and 3 to 57%, 55% and 58%, respectively (Figure 3d).

Phylotype composition at T0 had 36% prokaryotic and 50% eukaryotic phylotypes in common
across all replicates (Figures 2e and 3e). Between 9% and 22% of prokaryotes and 10% and 22% of
eukaryotes were unique to each replicate. When singletons (T1) were removed and the T10 filter
applied, the phylotypes common across all replicates increased to 45% and 58% for prokaryotes
(Figure 2e), whilst for the eukaryotes, increased to 61% and 70% (Figure 3e). This coincided with the
reduction in unique phylotypes retained per replicate. Replicate 1, 2 and 3 changing from 164 to 22,
309 to 55 and 124 to 2 unique prokaryotic phylotypes (Figure 2e). Similarly, replicate 1, 2 and 3 changed
from 48 to 16, 57 to 12 and 49 to 16 unique eukaryotic phylotypes (Figure 3e).
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Figure 2. Analyses of the prokaryotic fraction. (a) Reduction in number of reads when filters are
applied; (b) percentage and phylotype count when filter are applied; (c) presence–absence analyses
at phylotype level before and after application of the filters; (d) number of phylotype analyses by
replicate; (e) presence–absence analyses at phylotype level when filters are applied to each replicate.
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Figure 3. Analyses of the eukaryotic fraction. (a) Reduction in number of reads when filters are
applied; (b) percentage and phylotype count when filters are applied; (c) presence–absence analyses
at phylotype level before and after application of the filter; (d) number of phylotypes analyses by
replicate; (e) presence–absence analyses at phylotype level when filters are applied to each replicate.

3.2. Diversity and Community Structure of the >0.45 μm Fraction

Cyanobacteria made up 42% of the prokaryotic community diversity; their composition was
dominated by the genera Synechococcus (30%) and Prochlorococcus (9%) (Figure S1). The V4-16S
universal primers also amplified the eukaryote plastid ribosomal genes, making up 2.68% of
the total sequences. The second most diverse bacterial group were the Proteobacteria (32%),
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comprising the orders α-Proteobacteria (20%), γ-Proteobacteria (8%) and δ-proteobacteria (3%).
The α-Proteobacteria comprised the orders Rhodospirallales (5%), SAR11 clade (5%), Rickettsiales (5%),
Rhodobacteriales (4%) and the OCS116 clade (0.4%). The γ-Proteobacteria comprised the orders
Oceanospirallales (6%), Alteromonadales (0.8%), Marinicella (0.7%) and K189A clade (0.5%).
The δ-Proteobacteria were assigned to the SAR324 clade (3%). Bacteroidetes and Actinobacteria
represented 4% and 2% of the prokaryote diversity. Finally, a large component (20%) of the prokaryotic
community could not be assigned to any known sequences (Figure S1).

The eukaryotic community was dominated (92%) by the superphylum Alveolata (Figure S2),
comprising the Protoalveolata (44%), Dinoflagellata (40%), Ciliophora (3%) and FV18-2D11 (3%).
Protoalveolata were dominated by Syndiniales (97%), subdivided as: Group II (57%), Group I (18%),
Amoebophyra (17%), Duboscquella (4%) and Perkinsidae (3%). The group Dinoflagellata was formed
by Peridiniphycidae (16%), Gymnodiniphycidae (14%), Dinophysiales (1%) and Prorocentrum (0.7%).

3.3. Diversity of the <0.45 μm Fraction

After pre-processing 10 million paired reads were assembled to contigs with an average contig
length of 1045 bp (Table 1), and a subsample of 1.5 million reads from R1 were utilised for analyses at
the level of reads. The majority of sequences and predicted genes based on BLASTX against a virus
database could be annotated as “other than virus” (Figure 4a). This was independent of whether the
reads (99%) or the assembled contigs (86%) were used for the annotation (Figure 4b). Using the Refseq
database, the metagenome could be divided into 59.92% Bacteria, 39.32% unknown, 0.71% Eukaryota
and 0.05% Viruses at the read level, whilst for the contigs the hits could be divided into Bacteria
(86.85%), unknown (11.03%), Eukaryota (1.35%), Viruses (0.75%) and Archaea (0.02%) (Figure 4c,d).

Utilizing the output from the Refseq database we compared annotation based on reads versus
contigs. We observed very low similarities between the phylotypes annotated in the reads compared
to the contigs (Figure 5). Only 8.81% of phylotypes were common across the two methods when no
filter was applied (T0; Figure 5a), whereas 13.35% were common when T10 was applied (Figure 5c).
To account for the high level of randomness associated with the top hits from BLAST outputs especially
from universal conserved genes, we repeated the analyses using a lower stringency annotation,
i.e., the genus as lowest level of classification instead of the phylotypes. Common annotations between
the analysis based on reads versus contigs increased to 17.93% at T0 (Figure 5b) and 37.48% at T10
(Figure 5d). Therefore, from here on we focused our attention on the annotation based on the contigs.
The Refseq annotation (Figure S3) produced an output highly dominated by Actinobacteria (47%)
and Proteobacteria (38%). Specifically, the order Microcroccales made up 41% of sequences with the
genus Microbacterium being the most dominant (33% of all the bacteria). The Proteobacteria comprised
the classes’ α-Proteobacteria (37%), γ-Proteobacteria (1%) and β-Proteobacteria (0.5%). The class
α-Proteobacteria was dominated by the order Sphingomonadales (33%), with the genus Erythrobacter
representing 24% of all the contigs, for which one coding sequence matched a 16S gene (Figure S3).
Eukaryotes were represented in 1.35% of the metagenomic fraction and were dominated by the family
Phaeophyceae (87%). Metazoa constituted only 0.07% of the eukaryotes (Figure S4).
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Figure 4. Taxonomic assignment based on reads (a,c) and contigs (b,d) analyses. Reads (R1) were
annotated using (a) the Virus database and (c) the Refseq database; contigs were annotated using
(b) the virus database and (c) the Refseq nr-protein database.

The viral contigs were further annotated using a curated Virus database (Figure 6). The virome was
dominated by the order Caudovirales (59%) comprising the families Myoviridae (26%), Siphoviridae (22%)
and Podoviridae (10%). The NCLDVs (28%) represented the second major order, with the families
Phycodnaviridae (13%) and Mimiviridae (8%) as the main representatives.

3.4. Composition of Biota of the <0.45 μm versus the >0.45 μm Fraction

To understand if the prokaryotes and eukaryotes identified in the permeate (<0.45 μm) consisted
of environmental DNA (debris or vesicles from extant Bacteria and Eukaryotes present in the water
column), stable free DNA, or small Bacteria that passed through the filter, we ran presence–absence
analyses comparing presence of microbiota in the <0.45 μm versus the >0.45 μm fraction for each filter
(Figure 7). We also ran the analysis at the genus level or, when the genus annotation was not available,
at the highest taxonomic level available. Very little overlap was observed across all levels of stringency
(Figure 7). The genus Phaeodactilum (Table S1), shared between all datasets at T0, disappeared when
singletons were removed (Figure 7b). Commonalities between eukaryotes and prokaryotes showed
the presence of chloroplasts and mitochondria in the prokaryotic fraction with genera shared for 1.24%
at T0, 0.83% at T1 and 0.45% at T10 (Figure 7). When the filter T1 was applied, it caused the removal of
unusual genera such as Cicer, Cucumis, and Porphyridium, whilst genera such as Chlorella, Chroomonas,
Karlodium and Pedinomonas disappeared with T10 filter (Table S2).
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Figure 5. Presence–absence analyses of the <0.45 μm fraction. Comparison of phylotypes at the level of
species (a,c) and genus (b,d) using a subsample of reads (R1) versus contigs at T0 (a,b) and T10 (c,d).

Figure 6. Krona chart of contigs annotation using the Virus db.
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Figure 7. Presence–absence analyses between the >0.45 μm fraction (prokaryotes and eukaryotes) and
the permeate (<0.45 μm). (a) T0: Metagenomic contigs, prokaryotes, eukaryotes; (b) T0: Metagenomic
contigs, T1: prokaryotes, eukaryotes; (c) T0: Metagenomic contigs, T10: prokaryotes, eukaryotes;
(d) T0: Metagenomic contigs, T10-R1: prokaryotes, eukaryotes; (e) T0: Metagenomic contigs, T10-R2:
prokaryotes, eukaryotes.

4. Discussion

Microbes, from the smallest viruses to the largest unicellular protists, dominate our oceans,
playing a central role in ocean food webs and as key drivers of biogeochemical processes [37]; yet the
complex interactions and ecological significance of these relationships within and between biomes
are largely unknown. The necessity of studying prokaryotes, eukaryotes and viruses together was
highlighted in 2011 when it was estimated that only 11.2% and 2.2% of selected literature utilised
two or three microbial groups, respectively [38]. For this reason, the more recent ocean expeditions
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sampling efforts include multiple trophic levels and ecosystem components in an attempt to better
describe the complex microbial ecosystem structure and dynamics [39]. Describing and studying
the hosts (prokaryotes and eukaryote assemblages) alongside their viruses can help improve our
understanding of the roles of microbes in a more holistic way.

Given the patchiness of marine environments, changing rapidly both in time and space,
the definition of a unique standard sample volume remains elusive [38]. Yet fingerprint profiles
in the marine environment have shown the absence of significant difference in richness when utilizing
from 10 to 1000 mL of seawater [40] as well as the low variability of the community structure when
utilising more than 50 mL [41]. With this study, we used 250 mL of water, sampling the same seawater
mass for all three microbial components (prokaryotes, eukaryotes and viruses). Here we demonstrate
that the application of four levels of stringency allowed us to step-wise eliminate OTUs produced by
sequencing errors and/or contamination. The removal of singletons resulted in the reduction of the
overall phylotypes by around 700, while retaining over 99% of the reads. This step removed sequences
of terrestrial origin (e.g., Nicotiana and Cicer), which are not expected to occupy the marine microbiome.
Although singleton removal is a common practice, researchers do often retain these taxa under the
label of “rare” microbiome. When singletons are removed in conjunction with replication of PCR runs
a more stringent and precise description of the microbiota present in the environment can be obtained.
This filtering step (T1 on the three replicates combined) allowed us to identify around 23,000 OTUs
for the prokaryotic dataset and 3000 for the eukaryotic dataset grouping 834 and 346 as the lowest
level of assigned taxa, respectively. Furthermore, the use of replication reduced the overall retained
phylotypes when compared to individual replicates, because the duplicate values across the three
replicates were removed, leaving only unique annotations, which constituted the dominate phylotypes
of the sample. The further application of a more stringent filter, i.e., a phylotype was present with at
least 10 reads in each PCR replicate, gave us the confidence that the rare microbiota were not included
accidentally in the final dataset. However, this will invariably mean that genuine rare microbiota could
be removed. This was the case of taxa such as Chlorella, Pedinomonas, Marinobacter and Oceanicaulis,
which were removed by applying this filter level.

Bacterial composition at the location analysed by Tara Oceans expedition (station 64),
based 548 nautical miles from ours, showed high abundance of α-Proteobacteria followed by
Cyanobacteria (chloroplasts), γ-Proteobacteria and Bacteroidetes [8]. The microbial composition in
our sample revealed the dominance of Cyanobacteria (Synechococcus and Prochlorococcus) followed by
α-Proteobacteria, γ-Proteobacteria and Bacteroidetes. This Cyanobacteria dominance is more consistent
with other viral abundance data (discussed further later on). Eukaryotes collected from Tara Oceans
station 64 were dominated by the pico-nanoplankton, the Alveolata (Dinophyceae and Syndiniales
clade MALV-I-II), followed in abundance by “other protists” [7]; our station was also dominated by
Alveolata (Dinophyceae and Syndiniales). We hypothesise that the variation in composition from our
station S1 and Tara Oceans’ station 64 can be attributed to sampling different water masses as well
as different sampling seasons: Tara Oceans’ one was sampled in winter (July 2010), while our station
S1 was collected in summer (February 2012). Given these differences, it is nonetheless remarkable
how similar the microbial communities were, especially when considering the application of vastly
different sampling protocols.

Analyses of the metagenomic fraction, 0.45 μm permeate, showed that annotations based on
the assembled contigs lead to a more robust description of diversity. We found that the majority
(86%) of our data did not match any viral genomes in our curated virus database. This was similar
to what was reported by previous studies, i.e., 55% [42], 91.4% average [2], 88% [4] and 64.48% [43].
Marine viral metagenomics or metabarcoding studies currently apply various biomass or volume
concentration methods before the extraction of DNA for sequencing. Such studies applied to our area
of interest reported on the dominance of the order Caudovirales. Members of the family Phycodnaviridae
were the second most abundant viral group, often followed by the family Mimiviridae. Our study
demonstrated that a similar description of viral diversity is achievable from only 250 mL of seawater.
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The high abundance of Prochlorococcus and Synechococcus phages was consistent with the observed
dominance of their host cyanobacteria genera. Both Prochlorococcus and Synechococcus co-occurred
and dominated the prokaryotic dataset with 30% and 9% of the sequences. It is curious to note that
the Tara Oceans expedition [8] did not find any barcode sequences matching extant Cyanobacteria
lineages despite the high abundance of both Prochlorococcus and Synechococcus phages in this locality.
The reason for this anomaly might lie in the differing methodologies applied or indeed the difference
in timing of sampling. Future side-by-side methodological comparative studies might resolve the
reason behind these inconsistencies.

NCDLVs, such as Phycodnaviridae and Mimiviridae, surprisingly coincided with the presence of
diatoms and dinoflagellates. These taxa, which constituted more than 90% of the eukaryotic dataset,
are considered the most widespread protists on earth and are known to be routinely infected by RNA
viruses [44]. Nevertheless, dinoflagellates are also infected by NCLDVs [44,45] and therefore our study
suggests that further undescribed host-virus relationships can occur between dinoflagellates, diatoms
and NCLDVs.

The 0.45 μm permeate or meDNA contains dissolved genetic material associated with cellular
derived exudates (as part of the eDNA fraction [21]), viruses [20] or indeed small bacteria [46].
The comparative analyses of the two sampled size fractions revealed that bacteria and eukaryotes
identified in this environment were not the source of the entire meDNA in our sample. On average
10% and 0% of the phylotypes was found in common between the meDNA and the bacterial and
eukaryote permeate fractions, respectively. The likely explanation for the source of this DNA could
be either the presence of viruses carrying host genes, since host genes have been identified in viral
isolates or the presence of small bacteria (>0.45 μm). The latter included genera, identified in both
datasets, such as Pseudomonas, Flavobacterium, Serratia and Vibrio, which are known to pass through
0.45 μm filters [46]. Nine coding sequences of the <0.45 μm fraction had hits with 16S proteins,
six of which corresponded to Microbacterium (data not shown), and represented the main genera
identified in this fraction. Furthermore it has been shown that, in adverse conditions, Microbacterium
can present size reduction, which allowed it to pass through 0.45 μm filters [47,48]. Viruses often
acquire host genes through horizontal gene transfer and since a large proportion of genetic material
with unknown identity was also described, we hypothesise that viruses are the likely source of this
meDNA. Whether this will be the case for all locations and situations remain to be determined.
Our hypothesis contradicts Jiang and Paul [20], possibly because of their study locations being more
productive. However, their study stopped short of confirming the species identified to actually being
present in their water sample. Ultimately, eDNA, or, in our case, meDNA, do not appear to be a good
proxy for describing the microbes present in this body of water.

5. Conclusions

To our knowledge, we report for the first time that 250 mL of seawater is sufficient to provide
a comprehensive description of microbial diversity made up of 834 prokaryotic, 346 eukaryotic and
254 unique virus phylotypes. Moreover, given the paucity of fully curated marine viral genomes in
searchable viral databases, we hypothesise that the meDNA fraction will be of viral origin. This in turn
reinforces the potential of viruses to move host DNA around and even actively increase the repertoire
of functional genes within any given individual, population, community or ecosystem. Finally, we do
not recommend the use of meDNA as a proxy to describe the microbiome; however, this study needs
to be replicated in other scenarios and locations.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/3/47/s1.
Figure S1: HTML link to the Prokaryotic Krona chart, Figure S2: HTML link to the Eukaryotic Krona chart,
Table S1: 16S and 18S species lists in T0, Table S2: Common genera.
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Abstract: Prymnesium parvum is a toxin-producing haptophyte that causes harmful algal blooms
globally, leading to large-scale fish kills that have severe ecological and economic implications. For the
model haptophyte, Emiliania huxleyi, it has been shown that large dsDNA viruses play an important
role in regulating blooms and therefore biogeochemical cycling, but much less work has been done
looking at viruses that infect P. parvum, or the role that these viruses may play in regulating harmful
algal blooms. In this study, we report the isolation and characterization of a lytic nucleo-cytoplasmic
large DNA virus (NCLDV) collected from the site of a harmful P. parvum bloom. In subsequent
experiments, this virus was shown to infect cultures of Prymnesium sp. and showed phylogenetic
similarity to the extended Megaviridae family of algal viruses.

Keywords: Prymnesium parvum; haptophyte; algal bloom; algal virus; Megaviridae; NCLDV

1. Introduction

The last two decades have seen a boom in the study of marine viruses and the role that they
play in regulating both bacterial and unicellular eukaryote bloom dynamics [1,2]. Although phages
and the bacteria that they infect have been studied for many years, the more recently discovered
Acanthamoeba polyphaga mimivirus (APMV) and its Megaviridae relatives have brought about a new
age in photosynthetic protist virology. It has recently been shown that dsDNA viruses infecting algae
do not form monophyletic lineages [3], with divergence occurring even within the host division.
A good example of this evolutionary divergence can be found in viruses that infect the coccolithophore
Emiliania huxleyi (EhV) [4,5] and the prymnesiophyte Phaeocystis globosa (PgV) [6], which along with
other algal viruses have been proposed to form an extended branch of the Megaviridae [7]. It is widely
accepted that these viruses not only play a crucial role in ecosystem dynamics [8,9], but also contribute
significantly to biogeochemical cycles [10,11]. A lesser studied impact, however, lies in the role that
such viruses may play in the termination of toxic eukaryotic algal blooms. Lytic viruses that infect
the toxic raphidophyte Heterosigma akashiwo have been extensively studied [12–19] but, because of the
elusive nature of H. akashwio toxicity to fish, none of these studies sought to investigate the role of viral
infection on levels of algal toxicity.

The toxin-producing haptophyte Prymnesium parvum forms dense blooms in marine, brackish
and inland waters, devastating fish populations through the release of natural product toxins [20,21].
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The haptophytes are a diverse division of microalgae that include the bloom-forming Emiliania huxleyi
and Phaeocystis globosa, both of which play crucial roles in oceanic carbon and sulfur cycles [22,23].
Virus infection of these organisms has been studied in some detail, with the genome of the dsDNA
Phaeocystis globosa virus (PgV-16T) being recently described [3]. From a metabolomics perspective,
Phaeocystis pouchetti lysis by a strain-specific virus has been shown to cause substantial release of
dimethyl sulphide and its major precursor dimethylsulphoniopropionate [24], an action that is believed
to contribute significantly to the global sulfur cycle. Although much effort has gone into studying
the relationship between E. huxleyi and its infecting viruses, viruses infecting toxin-producing algal
species within the haptophyte family are much less well studied. These include the euryhaline species
Prymnesium spp. and Chrysochromulina spp., whose blooms can often result in severe economic damage
through loss of fish stocks [25,26]. Viruses that infect the non-toxic P. kappa have recently been described,
but to date no viruses have been isolated and characterized that infect the toxin-producing P. parvum
species, even though Schwierzke et al. have previously suggested a role for viruses in regulating
natural P. parvum populations [27].

In this study, we isolated a novel lytic virus of P. parvum 946/6, Prymnesium parvum DNA virus
BW1 (henceforth referred to as PpDNAV), from the site of a recent harmful bloom event of this species
in Norfolk, England. We show that the virus has a typical narrow host range; using morphological
characterisation and phylogenetics, we also show that the virus lies in the recently described clade of
algal megaviruses.

2. Materials and Methods

2.1. Prymnesium parvum Culture Conditions

For choice of host cell, P. parvum 946/6 was obtained from the Culture Collection of Algae and
Protozoa (CCAP—www.ccap.ac.uk). The additional 14 strains used for host range screening were
obtained from the Marine Biological Association Culture Collection (https://www.mba.ac.uk/culture-
collection/). Batch cultures were maintained at 22 ◦C on a 14:10 light cycle at 100 μmol·photons·m−2·s−1.
Cultures were grown in f/2–Si medium at a salinity of 7–8 practical salinity unit (PSU). Under these
conditions, cell densities of ~3 × 106 cells·mL−1 could be achieved after 12–16 days of growth.

2.2. Isolation of Lytic Virus Particles

PpDNAV was isolated from surface water samples taken at various locations on Hickling Broad,
Norfolk, England on 9 February 2016. In brief, 4 × 100 mL water samples from various locations around
the Broad were centrifuged at 3000× g and the supernatant subsequently filtered through 0.45 μm
pore-size filters (Sartorius AG, Goettingen, Germany). The resulting solutions were then concentrated
100- to 200-fold using 100 kDa MW cut off spin filters (Amicon Ultra 15, Merck Millipore, Watford, UK)
to give 0.5 to 1 mL of viral concentrate, which was stored at 4 ◦C in the dark until use. Small volumes
(0.2 mL) of concentrate from each location were added to 1.8 mL of exponentially growing cultures
of P. parvum 946/6. Blank culture medium was used as a control. Cultures were visually inspected
for signs of cell lysis (culture clearing) after 7–10 days where the control cultures continued to grow.
Culture clearing was then followed up by Transmission Electron Microscopy (TEM) analysis of the
culture lysates. Clonal populations of PpDNAV were obtained by taking the supernatant of a lysed
culture, and exhaustively diluting with media. These diluted samples (0.2 mL) were added to 1.8 mL
of an exponentially growing culture of P. parvum 946/6. The highest dilution that still produced cell
lysis after seven days was taken through to the next round. This was repeated at least three times and
resulted in a population of PpDNAV free of morphologically different viruses, as judged by TEM.

2.3. Transmission Electron Microscopy

For TEM analysis of virus-like particles (VLPs) in culture supernatant, 2 mL of a virus-lysed
culture was filtered through 0.45 μm filters and 10 μL of the filtrate was adsorbed onto a 400 mesh
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copper palladium grid with a carbon-coated pyroxylin support film before being negatively stained
with 2% aqueous uranyl acetate [28]. The grids were viewed in a FEI Tecnai 20 transmission electron
microscope (Eindhoven, The Netherlands) at 200 kV and digital TIFF images were taken with an AMT
XR60B digital camera (Deben, Bury St Edmunds, UK).

For analysing intracellular VLPs, 1 mL of infected cultures of P. parvum 946/6 was taken at 24 and
48 h post-infection (p.i.). These were centrifuged at 3000× g to pellet algal cells and the supernatant was
discarded. The pellet was washed twice with sterile medium. The pelleted cells were then resuspended
in 2.5% (v/v) aqueous glutaraldehyde solution and left overnight. This suspension was then centrifuged
at 3000× g to pellet the algal cells. Half the volume of the supernatant was then discarded and an
equal volume of warm (60 ◦C) low gelling temperature agarose (Sigma Aldrich, Haverhill, UK) was
added, before resuspension of the cells and placing on ice to solidify. The solidified samples were then
put into 2.5% (v/v) glutaraldehyde with 0.05 M sodium cacodylate, pH 7.3 [29] and left overnight.
Using a Leica EM TP machine (Leica Microsystems, Cambridge, UK), the samples were washed in
0.05 M sodium cacodylate and then post-fixed with 1% (w/v) OsO4 in 0.05 M sodium cacodylate for
60 min at room temperature. After washing and dehydration with ethanol, the samples were gradually
infiltrated with LR White resin (London Resin Company, London, UK) according to the manufacturer’s
instructions. After polymerization, the resulting material was sectioned with a diamond knife using a
Leica EM UC6 ultramicrotome (Leica Microsystems). Ultrathin sections of approximately 90 nm were
picked up on 200 mesh gold grids that had been coated in pyroxylin and carbon. The grids were then
contrast-stained with 2% (w/v) uranyl acetate for 1 h and 1% (w/v) lead citrate for 1 min, washed in
distilled water and air-dried. The grids were then viewed with a FEI Tecnai 20 transmission electron
microscope (Eindhoven, The Netherlands) at 200 kV and digital TIFF images were produced.

2.4. Host Specificity

Fifteen different strains of Prymnesium were tested in triplicate for signs of cell lysis by PpDNAV
using the infection methodology described above. Cell lysis, as observed by culture clearing, was noted
for five of the 15 strains tested (Table 1).

Table 1. Host range of PpDNAV. + lysed culture, − culture not lysed.

Genus/Species Strain Code Lysis with PpDNAV

Prymnesium parvum 946/6 +
Prymnesium parvum 94A -
Prymnesium parvum 94C +
Prymnesium parvum 579 -

Prymnesium patelliferum 527A +
Prymnesium patelliferum 527C +
Prymnesium patelliferum 527D -

Prymnesium sp. 522 -
Prymnesium sp. 569 -
Prymnesium sp. 592 +
Prymnesium sp. 593 -
Prymnesium sp. 595 -
Prymnesium sp. 596 -
Prymnesium sp. 597 -
Prymnesium sp. 598 -

2.5. Infection Cycle

The virus–algae lytic cycle was investigated by accurately recording algal cell abundance during
an infection cycle. A late-log phase culture of P. parvum 946/6 was infected with PpDNAV (0.1% v/v)
and triplicate 2 mL aliquots were taken at various time points post infection (p.i.). These were diluted
with 0.2 μm filtered seawater prior to counting using a Multisizer 3 Analyser (Beckman Coulter,
High Wycombe, UK) fitted with a 100 μm aperture tube. The control culture continued to grow
throughout the experiment, whilst the infected algal culture was lysed rapidly after 48 h.
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2.6. Chloroform Sensitivity

To test the virus sensitivity to chloroform, an adaptation of the method of Martínez Martínez et al.
was employed [30]. Briefly, 1 mL of 0.45 μm-filtered PpDNAV was added to an equivalent volume of
chloroform and shaken vigorously for 5 min. The resulting mixture was then centrifuged at 4000× g
in a benchtop centrifuge for 5 min to separate the organic and polar layers. The aqueous phase
was transferred by pipetting to a clean microcentrifuge tube and incubated at 37 ◦C for 1 h to
remove residual chloroform. As a control, 1 mL of chloroform was added to 1 mL of f/2 medium.
Chloroform-treated PpDNAV, chloroform-treated medium and untreated PpDNAV were added to
P. parvum 946/6 as described above in the infectivity experiment protocol; signs of lysis, as judged by
culture clearing, were recorded after one week.

2.7. Viral DNA Extraction, Sequencing, and Phylogenetic Analyses

For DNA extraction, 1 L of late log phase P. parvum 946/6 was infected with axenic PpDNAV
(0.1% v/v). Lysis was allowed to occur over a period of five days, by which point almost all cells
had been lysed. The culture was centrifuged at 6500× g to pellet cell debris, before being filtered
through 0.22 μm filters to remove remaining cell debris or contaminating bacteria. The filtrate was
incubated for 72 h with 100 μg/mL carbenicillin before being concentrated to 30 mL using 100 kDa
mw cut-off spin filters. Ultracentrifugation at 150,000× g was used to pellet viral particles, and these
were re-suspended in 2 mL of � = 1.4 CsCl and layered onto a CsCl gradient which was resolved at
150,000× g for 18 h. Fractions from � = 1.3 to � = 1.4 were pooled and DNA extracted using a PureLink
Viral RNA/DNA Kit, according to the manufacturer’s protocol.

An amount of 1 μg of purified viral DNA was then sent to The Earlham Institute, UK, for Illumina
MiSeq sequencing (Illumina, Inc., San Diego, CA, USA) and assembly. The initial assembly was then
analysed using GeneMarkS [31] which identified 332 protein-coding sequences. BLASTp analysis
was then performed against the National Center for Biotechnology Information (NCBI) GenBank
nonredundant (nr) protein sequence database [32] to identify major capsid protein and DNA Pol B
candidates. Nucleic acid and amino acid sequences for the major capsid protein (MCP) and DNA
Polymerase B (DNA polB) were submitted to Genbank with the accession codes KY509047 and
KY509048, respectively.

Phylogenetic analysis was performed using the obtained sequences for MCP and DNA polB,
as well as other related sequences from previously discovered algal viruses, identified using
BLASTp. These sequences were aligned using the default settings of multiple sequence alignment
software version 7 (MAFFT) [33], and trees were constructed from the neighbour-joining method [34]
(midpoint-rooted) using Molecular Evolutionary Genetics Analysis version 7.0 (MEGA7) [35].

3. Results

3.1. Isolation of Lytic Virus Particles

PpDNAV isolation was conducted from water samples collected at Hickling Broad,
Norfolk, England. Among four water samples from which viral lysates were prepared, lysis of
P. parvum 946/6 occurred with three samples (Figure 1). Transmission electron micrographs of the
viral lysates showed that icosahedral VLPs were present in all three samples, but samples 1 and
2 also contained significant levels of phage-like particles; we suspect that these were a result of
infection with the low levels of bacteria that were present in the non-axenic P. parvum 946/6 cultures.
To avoid further downstream separation of viruses, we chose to continue working with sample
4 only (sourced at—52◦44′19.12” N, Long—1◦34′39.49” E), which appeared by TEM to be free of
phages. After a triplicate dilution series, the resulting monoclonal viral lysate still lysed the host
cells and TEM of thin-sectioned cells confirmed the presence of VLPs (Figure 2A,B); thereby fulfilling
Koch’s postulates.
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Figure 1. (Top) control culture; (Bottom) ‘Cleared’ culture 96 h post viral infection.

Figure 2. (A) Thin-sections of healthy P. parvum 946/6 cells; (B) Thin-sections of P. parvum 946/6 48 h
post infection. (C) Free Prymnesium parvum DNA virus (PpDNAV) particles in culture supernatant 72 h
post infection. C: chloroplast; V: contractile vacuole; N: nucleus; S: scales; M: mitochondria, P: pyrenoid.
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3.2. Virus Morphology, Host Range, and Infectious Properties

Transmission electron microscopy of isolated and intracellular (thin sectioned) viruses revealed
an icosahedral capsid with an average diameter of 221 nm (n = 71) (Figure 2). Although no external
viral lipid membrane was evident, some viral particles showed an internal white ‘halo’ between the
capsid and the DNA of PpDNAV, suggestive of the virus having an internal membrane. The presence
of a viral factory or viroplasm [36] in the host cytoplasm, and in some cases an imperfect vertex or
a tail-like structure were also observed (Figures S1 and S2). As seen in Figure 2B, establishment of a
viral factory in the host cytoplasm also results in a loss of the nuclear envelope and therefore loss of
the nucleus. This was observed in the majority of infected cells examined at 48 h p.i.

Fifteen different strains of Prymnesium were screened for sensitivity to PpDNAV (Table 1).
PpDNAV was found to be sensitive to chloroform, whereby the chloroform-treated virus no longer
caused lysis of P. parvum 946/6 (Figure S3). This supports the notion of a viral membrane in this system.

The lytic cycle of the virus was explored to determine both the incubation period and eclipse
period (Figure 3). At 48 h p.i., the cells had clearly lost mobility and sedimented at the base of the
culture flask. Re-suspension of the cells by shaking led to similar cell counts as seen at 24 h p.i.,
as determined by Coulter counting. The time before symptoms of viral infection, the incubation period,
was therefore judged to be 24 h. The eclipse period reflects the time between infection and appearance
of mature virus particles within the host; as new mature virions were first observed 48 h p.i., the eclipse
period was judged to be 24–48 h. At 72 h p.i., the onset of cell lysis had occurred. PpDNAV appeared
to lyse >95% of host cells by 120 h p.i., whilst uninfected control cultures continued to grow over the
full course of the experiment.

Figure 3. PpDNAV infection cycle propagated on P. parvum 946/6. Graph shows the average number
of algal cells in control cultures (squares) and PpDNAV infected cultures (circles). Error bars represent
the standard error for triplicate cultures.

3.3. Genome Sequencing and Phylogenetic Analysis

Predicted proteins from the initial genome assembly included the MCP1 protein (KY509047) and
DNA polB (KY509048) which were used for phylogenetic analysis. The 525 aa sequence for MCP1
was found to have 91% sequence similarity to the major capsid protein 1 of Phaeocystis globosa virus
(YP_008052475.1) and 84% similarity to MCP1 of Organic Lake Phycodnavirus 2 (ADX06358.1) with
E-values of 0.0 in each case. This alignment allowed construction of a phylogenetic tree (Figure S4)
that shows clustering with other megaviruses, including PgV-16T.

For DNA polB (KY509048), the 1281 aa sequence displayed 77% sequence similarity to DNA
polB of PgV-16T (YP_008052566.1) and 64% similarity to DNA polB of Organic Lake phycodnavirus 2
(ADX06483.1). The resulting phylogenetic tree (Figure 4) shows a similar clustering of PpDNAV to
the algal Megaviridae family, but also illustrates an obvious divergence between algal viruses that
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fall within the Megaviridae family and those that do not; with EhV-86 and Heterosigma akashiwo virus
(HaV)-1 rightfully placed outside of the Megaviridae clade.

Figure 4. Phylogenetic clustering of PpDNAV with other large algal Megaviridae. Alignment was
performed using the default settings of multiple sequence alignment software version 7 (MAFFT) [33],
and the neighbour-joining method (midpoint-rooted) [34] was used to construct a tree from 19 viral
DNA Polymerase Beta (polB) sequences using Molecular Evolutionary Genetics Analysis version 7.0
(MEGA7) [35]. The final tree was based on 630 ungapped positions, 500 resampling permutations,
and was collapsed for bootstrap values <50. The tree shows that PpDNAV clusters with the well-defined
clade of Megaviridae and the algal-infecting Megaviridae (red), and not with the Phycodnaviridae (blue).

4. Discussion

Haptophytes are abundant in marine waters but can also thrive in brackish inland waters.
Whilst a significant amount of work has been done on the marine dwelling coccolithophore Emiliania
huxleyi and its associated viruses, little work has looked at the toxin-producing members of the
haptophytes. In the present study, we isolated and characterized a novel megavirus, PpDNAV, from
brackish inland waters where harmful blooms of Prymnesium parvum frequently occur [37]. We showed
that this lytic virus was able to infect P. parvum 946/6, later expanded to five out of 15 Prymnesium
strains tested. Morphological and phylogenetic analysis of two core dsDNA virus conserved genes
suggests that this virus belongs to the extended Megaviridae family of algal-infecting viruses.

Transmission electron microscopy of negatively stained virus particles from a lysed culture
supernatant revealed icosahedral capsids with an average diameter of 221 nm. Many particles appeared
to have one imperfect vertex, with some showing material protruding from what appeared to be
a stargate [38] (Figure S1). These likely represent particles in an advanced stage of packing or unpacking
genetic material [38], and suggested early on that PpDNAV lies in the extended Megaviridae branch
of algal viruses. Thin sections of infected P. parvum 946/6 cells showed evidence for a viroplasm
as the site of replication, where empty capsids could be seen closer to the centre of the viroplasm
(Figure S2). This further supported the inclusion of PpDNAV in the extended Megaviridae family [39].
The infectivity of PpDNAV is chloroform sensitive (Figure S3), and the lack of an obvious external lipid
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membrane observed by TEM may suggest that internal membrane/s are present; although chloroform
sensitivity cannot always be used to confirm lipid membrane presence [40].

New mature virions were first observed by electron microscopy at 48 h p.i., so the eclipse period
of the virus in infected algal cells was estimated to be 24–48 h. At 48 h, the algal cell count as recorded
by Coulter counting was still the same as at 24 h, but a complete sedimentation of cells had occurred,
suggesting a loss in motility and a likely shutdown of important cellular processes. By 72 h, a rapid
decline in cell abundance could be observed, showing that the loss of motility precedes the host lysis
event, as is seen for some other flagellated algae [18]. In its natural environment, this may lead to
accumulation of viral particles at the sediment surface rather than dispersed in the water column.

The algal host species specificity of PpDNAV was assessed against P. parvum 946/6, which had
been kept in 7–8 PSU f/2 medium for two years, and 14 other Prymnesium strains which had been
maintained in a full strength seawater medium. Initially, PpDNAV only infected P. parvum 946/6,
but after ~6 months of sub-culturing of the other 14 strains in 7–8 PSU f/2 medium, the host range
broadened to five out of the 15 strains. We speculate that the change in salinity contributed to the
change in sensitivity to PpDNAV; recent work by Nedbalová et al. [41] suggests that a change in
membrane lipid composition in different salinities may account for this situation. This somewhat less
restricted host range is similar to that found for Haptolina ericina virus (HeV RF02), Prymnesium kappa
virus (PkV RF01) and Prymnesium kappa virus (PkV RF02) [42]. Taken together, this suggested that
PpDNAV was a member of the algal Megavirus family [43].

Phylogenetic analysis using sequences for MCP1 and DNA polB of PpDNAV confirmed
morphological findings, showing that PpDNAV clusters amongst the algal viruses belonging to
the Megaviridae family, such as PgV-16T [3,6], Chrysochromulina ericina virus (CeV) [44], Pyramimonas
orientalis virus (PoV) [45] and the recently reassigned Aureococcus anophagefferens virus (AaV) [46].
With the exception of Emliania huxleyi virus (EhV-86), which appears to branch independently, the close
clustering of viruses infecting haptophytes, as well as the chlorella viruses clustering together, supports
the notion that viruses co-evolve with their hosts [6,46,47].

Of the algal viruses compared in this study, only HaV-1 is known to infect a toxin producing
host [12–14]. However, the toxic metabolites responsible for bloom toxicity are not established in
Heterosigma akashiwo, making studies of viral impact on toxicity difficult. On the other hand, reports of
toxic P. parvum metabolites are numerous and include fatty acids [48], glycerolipids [49] and very large
ladder-frame polyether toxins, known collectively as the prymnesins [50–52]. Reports of cases of toxic
and non-toxic blooms of Prymnesium and other harmful algal species [37] has led to speculation that an
ecological trigger exists for toxicity. While efforts have been made to associate nutrients, pH and other
conditions to bloom toxicity [21], the identity of the full spectrum of toxicity-causing agents remains to
be establshed; there may conceivably be a role for viral infection in Prymnesium cell lysis and hence
toxin release. We now have the opportunity to use this algae–virus system in clearing up some of
these unanswered questions. Further studies into the effect of viral infection and host algal cell lysis
on toxic bloom events need to be explored in order to fully understand the underlying mechanisms
behind production and release of toxins from Prymnesium. In addition, as further sequences of algal
viruses become available, new opportunities will open up for accurate monitoring of viral population
fluctuations with respect their host. Furthermore, the increase in characterized viruses will provide
more information when analysing metagenomic data sets such as those generated by the Tara Oceans
expedition [53,54]. Hence the discovery and characterization of PpDNAV in this study will aid this
burgeoning field of scientific endeavour.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/3/40/s1.
Figure S1: Electron micrographs showing PpDNAV particles with an imperfect vertex; Figure S2: Electron
micrographs showing both mature and immature virions close to a viroplasm; Figure S3: Chloroform sensitivity
as judged by culture clearing; Figure S4: Neighbor-joining phylogenetic tree of MCPs.
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Abstract: Outnumbering all other biological entities on earth, bacteriophages (phages) play critical
roles in structuring microbial communities through bacterial infection and subsequent lysis, as well as
through horizontal gene transfer. While numerous studies have examined the effects of phages on
free-living bacterial cells, much less is known regarding the role of phage infection in host-associated
biofilms, which help to stabilize adherent microbial communities. Here we report the cultivation
and characterization of a novel strain of Shewanella fidelis from the gut of the marine tunicate
Ciona intestinalis, inducible prophages from the S. fidelis genome, and a strain-specific lytic phage
recovered from surrounding seawater. In vitro biofilm assays demonstrated that lytic phage infection
affects biofilm formation in a process likely influenced by the accumulation and integration of the
extracellular DNA released during cell lysis, similar to the mechanism that has been previously
shown for prophage induction.

Keywords: Shewanella; bacteriophage; biofilm; extracellular DNA

1. Introduction

A significant proportion of microbes in the marine environment, including both bacteria and
bacteriophages (i.e., phages), are associated with eukaryotic hosts, where they form stable symbiotic
relationships. These symbiotic relationships are often specific and necessary in maintaining animal
health via carefully orchestrated exchanges (i.e., homeostasis). Although phages are the most abundant
biological entities in the natural world [1,2], little is known about their role in structuring and
maintaining host-associated microbial communities, or how they influence bacteria within a biofilm,
a lifestyle many aquatic bacteria exhibit. Even less is known about how perturbation of these microbial
communities influences the eukaryotic host. Many animals maintain a “core” assemblage of bacteria
(i.e., a core microbiome) that likely provides advantages to the host [3–5]. Some of these bacteria are
consistently found within the same environments (e.g., animal intestines) and across diverse animal
hosts, where they are presumed to serve distinct functions for either the animal host and/or the
surrounding microbes. One such bacterial genus is Shewanella [6–9].

Shewanella species from a wide range of environments are known for their highly versatile
metabolic capabilities that utilize diverse electron acceptors including nitrate, nitrite, thiosulfate,
elemental sulfur, iron oxide and manganese oxide [10–12]. Shewanella species shuttle electrons across
their membranes during anaerobic respiration, resulting in electrical activity within their biofilms and
the transformation of insoluble compounds to bioavailable ones. Interestingly, biofilms with electrical
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activity have been documented to influence host cellular responses [13]. These bacteria make stable
biofilms and because they can respire almost any compound, they likely represent important symbionts
of animals as well. Despite extensive genomic rearrangements within Shewanella genomes [14],
members of the genus retain a core set of metabolic genes that facilitate their survival in diverse
environments [15], including the gut of a number of organisms [6–9]. Shewanella putrefaciens, which is
closely related to S. fidelis, has shown promise as a probiotic for aquaculture [16], further emphasizing
important roles for Shewanella in aquatic animal-microbe relationships.

To date, a number of Shewanella phages (both lytic and temperate) have been described from
marine and freshwater environments [17–21], and in Shewanella oneidensis, prophages have also been
implicated as vital for biofilm formation through excision-mediated lysis [21]. Stably integrated
prophage-like elements are common within the genomes of most marine bacterial species [22],
and prophages are also thought to be important among bacteria that colonize the gut mucosa of
animals [23], often forming biofilms [24,25]. These biofilms are thought to serve as physical structures
that can enhance pathogen defense by contributing to physical barriers, and through the production of
diverse antimicrobials [26,27].

To begin to understand the role of phages in shaping the microbiome of sessile, filter-feeding
marine invertebrates, we isolated and characterized a core member of the gut microbiome in the
tunicate, Ciona intestinalis [4]. This novel strain of Shewanella fidelis (3313) was sequenced, and its
inducible prophages and a strain-specific lytic phage (SFCi1, which was isolated separately from
seawater) were characterized. Previously, it has been shown that spontaneous prophage induction can
augment biofilms in some strains of bacteria [28–31]; we demonstrate here that infection of S. fidelis 3313
by lytic phage SFCi1 also enhances biofilm formation in vitro in a similar DNA-dependent manner.

2. Materials and Methods

2.1. Bacterial Isolation from the Gut of Ciona Intestinalis

Ciona intestinalis specimens were collected from Mission Bay in San Diego (M-REP Animal
Collection Services, San Diego, CA, USA) during the Spring of 2014. Animals were cleared for 48 h in
seawater filtered through a 0.22 μm pore size filter (Millipore Sterivex, Merck, Darmstadt, Germany)
(with water changes every several hours), before the entire gut (stomach, midgut, hindgut) of five
animals was dissected and homogenized using a dounce homogenizer. The gut homogenate was
filtered through a 0.45 μm pore size filter (Millipore Sterivex, Merck) to remove host tissue, and the
bacteria were pelleted by centrifugation at 12,500 xg for 10 min and washed three times through
resuspension and centrifugation in 1 mL of sterile (filtered through a 0.22 μm pore size filter and
autoclaved) artificial seawater (Instant Ocean AS9519, Marine Depot, Garden Grove, CA, USA).
Serial dilutions of the bacterial homogenate were plated on marine agar (MA) 2216 (Becton Dickinson
Company, Franklin Lakes, NJ, USA). Colonies displaying distinct phenotypes were randomly chosen,
purified by streaking, and grown separately in the corresponding liquid broth (marine broth (MB) 2216,
pH 7.6) at 20 ◦C; subsequently, a 20% glycerol stock was made for each isolate and stored at −80 ◦C.
DNA was isolated using the PowerSoil DNA Kit (MoBio Laboratories, Carlsbad, CA, USA) and the 16S
rRNA gene amplified using universal primers 27F and 1492R [32] (polymerase chain reaction (PCR)
conditions: denature at 95 ◦C for 5 min, cycle 35 times through 94 ◦C for 30 s, 56 ◦C for 30 s, 72 ◦C for
1 min 30 s, and end with a final extension at 72 ◦C for 10 min), sequenced via the Sanger platform and
identified using BLAST against the NCBI non-redundant database [33].

2.2. Phage Isolation, Propagation, and Purification for Transmission Electron Microscopy

S. fidelis 3313 recovered from the Ciona gut homogenate was screened for lytic phages via standard
plaque assays using seawater from which the animals were shipped (i.e., bag water) filtered through a
0.22 μm pore size filter. Approximately 500 mL of the filtered seawater was concentrated using Amicon
Ultra-15 concentration units (molecular weight cut-off (MWCO) 100 kDa; EMD (Merck Millipore,
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Darmstadt, Germany) by centrifugation to a final volume of ~15 mL. Lytic phages were isolated with
the double agar method (0.5% low-melt top agar) [34] using the prepared seawater concentrate and the
bacterial host grown to log phase (OD600 = 0.25) in MB. Each plaque was then cored, plaque-purified
three times and resuspended in 500 μL of sterile modified sodium magnesium (MSM) buffer (450 mM
NaCl, 102 mM MgSO4, 50 mM Tris Base, pH 8). The purified phage was propagated on S. fidelis 3313
lawns on MA at room temperature. The resulting lysate was filtered through a 0.22 μm pore size filter
and stored in MSM buffer at 4 ◦C.

To estimate phage–host growth dynamics including the latent period and burst size, a one-step
infection curve was performed according to Hyman and Abedon [35], with slight modifications.
Latent period is defined as the period between the adsorption time and the initial phage lysis of the
bacterial culture, prior to any significant rise in phage particles [35]. For this procedure, a 10 min
adsorption step at a multiplicity of infection (MOI) of 1 was followed by centrifugation at 13,000× g for
30 s to pellet the bacteria with adsorbed phages. The pellet was then resuspended in 1 mL of sterile MB.
Triplicate samples were taken at 10 min intervals for up to 2 h and directly plated using the double
agar method to determine phage titer. Additionally, burst size was measured as the ratio of final phage
particles to the number of bacterial cells at the onset of phage exposure.

A portion of the lysate was further purified via cesium chloride (CsCl) gradient
ultracentrifugation [36] for morphological analysis by transmission electron microscopy (TEM) using
an Hitachi 7100 (Hitachi Ltd., Tokyo, Japan). The purified virus particles were prepared for imaging
on a formvar grid (Electron Microscopy Sciences, Hatfield, PA, USA) using a negative stain with 2%
uranyl acetate, as described previously [37]. Images were captured using an Orius SC600 bottom
mount camera (Gatan Inc., Pleasanton, CA, USA) at 100 kV. A separate aliquot of this purified viral
suspension was reserved for DNA extraction using the QIAmp MinElute Virus Spin Kit (Qiagen Inc.,
Valencia, CA, USA) and for sequencing, as described below.

2.3. DNA Extraction, Sequencing and Analysis

Shewanella fidelis 3313 was cultured in MB overnight at 20 ◦C with shaking at 90 RPM, and its
lytic phage was propagated and purified as described above. Bacterial DNA was extracted using the
PowerSoil DNA Kit (MoBio Laboratories, Carlsbad, CA, USA) as described above. All viral DNA
was amplified using a GenomiPhi V2 DNA amplification kit (GE Healthcare Life Sciences, Pittsburgh,
PA, USA) to generate adequate template for sequencing (~1 μg). To minimize bias introduced by the
amplification process, three identical reactions were prepared and pooled.

Bacterial, phage and prophage DNA were sequenced with the Illumina MiSeq platform generating
mate-pair (2 × 250) libraries (Operon, Eurofins MWG Operon LLC, Huntsville, AL, USA). The NuGen
UltraLow DNA kit was used (Eurofins, Louisville, KY, USA) to prepare libraries, and DNA quality
was assessed on a BioAnalyzer 2100 (Agilent Technologies, Santa Clara, CA, USA), with size selection
(400–600 bp) conducted to remove outlier DNA fragments after sonication. The resulting mate-pair
reads were assembled using approaches described in Deng et al. [38], first by a de Bruijn graph
assembler (Velvet de novo assembler with a k-mer of 35 (phage) and 27 (bacteria) [39]), followed by
the default consensus algorithm in Geneious 8.1.7 (Biomatters Ltd, Auckland, New Zealand) [40].
Viral genome open reading frames (ORFs) were identified using Glimmer3 [41] through Geneious 8.1.7;
annotations were improved with the BLASTX algorithm against non-redundant protein databases
in GenBank, Protein Data Bank (PDB), SwissProt, Protein Information Resource (PIR) and Protein
Research Foundation (PRF) via Geneious 8.1.7. All resulting bacterial contigs were uploaded to the
Rapid Annotation using Subsystem Technology (RAST) server [42,43] under sample ID mgs422948,
with full annotations based on the SEED Database. All contigs passed Metagenomics (MG)-RAST
quality control and all predicted proteins were annotated. The complete 16S rRNA gene of S. fidelis
3313 was compared via PHYML maximum likelihood trees to other described Shewanella species
in the GenBank database (Figure S1). The closest species was determined to be Shewanella fidelis
(ATCC BAA-318; GenBank ID: 17801). All assembled contigs greater than 1500 bp (a total of 24) were
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compared to this nearest neighbor to determine average nucleotide identity (ANI) of the entire genome
using the ANI calculator [44]. Genomes with ANI values above 95% are considered to belong to the
same species [45].

2.4. Prophage Induction and Identification

Prophage regions were identified and annotated by screening all bacterial contigs using the
VirSorter pipeline [46]. To determine if S. fidelis 3313 possessed any inducible prophages, mitomycin C
was introduced to an early log-phase culture (OD600 of 0.025) at a final concentration of 1 μg/mL and
incubated for 24 h [47]. The resulting culture, along with an untreated control culture, was then stained
with SYBR Gold nucleic acid stain and induced phage particles were enumerated using epifluorescence
microscopy, as described previously in Patel et al. [48]. Induced phage particles were then CsCl-purified
and treated with 2U of DNase I Turbo (Invitrogen, Carlsbad, CA, USA), before DNA was extracted
using the QIAmp MinElute Virus Spin Kit (Qiagen Inc.). Mate-pair (2 × 250) libraries were produced
using the NuGen UltraLow DNA kit, quality controlled with the BioAnalyzer as previously stated
(Operon, Eurofins MWG Operon LLC), and sequenced on the Illumina MiSeq platform. Reads were
then mapped back to the assembled S. fidelis 3313 genome utilizing the Geneious 8.1.7 software,
with default parameters to determine which of the predicted prophages were induced. Additionally,
TEM analysis of the CsCl-purified induced prophage fraction was performed as described above.

2.5. Biofilm Assays

Single colonies of S. fidelis 3313 were grown in MB at 20 ◦C overnight with shaking at 90 RPM.
Concentration was estimated by optical density at OD600 based on previously-calibrated growth curves
and colony forming units (data not shown). For biofilm assays, stationary cultures were diluted to a
final concentration of 106 cells mL−1 (early log phase OD600 of 0.025), and phages were added at 106

plaque forming units (PFUs) mL−1 immediately before plating. All bacterial treatments and controls
were plated on 12-well plates (Thermo Scientific, Waltham, MA, USA) in triplicate; bacteria were also
plated in duplicate on 35 mm glass bottom dishes (No. 1.5, uncoated; MatTek Corporation, Ashland,
MA, USA) for extracellular DNA detection using the TOTO-1 Iodide 514/533 stain (Molecular Probes,
Invitrogen) and counterstained for live cells using SYTO60 red (Molecular Probes, Invitrogen) [49].
Additionally, purified salmon sperm DNA (Invitrogen) was added to separate cultures at a final
volume of 300 ng mL−1. All stationary culture dishes were incubated at 20 ◦C for up to two days
to allow biofilm formation, before excess liquid and planktonic bacteria were removed by gentle
pipetting. To quantify biofilm formation, culture dishes were allowed to dry, and then subsequently
stained with a 0.1% crystal violet solution for 10 min, as per Merritt et al. [50]. Crystal violet was
removed by decanting, and the dishes were washed twice with distilled water to remove excess
stain and then allowed to dry completely. The dried crystal violet was resuspended in 30% acetic
acid for ~10 min, and the OD590 was determined for each culture dish [50]. At each time point,
biofilms in the 12-well dishes and one of the MatTek dishes at 24 h (when the difference was the
most drastic) were treated with 2U of DNase I Turbo (Invitrogen), for 10 min at 37 ◦C. Both dishes
for fluorescent microscopy staining were then washed once with 1× PBS before TOTO-1 staining for
10 min. Excess dye was then removed and the biofilm washed twice in 1× PBS before counterstaining
with SYTO60 for 10 min. Excess dye was removed, washed once in 1× PBS and held in 1× PBS
for imaging of 10 random fields using the Leica Application Suite (Leica Microsystems, Wetzlar,
Germany) and the Metamorph version 7.5 software (Molecular Devices, LLC, Sunnyvale, CA, USA),
using consistent exposure, aperture, and magnification settings. Images were exported as TIF files
from Metamorph (Molecular Devices) and imported into ImageJ 1.48v [51]. Without any additional
enhancements, the channels were separated, thresholds permanently set, signal intensity was averaged
and standard deviations determined over the area selected.
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3. Results

3.1. Bacterial Cultivation and Genome Sequencing

The 16S rRNA gene of S. fidelis 3313 is identical to the V3-V4 region of a core operational
taxonomic unit (OTU) described previously from the Ciona gut [4]; members of the core microbiome
likely are of functional relevance within the host, perhaps provisioning nutrients or essential
elements, or contributing to the establishment of gut-associated bacterial communities. Next-generation
sequencing of the S. fidelis 3313 genome resulted in 5,940,000 reads which assembled into 129 scaffolds
(N50 = 937,903), with an average coverage of 527× and a mean guanine-cytosine (GC) content of 43.3%.
Collectively, these scaffolds contained 3,536 predicted ORFs, all of which could be annotated through
at least one of the four MG-RAST protein databases [42,43]. Pairwise sequence identity comparisons
and nearest neighbor analyses suggest that isolate 3313 from the Ciona gut is related most closely to a
partially-sequenced S. fidelis species previously isolated from sediments and seawater in the South
China Sea [52]. The near-full-length 16S rRNA gene of the S. fidelis 3313 isolate is 99% identical to this
previously-described S. fidelis (Figure S1), and was deposited separately into GenBank (ID: KY696838);
however, the assembled genomic contigs reveal an average overall nucleotide identity of 97.35%
(Figure S2), making isolate 3313 a novel strain of Shewanella fidelis [45,53].

3.2. Prophage Induction and Genome Sequencing

VirSorter screening of the S. fidelis 3313 assembled genome revealed the presence of at least three
genetic loci with sequence similarities to previously-described prophages. To determine if S. fidelis 3313
possessed inducible prophages, cultures in early log phase (OD600 = 0.025) were treated overnight with
mitomycin C, a commonly-used mutagen for prophage induction; the resulting virus-like particles
(VLPs) were enumerated via epifluorescence microscopy (Figure 1). Mitomycin C induction resulted
in an increase in VLPs (Figure 1A), concurrent with a decrease in culture turbidity as measured by
optical density (Figure 1B).
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Figure 1. (A) Viral-like particles (VLPs) enumerated via epifluorescence microscopy after mitomycin C
induction of Shewanella fidelis 3313. (B) Bacterial turbidity measured at OD600. All measurements were
recorded at 24 h after treatment.

Imaging of the same supernatant after cesium chloride (CsCl)-purification by transmission
electron microscopy (TEM) confirmed two morphologies of intact phage particles (Figure 2). The DNA
of these purified phage particles was then sequenced and mapped to the S. fidelis 3313 genome,
verifying that they represent two intact and active prophage elements. The first prophage, detected in
contig 6, spans 19,321 bp and is predicted to encode 31 genes. This prophage, hereby referred to
as SFPat, encodes mostly hypothetical proteins. The second prophage, hereby referred to SFMu1,
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was detected in contig 7, spans 45,796 bp, and is predicted to encode 57 genes. Phage SFMu1
possesses several Mu-like gene elements described previously in a number of Gram-negative bacteria,
including Shewanella oneidensis [54]. Annotations of predicted ORFs corresponding to each of these
elements are outlined in Supplementary Materials Tables S1–S2.

Figure 2. Representative transmission electron microscopy (TEM) images of mitomycin C-induced
phages recovered from the supernatant of S. fidelis 3313.

3.3. Lytic Phage Isolation and Genome Sequencing

To identify phages capable of lytic infection of S. fidelis 3313, water from the collection site
(also used in shipping live animals) was sequentially filtered, concentrated, and screened by standard
plaque assays. A candidate lytic phage was identified, amplified, purified, and sequenced. The S. fidelis
3313 lytic phage, named SFCi1, has a circular, double-stranded DNA genome consisting of 42,279 bp
(38,089× genome coverage), and a GC content of 59.1% (Figure 3).

Figure 3. (A) Circular genome of lytic phage SFCi1 depicts 40 open reading frames (ORFs). (B) Mauve
alignment of the SFCi1 genome against two most closely related phage genomes, VP16C and VP16T.
Colored boxes indicate sequence blocks with shared sequence identity; regions lacking sequence
homology are indicated in white.

143



Viruses 2017, 9, 60

The assembled genome is predicted to possess 40 ORFs, summarized in Supplementary Materials
Table S3. The infection curve generated by the SFCi1 phage revealed a decline in optical density of
the S. fidelis 3313 culture within one-hour post-infection (approximate latent period), with complete
culture lysis by 4 h (Figure 4). Additionally, the average burst size was calculated to be 62.

Figure 4. One-step growth curve of lytic phage SFCi1 with its host, S. fidelis 3313, as determined by
plaque forming units (PFUs) and bacterial turbidity measurements (OD600).

Figure 5. (A) TEM image of a pure culture of lytic phage, SFCi1, indicates that it is a myophage;
(B) Magnified image of a single viral particle outlining the icosahedral head and details of the contractile
tail and baseplate.

Morphological analysis via TEM suggests that SFCi1 belongs to the Myoviridae family [55], with a
capsid diameter of approximately 70 nm (StDev: 7.4 nm), and a tail length of approximately 120 nm
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(StDev: 5.5 nm) (Figure 5). Members of this family possess a contractile tail through which DNA
is inserted into the bacterial cell after degradation of surface structures by lysozyme, an enzyme
also encoded in the SFCi1 genome. Phage SFCi1 shares the greatest sequence similarity with two
siphophages (VP16C and VP16T) isolated from San Diego that infect Vibrio parahaemolyticus [56].
However, SFCi1 is unable to infect the Vibrio parahaemolyticus host of VP16C/T (data not shown).
Figure 3, which depicts the regions of nucleotide identity between the three phage genomes via Mauve
alignment [57], reveals substantial syntenic regions. It is notable that the genes encoding the tail of
SFCi1 are more similar to that of Vibrio phage H188, a recently discovered myophage from the Yellow
Sea [58]. The tail proteins characteristic of myophages generally allow for a broader host range than
that seen for siphophages [59]. The SFCi1 phage genome was also placed onto the phage proteomic
tree [60], which approximated the closest viral relatives as VP16T/C (Figure S3).

3.4. Similarity to Vibrio Phages

Because phages utilize host machinery for protein translation during replication, their codon
usage tends to evolve towards that of the host genome [61]. The codon adaptation index (CAI),
which is expected to increase upon phage–host coevolution, was higher between S. fidelis 3313
and the three phages examined (SFCi1 (0.753), VP16C (0.747), and VP16T (0.758)), than between
Vibrio parahaemolyticus (RIMD 2210633) and those phages (SFCi1 (0.624), VP16C (0.607), and VP16T
(0.604)). No tRNAs were detected in the SFCi1 phage genome that could independently influence the
codon usage bias [62].

3.5. Biofilm Development

In vitro, the addition of lytic phage SFCi1 into pure static cultures of S. fidelis 3313 caused an
increase in biofilm formation, beginning at 8 h post addition, and led to a more robust biofilm by 24 h,
as detected by crystal violet staining of adherent biofilm structures (Figure 6).

Figure 6. Development of a biofilm by S. fidelis over 48 h in stationary culture, as measured by crystal
violet staining of the biofilm, in the presence (Phage) and absence (Control) of lytic phage SFCi1 and/or
DNase I treatment.

Similar effects on biofilm formation could be achieved with the inclusion of foreign DNA, such as
salmon sperm DNA, into the cultures (data not shown). When DNase I was added to static cultures,
whether or not exposed to lytic phages, biofilm density decreased. This suggests extracellular DNA
is an important structural component of the S. fidelis 3313 biofilms, seemingly as a result of cell lysis.
The extracellular DNA was quantified by measuring fluorescent signal (TOTO-1 Iodide 514/533
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stain, Molecular Probes), and determining the percent area coverage represented by the labeled
extracellular DNA signal. Fluorescent microscopy images depicted an increase in free extracellular
DNA (80.96% ± 7.9% pixel area coverage) within the biofilm-rich cultures that include phage SFCi1
(Figure 7). Control cultures also revealed the presence of extracellular DNA (30.23% ± 5.1% pixel
area coverage), suggesting that lysis by spontaneous prophage induction as shown in controls in
Figure 1) may play a role in natural biofilm formation by this strain. Treatment with DNase I
resulted in the depletion of extracellular DNA from both the control (0.754% ± 0.01% area) and
phage SFCi1 (0.772% ± 0.017% area) cultures. However, DNase I alone was not capable of completely
eliminating detectable biofilms, suggesting that extracellular DNA is not the only requirement for
biofilm formation.

3.6. GenBank Accession Numbers

Shewanella fidelis 3313 SFCi1 virus was submitted to GenBank under the Accession ID number
KX196154. The Shewanella fidelis 3313 16S rDNA gene has been submitted to GenBank under the
Accession ID number KY696838. The Shewanella fidelis 3313 draft genome is available in MG-RAST
under sample ID mgs422948.

Figure 7. TOTO-1 Iodide 514/533 stain and SYTO60 red counterstain reveals extracellular DNA as
a major component of the stationary culture biofilm. (A) Untreated S. fidelis 3313 control culture
(30.23% ± 5.1% pixel area coverage); (B) S. fidelis 3313 exposed to SFCi1 lytic phage (80.96% ± 7.9%
area); (C) control culture treated with DNase I (0.754% ± 0.01% area); and (D) lytic-phage treated
culture co-treated with DNase I (0.772% ± 0.017% area).

4. Discussion

Despite being surrounded by abundant and diverse microbes, filter-feeding sessile
aquatic invertebrates maintain stable and often species-specific resident microbial communities
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(i.e., core microbiomes) [3–5]. A stable microbiome can contribute gene products of functional
relevance, influencing metabolic pathways and nutrient acquisition [63]. Ciona intestinalis is a marine
protochordate with a fully sequenced genome that is being developed for gut microbiome studies
utilizing germ-free mariculture [64]; recent evidence also indicates the presence of a core microbiome [4].
Culturing members of the Ciona gut microbiome, along with corresponding lytic phages, is a first
step in designing experimental approaches to study the processes governing bacterial colonization
of mucosal surfaces. Mono-association studies in Ciona (e.g., with S. fidelis 3313) could provide
key insights into host-bacterial interactions at the onset of colonization in naïve tissue surfaces.
Furthermore, investigations of mixed community colonization could reveal patterns of succession that
are influenced by the activity of phages, along with other external and host-derived factors [65–67].

The establishment and maintenance of homeostasis between a host and its gut microbiome
is an exceedingly complex, multifaceted process, likely to be influenced by many parameters,
including external factors (e.g., nutrient availability, other microbes and microbial products),
viruses that infect these microbes (i.e., phages), and host factors (e.g., mucus, immunity).
The abundance, ubiquity, and high genetic diversity of phages, together with their roles in shaping
bacterial communities and their influences on horizontal gene transfer [2,68–70], suggest that phages
are highly influential members of complex microbial communities [71]. Filter-feeding invertebrates
come into contact with a continuous assortment of microbes and free phages, which have the
potential to profoundly alter community dynamics in established microbiomes. In addition to the
free phages in seawater (~107 phages per milliliter [2]), most marine bacterial species have been
documented to possess stable and active prophages (i.e., phages integrated into bacterial genomes) [22].
While an increasing number of studies are examining the diversity and variability of phages within
microbiomes [72–75], little is known about how these phages influence microbiomes and their role(s)
in homeostasis.

In the S. fidelis 3313 draft genome assembly, a total of three prophage regions were identified by
VirSorter. Activity of two of these prophages was confirmed experimentally through the identification
and sequencing of intact viral particles after induction of live cultures with the mutagen mitomycin C.
Prophage SFPat (from contig 6) consists largely of hypothetical proteins. However, prophage SFMu1
(from contig 7) possesses genes more similar to those in public databases, facilitating annotation.
For example, the Mu-like phages replicate via DNA transposition, and have evolved genes such as a
cis-acting transposition enhancer and a centrally-located strong gyrase binding site [76], genes that
also are present in SFMu1.

From the animal’s surrounding seawater, this study also identified a lytic phage, SFCi1,
which infects S. fidelis 3313. Placement of the SFCi1 genome on the phage proteomic tree identified
the Vibrio phages VP16T and VP16C as the closest relatives. Genome comparisons of SFCi1 to
all other known Shewanella phages indicated little to no similarity (data not shown), and with
less than 95% ANI to any other phage, SFCi1 represents a new phage species. Codon usage
assessments suggest that SFCi1 may have infected Shewanella long before it encountered and/or
infected Vibrio parahaemolyticus, which is consistent with previous observations that VP16C/T only
recently infected V. parahaemolyticus [56]. Both Shewanella and Vibrio species are abundant in the marine
water column, and horizontal gene transfer between the two bacterial families has been described [77].
Genetic exchange between the VP16C/T phages and phage SFCi1 could represent similar examples.

Previous studies have suggested that phages may influences bacterial competition in the
environment [78], a phenomenon that likely also affects gut ecosystem dynamics. Activated prophages
are known to influence biofilms by facilitating the transient liberation of extracellular DNA, which can
then become a component of the biofilm matrix [21,31]. Biofilms can shelter microbial inhabitants from
both physical and mechanical stressors, and consist mostly of microbially-derived polysaccharides,
nucleic acids and lipids. Extracellular DNA has been shown to be an important component of
biofilms in several species [79]. While the extracellular DNA is often composed of chromosomal
DNA from the biofilm-producing bacteria [80], foreign extracellular DNA can similarly influence
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the growth and maturation of biofilms, suggesting that the origin of the DNA is less important than
the structural support it lends [81]. Several sources of extracellular DNA within biofilms have been
identified, including release in response to quorum sensing [82–84], autolysis [85], and prophage
induction [21,30,86]. However, additional methods of extracellular DNA release by external factors
such as lytic phages and host products (e.g., immune molecules, mucus) have yet to be elucidated in
the context of biofilm formation.

Previously, Vibrio anguillarum phages have been shown to have different influences on biofilm
formation over long-term cultures, due mostly to varied microcolony morphologies with one strain
having flat single layers (BA35), and the other forming complex 3D structures (PF430-3) [87].
This structural distinction resulted in differential penetrability of the biofilm structure by phages
during the initial stages of biofilm formation, and ultimately impeded the formation of the BA35 single
layer biofilm compared to the control. Phage infection of BA35 resulted in a large percentage of resistant
mutants (~70% of isolated cells); however, PF430-3 formed more complex 3D structures in the presence
of its lytic phage, resulting in fewer resistant mutants. This result suggested that aggregation within
these structures could be reducing phage adsorption [87]. The phage particles appeared to be trapped
within the aggregate matrix, a complex consortia of extracellular polymeric substances of unknown
composition that seemingly provided physical protection against phage infection; the mechanism for
this differential aggregation phenotype has yet to be elucidated.

Lytic phage infection has also been shown to influence biofilm formation in Pseudomonas aeruginosa,
Salmonella enterica and Staphylococcus aureus, with different outcomes in each bacteria-phage system;
S. aureus was the only system where biofilm formation was enhanced [88], with S. aureus thought
to transition to the biofilm phenotype as a means of physiological protection from phage infection.
Enhanced formation of biofilms took place at early time points, with treated cultures returning to
control levels over time, likely as a result of early biofilm dispersal. Although not investigated,
the authors suggested that extracellular DNA released by lytic phage infection likely played a role in
biofilm development [88].

The current study adds to this growing body of evidence regarding phage influence on biofilm
formation, by demonstrating that lytic phage SFCi1 infection can similarly enhance biofilm formation
in vitro by S. fidelis 3313. Fluorescence imaging shows that extracellular DNA is much more prominent
in SFCi1 phage-exposed, biofilm-rich, cultures of S. fidelis 3313. The presence of some extracellular DNA
in control cultures is consistent with spontaneous prophage induction. Treatment of phage-infected
cultures with DNase I reduces biofilms, indicating that extracellular DNA is likely a major structural
component of these biofilms. As seen for prophage induction, lytic phage dynamics can influence
biofilm formation through the release of extracellular DNA. Additional mechanisms of biofilm
enhancement have been described and include the generation of phage resistant mutants [89],
quorum sensing [90], and the “wall effect”, whereby two subpopulations of the same strain co-exist
with one protecting the other [91]. Whether any or all of these mechanisms are also involved in the
phage-related biofilm increase described in S. fidelis 3313 remains to be demonstrated.

Among mucus-rich tissues, it has also been suggested that lytic phages can directly associate
with mucus, a process that appears to influence selection of microbiota and/or help protect against
certain pathogens [92]. However, the role of these phages at the gut mucus interface in vivo, and the
ability of phages to infiltrate established biofilms and modify community structure, is not yet clear.
Biofilms derived from distinct bacterial species, and sometimes composed from mixed communities,
can demonstrate unique physical and chemical compositions of exopolysaccharides that exert distinct
influences on phages [24,93]. Once phages become integrated into biofilms, some can be rapidly
incorporated into the bacterial genome as prophages and lie dormant, making the bacterium a
reservoir of future phage particles [94]. A variety of effectors can influence the induction of prophages.
For example, viral excision from bacterial genomes in response to environmental stress has been
implicated in biofilm restructuring and dispersal [31,86,95]. Since a large number of bacteria within
the gut contain prophages, their induction likely imposes a significant restructuring of the associated
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microbial communities in response to host and environmental factors. However, natural triggers for
prophage induction among members of mucus-associated microbiomes remain to be defined.

Phage manipulation of host mucosal epithelium-associated biofilms contributes to an already
complex relationship between the host and its associated microbiome [96,97]. Characterizing members
of the gut microbial community and their potential interactions is essential to understanding their
influence on host health, and the establishment and maintenance of homeostasis. Deciphering these
complex interactions is aided by carefully-designed in vitro and in vivo studies that enable careful
control and observation of the dialogue between host immune factors and various members of the
microbiome (including phages). Because bacteria in a biofilm often are recalcitrant to interventional
therapies, dissection of the processes modulating the development and dispersal of biofilms in vivo
within a natural host may aid in the development of new therapeutic approaches.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/3/60/s1,
Figure S1: A PHYML-based tree (100 bootstrap replicates; 70% stringency) of Shewanella sp. 16S rRNA gene
comparisons. Figure S2: Average nucleotide identity (ANI) comparison between the S. fidelis ATCC genome
(GI:655363240) and S. fidelis 3313 as determined by the ANI Calculator (http://enve-omics.ce.gatech.edu/ani/);
Figure S3: S. fidelis SFCi1 phage placement on phage proteomic tree. Table S1: ORF table for SFPat prophage;
Table S2: ORF table for SFMu1 prophage; Table S3: ORF table for SFCi1 lytic phage.
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Abstract: Nineteen Vibrio anguillarum-specific temperate bacteriophages isolated across Europe and
Chile from aquaculture and environmental sites were genome sequenced and analyzed for host range,
morphology and life cycle characteristics. The phages were classified as Siphoviridae with genome
sizes between 46,006 and 54,201 bp. All 19 phages showed high genetic similarity, and 13 phages were
genetically identical. Apart from sporadically distributed single nucleotide polymorphisms (SNPs),
genetic diversifications were located in three variable regions (VR1, VR2 and VR3) in six of the phage
genomes. Identification of specific genes, such as N6-adenine methyltransferase and lambda like
repressor, as well as the presence of a tRNAArg, suggested a both mutualistic and parasitic interaction
between phages and hosts. During short term phage exposure experiments, 28% of a V. anguillarum
host population was lysogenized by the temperate phages and a genomic analysis of a collection of
31 virulent V. anguillarum showed that the isolated phages were present as prophages in >50% of
the strains covering large geographical distances. Further, phage sequences were widely distributed
among CRISPR-Cas arrays of publicly available sequenced Vibrios. The observed distribution
of these specific temperate Vibriophages across large geographical scales may be explained by
efficient dispersal of phages and bacteria in the marine environment combined with a mutualistic
interaction between temperate phages and their hosts which selects for co-existence rather than arms
race dynamics.

Keywords: bacteriophages; temperate; Vibrio anguillarum; Siphovirus; genetic similarity; omnipresent;
lysogenic conversion.

1. Introduction

Vibrios are a genetically and metabolically diverse group of marine heterotrophic bacteria
that plays significant roles in marine biogeochemical cycling [1]. The genus is globally distributed
in marine and brackish environments and occurs as both free-living and surface-associated
communities ranging from coastal areas to the open sea [1–3]. The group contains several pathogens,
including Vibrio anguillarum, which infects more than 50 species of fish, mollusks and crustaceans,
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causing vibriosis [4], a devastating disease affecting the aquaculture industry worldwide. V. anguillarum
consists of both pathogenic and non-pathogenic strains [5,6], and the mechanism of pathogenesis
of V. anguillarum is not completely understood yet. Recent advancements in genome sequencing
have started to shed light in putative bacterial virulence and fitness factors including exotoxins,
adherence/colonization proteins, invasion, capsule and cell surface components as well as iron uptake
system [7,8].

Virulence in Vibrios can also be associated with the expression of prophage-encoded genes
through the process of lysogenic conversion [9–11]. A well-known example of prophage generated
virulence is the human pathogen V. cholerae, in which the key toxins (CTX and Zot) are encoded
by specific prophages [12,13]. More recently, these prophage-associated toxins have also been
identified in environmental Vibrios (e.g., V. coralliilyticus), indicating that prophage-encoded genes
are disseminated between environmental Vibrio populations [14]. In addition, in the fish pathogen
V. harveyi, the prophage VHML conferred virulence by lysogenic conversion [15,16] and recent
bioinformatic analyses have identified numerous phage genes potentially encoding virulence and
fitness factors in environmental Vibrio strains [14,17]. Therefore, there is increasing evidence that
lysogenic conversion plays a significant role in shaping environmental Vibrio populations contributing
to their functional and genetic diversity. In addition to lysogenic conversion, prophages can also affect
host properties by serving as anchor points for genomic rearrangements [18], by disrupting critical
genes or operons during integration and excision [19] and by preventing infection by similar phages
with superinfection exclusion mechanisms [20]. Further, phage-derived bacterial immunity can be
obtained by phage-encoded interactions with restriction-modification (RM) system, such as expression
of methyltransferases [21,22].

The presence of prophages in marine bacteria has also been connected with more subtle benefits
for the bacterial host. Marine prophages can suppress unneeded metabolic activities of their host under
unfavorable environmental conditions, serving as energy saving and survival enhancing tool [23].
Thus, Vibrio prophages and temperate phages constitute potentially a major reservoir of functional
traits in the marine environment, including virulence. The mobilization of these phage-encoded
properties may be a key driving force for dissemination of such properties in environmental marine
Vibrio communities.

Bacteriophages can display biogeographical patterns following their hosts’ geographical
patterns [24] and both cosmopolitan phages with a worldwide distribution [25], and phages constrained
to a specific environment have been observed [9,26]. Previous studies have found indications that
populations of genetically related vibriophages are widely distributed over large geographic distances
in the oceans [27]. However, little is known about the geographical distribution of specific vibriophages.
The diversity of bacteriophages can be high when examined locally but when a more global approach
is attempted, diversity can be relatively limited due to the phages ability move among different
biomes [27–29].

Studies on V. anguillarum-specific bacteriophages have so far mainly focused on lytic phages
and their potential use in phage therapy application [30–32] while very little is known about the role
of temperate phage-encoded virulence and other fitness factors as drivers of functional dynamics
in V. anguillarum. Improving our understanding of how phages may influence the genomic and
phenotypic characteristics of V. anguillarum thus requires more detailed knowledge of the genetic
properties and dispersal of temperate phages infecting this pathogen as well as their distribution as
prophages in the host community.

In this study, we report the complete nucleotide sequences, annotations and genome comparison
of 19 V. anguillarum-specific temperate bacteriophages isolated from Denmark, Norway, Greece and
Chile using both aquaculture and environmental sites. Further, we analyze the distribution of the
temperate phages as prophages in a collection of 31 virulent V. anguillarum strains and test their
ability to lysogenize V. anguillarum. The bacteriophage sequences were mapped against the available
CRISPR-Cas arrays of the Vibrio genus in order to assess past events of phage-bacterial interactions
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leading to spacer acquisition. The geographical distribution and genomic characterization, along with
the phage morphology, host range and kinetic parameters of selected phages unraveled a novel
insight into a group of temperate phages, designated H20-like phages and their potential for lysogenic
conversion and interactions with V. anguillarum across large spatial scales.

2. Materials and Methods

2.1. Bacterial Strains and Growth Conditions

The V. anguillarum strains A023, T265, BA35 and VaKef were used as hosts for bacteriophage
isolation. The host strains are part of a V. anguillarum collection, which consists of 31 well characterized
and whole genome sequenced strains [33]. All bacterial strains were stored at −80 ◦C in Luria-Bertani
(LB) medium (Invitrogen, Carlsbad, CA, USA) supplied with 15% glycerol. For proliferation, the strains
were inoculated in LB medium and incubated at 25 ◦C with constant agitation.

2.2. Isolation, Purification and Propagation of Bacteriophages

More than 100 aquaculture and environmental marine water samples have been collected
from Denmark, Norway, Greece and Chile and isolation of phages was performed using standard
enrichment methodology [34] with minor modifications. The bacterial strains used for phage isolation
were added separately to the water samples, supplemented with 10% LB medium. Samples were
incubated overnight at 25 ◦C with constant agitation, following centrifugation at 6000× g for 10 min.
Supernatants were filtered through 0.22 μm syringe filters (Whatman, Maidstone, UK) and the presence
of phages was examined with plaque assay using the double-layer agar method [35]. Briefly, 100 μL
filtrate was added to 300 μL liquid cultures of each of the bacterial strain that were used for phage
isolation. The mixture was then added to 4 mL melted soft agar (0.4% agar and 1% sea salts
(Sigma-Aldrich, Saint Louis, MO, USA)) and poured onto LB 1.5% agar plates. Following overnight
incubation at 25 ◦C, the plates were inspected for plaque forming units (pfu) on the host bacterial lawn.
Single phage plaques were picked and purified by 5× re-plating. In this way, 19 clonal phage isolates
were obtained from individual water samples (Table 1). Proliferation of bacteriophage isolates was
conducted in 50 mL LB medium, by mixing the bacterial host strain at its early exponential phase with
the corresponding bacteriophages at a multiplicity of infection (MOI) of 10, and incubating the mixture
overnight at 25 ◦C with constant agitation. Following centrifugation and filtration through 0.22 μm
syringe filters, the 19 final bacteriophage stocks were titered and stored at 4 ◦C.

Water samplings did not require any special permission.

2.3. Morphology, Life Cycle and Host Range of Bacteriophages

Virion morphology of two of the H20-like bacteriophages, φVaK and pVa-7, was determined under
Transmission Electron Microscopy (TEM) observation at the facilities of University of Crete, Greece.
Samples were prepared on collodium copper grids, negatively contrasted with 2% uranyl acetate, and
examined by JEOL JEM2100 electron microscope at 80 kV, applying instrumental magnification of
120,000. The morphology of the phages (H20 and H8) was determined previously [36].

One-step growth experiments were performed with φH20, pVa-3, φCLA and φP3 by adding
the phages to 1 mL of their bacterial host V. anguillarum strain BA35 (MOI:0.001) at early exponential
phase in LB medium and incubating at 25 ◦C for 15 min. Following centrifugation at 6000× g for
10 min, supernatants containing free, unattached phages were discarded, while phages which had
attached to the bacterial hosts were pelleted. The bacterial cells were then resuspended in 20 mL
medium containing 1% Tryptone (Difco, Livonia, MI, USA), 0.5% Yeast extract (Difco), and 2% sea
salts (Sigma-Aldrich). Setting that time point as t = 0, 20 μL drops of serial dilutions were spotted on
bacterial lawns prepared on LB agar plates every 10 min for total duration of 130 min. Plaque forming
units in the spotted areas were counted after overnight incubation at 25 ◦C. One-step curves were
plotted from 3 individual experiments performed for each of the 4 bacteriophages assayed.
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Phage adsorption was evaluated for φH20, pVa-3, φCla and φP3, using 6-well plates each
containing 3 mL of V. anguillarum strain BA35 liquid culture at early exponential phase of growth in
LB medium. Each bacteriophage tested was added to 3 wells (triplicates) applying a MOI of 0.001.
Samples of 200 μL were collected every 5 min, followed by centrifugation at 10,000× g for 2 min.
Drops of 20 μL containing un-adsorbed phages were taken from the supernatant and spotted on the
host bacterial lawn as above. The total duration of the experiment was 30 min and plaque forming
units were counted after overnight incubation at 25 ◦C. The phage adsorption constant was calculated
from the decrease in the free, unattached phages over the incubation period [37,38].

The lytic spectrum (host range) of the isolated bacteriophages was assessed by spotting them on
the bacterial lawns of the 31 V. anguillarum pathogenic strains collection. Twenty-microliter drops of
each phage concentrate were spotted in triplicate on bacterial lawns followed by overnight incubation
at 25 ◦C.

2.4. DNA Extraction and Sequencing

DNA was extracted from all 19 isolated bacteriophages using high titer samples (1010 pfu·mL−1).
The viral particles were concentrated by adding poly-ethylene glycol to the 4 ◦C phage stocks, followed
by centrifugation (20,000× g, 1 h) and resuspension of the phage pellet in 100 μL of NaCl solution
(150 mM). QIAamp DNA Blood Mini Kit (QIAGEN, Hilden, Germany) was used for the bacteriophage
genome extraction, according to the manufacturer’s protocol. The concentration of phage DNA was
quantified by NanoDrop (Thermo Fisher Scientific, Waltham, MA, USA) and the DNA quality was
assessed in an agarose gel.

Genome sequencing for all isolated bacteriophages was conducted using Illumina Hi Seq 2000
sequencer (Illumina, San Diego, CA, USA) at Beijing Genomic Institute (Shenzhen, Guangdong,
China) using pair-end read sizes of 100 bp. Sequencing process, library construction and trimming of
contaminated reads and primers, were performed in accordance with the manufacturer’s protocols.
De novo assembly of the produced reads was done by Geneious algorithm, with Geneious software
bioinformatics platform R9 version [39], resulting in single contigs for all phages. Short and
low-coverage contigs were discarded.

2.5. Annotation, Comparative Genomics, and Phylogeny

The genes of the sequenced bacteriophages were predicted by Glimmer 3 [40] and the open
reading frames (ORFs) were generated. Annotations of the genes were performed automatically by
Rapid Annotation Subsystem Technology (R.A.S.T.) [41,42]. Both annotated ORFs and hypothetical
proteins ORFs that represented coding sequences (CDSs), were crosschecked manually by protein
Basic Local Alignment Tool (BLASTP) and by Protein Fold Recognition Server, Phyre2 [43,44], defining
the gene functions both by genetic similarity and by protein structure. The presence of tRNA was
assessed by the online tool ARAGORN [45]. Alignment of whole viral genomes was conducted
by progressive MAUVE algorithm [46] using the Geneious software bioinformatics platform [39].
The direct terminal repeats (DTR) that were detected at the right and left ends of each phage contig
marked the physical ends of the phage genomes (151 bp for φVaK and 143 bp for the rest phages).
Additionally, attL and attR were characterized by the sequence TCGTGATTCCTTGC(T)CACCG
CCACATCCAAGCCTCTTG(A)GGTATCAAGAGGCTTTATTTTATCTGACAGACCCCGCAAT(T) and
direction of all sequences is attL → attR. Phylogenetic analyses of both the isolated phages and
the V. anguillarum prophages included in the study, were conducted by Geneious Tree Builder,
using Neighbor-Joining method and Tamura-Nei genetic distance model (1000 bootstraps).

2.6. CRISPR Arrays and Prophage Detection in Vibrio

All publicly available Vibrio genomes and downloaded from the National Center for Biotechnology
Information (NCBI) GenBank [47]. The presence of CRISPR arrays in the Vibrio genomes was evaluated
in 1185 genomes representing 64 different Vibrio species, using CRISPR Finder online tool [48].
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Further, potentially inducible intact prophages were detected in the genomes of our V. anguillarum
collection [34] using the online prophage finder tool, PHAST [49].

2.7. Integration of Phages in V. anguillarum Strain BA35

The ability of the isolated temperate phages to integrate into the bacterial host’s genome was
evaluated by coculturing V. anguillarum strain BA35 with φH20. Triplicate bottles with 48 mL LB
medium were inoculated with the addition of host strain BA35 and φH20 (MOI: 50), incubated
at 25 ◦C for 12 h with agitation. Bacterial growth was monitored by measuring optical density at
600 nm (OD600) every hour using Novaspec Plus Visible Spectrophotometer (Amersham Biosciences,
Uppsala, Sweden). Exponential growth was observed after 10–12 h of incubation and triplicates of
1 mL were sampled and serially diluted in SM buffer (Sodium Magnesium; 100 mM NaCl, 8 mM
MgSO4·7H2O, 50 mM Tris-Cl, 0.01% gelatin, pH: 7.5). Dilutions were poured onto LB agar plates
and the following day, 50 bacterial colonies were isolated and recultured at 25 ◦C. The ability of the
bacteriophage φH20 to lysogenize its host was assessed by Polymerase Chain Reaction (PCR) with
3 sets of specific primers (Supplementary Table S1). They were able to target and propagate 3 specific
phage genes: a structural tail protein gene, a terminase large subunit gene and a hypothetical protein
gene. All 50 isolated bacterial strains were washed 5 times with SM buffer in order to eliminate the
possibility of a false positive reaction caused by any remnant phage particles. A triple positive PCR
would confirm the lysogenization.

2.8. GenBank Accession Numbers

The GenBank accession numbers for the new sequenced bacteriophages are: KX581090, KX581091,
KX581092, KX581093, KX581094, KX581095, KX581096, KX581097, KX581098, KX581099, KX581100,
KY658673, KY658674, KY658675, KY658676, KY658677, KY658678, KY658679, and KY658680. Since
all 19 phages were genetically similar, they were designated as H20-like phages named after φH20,
which was isolated and described as the first [36].

3. Results

3.1. Isolation and Characterization of Bacteriophages

Sixteen bacteriophages were isolated in the current study using two V. anguillarum strains as
hosts: strain BA35 (φP2, φP3, pVa-1, pVa-2, pVa-3, pVa-4, pVa-5, pVa-6, pVa-7, pVa-8, φCLA, φHer,
φLen, φPel and φStrym) and strain VaKef (φVaK). Further, three phages were isolated in a previous
study [36] using three different hosts: BA35 (φH20), T265 (φH8) and A023 (φH2). None of the used
host strains contained H20-like prophages, implying that the isolated phages originated from the
water samples. All phages produce similar 1 mm plaques on their host bacterial lawns. They were
isolated from four different countries (Denmark, Norway, Greece and Chile), both from aquaculture
and environmental marine water samples. Their genome sizes ranged between 46,006 and 54,201 base
pair (bp) with a similar GC content of 43%–43.1% and with a number of ORFs between 76 and 94
(Table 1).
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Table 1. Genomic information about the 19 sequenced bacteriophages of the current study.
The bacteriophages were isolated against four different clinical Vibrio anguillarum strains (A023, T265,
BA35, and VaKef). DK: Denmark, N: Norway, GR: Greece, CL: Chile, Aq: Aquaculture. M:
Marine environment.

Bacteriophages Origin Environment Host Strain Genome Size (bp) GC Content (%) ORFs GenBank Accession Number

φH2 DK Aq A023 46,149 43.1 76 KY658673
φH8 DK Aq T265 46,157 43.1 76 KY658674
φH20 DK Aq BA35 53,224 43 91 KY658675
φP2 N Aq BA35 46,149 43.1 76 KY658676
φP3 N Aq BA35 53,242 43 91 KY658677

pVa-1 GR M BA35 53,227 43.1 91 KX581095
pVa-2 GR M BA35 53,286 43 91 KX581094
pVa-3 GR M BA35 54,344 43.1 94 KY658678
pVa-4 GR M BA35 54,295 43.1 93 KY658679
pVa-5 GR M BA35 53,227 43 91 KX581096
pVa-6 GR M BA35 53,2274 43 91 KX581097
pVa-7 GR M BA35 54,268 43.1 93 KX581110
pVa-8 GR M BA35 53,227 43 91 KY658680
φCLA CL M BA35 53,226 43 91 KX581091
φHer GR M BA35 53,226 43 91 KX581090
φLen GR M BA35 53,226 43 91 KX581092
φPel GR M BA35 53,227 43 91 KX581093

φStrym GR M BA35 53,226 43 91 KX581099
φVaK GR Aq VaKef 53,216 43 92 KX581098

In addition to the genomic characterization, a selection of the H20-like phages group was further
analyzed for virion morphology and life cycle parameters. The observed morphology of the virions
under TEM classified the bacteriophages to the Siphoviridae family. Virions had a long, non-contractile
tail of about 150 nm and a head of approximately 50 nm in diameter (Figure 1).

Figure 1. Transmission electron microscopy micrographs of bacteriophages: φVaK (left); and pVa-7
(right) classifying them to Siphoviridae family.

One-step growth and phage adsorption curves have been generated to determine the life
cycle parameters of the bacteriophages (Supplementary Figure S1A,B). Latency time, burst size and
adsorption constant ranged from 50 to 70 min, 100 to 145 virions per cell and 8.6 × 10−8 to 1.2 × 10−7,
respectively (Table 2).

Table 2. Kinetic parameters (latency time, burst size and adsorption constant) of the bacteriophages φH20,
pVa-3, φCLA and φP3. All values are means ± standard deviation of three independent experiments.

Bacteriophage Latency Time (min) Burst Size (Virions/Cell) Adsorption Constant K30

φH20 60 112 ± 9 1.18 × 10−7 ± 1.28 × 10−8

pVa-3 60 100 ± 13 8.63 × 10−8 ± 2.46 × 10−9

φP3 70 101 ± 16 6.40 × 10−8 ± 4.39 × 10−9

φCla 50 145 ± 24 2.11 × 10−7 ± 2.68 × 10−8
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3.2. Host Range Analysis and Phylogeny

Thirty-one pathogenic strains of V. anguillarum were used to determine the lytic spectrum of the
19 bacteriophage isolates (Figure 2). Seventeen out of 19 phages had almost identical host range with
only one minor difference in the case of φH8. Two phages showed a different host range: φH2 only
infected strain A023, whereas bacteriophage φVaK had a broader host range and infected eight out of
31 bacterial strains tested. According to the phylogenetic analysis of the 19 isolated bacteriophages,
φP3, φH8, φP2, φH2 and φVaK had a higher number of substitutions per site. The combined host
range table and the phylogenetic tree of the bacteriophages (Figure 2) indicated that the differences in
the lytic spectrum are accompanied by differences at the genetic level. Especially in the case of φVaK,
where most genetic differences are observed, the lytic spectrum is much broader than the others.

Figure 2. Host range of the 19 bacteriophage isolates against 31 pathogenic V. anguillarum strains.
Blocks marked with x, indicate the infection of the bacteria by the corresponding bacteriophage isolate.
The phylogenetic tree based on the whole genomes of the 19 sequenced phages of the current study
(Neighbor-Joining method). The prophage from V. anguillarum strain NB10 was included as a reference
phage. The branch labels indicate the substitutions per site.
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3.3. Comparative and Functional Phage Genomics

The genomes of all 19 bacteriophages closely resemble a prophage genome which is present in the
Vibrio anguillarum strain NB10 (GenBank No. LK021130) [50]. Additionally, H20-like bacteriophages
were also found to be a part of several V. anguillarum genomes that have been recently released in the
NCBI GenBank [34]. However, genomic comparisons of the phages have revealed some differences at
the genetic level, which are depicted in an aligned sequence graph (Figure 3).

Figure 3. Genomic alignment of the 19 newly sequenced temperate bacteriophages. The black boxes
indicate the variable regions (VR 1, VR 2 and VR 3). Single nucleotide polymorphisms (SNPs) and
genetic differences are found sporadically in the genomes as black vertical lines either thin or thick
depending on the length of the differences. Genome gaps are depicted with the black horizontal
lines. The physical ends of the genomes are indicated by direct terminal repeats (DTRs) following the
direction of attL → attR.

SNPs are sporadically distributed through the 19 phage genomes. However, there are three
variable regions, named VR1, VR2 and VR3, which show systematic modifications among phages
(Figure 3). In phages φP2, φH8 and φH2, the biggest part of VR2 is completely missing, whereas
VR1 is only present in phages φP2, φH8, φH2, pVa-3, pVa-4 and pVa-7. As a result of these genomic
modifications, the H20-like bacteriophages demonstrate a range of genome sizes, between 46-kb and
54-kb (Table 1).

Apart from the presence/absence of VR1 and VR2, most of the phages are genetically homogenous
with the exception φVaK, where both VR1 and VR3 are very diverse compared to all other phage
genomes, while VR1 is missing. SNPs in the genome of φVaK are also more frequent compared to
the other bacteriophages. These genomic differences seem to be reflected in the phage’s phenotype,
since the host range of this phage is much broader than the others (Figure 2).

For most of the genes in the H20-like phages, the function remains unknown. However, taking into
consideration both the genetic similarity and the protein folding structure of the viral gene products, it
was possible to define the predicted function of approximately one third of the viral genes. The viral
genes were predicted and then annotated based on their genetic similarity with the NCBI GenBank
database, mainly referring to the prophage of strain NB10 annotation. Additional information on
gene function that came from their protein folding pattern, determined by amino acid composition,
contributed significantly in complementing the annotation of the bacteriophages. Thus, 15 gene
functions and protein families were attributed to the one third of the viral genes, with structural and
DNA binding proteins being mostly represented. Seventy-four genes compose the core-gene content of
all 19 bacteriophages and this is the common basis on which accessory genes are added in some of the

161



Viruses 2017, 9, 122

phage genomes (Figure 4). These 74 genes encode all the structural proteins, most of the DNA binding
proteins and hydrolases and all the proteins related to regulation of gene expression, biosynthesis and
metabolism, peptidase and lysozyme activity, ribonuclease activity, HNH endonucleases, RNA binding
and DNA repairing. The presence of an integrase gene suggests that the H20-like bacteriophages are
temperate phages able to be integrated in their host’s genome, as it has happened in the case of the V.
anguillarum NB10 prophage. Repressor, integrase, methyltransferase and tRNAArg, are also part of the
core gene content present in all 19 bacteriophages. The core genome thus supports the functionality
of the H20-like bacteriophages. However, 21 different accessory genes are present in some of the
bacteriophage genomes. VR1 and VR2 are the main genomic parts of the accessory genome since they
possess two and 17 genes, respectively. VR1 has a transposase and a putative 5-methycytocin specific
restriction enzyme and VR2 has 13 genes of unknown function, two hydrolase, one DNA binding and
one lysozyme activity proteins (Figure 4). The presence of accessory genes was not associated with
any of the measured phenotypic properties.

Figure 4. The core- and accessory- gene content of the H20-like bacteriophages. Core-gene content is
composed by 74 genes shared by all 19 bacteriophages. Accessory-gene content is indicated by dashed
lines, with VR1 and VR2 representing the main components. The bacteriophages that contain the
accessory gene blocks VR1 and/or VR2 are correspondingly indicated in columns beside. Two more
hypothetical proteins complement the accessory gene content and their corresponding carrier phages
(pVa-3 and φVaK) are also indicated. DTRs mark the physical ends of the genome (bold vertical lines).

In the case of φVaK, VR2 and VR3 are the most diverse compared to the other homogenous phage
genomes. However, the vast majority of the changes are silent and do not translate into any differences
in the predicted gene function at the amino acid level.

The detailed annotations for the 19 temperate bacteriophages are listed in the Supplementary
Table S2.
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3.4. Vibrio CRISPR Spacers in H20-Like Phages

Although H20-like bacteriophages were isolated from distant and different locations, their genetic
differences are minor. In order to assess the interaction of H20-like bacteriophages with Vibrio hosts in
general, a matrix containing the CRISPR arrays from all the published Vibrio genomes was composed.
Keeping the cut-off value of >80%, 10 CRISPR spacers from three different Vibrio species were found
to match with the consensus genome of the H20-like phages (Supplementary Table S3), implying a
Vibrio–H20-like phage contact at some point through evolutionary time. Furthermore, the mapping of
H20-like phage genomes against the two publicly available CRISPR arrays of V. anguillarum strain PF7,
led to 24 spacers matching with >80% similarity. Eighteen of them were >95% similar, whereas eight
of them were 100% identical to genomic parts of the H20-like phages. The spacers matched against
several regions in the phage, and were randomly scattered in the genome. Additionally, in the case of
V. navarrensis (ATCC 51183), the spacer 21 matches 100% with its corresponding part in the H20-like
phage genome, whereas 9 more spacers mapped with >80% similarity. In order to assess the presence
of H20-like prophages in V. anguillarum, the genomes of the bacterial collection of V. anguillarum strains
were analyzed. The sequences of 17 H20-like prophages were bioinformatically detected as integrated
in the 31 V. anguillarum genomes (Table 3).

Table 3. Bioinformatic analysis indicates the presence or absence of H20-like prophages in the genomes
of 31 pathogenic V. anguillarum strains originated from several different aquaculture producing
countries. n/a: not available.

Stain Code Origin Phylogenetic Group H20-Like Prophage Reference

DSM21597 Norway I - [51]
4299 Norway II - [52]

HI610 Norway II - [53]
S2 2/9 Denmark III - [54]

90-11-286 Denmark III - [54,55]
PF430-3 Chile IV - [36]

PF4 Chile IV - [56]
PF7 Chile IV - [56]

A023 Spain V X [57]
90-11-287 Denmark V X [55]
51/82/2 Germany V X [57]

T265 UK V - [57]
HWU53 Denmark V X [57]
6018/1 Denmark V X [57]

91-8-178 Norway V X [57]
87-9-116 Finland V X [54,55]
91-7-154 Denmark V X [54,55]
601/90 Italy V X [54]
178/90 Italy V X [54]
9014/8 Denmark V X [54]
261/91 Italy V X [57]

LMG12010 n/a V X [57]
87-9-117 Finland V X [54,55]

BA35 USA V - [57]
775 USA V - [58,59]

NB10 North Baltic V X [49,60]
VA1 Denmark V X [36]

850610-1/6a Denmark n/a X [57]
VA2 Denmark n/a - [36]
VA3 Denmark n/a - [36]

VaKef Greece n/a X Clinical strain—Unpublished

3.5. H20-Like Prophages Presence in V. anguillarum

According to the phylogenetic tree that was constructed from the identified prophages and
isolated temperate phages, five out of 17 prophages and three out of 19 free-living phages are forming
two different small monophyletic groups. However, 11 out of 17 prophages and 15 out of 19 free-living
temperate phages are clustered together in a genetically and statistically robust and homogenous
taxon, independent of their origin. Bacteriophage φVaK is clustered together with the VA1 prophage
forming a separate monophyletic taxon (Figure 5).
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Figure 5. Phylogenetic tree (Neighbor-Joining method) based on the whole genomes of the 19 temperate
bacteriophage isolates of the current study and 17 prophages which were bioinformatically detected in
the genome of their V. anguillarum hosts. The branch labels indicate the percentage of statistical support.

The in vitro cell lysis experiment (Supplementary Figure S2) confirmed that the temperate
bacteriophage H20 isolated as a free-living phage can be integrated in the host’s bacterial genome.
The PCR with specific primers performed on the isolated bacterial strains was positive in amplifying
the three selected gene parts of the H20-like phages. In 28% of the bacterial host strains (14 out of 50),
the bacteriophage φH20 was successfully integrated after 10 h of co-culturing.

3.6. Distribution of H20-Like Phage on a Global Scale

Free-living H20-like bacteriophages have been isolated from Denmark, Norway, Greece and Chile.
Combining these data with geographical distribution of the Vibrio CRISPR spacers matches and the
functional prophages contained in the V. anguillarum genomes, the H20-like bacteriophages seem to
show a global scale distribution (Figure 6).
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Figure 6. Distribution of H20-like phages on a global scale. The presence of the phage in the
different locations was confirmed by: (a) isolating them as free phages from the environment (�);
(b) bioinformatic detection of their presence as prophages in the bacterial host genomes ( ); and (c) high
similarity matches of the temperate phages with CRISPR spacers in the Vibrio genus (�).

4. Discussion

Several lytic Vibriophages have previously been sequenced and characterized in connection with
their potential use as a strategy against vibriosis in aquaculture [61]. However, there are very few
reports on temperate phages against non-cholera Vibrio strains [15,62] and their potential importance
for lateral transfer of virulence and metabolic capacities among other Vibrio pathogens [11,20,63].

The H20-like phage genomes showed no similarity to available phage sequences in GenBank.
However, all the phages displayed high genetic similarity with a sequence in in V. anguillarum strain
NB10, which was then identified as a previously undetected prophage in genome of NB10 [49],
and subsequently, in 17 other V. anguillarum strains. The most prominent differences between NB10
prophage and H20-like viruses were observed in the variable regions VR1, VR2 and VR3.

Among the H20-like phages cluster, φVaK showed the largest genetic differences. Most of the
genetic differences were synonymous, leaving the encoded genes unaltered. However, the variations
of φVaK in the VR1 may explain the differences in its host range, since even small changes in structural
proteins such as minor tail proteins and tail fiber proteins may affect host range [64]. The bacterial host
strain VaKef that was used for the isolation of φVaK was also different from the closely related BA35
and T265 and A023 that were used for isolating the rest of the H20-like Siphoviruses.

Phage tail length tape measure protein has a crucial role in phages’ genome injection into the
bacterial host [65]. Interestingly, the structure of this protein in H20-like phages resembled the structure
of the channel forming toxin colicin Ia [66], suggesting a dual role for the phage tail length tape measure
gene. Since only one molecule of colicin Ia is needed to kill a bacterial cell (single hit kinetics) [67],
these pore forming toxins are lethal for the bacteria [68,69]. A temperate phage encoded colicin Ia
could therefore potentially confer a fitness advantage to its host against competing bacterial strains
but could also be lethal for its own host. Lytic activity of phage tail length tape measure protein has
previously been reported in Staphylococcus aureus specific Siphovirus vB_SauS-phiIPLA35, where a
lysozyme-like domain of the tape measure protein had muramidase activity able to lyse S. aureus
cells [70].
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The detection of N6-adenine methyltransferase gene in the H20-like phages may contribute to
explaining their wide distribution, as it potentially interferes with the Restriction-Modification (RM)
bacterial phage defense system [71,72] thus improving the infection efficiency of the H20-like phages.
RM systems generally consist of a restriction endonuclease which cleaves invading phage dsDNA and a
methyltransferase, which catalyzes the methylation of specific bacterial dsDNA sequences, protecting
the hosts own DNA from enzymatic cleavage. The presence of methyltransferase in the H20-like
bacteriophages indicated that these phages can methylate their own DNA to avoid degradation by
the host’s restriction enzymes. This finding is in accordance with other studies showing that the
presence of virus-encoded N6-adenine methyltransferase can provide protection against restriction
endonuclease activity [21,73]. However, the role of N6-adenine methyltransferase does not seem to
operate solely as a counter defense mechanism to bacterial RM systems. Methyltransferases can
also affect bacterial virulence [74] or function as transcriptional regulators by either activating
or repressing bacterial genes [75,76]. N6-adenine methyltransferase was previously found in the
temperate Vibriophage VHML where it was linked with the virulence of V. harveyi host strain upon
integration [77]. Epigenetic control of gene expression through methylation is a powerful tool in
prokaryotes emphasizing the potential influence of the H20-like phages in host functional properties.
The presence of N6-adenine methyltransferase gene in H20-like phages genomes seems to be an
important mutual benefit in the host-phage interaction which may promote coexistence. In general,
methyltransferase-encoding genes are found in about 20% of the currently annotated bacteriophage
genomes [78], supporting an important role of the gene for the phage–host interaction.

Examples of co-evolution of temperate bacteriophages and their bacterial hosts also includes
phage-encoded prevention of infection by other phages by superinfection exclusion (Sie) [79].
The H20-like phages carry a repressor gene which genetically and structurally resembles the lambda
temperate phage repressor. Such repressor proteins could potentially protect the lysogenized
bacteria from similar superinfecting bacteriophages by blocking the expression of the lytic pathway
genes [80,81] and this mechanism possibly confers repressor-mediated immunity to other H20-like
phages in their V. anguillarum host.

Prophages have previously been shown to potentially affect fitness and metabolic properties
in fish pathogenic Vibrios. For example, the temperate Vibriophage VHML decreased the nutrient
uptake in lysogenized V. harveyi cells, through a generalized suppression of metabolic activity as
a potential energy-saving mechanism under nutrient-limited conditions [82]. Further, evidence of
phage-encoded hemagglutinin, which is potentially involved in virulence of V. pelagius [63,83] and
experimental verification of prophage-mediated virulence in V. harveyi [16] support that lysogenic
conversion in Vibrios represents an important mechanism of adaptation to changing environmental
conditions. The presence of functional genes in the H20 like-phages suggests that these phages may
also represent a significant contribution to the phenotypic properties of V. anguillarum upon integration.

The tRNAArg that was found in the genome of H20-like phages has also been reported in other
Siphoviruses [84] and encodes the amino acid codon AGA which is considered a rare arginine
tRNA [85]. Rare codons are generally responsible for encoding transcriptional and translational
properties that are distinct from those encoded by the prevalent arginine codons and therefore affecting
the expression of regulatory genes [86]. In accordance with this, all four arginine amino acids which
are encoded by repressor gene in the H20-like bacteriophages are translated by the rare codon AGA.
This suggests that the tRNA in the H20-bacteriophages participates in the regulation of the expression
of the repressor, and thus in the decision of lytic or temperate life cycle, implying also that there might
be other reasons for phages to carry tRNAs beyond rare codon usage.

The isolation of phages and prophages belonging to the H20 group across large geographical scales
and in marine environments with and without aquaculture activities suggests that these V. anguillarum
phages are common and widespread in the marine environment. Further, the high levels of identity
with spacers of the CRISPR systems detected in both V. anguillarum and in other Vibrio bacteria,
indicated long term interactions between Vibrios and H20- like phages. This is in line with recent
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observations of susceptibility to specific phages in 36 isolates of the cosmopolitan Roseobacter-clade
species, Rugeria mobilis obtained across the world’s oceans covering large ranges in temperature,
oxygen concentration and habitat (free-living, particle attached, sediment) [25]. These results suggest
the co-existence of specific phages and bacteria on a global scale in groups of ubiquitous marine bacteria
such as Roseobacter and Vibrio. This seems inconsistent with the perception of phage–host interactions
as a driver of phage and bacterial co-evolution and diversification, as this mechanism would be
expected to promote local diversification in response to selection for phage resistance in bacterial
populations. The ability of phages to move across biomes have shown to result in a high viral diversity
on a local scale, but relatively low diversity when examined globally [28,87]. In addition, different
types of phages seem to show different distribution patterns as phages belonging to Myoviridae and
Podoviridae have demonstrated specific geographical distribution, whereas Siphoviruses displayed a
global distribution [88].

The distribution patterns of specific phages and hosts and the implications of phage–host
interactions on evolution and diversification thus seems to vary across spatial scales and between
groups of bacteria and phages. While the co-evolutionary dynamics of phages and hosts have
traditionally been characterized in terms of selection pressures on host defense and phage infectivity,
the mutualistic nature of the interaction between temperate phages and their hosts may select
for co-existence rather than arms race dynamics [20]. The efficient lysogenization of susceptible
V. anguillarum by temperate phage H20 and thus transfer of phage-encoded genes between bacterial
strains demonstrated in the current study emphasizes the potential of H20-like phages for integration
in their host genome and thus the dispersal of the phage genes in V. anguillarum. Consequently, efficient
dispersal of phages and bacteria across large spatial scales in the marine environment and a selective
advantage of the phage–host interaction by lysogenic conversion of the host may select for phage–host
co-existence in the global ocean and thus contribute to explaining the currently observed large scale
distribution of H20-like temperate phages and prophages.
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Spacers. Figure S1: One step growth curves and phage adsorption curves, for bacteriophages φH20, pVa-3, φCLA
and φP3. Figure S2: In vitro cell lysis experiment of bacteriophage φH20 against its bacterial host V. anguillarum
strain BA35. Arrow indicates the sampling point.
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Abstract: The Roseobacter clade is abundant and widespread in marine environments and plays an
important role in oceanic biogeochemical cycling. In this present study, a lytic siphophage (labeled
vB_DshS-R5C) infecting the strain type of Dinoroseobacter shibae named DFL12T, which is part of
the Roseobacter clade, was isolated from the oligotrophic South China Sea. Phage R5C showed a
narrow host range, short latent period and low burst size. The genome length of phage R5C was
77, 874 bp with a G+C content of 61.5%. Genomic comparisons detected no genome matches in the
GenBank database and phylogenetic analysis based on DNA polymerase I revealed phylogenetic
features that were distinct to other phages, suggesting the novelty of R5C. Several auxiliary metabolic
genes (e.g., phoH gene, heat shock protein and queuosine biosynthesis genes) were identified in the
R5C genome that may be beneficial to the host and/or offer a competitive advantage for the phage.
Among siphophages infecting the Roseobacter clade (roseosiphophages), four gene transfer agent-like
genes were commonly located with close proximity to structural genes, suggesting that their function
may be related to the tail of siphoviruses. The isolation and characterization of R5C demonstrated
the high genomic and physiological diversity of roseophages as well as improved our understanding
of host–phage interactions and the ecology of the marine Roseobacter.

Keywords: roseophage; genome; phylogenetic analysis; environmental distribution

1. Introduction

As the most abundant biological entities, viruses play an important role in nutrient cycles
and energy flow in marine environments through viral lysis [1]. Viruses are also one of the major
contributors to horizontal gene transfer and evolution of their hosts, with approximately 1023 infections
occurring every second in seawater [2]. Recent investigations of viruses using metagenomics
fundamentally changed our estimation of their diversity and community structure as well as our
understanding of their interaction with their hosts [3]. Despite the tremendous amount of genetic
information provided by virome studies, most are considered “dark material” owing to the lack
of similarity to known sequences. It is proposed and demonstrated that this problem can be
partially solved by the isolation and genetic characterization of viruses, especially those that infect
dominant bacterial groups, such as Synechococcus and Vibrio in coastal areas, in addition to SAR 11 and
Prochlorococcus in open ocean [4–8]. In addition, the physiological and ecological characterization of
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these isolated viruses, as well as their interaction with hosts, has improved our understanding of their
ecological and biogeochemical roles in real environments [9,10].

In recent years, increasing attention has been paid to Roseobacter and their phages because of their
worldwide distribution, high abundance, and possible ability to be cultured [11–16]. It is estimated
that the Roseobacter clade contributes up to 15–20% of the total bacterioplankton in typical coastal areas
and open oceans [17]. They are detected from a variety of marine habitats ranging from marine snow,
micro and macro algae, microbial mats, sediments, sea ice, and hydrothermal vents [11]. Several major
biogeochemical processes, such as the transformation of organic and inorganic sulfur compounds,
carbon monoxide oxidation, and the degradation of high molecular weight organic matter, are mediated
by Roseobacter [11,17]. In addition, they are easily isolated and fast-growing, which is advantageous
for phage studies compared with other numerically dominant marine bacteria, such as SAR11 and
Prochlorococcus.

The genus Dinoroseobacter is one of the most well-studied groups of marine bacteria [11,18].
Dinoroseobacter shibae, the type species of Dinoroseobacter, was isolated from the dinoflagellate
Prorocentrum lima and lives in a symbiotic relationship with marine algae [19]. D. shibae is an aerobic
anoxygenic phototrophic bacterium and is competitive in unpredictable, changing environments,
because of its ability to perform light-driven ATP synthesis and its novel acylated homoserine
lacton compounds [20–23]. The strain type D. shibae DFL12T has been completely sequenced and
exhibits complex viral defense systems (i.e., clustered regularly interspaced small palindromic repeats,
CRISPRs) encoded in its genome [19,24].

To date, 17 phages and prophages infecting Roseobacter have been reported [12–14,16,25–32]. It has
been shown that roseophages contain a considerable degree of genomic variability [29,33]. However,
compared with the biogeographical, physiological and ecological diversity of Roseobacter, the range of
roseophages studied so far remains relatively narrow. For example, most roseophages were isolated
from coastal areas, but Roseobacter was also shown to be widely distributed in open ocean [13,29].
Viral metagenomic recruitments based on available roseophage genome sequences indicated the
presence of roseophages in open ocean, but only one such organism has been isolated from this
environment [34]. In addition, most of the roseophages belong to the Podoviridae family, but previous
studies of dominating marine bacteria groups (e.g., Synechococcus and Prochlorococcus) have suggested
that they are also infected by Siphoviridae or Myoviridae family phages. Phages adapted to different
environments and with different phylogenetic properties are driving factors for ecological distribution
and behavior of their hosts. Therefore, the aim of this study was to isolate and characterize more phages
for Roseobacter, particularly D. shibae, from open ocean areas, such as the oligotrophic South China Sea.
We expect that the phages isolated from distinct geographical environments and phylogenetic families
will provide novel information regarding their genetics, diversity and distribution, which will expand
our knowledge on the viral ecology of the marine Roseobacter.

2. Materials and Methods

2.1. Isolation and Purification of Phages

D. shibae DFL12T was used as the host in this study and was maintained on RO medium
(yeast extract 1 g·L−1, peptone 1 g·L−1, sodium acetate 1 g·L−1, artificial seawater 1 L, pH 7.4–7.8) at
room temperature. To increase the probability of phage isolation, viruses in the surface water of the
South China Sea, which was characterized as an oligotrophic environment, were enriched by tangential
flow filtration with a 30 kDa polysulfone cartridge (Labscale, Millipore, CA, USA). Double-layer agar
was used for the isolation and purification of phages.

After purifying five times, phages were cultivated for expansion in liquid RO medium. The culture
was centrifuged at 12,000× g at 4 ◦C for 10 min to obtain the phage-containing supernatant. Following this,
phages were concentrated by precipitation with polyethylene glycol 8000 (final concentration: 100 g·L−1)
and centrifuged at 10,000× g for 60 min at 4 ◦C. The precipitate was resuspended in SM buffer (100 mM
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NaCl, 8 mM MgSO4, 50 mM Tris-HCl at pH 7.5) and purified by CsCl equilibrium gradient centrifugation
(200,000× g, 4 ◦C, 24 h). The pellet was dialyzed through 30 kDa super-filters (UFC503096, Millipore) and
the filtrate was collected for morphologic observation and DNA extraction.

2.2. Transmission Electron Microscopy (TEM)

The purified and desalted phages were diluted to the appropriate concentration with SM buffer
and adsorbed onto 200-mesh carbon-coated coppers for 10–30 min in the dark. After being stained
with 1% phosphotungstic acid and dried for 30 min, samples were viewed at 80 kV voltage using a
JEM-2100 transmission electron microscope (JEOL, Tokyo, Japan). Images were collected using the
CCD image transmission system (Gatan Inc., Pleasanton, CA, USA).

2.3. Host Range

Besides D. shibae DFL12T, bacterial strains used in the host range test included Citromicrobium sp.
WPS32, Citromicrobium sp. JL2201, Citromicrobium sp. JL1351, Citromicrobium sp. JL354, Citromicrobium sp.
JL1363, Dinoroseobacter sp. JL1447, Erythrobacter litoralis DMS 8509, Erythrobacter longus DMS 6997,
Erythrobacter sp. JL475, Hoeflea phototrophica DFL-43, Paenibacillus sp. JL1210, Roseobacter denitrificans
OCh114, Roseomonas sp. JL2290, Roseomonas sp. JL2293, Roseovarius sp. JL2434, Ruegeria sp. JL126,
Spingobium sp. JL1088 and Silicibacter pomeroyi DSS3. Exponentially growing cultures of these bacteria
strains were incubated with phages, which were diluted to 102, 104, 106, and 108 PFU mL−1, for 20 min
and then plated using a plaque assay. Replication was conducted for each bacterium strain.

2.4. One-Step Growth Curve

To analyze the infectivity and replication ability of phages, a one-step growth curve test was
performed. Phages were added to 1 mL of log-phase D. shibae DFL12T with a multiplicity of infection
of 0.01, before being incubated for 25 min at room temperature in the dark. The culture was centrifuged
at 10,000× g at 4 ◦C for 5 min and resuspended in 1 mL of RO medium. Centrifugation was repeated
twice. Thereafter, the pellet was transferred to 50 mL of RO medium and incubated over 7 h at 28 ◦C
with continuous shaking. Samples were collected every 30 min and viral abundance was quantified
using the double agar overlay plaque assay. The latent period was followed by a single burst of phages.
The burst size was the average number of phages released per infected host cell and calculated as the
ratio between the number of phages before and after the burst [35].

2.5. Lipid in the Viral Capsid

To investigate the presence of lipid in the viral capsid, 1 mL of phages were mixed by vibrating
with 0 μL, 20 μL and 200 μL of chloroform, respectively, for 1 min and then kept at room temperature
for 30 min. After centrifuging at a slow speed, phages remaining in the supernatant were dropped
onto a D. shibae DFL12T plate. The result was determined by the emergence of plaques.

2.6. DNA Extraction

Phage DNA was extracted using the phenol–chloroform extraction method.
Briefly, purified phages were lysed by the addition of proteinase K (100 mg·mL−1), SDS (10%, wt/vol)
and EDTA (0.5 mol·L−1, pH 8.0) and incubated at 55 ◦C in water for 3 h. The digested sample was
then added to an equal volume of phenol/chloroform/isoamyl alcohol (25:24:1) and centrifuged at
12,000× g and 4 ◦C for 5 min to remove any debris. This step was repeated twice. The supernatant
was sequentially purified by adding chloroform/isoamyl alcohol (24:1) and centrifuging at 12,000× g
and 4 ◦C for 10 min. Following this, the supernatant was mixed with isoamyl alcohol and kept at
−20 ◦C overnight. The precipitate was allowed to air-dry after slowly flushing with cold 70% ethanol.
Samples were resuspended in 100 μL TE buffer (10 mM Tris-HCl, 1 mM EDTA, pH 8.0) and stored at
4 ◦C before analysis.
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2.7. Genome Sequencing and Analysis, and Phylogenetic Analyses

The genomic DNA of R5C was sequenced on the Illumina Hiseq 2500 platform using the TruSeq
PE Cluster Kit (Illumina, San Diego, CA, USA). The sequences were assembled using Velvet software
(v1.2.03) (4699× coverage) [36]. A termini analysis was used to identify the phage’s termini and genome
packaging [37]. The raw reads were aligned to the genome sequence using a CLC Genomics Workbench
(version 3.6.1). The GeneMarkS online server and ORF Finder were used to predict open reading
frames (ORFs), while tRNAscan-SE was used to identify tRNA sequences [38–40]. Translated ORFs
were analyzed and annotated by the algorithms of a BLASTP search against the NCBI database with
E-value ≤ 10−3 [41,42]. Gene maps were created based on the genome annotations using the Java
Operon. DNA polymerase I was used to investigate the phage R5C phylogeny. A maximum-likelihood
method in the MEGA 6.0 software package was used to construct the phylogenetic tree.

The complete genome sequence was submitted to the GenBank database under the accession
number KY606587.

2.8. Recruitment of Metagenomic Data

For a better understanding of the geographical distribution of R5C, the phage genes were used
as queries to search against metagenomic databases of the Pacific Ocean Virome (POV) and Global
Ocean Survey (GOS) [43,44]. Samples in POV were collected from various seasons (spring, summer,
fall, and winter), depths (10 m to 4300 m), and proximities to land (coastal to open ocean). Samples in
GOS were taken from a wide variety of aquatic habitats collected over 8000 km. Only sequences
with a threshold E-value of 10−5 and a minimum amino acid length of 30 and a bit score greater than
40 were extracted from the database. In addition, we searched for homologs of the R5C genome in
the Integrated Microbial Genomes/Virus (IMG/VR) database and the Environmental Viral Genomes
databases (EVGs) generated by Nishimura et al. (2017) [45,46]. To test any spacers of CRISPR array
within the phage sequence, the genome of phage was searched against viral spacer database of
IMG/VR, as well as in CRISPRs loci of bacterial isolates used in the present study [47].

3. Results and Discussion

3.1. Isolation and Characterization of Phage R5C

Phages infecting D. shibae DFL12T were isolated from seawater from the oligotrophic South China
Sea and designated as vB_DshS-R5C based on nomenclature suggested by Kropinski et al. (2009) [48].
Plaques resulting from R5C lysis appeared small and blurry, with a diameter of 1–2 mm after 1–2 days
incubation (Figure 1a). TEM showed that the phage R5C had a long hexagon head that measured
about 114 ± 2 nm in length and 70 ± 2 nm for the greatest width in addition to a flexional long tail
with a length of 142 ± 2 nm (Figure 1b). Based on its morphology, R5C belongs to the Siphoviridae
family from the order Caudovirales.

Host infectivity was analyzed for 19 bacterium strains. The host infectivity test demonstrated
that the phage R5C possesses a narrow host range and is only able to infect D. shibae DFL12T

(Table 1). Generally, myoviruses display the broadest host range among the three families of tailed
dsDNA viruses, while podoviruses display the narrowest [1]. Interestingly, a narrow host range
was observed for siphoviruses DSS3Φ8 and RDJLΦ1, while a broad host range was observed for
podoviruses DS-1410Ws-06, RD-1410W1-01 and RD-1410Ws-07 (Table 1). This confirms the specificity
and complexity of phage–host interactions and the rich diversity of roseophages. The phage R5C
was resistant to all three concentrations of chloroform. These results indicated the absence of lipids
in the capsid or the surrounding lipid layer, which has commonly been observed among all of the
roseophages isolated so far.
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(a) (b)

Figure 1. (a) Plaques and (b) transmission electron microscopy image of phage R5C.

3.2. Life Cycle

The results from the one-step growth curve are shown in Figure 2. The latent period for the
phage R5C lasted about 1.5–2 h and a growth plateau was reached in 4 h (Table S1). R5C exhibited
a small burst size of 65 PFU cell−1. The burst size of roseophages appeared to be highly variable,
ranging from 10 cell−1 to 1500 cell−1. It should be noted that different methods were used for the
enumeration of viral abundance. Generally, burst size is thought to be influenced by a number of
factors such as bacterial/viral size, the metabolic activity of the host as well as the characteristic
of the phage and host. A correlation between burst size and the trophic status of the environment
has also been proposed [49,50]. However, this needs to be further verified because some phages
(e.g., RPP1 and RD-1410Ws-01), which are isolated from eutrophic environments, also exhibit low
burst sizes. Furthermore, even though R5C and DS-1410Ws-06 were isolated from the same host and
cultured in a similar nutrient-rich medium, the burst sizes were different [32]. Similar to the host’s
physiological and ecological characteristics, features affecting phage burst size should not be ignored.

 

Figure 2. One-step growth curve of the phage R5C.
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3.3. Genome Features

The terminal analysis revealed that no protruding cohesive end was found in the complete
genome and suggested that phage R5C has a circular, double-stranded DNA genome according to
Zhang et al. [37]. The genome size of R5C is 77,874 bp (Figure 3), which is the second largest among the
published genomes of roseophages. It is suggested that the likelihood of phage interference with host
cellular activities increases with genome size. R5C has a G+C content of 61.5%, which is the highest
among all roseophages (Table S1). Generally, the G+C content is lower in phages than that in their hosts,
while temperate phages have smaller biases towards G+C content [51]. For example, the average G+C
values of the temperate phages ΦCB2047-A (58.8%) and ΦCB2047-C (59.0%) are close to that of their
host Sulfitobacter sp. strain 2047 (60.3%). Interestingly, a small G+C deviation is also observed between
R5C and its host (66.0%), which suggests that R5C may follow a temperate phage strategy. No tRNA
sequences were detected in the R5C genome using the tRNAscan-SE program. The lack of tRNA was
also found in other roseophages such as SIO1, P12053L, ΦCB2047-A, ΦCB2047-C, RDJLΦ1, RDJLΦ2,
RD-1410W1-01, RD-1410Ws-07 and DS-1410Ws-06. Among the four roseosiphophages, DSS3Φ8 has
the longest genome containing 24 tRNAs. In the literature, tRNA has been associated with longer
genome length, higher codon usage bias and higher virulence [52].

 

Figure 3. Genome map of the roseophage R5C. ORFs are depicted by leftward or rightward oriented
arrows according to the direction of transcription. Gene features and genome modules (structure, lysis
and DNA replication) are color-coded according to the legend below the figure.

In total, 123 ORFs were identified in the R5C genome using GeneMarkS and ORF Finder software
(Table S2). A total of 66 gene products had homologous sequences in the NCBI non-redundant
protein database and 41 of these could be assigned a recognizable function. At the amino acid level,
genes homologous to that from other phages showed less than 71% similarity. About 66.7% of the
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ORFs (82 ORFs, about 40% of the phage genome length) had no annotated features, while 57 of these
ORFs had no matches in the databases. Single gene analysis showed R5C to be weakly similar to
the known Siphoviridae. However, little or no nucleotide similarity was detected with these phages
and protein homology was also detected with a few loci, with only one or two signature phage genes
being shared between phages. Fifteen ORFs of R5C were homologous to that of both RDJLΦ1 and
RDJLΦ2, showing similarly low identity levels (ranging from 24 to 72% and 25 to 74%, respectively).
Furthermore, 19 ORFs with low identity (22–51%) were detected to be similar between R5C and
DSS3Φ8. This suggested that R5C sequences presented high levels of divergence from known phage
genomes and that proteins encoded by siphoviruses are under-represented in the database.

Among the 41 ORFs with recognizable functions, 10 were related to the structure and assembly
of virions, such as a coat protein, a head-to-tail connecting protein, a tail fiber protein and the large
subunit of terminase. Sixteen ORFs were predicted to encode proteins involved in DNA replication,
metabolism and repair, while one conserved lysis ORF, acetylmuramidase, was predicted in the R5C
genome. This was the first time that the DNA transfer protein, which is transcribed in the pre-early
stage of infection in T5, had been detected in roseophages. Interestingly, four gene transfer agent
(GTA) homologous genes and five queuosine biosynthesis genes were found in the R5C genome.
Additionally, integrase and repressor genes, which indicate a potential for a lysogenic cycle, were not
found in the R5C genome.

We compared the genomes of four roseosiphophages that possess gene transfer agent genes
and found only seven conserved shared genes, including ribonucleotide reductase, DNA helicase,
deoxycytidylate deaminase and GTA-like genes, with 22–50% identity at the amino acid level
(Figure 4). This demonstrated the extremely high level of genetic divergence of roseosiphophages.
The ribonucleotide reductase gene in R5C shares high amino acid identity with that of roseophages
RDJLΦ1 (44%) and RDJLΦ2 (44%). As a key enzyme involved in DNA synthesis, ribonucleotide
reductases are found in all organisms and convert nucleotides into deoxynucleotides [53]. In the
phosphorus-limited marine environment, obtaining sufficient free nucleotides is critical for DNA
synthesis [54,55]. DNA helicases are motor proteins that use the energy from NTP hydrolysis
to separate transiently energetically-stable duplex DNA into single strands [56]. The ubiquity of
helicases in prokaryotes, eukaryotes, and viruses indicates their fundamental importance in DNA
metabolism [57]. Deoxycytidylate deaminases catalyze the deamination of dCMP to dUMP and
thus provide the nucleotide substrates for thymidylate synthase [58]. All roseosiphophages isolated
have highly conserved GTA-like genes, whereas all podophages infecting the Roseobacter clade
roseopodophages lack similar genes. The four GTA-like genes (gp12–gp15) are close to genes encoding
structural proteins, such as the tail tape measure protein of R5C, and the same structural phenomenon is
also observed in other GTA-harboring phage genomes. These observations suggested that the function
of gp12–gp15 may be related to the specific structure of siphophages, such as the tail. Further protein
analyses are needed to verify this assumption.

 

Figure 4. Comparison of four roseophages that possess GTA genes. Four GTA genes are indicated in
red and other three conserved shared genes are indicated in blue. Genes sharing amino acid similarity
between two phages are connected by light blue lines (E-value < 10−3).
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Like many other phages, the R5C genome contains a variety of auxiliary metabolic genes
(AMGs). Currently, DNA metabolism and nucleotide synthesis genes are the most prevalent AMGs in
roseophage. In R5C, we found AMGs frequently appeared in marine phages, such as phoH (ORF 47)
and those firstly identified in roseophages (e.g., heat shock protein (ORF 74) and queuosine biosynthesis
genes (ORF 79, ORF 82–84 and ORF 95)). A greater number of AMGs may broaden the role that phage
play in their hosts’ fitness during infection.

The phoH gene has been detected in phages infecting both heterotrophic and autotrophic
bacteria, such as Prochlorococcus phage P-SSM2, Synechococcus phage Syn9, SAR11 phage HTVC008M,
and Vibrio phage KVP40 [6,54,59,60]. Roseophage SIO1 and DSS3Φ8 also possess the phoH gene [13,26].
Phage-encoded phoH genes have previously been described as apparent parts of a multi-gene family
with divergent functions and have played a part in phospholipid metabolism, RNA modification,
and fatty acid beta-oxidation [54,61,62]. It is suggested that the phoH gene in the phages aids host
regulation of phosphate uptake and metabolism under low-phosphate conditions, which is consistent
with the environment from which R5C was isolated, namely the oligotrophic South China Sea.

Heat shock proteins are postulated to protect organisms from the toxic effects of heat and other
forms of stress. These proteins exist in every organism studied from archaebacteria to eubacteria
and from plants to animals [63]. Cellular heat-shock responses occur during the replication of many
viruses, such as adenovirus and human cytomegalovirus [64,65]. This is the first report of a heat shock
protein in roseophages. The grpE gene alone encodes a 24-kDa heat shock protein. The GrpE heat
shock protein is important for bacteriophage λ DNA replication at all temperatures and for bacterial
survival under certain conditions [66].

As a hypermodified nucleoside derivative of guanosine, queuosine occupies the wobble
position (position 34) of the tRNAs coding for Asp, Asn, His or Tyr. The hypomodification of
queuosine-modified tRNA plays an important role in cellular proliferation and metabolism [67].
The mechanisms of action of the queuosine biosynthesis genes in viruses remain unclear, even though
similar gene clusters have been found in Streptococcus phage Dp-1, Escherichia coli phage 9g and other
viruses [68–70]. The queuosine biosynthesis genes were detected for the first time in the genome of a
roseophage in this study.

3.4. Phylogenetic Analyses

DNA polymerases, which play essential roles in viral replication, are found in many tailed
bacteriophages, with three conserved motifs (motifs A, B, C) being present in all virioplankton
metagenomic DNA polymerases [71]. In motif B, a link has been reported between leucine or tyrosine
substitution in the site corresponding to phenylalanine and the phage lifestyle [72]. For example,
all of the cultured phages with the tyrosine substitution were lytic, whereas lysogenic phages
carrying the polA gene possessed the leucine substitution. However, no evidence was found to
link DNA polymerase I with the biological requirements for a lysogenic or lytic life cycle in R5C.
Phylogenetic analyses based on DNA polymerase I showed that R5C was distantly related to other
roseophages, most of which fell into the “N4-like” cluster. On the DNA polymerase I phylogenetic tree,
R5C was most closely related to ctg DTF polA 1086, which was an environmental DNA polymerase
sequence from Dry Tortugas surface water (Figure 5). Based on the currently available data, it is
difficult to determine the taxonomic classification of R5C.
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Figure 5. Unrooted maximum likelihood phylogenetic tree of DNA polymerase I of bacteriophages.
Red color represents roseophages.

3.5. Environmental Distribution

To assess whether phage R5C is common in the environments, the R5C genome was searched
against the IMG/VR and EVGs databases, which are assembled from ecologically diverse metagenomic
samples [45,46]. However, no contig and genome with similarity to phage R5C was detected from
the IMG/VR and EVGs databases. In addition, the genome of R5C was searched against spacers
within CRISPRs of its host DFL12T, the isolates used in this study, and the viral spacer database of
IMG/VR. None of these analyses showed any match between R5C and viral spacer sequences within
CRISPRs. When the R5C genes were searched against the POV and GOS databases, we found that
their homologs were widespread from coastal regions to open oceans, similar to the previously shown
genomic recruitment of N4-like roseophages [29]. A more detailed analysis showed that similar levels
of identity (coastal, 22.2–90.0%; intermediate, 22.0–81.8%; open ocean, 22.6–83.3%) were found in
different kinds of environment in the POV. Surprisingly, the highest frequency of counts was observed
in samples from coastal areas in both the POV and GOS databases, despite the fact that R5C was
isolated from open water (Figure 6). This distribution pattern was consistent with that found in
previously published studies for roseophages DSS3Φ2 and EE36Φ1, but not RPP1 [16,29]. RPP1 was
isolated from a coastal area but showed a higher distribution in open oceans [29]. These contrasting
distribution patterns to isolation environments indicated that the interaction between roseophages and
their hosts may be more complex and dynamic than previously thought, with further studies needed
to reveal the global pattern of roseophages and their ecological significance.
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Figure 6. Prevalence of R5C-like ORFs in environmental viral metagenomic data. (a) Coastal metagenomes
of POV; (b) Intermediate metagenomes of POV; (c) Open ocean metagenomes of POV; (d) Coastal
metagenomes of GOS; (e) Estuary metagenomes of GOS; (f) Open ocean metagenomes of GOS.

4. Conclusions

Taken together, physiological and genomic characterization suggested that the phage R5C is a
novel lytic Siphoviridae roseophage. Our study demonstrated that oligotrophic open ocean is also
a source of roseophages, with novel roseophages possibly existing in this environment. The data
for R5C provide valuable insight into our understanding of roseosiphophages, which have so far
been under-investigated. However, these findings have raised several questions worth exploring in
future studies: (1) What is the distribution pattern of roseophages and their major groups? (2) Do
environmental conditions, such as nutrient levels, impact the ecological behavior of roseophages?
and (3) What is the evolutionary forcing driving diversity of roseophage? With an increasing
number of roseophages being isolated and considering the ecological significance of Roseobacter,
Roseobacter–phages may serve as a model system for studying the interaction between marine bacteria
and viruses. Tackling the questions above will expand our knowledge in this field.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/5/109/s1,
Table S1: Roseophages for which genome sequences are published; Table S2: Genome annotations of phage
vB_DshS-R5C.
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Abstract: Coccolithoviruses (Phycodnaviridae) infect and lyse the most ubiquitous and successful
coccolithophorid in modern oceans, Emiliania huxleyi. So far, the genomes of 13 of these giant
lytic viruses (i.e., Emiliania huxleyi viruses—EhVs) have been sequenced, assembled, and annotated.
Here, we performed an in-depth comparison of their genomes to try and contextualize the ecological
and evolutionary traits of these viruses. The genomes of these EhVs have from 444 to 548 coding
sequences (CDSs). Presence/absence analysis of CDSs identified putative genes with particular
ecological significance, namely sialidase, phosphate permease, and sphingolipid biosynthesis.
The viruses clustered into distinct clades, based on their DNA polymerase gene as well as full genome
comparisons. We discuss the use of such clustering and suggest that a gene-by-gene investigation
approach may be more useful when the goal is to reveal differences related to functionally important
genes. A multi domain “Best BLAST hit” analysis revealed that 84% of the EhV genes have closer
similarities to the domain Eukarya. However, 16% of the EhV CDSs were very similar to bacterial
genes, contributing to the idea that a significant portion of the gene flow in the planktonic world
inter-crosses the domains of life.

Keywords: E. huxleyi; coccolithovirus; genome comparison; horizontal gene transfer; domains of life

1. Introduction

It has been more than 10 years since the complete genome sequencing of a giant double-stranded
DNA-containing virus infecting the ubiquitous bloom-forming coccolithophorid species Emiliania
huxleyi [1]. Emiliania huxleyi virus strain number 86 (EhV-86) was isolated in 1999 from the English
Channel, and a subsequent analysis of its major capsid protein (MCP) and DNA polymerase
genes placed it in a new separate genus, Coccolithovirus, within the family Phycodnaviridae [2–4].
The Phycodnaviridae comprises other giant viruses that infect algae, such as Chlorella sp. (e.g., PBCV-1),
Ectocarpus siliculousus (e.g., EsV-1), Micromonas pusilla (e.g., MpV-SP1), Chrysochromulina brevifilum
(e.g., CbV-PW1), and Heterosigma akashiwo (e.g., HaV01) [5,6]. Because of E. huxleyi’s global impact on
biogeochemical cycles, the study of this host-virus system is particularly relevant. Interactions between
E. huxleyi and EhVs have been investigated both in vivo, through large-scale semi-natural mesocosm
experiments and natural E. huxleyi blooms [7–11], and in vitro [12–16], in laboratory experiments
designed to elucidate specific aspects of the infection cycle, the infection dynamics and the host cellular
response to infection [17].
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As a result of these studies, considerable insight has been gained regarding (1) the EhV intein [18]
and the expression profile of EhV genes during infection [19–21]; (2) the EhV life cycle, including its
utilization of lipid rafts for budding from the host cells [22,23]; (3) host cellular processes in response to
infection such as autophagy and the induction of programmed cell death (PCD) pathways [17,24–27];
(4) the manipulation of fatty acid and lipid metabolism within infected cells, leading to the production
of virus-induced lipids crucial for the progression of the infection [10,28–31]; (5) vector transmission
of EhVs in the natural environment via aerosols and zooplankton faecal pellets [32,33]; and (6) the
co-occurring diversity of EhVs and their viruses in a range of habitats, including the Atlantic Ocean,
Norwegian Fjords and coastal regions of the Black Sea [8,34–38]. Perhaps the most astonishing
finding to date was the identification of a de novo sphingolipid biosynthesis pathway in the EhV
genome [1,9,39], encoding virus-derived glycosphingolipids (vGSLs) that are crucial regulators of
infection [28]. Thus, important parts of the metabolic activity in the planktonic realm (in this case
lipid production) are viral-driven [40]. It has been proposed that this pathway is a result of horizontal
gene transfer (HGT) between E. huxleyi and their coccolithoviruses [1,9,39]. Similar HGT events
with far-reaching ecological relevance and consequences have been reported between other marine
viruses and their hosts. These include photosynthesis-related genes such as photosystem II core
reaction center protein D1 and a high-light-inducible protein in Prochlorococcus phages [41], as well as
phosphate transporter genes (e.g., pho4 and phoH) in viruses infecting Bathycoccus, Micromonas and
Ostreococcus [42].

Since the sequencing of the EhV-86 genome, an additional 12 EhV strains have been isolated and
their genomes sequenced [43–49]. This makes EhVs one of the largest collections of Phycodnaviridae
viruses in culture with complete or near-complete genome sequences available. In this study,
we conduct an in-depth comparison of these EhV genomes for the first time and consider the functional
and ecological significance of variation observed between strains. Further, we investigate potential
evolutionary links between these viruses and the other domains of life, in particular bacteria which
co-occur with EhVs in the marine environment. Bacteria are important constituents of microbial
food webs in marine habitats [50,51] and may themselves act as pathogens. As an example of the
latter, certain bacteria have been found to induce caspase-like activity and cell death in E. huxleyi [52].
Diseases of macroalgae in coastal habitats have also been attributed to bacteria [53], which likely
coexist with a diverse viral community [54]. Interestingly, bacterial-like genes have been reported in
several Phycodnaviruses. For example, 48 to 57 bacterial-like genes were identified in three viruses of
Chlorella, and 81% of the total bacterial-like genes identified in Mimivirus have no homologs in even
distantly related eukaryotes [55,56]. The possibility that EhVs may also have acquired genes from
marine microbes (other than their host) via HGT will be explored.

2. Methods

2.1. Coccolithoviruses and Their Phylogeny

The genomes of 13 EhV strains were retrieved from National Center for Biotechnology Information
(NCBI) (Table 1). One genome (EhV-86) is complete. The remaining twelve are near-complete draft
genomes which contain gaps between some of the contigs (see Section 3.3). A 14th genome (EhV-163)
was not included in this analysis to avoid biases due to its incomplete sequence (80%) [43]. CLUSTALW
multiple sequence alignment of two EhV genes, DNA polymerase and serine palmitoyltransferase
(2921 and 2604 bp long, respectively), and subsequent phylogenetic analysis was conducted using
MEGA6 [57]. The evolutionary history of these sequences was inferred using two independent
methods: Neighbor-Joining and Maximum Likelihood [58].
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2.2. Whole Genome Reconstruction, Alignment and Comparison

Annotated EhV genomes [1,44–49] were used to build genomic alignments. Prior to analysis,
the gaps between the assembled annotated contigs of each draft genome were made the same length
by adding a known length of ambiguous nucleotides (i.e., a series of 10 Ns). The Artemis Comparison
Tool (ACT) was then used for BLASTn pairwise alignment and visualization of the draft genome
sequences against the fully assembled non-gapped reference genome of EhV-86 [59]. This enabled
identification of the most likely orientation and placement of contigs (note that inversions are common
in virus genomes and it is possible that inversions represent a real difference between the genomes).
Misplaced contigs were placed in their appropriate location and converted into the correct orientation
manually. Subsequently, MAUVE 2.0, a program for the identification of conserved genomic DNA
regions and rearrangements, was used to elucidate the variable regions of each genome [60] in relation
to EhV-86. Additional gene prediction analysis and functional annotations were performed within the
publically available online Integrated Microbial Genomes—Expert Review platform (IMG/ER; [61]).
Pairwise average nucleotide identity between each pair of genomes was also performed in this platform
using Average Nucleotide Identity (ANI) analysis [62,63]. Briefly, ANI was used to compare all protein
coding genes within each EhV genome to the non-gapped reference genome of EhV-86 (Table 2).
Only bidirectional best hits (BBHs) with >70% sequence identity over >70% of the length of the shorter
sequence in each BBH pair were retained.

Table 2. Average Nucleotide Identity (ANI) analysis of EhV genomes against EhV-86. The analysis
included 12 draft EhV genomes, where a higher ANI score indicates greater genome similarity.

Reference Genome Draft Genome ANI Score Total BBH * Clade

EhV-86

EhV-164 99.95 443 A1
EhV-145 99.93 456 A1
EhV-84 99.07 434 A1
EhV-88 98.96 442 A1

EhV-99B1 98.23 421 A3
EhV-208 96.78 399 A2
EhV-207 96.67 411 A2
EhV-201 96.6 399 A2
EhV-203 96.6 402 A2
EhV-18 79.52 307 B

EhV-202 79.42 312 B
EhV-156 79.4 308 B

* BBH: bidirectional best hit.

2.3. “Best BLAST Hit” Analysis of Genomes

A “Best BLAST hit” analysis was performed on the predicted CDSs of the EhV genomes using a
BLASTp algorithm [64] with default parameters against the publically available NCBI non-redundant
protein database, excluding viruses. The “Best BLAST hit” analyses used a comprehensive list
of viral genes (in this case all the predicted CDSs of 13 EhV genomes) as a query against the
NCBI non-redundant protein sequences and captured the top-hit taxonomic data if available
(e.g., Domain, Phylum, Class, Order, Family, Genus, Species), associated with the subject homolog
(Target), as well as sequence match scoring parameters. An initial search pulled all hits. These were
clustered according to “Domain” and evaluated for alignment and Bit scores, which were normalized
to the scoring system. While we recognize that there is no perfect cut-off, we have chosen to limit the
dataset to Bit scores above 50 for “Domain”, and above 100 (E-value < 1 × 10−19) for the subsequent
taxon categories. These analyses fall within the suggested boundaries [65].

Specific BLASTp analysis of each EhV genome against the pan genome of E. huxleyi CCMP1516 [66]
and against other EhVs was conducted within the IMG/ER platform using a cut-off E-value of
<1 × 10−5 and identity of >50%. Additional BLASTp analysis of EhV genes highly similar to E. huxleyi
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CCMP1516 host genes and those similar to other putative genes in other taxa discovered during
the “Best BLAST hit” analysis (see Sections 3.5 and 3.6) were performed within NCBI against the
non-redundant protein sequence database that includes viruses (Tables S1–S10).

3. Results and Discussion

3.1. Phylogenetic Relationships of Coccolithoviruses

Phylogenetic analysis of available DNA polymerase gene sequences, one of the commonly used
phylogenetic markers for the dsDNA viral kingdom, indicated that the EhVs cluster into two major
groups: A and B (Figure 1). The division into these groups was primarily due to a longer DNA
polymerase gene present in EhV-18, EhV-156 and EhV-202 (caused by an insert of 12 bp, which results
in the addition of glycine, threonine and two prolines at the end of the coding region). Group A was
divided into three sub-clusters, where cluster A1 represents strains isolated primarily from the English
Channel in 1999, A2 represents strains isolated primarily from the English Channel in 2001, and A3
represents a single strain isolated in 1999 from a Norwegian fjord. As such, these sub-clusters appear
to be correlated with both year of isolation and location of origin. However, several exceptions were
identified: EhV-145 and EhV-164 also clustered with A1 but were isolated after 1999. EhV-202, isolated
in 2001 from the English Channel, clustered in B, with EhV-156 and EhV-18 (due to the 12 bp insertion
mentioned previously), rather than A2. To further test these EhV groupings, phylogenetic analysis
was also performed using the less conserved serine palmitoyltransferase (SPT) gene. This revealed
similar groupings, with the exception of EhV-99B1 which clustered with A1.

Figure 1. Phylogenetic analysis of coccolithoviruses based on their DNA polymerase and serine
palmitoyltransferase (SPT) genes. The evolutionary history of 13 EhV strains was inferred based
on the 2604 bp long SPT (I and II) and 2921 bp long DNA polymerase (III and IV) genes, using
the Neighbor-Joining (I and III) and Maximum Likelihood (II and IV) methods. Note that EhV-18
and EhV-145 are absent from the serine palmitoyltransferase tree due to the full length SPT protein
being split over two separate genes in their respective genomes. Based on the DNA polymerase
phylogeny, the EhVs cluster into two main clades: A and B (green). Clade A is further divided into
sub-clusters A1 (red), A2 (yellow), and A3 (purple). The percentage of replicate trees in which the
associated taxa clustered together in the bootstrap test (1000 replicates) are shown next to the branches.
The evolutionary distances were computed using the Tamura-Nei method and are in the units of the
number of base substitutions per site.
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The phylogenetic clades were also confirmed by the ANI analysis, in which the closest relative
to EhV-86 based on the bidirectional pairwise alignment of the total number of genes was EhV-164
(placed in sub-clade A1), whereas those the furthest away were EhVs in clade B (Table 2).

Interestingly, significant differences have been observed in the infection dynamics of
representative EhVs belonging to each phylogenetic clade identified in this study (Figure 1), both in
respect to their lytic period [13] and their ability to utilize their host for the production of virally
encoded glycosphingolipids, which are crucial for the successful demise of host cells [67].

3.2. Homology, Heterology and Genome Structure

Whole genome alignment revealed that the EhV genomes were syntenic with the exception of a
~80,000 bp section located in the middle of each genome (Figure 2) enriched with early transcription
promoter elements [1,20,68]. As expected [37], this hyper-variable region was characterized by
numerous inversions, rearrangements and base pair substitutions. One possibility is that the observed
variation in this region is a result of the gaps in the draft genomes between the different contigs
(Figure 2). Although this may be the case for some of the draft genomes (i.e., EhV-18, EhV-156,
EhV-202, and EhV-208), where the highest number of gaps are in that region, it is not for others.
For example, EhV-201 and EhV-99B1 sequences only have 2–3 gaps in that region, yet still exhibit
variability. Further, many gaps are located in areas outside this region and show little variation;
the draft genome of EhV-145 has 10 gaps in the section that ranges from ~300,000 bp to ~397,000 bp,
yet variation in this section is minimal. It is therefore likely that the early transcriptional profile of
these viruses can differ considerably.

The misalignment of different sections within the hyper-variable region (evident by numerous
crossing lines between the co-linear blocks in Figure 2) becomes more prominent the further a
genome is from those in cluster A1 (Figure 2). This is consistent with the DNA polymerase based
phylogeny (Figure 1), in which viruses belonging to group B are more distant from those in group
A1. Considered together, the genome alignments (Figure 2), and ANI analysis (Table 2) support the
clustering of EhVs into the aforementioned groups and is consistent with DNA polymerase and SPT
based phylogenies.

3.3. Genome Size and Putative Gene Differences

Previous pulsed-field gel electrophoresis (PFGE) of coccolithovirus genomes indicates that they
have an average size of 410 kb [2]. In our study, the estimated length of the EhV genomes ranged from
376,759 to 421,891 bp (with a GC content of 39.94% to 40.49%), suggesting considerable variability in
EhV genome size. For example, EhV-99B1 appears significantly shorter than the rest of the genomes
(Figure 2). The genomes also differed in the number of predicted protein coding sequences (CDSs).
They contained between 444 and 548 CDSs, from which an average of 90 had functional prediction,
including three to six transfer RNA (tRNA) genes (Table 3). Due to the highly repetitive nature of
the hyper-variable region, some of the variations observed could be attributed to sequencing errors,
misalignments introduced during the original genome assembly, and the numerous gaps between
the different contigs. However, these variations may also reflect real differences, as it is unlikely
that regions as big as 45,132 bp long (the difference between the longest and shortest genome) were
incorrectly sequenced or not included in the assemblies. These variations may have real consequences
on the virus life cycle, affecting the time for viral genome synthesis within infected cells and, to an
extent, the size of the capsid into which the DNA will be packed. As viruses exploit the resources of
the host cell to synthesize new, infectious viral particles, these inherent differences may ultimately
affect the number of viable viruses produced during infection.
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Figure 2. Whole genome alignment of sequenced coccolithovirus genomes. The genomes were aligned
using MAUVE, in relation to the non-gapped backbone genome of EhV-86. Syntenous blocks are
indicated in the same colours and the lines that connect them indicate the position of each block in
relation to the same block of genes in the genome of EhV-86. The small red lines on each genome
represent the exact positions of the gaps that separate the different contigs within each draft genome.
The genomes are ordered based on their DNA polymerase phylogeny (Figure 1), based on the ANI
analysis of this study (Table 2), and based on previously published microarray data that puts them into
the aforementioned groups and sub-clades [20].
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Table 3. Predicted genomic characteristics of sequenced coccolithoviruses. The statistics for each
genome were obtained from the annotated ordered genomes uploaded into the Integrated Microbial
Genomes—Expert Review (IMG/ER) online genome analysis pipeline [66]. Note that the numbers
of genes, bases, coding sequences (CDSs), coding bases and transfer RNAs (tRNAs) here are
underestimates (except for EhV-86) due to incomplete genome sequences.

Genome Name Genes Total Bases CDS Coding Bases Genes with
Function Prediction tRNAs GC (%) Number of Gaps

in Genome

E. huxleyi virus 84 486 396620 482 334463 85 4 40.17 8
E. huxleyi virus 86 478 407339 472 369157 90 5 40.18 0
E. huxleyi virus 88 480 397298 475 357803 90 5 40.18 7
E. huxleyi virus 201 457 407301 451 363714 89 6 40.46 6
E. huxleyi virus 202 488 407516 485 352215 93 3 40.3 11
E. huxleyi virus 203 470 400520 464 364178 91 6 40.12 5
E. huxleyi virus 207 479 421891 473 371313 93 6 40.49 15
E. huxleyi virus 208 461 411003 455 348386 90 6 40.42 16
E. huxleyi virus 99B1 451 376759 444 333400 90 6 40.04 16
E. huxleyi virus 18 508 399651 503 346161 91 5 40.49 21
E. huxleyi virus 145 552 397508 548 350414 103 4 39.94 41
E. huxleyi virus 156 498 399344 493 351083 88 5 40.47 19
E. huxleyi virus 164 514 400675 510 354290 95 4 40.11 17

Although strain-specific differences in the number and composition of transfer RNAs (tRNAs)
encoded within the genomes were identified, the tRNAs for Arg, Asn and Gln were common to all
(Table 4). Similarly, Pagarete et al. [44] report differences in the type of tRNAs encoded by EhV-86
and EhV-99B1. However, after an in-depth study of the different codon frequencies of the genomes
of EhV-86 and EhV-99B1, they concluded that the difference in tRNAs does not correspond to the
respective codon frequencies in each genome and that it is more likely that strain-specific tRNA
differences represent adaptations to different host strains. If so, viruses with a larger number of
tRNAs may have an advantage in terms of host range and translation within different host genotypes.
Allen et al. [20] observe (in the absence of statistically robust data) that out of 23 different host strains
tested, EhV-207 (which codes for six tRNAs) infects 10, whereas EhV-86 (which codes for five tRNAs)
infects eight. Moreover, EhV-207 outcompetes EhV-86 when placed in direct competition over a single
host genotype and has a higher rate of virus particle production [13]. The extent to which tRNAs are
responsible for these observations has yet to be determined.

Most predicted CDSs were shared between all EhV genomes but a number of strain-specific CDSs
were detected (Table 5). EhV-84 and EhV-202 contain the largest number of potentially “unique” genes
(27 and 18, respectively). This is intriguing, as the other genomes in clade A1 and B (to which EhV-84
and EhV-202 belong respectively) do not exhibit a large number of “unique” genes (Table 5).
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The observed strain-specific genomic differences within members of the same clade (Tables 3–5)
highlight the limitations of virus taxonomy using a single gene such as DNA polymerase, when one
tries to infer upon the evolutionary connections of these large viruses, the origin of certain genes,
and potentially their functional implications. These limitations also become apparent in large-scale
phylogenetic studies that include numerous taxa across the domains of life. Almost two decades ago,
Villarreal and DeFilippis [69] suggested an alternative hypothesis for the flow of genetic material,
with an emphasis on the virus DNA polymerase. Based on a large number of hits of virus DNA
polymerases to other taxa, they suggest that algal viruses did not acquire replication genes from their
eukaryotic hosts but vice versa [69]. We performed a similar analysis using the DNA polymerase gene
of EhV-86 against the non-redundant protein sequence database in NCBI. The closest hit was to a DNA
polymerase of the Yellowstone lake phycodnavirus 1 (reference sequence: YP_009174732.1), with a
query cover of 81%, E-value of 9 × 10−137 and identity of 35% (Table S1), other Phycodnaviruses, and
other organisms such as Klebsormidium laccidum (which belongs to a genus of filamentous charophyte
green algae).

3.4. Coccolithovirus Gene Similarities to the Emiliania huxleyi Host

The prevailing dogma is that many EhV genes were acquired from Emiliania huxleyi through HGT.
BLASTp analysis of EhV genomes revealed that, on average, ~25 EhV protein coding sequences were
highly similar to counterparts in the host genome of E. huxleyi CCMP1516 (consistent with previous
analysis of this host genome [66]). Unfortunately, most of these genes have no assigned function
yet. Those with a predicted function include a group of genes that encode a de novo sphingolipid
biosynthesis pathway (i.e., serine palmitoyltransferase [45%], sterol desaturase [42%], transmembrane
fatty acid elongation protein [56%], and lipid phosphate phosphatase [29%]). BLASTp analysis of
the EhV serine palmitoyltransferase gene (which encodes the rate-limiting enzyme in this pathway)
showed that the most similar genes in the non-redundant protein sequence database of NCBI are
putative serine palmitoyltransferases in E. huxleyi, Chrysochromulina sp. and Perkinsus marinus (Table S2).
These genes are essential for the progression of infection through the production of virus-derived
glycosphingolipids [28] and induction of PCD pathways within infected cells [17], and are present in
all EhV genomes analysed. As previously reported [49], the two protein subunits of SPT (LCB1 and
LCB2) are encoded by two separate genes in the genomes of EhV-18 and EhV-145. This separation
over two genes may reflect the ancestral form prior to the fusion of the two subunits into a single gene
(as seen in all other EhVs). The functional implications of this during infection are so far unknown.
Nevertheless, the acquisition of this near complete pathway represents a classical example of HGT of a
virus with its host, and illustrates a finely tuned co-evolutionary relationship between a host and its
virus. In this case, it is manifested by a control for sphingolipid biosynthesis [29].

With the exception of EhV-99B1, EhV-202, EhV-18 and EhV-156, the CDS with the highest identity
(i.e., 86.4%) to a similar gene in E. huxleyi CCMP1516 is a putative phosphate permease transporter
(denoted as ehv117 in EhV-86). This transporter is encoded by all EhV isolates from the English
Channel and the Scottish coast, but absent in the Norwegian isolate EhV-99B1 ([44]; and this study)
and the partially sequenced genome of the Norwegian isolate EhV-163 (not included in this study) [43].
Instead, a 75-bp scar remnant of the transporter gene is still present at the 3′ end of this gene in both
Norwegian isolates, and is replaced by a putative endonuclease [43]. This indicates that the Norwegian
fjord EhVs once possessed the gene [44] and have since lost it. Such genes are common in E. huxleyi,
which has six inorganic phosphate transporters and an alkaline phosphatase that enable it to thrive in
low phosphorous conditions [66]. Phosphorus is also essential for successful viral replication in most
host-virus systems [70–72]. However, we do not currently know if the ehv117 gene product is used to
enhance phosphate acquisition from the external environment during infection. Its replacement with
an endonuclease encoding gene in EhV-99B1 is intriguing, as this may function to provide additional
phosphate via utilization of internal cellular resources, rather than acquisition of external phosphate
via transporter activity. This could reflect the selective pressure imposed by particular geographic
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locations that are characterized by specific physicochemical conditions. For instance, the frequency of
phosphate uptake genes in metagenomic datasets is higher in locations where the average phosphate
concentration is lower (e.g., North Atlantic Gyre) [42,73]. Like SPT, it is most similar to a homologue
in E. huxleyi (Table S3) and was likely acquired by HGT with its host. Other high hits in NCBI include
similar genes in Ostreococcus lucimarinus and Ectocarpus siliculosus. Similarly, a phosphate transporter
gene (i.e., pho4) was identified in the viruses infecting Ostreococcus and it was proposed that this was
also a result of HGT [42].

For EhVs where the ehv117 transporter gene is absent, the CDS with the highest percentage
similarity to a CDS in E. huxleyi CCMP1516 varies. In EhV-99B1, it is a predicted ribonucleoside-
diphosphate reductase protein (RNR) (71.9% similar) whereas in EhV-202, EhV-18, and EhV-156 it
is a predicted polyubiquitin protein (94.7% similar). While the former is an enzyme crucial for the
conversion of ribonucleotides to deoxyribonucleotides for DNA synthesis, the latter is involved in
protein degradation. We cannot confirm if these genes are also a result of HGT with their host, as there
were many top hits in the NCBI non-redundant protein sequence database to other taxa, including
the haptophyte Chrysochromulina, Chitinophaga niabensis bacteria, and the Gram-negative bacteria
Cnuella takakiae, in the case of RNR (Table S4), and radiolarians such as Collozoum inerme, and protists
such as Vitrella brassicaformis, in the case of polyubiquitin (Table S5).

3.5. Coccolithovirus Gene Similarities to Other Eukaryotes

As previously mentioned, the current consensus is that many EhV genes are a result of HGT
between coccolithoviruses and their specific host [39]. If this is true, it demonstrates that these viruses
are entwined within the molecular workings of their hosts and have managed to acquire genes that
target and coerce core aspects of their cellular metabolism. Alternatively, many EhV genes (including
some of those mentioned in Section 3.4) may have an alternative origin. Thirty-three percent of the
total EhV gene hits in the “Best BLAST hit” analysis (which excluded viruses) matched Eukaryotes
other than Isochrysidales (the order to which E. huxleyi belongs) (Figure 3). These genes included
those involved in nucleotide transport and metabolism, replication, recombination and repair, and
transcription (Table 6). Among these other Eukaryotes are phylogenetically distant organisms such as
moulds, fungi, unicellular flagellated protozoa, centric diatoms, amoeba, and green algae. Most of
these can be found in the planktonic realm where E. huxleyi also dwells, particularly diatoms whose
development is often tightly linked to E. huxleyi growth in ecological successions [74]. In this study,
some of the top EhV gene hits against other genera include DNA-directed RNA polymerase subunit-B
(an enzyme that produces mainly RNA transcripts) and DNA ligase (an enzyme that facilitates the
joining of DNA strands) (Table 6). The former had top hits against members of the genus Dictyostelium,
a group of soil living amoeba, whereas the latter had top hits against Micromonas, a group of chlorophyte
green algae (Tables S6 and S7).

It is also plausible that EhVs have, or have had in their evolutionary past, alternative hosts that
have enabled them to facilitate HGT with other taxa. Some giant algal viruses have the capacity
to alternate between hosts belonging to different genera. For example, viruses capable of infecting
Haptolina hirta infect also Prymnesium kappa and vice versa; [75]). Alternatively, there may have been
a retroviral stage during the evolution of the E. huxleyi-virus system. Several EhV genes thought to
have originated via HGT with E. huxleyi (including those for the de novo sphingolipid biosynthesis)
lack introns, unlike their counterparts in the host genome. This suggests the possible involvement
of coccolithophore-infecting RNA viruses in mediating HGT, although such viruses have not been
observed yet.
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Figure 3. “Best BLAST hit” analysis of coccolithovirus CDSs in relation to the three domains of life:
Eukarya, Bacteria and Archaea. Predicted genes within EhV genomes were BLASTp analyzed against
possible hits in the three domains of life using a gene BitScore of >50 (A); and >100 (B). Further EhV
gene hits analysis to the taxonomic level of “order” in Eukarya (C); and Bacteria (D) was performed
using a BitScore of >100.

3.6. Coccolithovirus Gene Similarities to Bacteria

There are close ecological relationships between E. huxleyi and some bacterial groups. A previous
study reports that E. huxleyi blooms in the North Atlantic are dominated by Roseobacter, SAR86, SAR11,
and other Alpha and Gammaproteobacteria [76]. In their study, bacteria belonging to the Roseobacter genus
and SAR86 and SAR11 clades account, together, for >50% of the bacterial rDNA in surface waters,
whereas a cyanobacterium and members of the Alphaprotobacteria are associated with chlorophyll
a-rich waters in the euphotic zone (0–50 m in depth), the typical niche at which coccolithophores are
found [76]. A link between coccolithophores and bacteria is also found in cultures of E. huxleyi and
Coccolithus pelagicus, which are enriched in hydrocarbon-degrading bacteria belonging to Marinobacter
and Marivita [77]. These bacteria can colonize exopolymeric substances exuded by microalgae, but the
ecological role of this phenomenon is unknown [78]. This tight evolutionary coexistence involving
E. huxleyi, its viral community, and associated bacteria may have resulted in HGT across the domains.

In our more conservative “Best BLAST hit” analysis (using a bit-score of >100) we saw that
16% of the EhV genes also shared strong similarities to bacterial genes (Figure 3), involved in
nucleotide, lipid, and carbohydrate transport and metabolism; and replication, recombination
and repair (Table 6). Interestingly, almost half of the bacterial-like genes in the Chlorella virus
NY2A, and a fifth of those in Mimivirus were proposed to be involved in DNA replication and
repair [55,56]. In our analysis, top hits to bacteria include genes that code for sialidase, deoxycytidylate
deaminase and fatty acid desaturase. These hits were against members of the genus Clostridium,
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Sphingobacterium and Niveispirillum respectively (Table 6, and Tables S8–S10). Bacteria from these genera
are consistently found in all coccolithophore cultures studied by Green et al. [77]. The hits against the
Sphingobacteriales are particularly intriguing as members of this order are characterized by the presence
of cellular lipid components that are comprised of high concentrations of sphingophospholipids [79].
The rate limiting step in sphingolipid biosynthesis in S. multivorum is serine palmitoyltransferase
(SPT) [80], as in the E. huxleyi—virus system [81]. Although the EhV SPT is more similar to the
host gene (as indicated above), the closest crystal structure in the PDB database to the EhV SPT is
Sphingobacterium multivorum [67]. This structure was used to model the EhV derived SPT enzyme and
to infer its catalytic capabilities during infection [36,67].

Moreover, in S. multivorum, sialidase specifically hydrolyzes deaminated neuraminic acid
linkages and is localized in the periplasm [82,83]. Viruses such as influenza, adenoviruses,
and polyomaviruses [84,85], can use virus-derived sialidase to target host sialic acid glycosphingolipids
located on the host membrane. A similar process could be fundamental for EhV host recognition and
entry, notably because susceptible E. huxleyi strains are enriched in glycosphingolipids (GSLs) with a
sialic acid-modified glycosyl head-group [12,14]. These GSLs are proposed as a target for hydrolysis
by EhV-encoded sialidases or as a ligand for the attachment of EhV lectin proteins [23]. Indeed,
virus-derived sialidase transcripts are detected during EhV-86 infection 6–24 h post infection [21].

Surprisingly, we observed that the putative sialidase gene is severely truncated (up to 95% of
its extension) in some EhV strains. Its full form is present in 1999 isolates (as well as EhV-164 and
EhV-145), whereas those isolated in 2001 (as well as in EhV-18 and EhV-156) have a truncated form.
In the genomes with the truncated form, the reduction is from a full gene of 1122 bp to 180 bp.
Further reduction is seen in EhV-18 and EhV-156 where only a 60 bp fragment of the original gene
remains. To date, EhV infectivity data do not show an association between the lack of a full length
sialidase gene and a reduced ability to infect E. huxleyi. Hence, the selection against this gene in many
EhVs and the fact that infection still occurs (presumably alongside other viruses able to utilize the
active gene), suggests that its presence is not essential. Previous studies of Influenza A viruses show
that a lack of functional sialidase is not essential to all viruses and that some viruses can adapt and
grow in its absence in tissue cultures, mice, and embryonic eggs [86].

The role of two other bacterial-like genes, fatty acid desaturase and deoxycytidylate deaminase
(Table 6) identified in EhVs requires further investigation. Fatty acid desaturases catalyze the
desaturation of fatty acids. During EhV infection, a significant remodeling of the fatty acid profile of
E. huxleyi occurs and this gene most likely plays an important role [30,87]. Deoxycytidylate deaminase
is an enzyme involved in the biosynthesis of deoxyribonucleoside triphosphates (dNTPs). Its role,
however, during infection remains elusive, as its expression has not been confirmed [1].

3.7. Possible Mode for HGT with Bacteria

Bacterial homologues in the genomes of nucleocytoplasmic large DNA viruses (NCLDVs) have
been previously reported [55,56]. To our knowledge, our study is the first time that this is specifically
identified in coccolithoviruses. While it is possible that some of the aforementioned genes were
incorporated in the EhV genomes before the evolutionary divergence of eukaryotes and prokaryotes
(a detailed “Best BLAST hit” analysis against ancestors of E. huxleyi such as Tisochrysis lutea and
Prymnesium parvum, as well as against other primitive lineages of bacteria should reveal that), other
explanations are also plausible. HGT could have occurred in situations where the genetic material of
EhVs and bacteria co-occurred during virus replication. It is possible that EhVs and bacteria share,
at moments, the same intracellular environment within E. huxleyi, particularly in light of recent data
highlighting the importance of mixotrophy in phytoplankton [88]. For instance, in another NCLDV (i.e.,
Cafeteria roenbergensis virus), a 38-kb genomic region was suggested to be bacterial in origin and possibly
acquired during an infection of its microflagellated grazer host that often contains a phagocytosed
bacteria in its cytoplasm [89]. While there is no direct evidence for the engulfment of bacteria by E.
huxleyi, a recent study of the different life stages of this alga shows that both diploid calcifying and
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motile haploid cells can engulf microbeads as big as 0.5 μm in diameter [90]. Also, a high abundance
of transcripts linked to the digestive apparatus and those related to endocytosis are detected in diploid
E. huxleyi cells, suggestive of an inherent ability of coccolithophores to participate in mixotrophy [90].
Endocytotic vesicles may be an additional mechanism for EhV infection [22], and E. huxleyi feeding
on cohabiting bacteria might sometimes be infected by lytic viruses. Such mixotrophic-viral infection
events may facilitate HGT across the domains.

Whether these events have occurred multiple times during which individual bacterial genes
from different co-habiting bacteria were acquired by EhVs throughout their evolutionary history,
or there have been only a few events during which large “chunks” of bacterial DNA (comprising
of several adjacent genes, possibly sharing a similar function) were incorporated into EhVs,
is unknown. However, the EhV genes with the highest bit-scores to Bacteria in our study were
not genomically-located near each other in the analyzed genomes and did not appear to hit the
same bacterial taxa. This is therefore consistent with the occurrence of multiple independent gene
transfer events.

4. Conclusions

In light of the increasing body of literature that focuses on high-throughput metagenomics data
and direct sequencing of virus genomes from environmental samples, it is important to remember
the utility of model host-virus systems and single genome analysis. Here, we provided a review of
the genomic features of 13 coccolithovirus strains and highlighted the differences and similarities
in their respective genomes. We showed that the classification of coccolithoviruses using whole
genome analysis mimics that of conserved gene based phylogeny. However, this approach does
not allow the elucidation of functionally important differences among closely related viruses, and a
detailed gene-by-gene examination may sometimes be more suitable. In addition, although many
coccolithovirus genes were most similar to their known host and other eukaryotes, we highlighted
the close and often ignored relationships that microalgae and their viruses have with bacteria in the
marine environment. We revealed that for EhVs, as for other NCLDVs, HGT does not necessarily
follow the traditionally expected pattern of host association. This analysis, performed across the three
domains of life, contributes to some central questions in current viral ecology and evolution: (1) what
defines a viral gene? (2) Where do viral genes come from? (3) are viruses able to serve as gene transfer
agents across the domains of life? The existence of clear links to both Eukarya and Bacteria in this giant
virus genomic assembly enhances the idea that viruses play a central role in the transfer of genetic
information among the different life domains. Unwinding the relationships within the viral “domain”,
understanding how it came to be, and how it has and continues to shape the three modern domains
that we can easily recognize today remains a challenge.
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RNA polymerase subunit B gene against the non-redundant protein database on NCBI, Table S7: BLASTp analysis
of the EhV DNA ligase gene against the non-redundant protein database on NCBI, Table S8: BLASTp analysis of
the EhV deoxycytidylate deaminase gene against the non-redundant protein database on NCBI, Table S9: BLASTp
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analysis of the EhV fatty acid desaturase gene against the non-redundant protein database on NCBI.
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Abstract: Synechococcus is an abundant marine cyanobacterium that significantly contributes to
primary production. Lytic phages are thought to have a major impact on cyanobacterial population
dynamics and evolution. Previously, an investigation of the transcriptional response of three
Synechococcus strains to infection by the T4-like cyanomyovirus, Syn9, revealed that while the
transcript levels of the vast majority of host genes declined soon after infection, those for some
genes increased or remained stable. In order to assess the role of two such host-response genes during
infection, we inactivated them in Synechococcus sp. strain WH8102. One gene, SYNW1659, encodes a
domain of unknown function (DUF3387) that is associated with restriction enzymes. The second
gene, SYNW1946, encodes a PIN-PhoH protein, of which the PIN domain is common in bacterial
toxin-antitoxin systems. Neither of the inactivation mutations impacted host growth or the length
of the Syn9 lytic cycle. However, the DUF3387 mutant supported significantly lower phage DNA
replication and yield of phage progeny than the wild-type, suggesting that the product of this host
gene aids phage production. The PIN-PhoH mutant, on the other hand, allowed for significantly
higher Syn9 genomic DNA replication and progeny production, suggesting that this host gene
plays a role in restraining the infection process. Our findings indicate that host-response genes play
a functional role during infection and suggest that some function in an attempt at defense against the
phage, while others are exploited by the phage for improved infection.

Keywords: cyanophage; marine Synechococcus; host-virus interactions; host defenses;
stress-response genes; gene inactivation; burst-size; PIN-PhoH

1. Introduction

Marine unicellular cyanobacteria belonging to the genus Synechococcus are highly abundant in
the oceans, where they play a major role in primary production and carbon fixation [1,2]. They are
constantly exposed to infection by phages which impact their population dynamics by killing a fraction
of the population on a daily basis (estimated to be between 0.005% and 30% daily) [3–5]. Cyanophages
are also thought to greatly impact the diversity and evolution of their cyanobacterial hosts [6–12].

One abundant cyanophage group in the oceans comprises the T4-like cyanophages,
tailed double-stranded DNA phages that resemble the T4 coliphage archetype, both in virion
morphology and core gene content [13–15]. Syn9 is a representative of this group and has a relatively
broad host range [4]. It infects multiple Synechococcus strains that belong to different phylogenetic
clades, occupy different ecological niches, and differ in the gene content of their flexible genome [1,16].

Recently, we found that Syn9 underwent a near identical infection and transcriptional program in
multiple Synechococcus hosts (Synechococcus sp. strains WH8102, ,WH8109, and WH7803), despite the
above-mentioned differences [16]. In response to Syn9 infection, the transcript levels of the vast
majority of host genes (>90%) in each of the three hosts declined significantly [16]. However, transcript
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levels of a small group of host genes increased or remained unchanged during the phage latent period,
and are considered host-response genes [16]. While these genes belong to the same general function
groups in the different hosts (cell envelope, DNA repair, carbon fixation, respiration, and nutrient
utilization), the actual genes are highly host-specific, making up part of the flexible genome, with many
located in hypervariable genomic islands in their respective hosts [16]. This phenomenon is not unique
to infection by Syn9. Indeed, a similar response was found during the infection of Prochlorococcus
MED4 by the T7-like cyanophage, P-SSP7 [8]. Furthermore, other bacteria also display the upregulation
of a limited number of host-response genes after phage infection [17–20].

Little is known about the functional role of these host-response genes during the interaction
with the infecting phage. Some of them may serve as host stress-response genes, while others may
constitute a host attempt at defense against phage infection. Alternatively, they may be induced by the
phage for its own needs. Here, we began testing these hypotheses by investigating the impact of the
independent inactivation of two host-response genes in Synechococcus sp. strain WH8102 (referred to
from here as Synechococcus WH8102) on the Syn9 infection process. We chose two genes that may be
involved in mounting a host defense, seen by the presence of potential host defense-related domains
according to homology-based annotation. Both of the genes are the first in two-gene operons and thus,
the two genes in each operon may have related activities that function together.

The first two-gene operon is SYNW1659 and SYNW1658. The SYNW1659 gene consists of
a domain of unknown function, DUF3387, that is often associated with restriction enzymes [16],
a well-known mechanism of defense against phages [21], as well as with helicases, which is itself
a common domain in restriction enzymes. This gene will be referred to as a DUF3387 gene from here
on. The SYNW1658 gene consists of a different domain of unknown function (DUF1651) that is also
found in other host-response genes in Synechococcus sp. strains WH8102 and WH8109 [16], in addition
to Prochlorococcus sp. strain MED4 [8]. The transcript levels of these genes increased in response to
infection by Syn9 in Synechococcus WH8102 [16].

The second two-gene operon may form a toxin-antitoxin module [22,23], which is also
a known anti-phage defense mechanism [21,24,25]. The first gene in the operon, SYNW1946,
contains a single-stranded RNA nuclease PIN domain [16], which is commonly found in toxins
from bacterial toxin-antitoxin operons [22]. This gene also encodes a PhoH ATPase domain. This gene
will be referred to as PIN-PhoH from here on. The second gene, SYNW1947, has a DNA binding
domain which is a common feature of antitoxins [26]. The transcript levels of these genes remain
unchanged for 1.5–3 h after Syn9 infection. All four of these genes are located in genomic islands that
appear to be important in mediating the cyanobacterial response to phage infection [8,16].

We hypothesized that if these genes are defense related, their inactivation in the host would
lead to a shortening of the infection cycle and/or an increase in phage progeny production.
Here, we report that, indeed, the PIN-PhoH mutant produced more Syn9 progeny than the wild-type
host. However, contrary to our expectations, the DUF3387 mutant produced a lower yield of phage
progeny, suggesting that this two-gene operon is beneficial to the phage in the wild-type host.

2. Materials and Methods

2.1. Growth of Cultures

The Synechococcus sp. WH8102 wild-type and mutant strains were grown in artificial seawater
medium (ASW) [27], with modifications as described in Lindell et al. [28]. The cultures were grown at
22 ◦C under cool white light with a 14:10 h light:dark cycle at an intensity of 30 μmol photon·m−2·s−1

during the light period. These are the same culturing conditions as previously used [16], except that
the culture volumes were 30 mL in this study (rather than 800 mL). Growth in liquid medium was
monitored by measuring chlorophyll a autofluorescence as a proxy for biomass using a Turner Designs
10-AU flourometer (excitation/emission: 340–500/>665 nm) (Turner, San Jose, CA, USA) or the BioTek
Synergy 2 microplate reader (excitation/emission: 440 ± 20/680 ± 20 nm) (BioTek, Winooski, VT, USA).
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Growth on semi-solid medium to produce colonies was done using a pour plating method [29–31].
Cells were mixed with medium containing Invitrogen Ultra Pure low melting point (LMP) agarose
(ThermoFisher Scientific, Waltham, MA, USA) at a final concentration of 0.28%, poured into plastic
petri dishes, and grown under the conditions described above. An antibiotic resistant heterotrophic
helper strain, Alteromonas sp. strain EZ80, was added to the cells for plating colonies after conjugation
(see below), to ensure a high plating efficiency [32].

The Syn9 phage lysate was prepared by infecting large volumes of Synechococcus WH8102.
After complete lysis of the culture, cell debris was removed by centrifugation (13,131× g at 21 ◦C for
15 min) and filtration over a 0.2 μm filter (Nalge Nunc international, Rochester, NY, USA). The filtered
lysate was concentrated 100-fold using Centricon Plus 70 centrifugal filters (100 kDa NMWL, Millipore,
Billerica, MA, USA), to enable the infection of cultures with small (negligible) volume additions of the
phage lysate.

2.2. Insertional Inactivation of Synechococcus WH8102 Genes

The predicted function of the conserved domains of the genes for inactivation was determined
from conserved domain searches using the NCBI Blast conserved domains database (CDD) search and
Pfam [16].

Insertional inactivation of the first gene in each of the two operons was done following
Brahamsha [29]. An internal 192 bp fragment of the SYNW1659 gene was amplified by polymerase
chain reaction (PCR) from Synechococcus WH8102 with primers that contain a BamHI restriction site
(shown in italics): SYNW1659ia2_FW (5′-ATATATGGATCCCTGCTGATCTGGCGGGTATTTG-3′) and
SYNW1659ia2_Rv (5′-ATATATGGATCCGCCTTGGCAGACAACCCGTC-3′), and was cloned
into the BamHI site on the pMUT100 cargo plasmid. Due to the small size of this gene,
the primers were designed to introduce stop codons on both sides of the SYNW1659 gene.
For inactivation of the SYNW1946 gene, an internal 350 bp fragment was PCR amplified from
Synechococcus WH8102 using the following primers that also contain a BamHI restriction site:
SYNW1946ia_FW (5′-ATATATGGATCCCAGGCCCATGCTCTTGACGC-3′) and SYNW1946ia_Rv
(5′-ATATATGGATCCAGCACCACGCCTTCATTTGC-3′), and was cloned into the pDS3 plasmid.
The pMUT100 and pDS3 plasmids are derivatives of pBR322 that carry a kanamycin-resistance gene
and can be mobilized into the Synechococcus WH8102, but cannot replicate in this host. pDS3 differs
from pMUT100 in that the tetracycline gene was replaced with a chloramphenicol gene optimized
for expression in Prochloroccocus [33]. The resulting plasmids were mobilized into Synechococcus
WH8102 by conjugation using Escherichia coli MC1061, carrying the RP4 derivative conjugative
plasmid pRK24 and the helper plasmid pRL528 as a donor [29]. Gene interruption occurs when the
plasmid is integrated into the host chromosome by homologous recombination through a single
crossover event. Exconjugants were selected for kanamycin resistance (25 μg·mL−1) on semi-solid
medium. Verification of the complete segregation of chromosomes in the mutant (i.e., the absence
of an intact gene in all of the chromosome copies) was done by PCR using primers which flank
the target gene: SYNW1659ia_Fw (5′-ATATATGGATCCTCGCCCAAGGTCTCTGCCTG-3′) and
SYNW1659ia_Rv (5′-ATATATGGATCCAGAGGAACTGGAGCGTGGCG-3′) for SYNW1659
and IAver_02_1946_Fw (5′-GATGCCTTGCCGATGGTGTTC-3′), and IAver_02_1946_Rv
(5′-GTTTCCTTGACGCCGGGCAAG-3′) for SYNW1946. Verification that the plasmid was
inserted at the desired location in the Synechococcus chromosome was done using one primer within
the vector: pMUT_tet218F (5′-GCCCAGTCCTGCTCGCTTCG-3′), and one of the above verification
primers within the chromosome external to the target gene [34].

2.3. Characterization of Infection Dynamics

One-step-growth curves of the Syn9 phage were carried out on exponentially growing cultures
(30 mL) of each inactivation mutant, as well as the wild-type strain at the same cell concentration
(~2 × 107 cells·mL−1) without antibiotic selection. Syn9 was added to the cultures at a multiplicity of
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infection (MOI) of three infective phages per cell. For determination of the length of the latent period
and lytic cycle, phage DNA in the extracellular medium was measured from samples collected every
two hours from 0 to 12 h, as well as at 5 h after phage addition. For characterization of the replication
of phage DNA inside the cell, intracellular phage DNA was measured from samples collected at 0, 0.5,
1, 2, 3, 4, 5, 6, and 8 h after phage addition.

2.4. Quantification of Intracellular and Extracellular Phage Genomic DNA

Intracellular and extracellular phage genomic DNA (gDNA) was quantified using quantitative
real-time PCR (qPCR), as described previously [8]. Extracellular phage gDNA was determined
from filtrates containing phage particles after filtration over a 0.2 μm Acrodisc Syringe Filter
(Pall Corporation) and dilution 100-fold in 10 mM Tris pH 8. Aliquots of 10 μL were frozen at
−80 ◦C in triplicate and used directly for qPCR assays (see below). Intracellular phage DNA was
determined from cells collected on 0.2 μm pore-sized polycarbonate filters (GE Healthcare Life Sciences,
Boston, MA, USA) by filtration at a vacuum pressure of 7–10 inch Hg. Filters were washed three times
with sterile seawater, once with 3 mL preservation solution (10 mM Tris, 100 mM EDTA, 0.5 M NaCl;
pH 8), and were frozen at −80 ◦C. The DNA was extracted from the cells using a heat lysis method [35].
The polycarbonate filter with the cells was immersed in 10 mM Tris pH 8, and agitated in a mini-bead
beater for 2 min at 5000 rpm, without beads. The sample was removed from the shards of filter, heated
at 95 ◦C for 15 min, and 10 μL was used in triplicate qPCR reactions.

2.5. Quantitative PCR Protocol

Assays for qPCR were carried out for the Syn9 portal protein gene (g20), as described
previously [16]. Each qPCR reaction contained 1× Roche universal probe library (UPL) master mix
(LightCycler® 480 Probes Master, Roche, Penzberg, Germany), 100 nM UPL84 hydrolysis probe (Roche),
200 nM of HPLC-purified primers (Syn9_gp20_UPL84_F: 5′-TCGTTTAGAAACAGAAACCACATTT-3′

and Syn9_gp20_UPL84_R: 5′-AACTTTTGGAATTTAACTTCGTCAC-3′), and a 10 μL template in
a total volume of 25 μL. Reactions were carried out on a LightCycler 480 Real-Time PCR System
(Roche). The cycling program consisted of an initial denaturation step of 95 ◦C for 15 min followed
by 45 cycles of amplification, each including 10 s of denaturation at 95 ◦C, a 30 s combined annealing
and elongation step at 60 ◦C, and a fluorescence plate read (Ex/Em 465/510 nm). The crossing point
was used to determine the amount of initial target using the absolute quantification/2nd-derivative
maximum analysis with the LightCycler 480 software (release 1.5.0) (Roche). For intracellular gDNA
determination, standard curves were produced using a serial dilution of purified phage DNA of
a known quantity. For extracellular gDNA determination, standard curves of phage particles in
10 mM Tris pH 8, that had been enumerated by epifluorescence microscopy after SYBR staining [36],
were used.

2.6. Burst Size and Virulence Determination

Burst size and virulence assays were carried out as described by Kirzner et al. [37]. Exponentially
growing cultures were diluted to the same concentration (≈4 × 107 cells per mL) and infected with
the Syn9 phage at MOI = 3 in the morning hours. At 4 h after infection, when maximal adsorption
had occurred (≈90%), but before the end of the latent period and the onset of cell lysis, the cultures
were diluted 1000-fold and single cells were dispensed into individual wells of 96 well-plates using
the FACSAria-IIIu cell sorter (Becton Dickenson, Franklin Lakes, NJ, USA). For the virulence assay,
the cells were dispensed into wells containing the host culture (100 μL). The plates were incubated in
growth conditions and chlorophyll a fluorescence was measured daily using the Synergy 2 microplate
reader (BioTek). Lysis was determined by a significant decrease in fluorescence relative to the control
plate containing only the host culture. The relative number of cleared wells in the infected versus the
control plate is the percentage of cell lysis caused by the phage. For the burst size assay, cells were
dispensed into individual wells containing only growth medium and incubated in growth conditions
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for 16–18 h after sorting. This allowed sufficient time for the completion of the infection cycle and the
exit of all phage progeny. The contents of each well were then plated on a lawn of host cells and the
number of plaques produced over a 10 day incubation period was monitored and indicated the number
of progeny phages produced by that particular cell. Burst size was determined from plaque-containing
plates (with more than one plaque) from four independent experiments for each strain. Each biological
replicate consisted of phages arising from 60 to 96 cells each.

2.7. Statistical Analysis

In order to test the significance of the differences between the results obtained for the wild-type
and mutant strains (for growth rate, virulence, average burst sizes, and phage gDNA assays),
a two tailed t-test for independent samples was carried out. This was done after ensuring that
the data were normally distributed (p > 0.05) using the Kolmogorov-Smirnov or Shapiro-Wilk tests.
A repeated measure ANOVA was used to assess whether significant differences existed in the timing
of different stages of the infection cycle during Syn9 infection of the mutants relative to the wild-type
strains. Since there were significant differences in the level of genomic DNA replication, that data
were normalized to maximal levels in each strain before testing for differences in timing. The PASW
statistics 17 package was used for these analyses (Rel. 17.0.3. September 2009. Chicago, IL, USA:
SPSS Inc.).

3. Results

In order to investigate the effect of host response genes on the infection cycle, we generated
two independent Synechococcus WH8102 mutants by the insertion of an antibiotic-carrying plasmid
into the gene of interest by a single crossover [29] (see Methods). This physically interrupts the gene,
rendering it inactive. For two-gene operons, such as in both of our cases, this insertion is expected
to also prevent transcription of the downstream gene as it becomes separated from the promoter by
the plasmid. Thus, the results presented in this study for each mutant likely relate to the effective
inactivation of both genes in the two-gene operons. For simplicity, however, we refer to the mutants by
the name of the insertionally inactivated gene: DUF3387 for SYNW1659-SYNW1658 and PIN-PhoH
for SYNW1946-SYNW1947.

Before investigating the effect of the insertional inactivation of the DUF3387 and PIN-PhoH genes
on phage infection, we tested whether they affected the growth rate of the mutants under normal
growth conditions. This was important since the efficiency of phage replication can be intimately
linked to the growth rate of its host [8,38,39]. No significant differences were found between the growth
rate of the mutants relative to the wild-type strain, nor were there differences in growth between
the two mutants (Figure 1). Therefore, any differences observed in the Syn9 infection process in the
two mutant strains relative to the wild-type strain cannot be attributed to intrinsic differences in
host growth.

We began our investigation of the impact of the host mutations on the phage infection process by
assessing phage virulence, as determined from the ability of the phage to infect and lyse the different
host strains [37]. This was determined from the percentage of cells lysed by the Syn9 phage when
infecting each of the inactivation mutants compared to infection of the wild-type Synechococcus strain.
Virulence was not significantly different in either of the mutants relative to the wild-type strain (n = 3)
and was approximately 70% for all three strains (Figure 2). This suggests that mutations in the DUF3387
and PIN-PhoH genes do not impact the ability of the phage to infect the Synechococcus host.
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Figure 1. Growth of wild-type and mutant strains of Synechococcus WH8102. Representative growth
curves are shown on the left and a table on the right presents the mean and standard deviation (S.D.)
of the specific growth rate of four biological replicates. No significant differences were found in growth
rates between the mutants (DUF3387 and PIN-PhoH) and the wild-type (wt) strains, nor between the
two mutants.

Figure 2. Virulence of the Syn9 cyanophage on wild-type and mutant strains of Synechococcus WH8102.
The percentage of infected cells that were lysed in cultures of the two mutant strains (DUF3387 and
PIN-PhoH) were compared to the wild-type (wt) strain. No significant differences were found. The bar
denotes the mean of three biological replicates.

Next, we determined the effect of the host mutations on the length of the Syn9 lytic cycle.
One-step-growth curves were carried out by determining the timing of phage release using a qPCR
assay for the Syn9 portal protein gene (g20) in the extracellular medium. The length of the phage latent
period was 5 h and the length of the lytic cycle was 8–10 h during infection of the two mutants, as well
as during infection of the wild-type strain (Figure 3). These results are typical of previous findings for
Syn9 on Synechococcus WH8102 [16]. Thus, the inactivation of the DUF3387 and PIN-PhoH genes did
not affect the length of the phage infection cycle.

Following this, we asked whether the extent and timing of phage genome replication was altered
during infection of the mutant strains. We analyzed phage genome replication, using the same qPCR
assay as above, but on intracellular DNA extracted from infected cells. Here, the timing of phage
DNA replication in the mutants was similar to that found in the wild-type host, beginning 1–2 h
after phage addition (Figure 4a). However, clear differences in the number of phage genome copies
were apparent for both mutants. Significantly more Syn9 phage genome copies were replicated in
the PIN-PhoH mutant than in the wild-type strain (p < 0.05, n = 6) (Figure 4b). In contrast, the phage
gDNA levels were significantly lower in the DUF3387 mutant relative to the wild-type strain (p < 0.01,
n = 6) (Figure 4b).
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Figure 3. Infection dynamics of the Syn9 phage on wild-type and mutant strains of Synechococcus
WH8102. One-step growth curves of the Syn9 phage were carried out to determine the length of the
latent period and the lytic cycle during infection on the two mutant strains (DUF3387 and PIN-PhoH)
and the wild-type (wt) strains. No differences were found in the timing of the infection cycle when
comparing the Syn9 infection of the two mutant strains relative to its infection of the wild-type strain
(p = 0.289 for DUF3387 and p = 0.071 for PIN-PhoH, each compared to the wt). Extracellular phage
concentrations were determined from qPCR of the g20 phage gene. Average and standard deviation of
six biological replicates. gDNA: genomic DNA.

(a) (b)

Figure 4. Intracellular phage gDNA replication during infection of wild-type and mutant strains
of Synechococcus WH8102. (a) The timing and level of intracellular Syn9 genomic replication
(determined by qPCR for the g20 portal protein gene and normalized per cell) during infection of the
two mutant (DUF3387 and PIN-PhoH) and wild-type (wt) strains. Mean and standard deviation of six
biological replicates. No differences in the timing of DNA replication were found during the first 6 h of
infection of the mutant strains relative to the wild-type strain (p = 0.61 for DUF3387 and p = 0.125 for
PIN-PhoH, each compared to the wt). (b) Syn9 gDNA yield per host cell at the maximum amount of
phage gDNA produced in that strain. The yield of Syn9 gDNA produced in the mutant strains was
compared to the that for the wild-type strain. (* p < 0.05, ** p < 0.01). The bar denotes the mean of six
biological replicates.

In order to assess whether these differences in phage genome replication translated into changes
in phage fitness, we investigated the number of infective phages produced per cell using a single-cell
burst size assay [37]. Similar to phage genome replication, the median burst size of the Syn9 phage
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on the PIN-PhoH mutant (79 phages·cell−1) was significantly higher than on the wild-type host
(52 phages·cell−1) (p = 0.001, n = 189 cells for the PIN-PhoH mutant and 174 cells for the wild-type
host) (Figure 5). In contrast, the median burst size of Syn9 on the DUF3387 mutant (35 phages·cell−1)
was significantly lower than that found for the wild type strain (Figure 5) (p < 0.001, n = 164 cells
of the DUF3387 mutant). These findings suggest that the product of the PIN-PhoH gene serves
the wild-type host during infection by restraining phage genome replication and phage progeny
production. However, the lower phage gDNA levels and smaller burst size in the DUF3387 mutant
suggests that, in this case, the host gene assists phage genome replication and progeny production
when infecting the wild-type host.

Figure 5. Distribution of the number of infective Syn9 phages produced per cell when infecting the
wild-type and mutant strains of Synechococcus WH8102. Box plot of single cell burst sizes. Burst sizes
were significantly lower on the DUF3387 mutant than on the wild-type (wt) strain (p < 0.001, n = 164
cells for DUF3387 mutant and 174 cells for the wild-type strain), but were significantly higher on the
PIN-PhoH mutant than on the wild-type strain (p = 0.001, n = 189 cells for the PIN-PhoH mutant and
174 cells for the wild-type strain). The middle line of the box plot denotes the median burst size and the
boxes surrounding the median correspond to the 25th (lower) and 75th (upper) percentiles. Outliers are
plotted as individual points. *** p ≤ 0.001.

Our findings indicate that the insertional inactivation of the two genes that responded
transcriptionally to Syn9 infection in the wild-type strain [16] impacts phage fitness. This was
manifested at the level of phage genome replication and the number of infective phage progeny
produced per cell. However, these mutations had no effect on the ability of the phage to infect the host,
nor did they impact the timing of the infection process.

4. Discussion

Over the past decade, a number of whole-genome transcriptional studies have shown that
phage infection causes a discernable transcriptional response in different bacterial hosts [17–20,40,41],
including in marine cyanobacteria [8,16]. Previously, though, it was thought that phage infection
led to a complete and immediate shut-down of host transcription [42,43]. It has been suggested,
from homology-based annotations, that some of these genes function as host defenses against
infection, while others may be utilized by the phage to enhance reproduction [8,16,20,40,41].
However, the function of such host response genes during infection and their impact on the infection
process has rarely been tested (but see [44,45]). Here, we show that at least two cyanobacterial response

215



Viruses 2017, 9, 136

genes influence the phage infection process at the stage of phage genome replication and impact
phage fitness.

The induction of such host-response genes could be the cyanobacterial cell’s attempt at defense
against phage infection. We initially hypothesized that this is the case for the two sets of genes
investigated in this study since they have, or are associated with, domains found in known bacterial
defense systems against phage infection. The potential toxin-antitoxin system in Synechococcus WH8102,
as exemplified by the PIN-PhoH operon (SYNW1946 and SYNW1947), is an example in hand.
Our findings for the PIN-PhoH mutant support this hypothesis as it produced significantly more
phages than the wild-type strain and thus, this operon likely limits phage replication in the wild-type
Synechococcus WH8102. Similar findings were reported for the P1 phage in a deletion mutant of the
mazEF toxin-antitoxin system in E. coli [25] and the expression of the hok/sok system on a plasmid in E.
coli led to a reduced burst size of T4 [24].

The vast majority of PIN-domain containing proteins are the toxic components of toxin-antitoxin
operons in bacteria [22]. These PIN domains function as sequence specific single stranded RNases [46].
Recently, a PIN-PhoH protein was found to be the RNase toxin in a toxin-antitoxin system from
Myocbacterium tuberculosis [23]. Thus, the PIN-PhoH protein in Synechococcus WH8102 may limit phage
progeny production by acting as an RNase toxin which uses the energy provided from the hydrolysis
of ATP by the PhoH ATPase domain to cleave phage RNA during infection. Since the mutant was
found to impact phage genome replication, the RNA target of the protein may be mRNA needed to
produce replication proteins or perhaps the RNA primers required for replication itself. It should be
noted that these PIN-PhoH genes are distinct from the phoH genes found in many bacterial and phage
genomes, including those of cyanobacteria and cyanophages.

If indeed the PIN-PhoH protein is a defense system in Synechococcus WH8102, it is ultimately
unsuccessful against Syn9 as this phage kills the wild-type host, and no increase in the number of cells
killed (its virulence) was observed in the mutant. It is possible that the Syn9 phage encodes genes
that interfere with the activity of this toxin-antitoxin system, as is known for T4 [47,48], although no
evidence currently exists to support this possibility in Syn9. Furthermore, it may be more successful
in defense against other phages. A homology search found that homologues of the same two genes
arranged in the same order are also found in Synechococcus WH8109 and CC9605, but these genes
were not part of the host response gene repertoire during Synechococcus WH8109 infection by the Syn9
phage [16].

Unlike the PIN-PhoH operon, our results argue against the DUF3387 operon (SYNW1659 and
SYNW1658 operon) being a host defense mechanism. The lower yield of phage progeny produced
on the DUF3387 mutant than on the wild-type suggests that these genes facilitate and increase the
phage yield in the wild-type Synechococcus. While we do not know the mechanism by which this gene
enhances phage reproduction, the association of the DUF3387 domain with helicase genes (also beyond
those found in restriction enzymes), coupled with the decrease in phage genome levels in the mutant,
provides the intriguing possibility that this gene is directly involved in the process of DNA replication.
Thus, this gene may be induced as part of the cyanobacterium’s stress response and is exploited by
the phage for its replication or is directly upregulated by the phage. Our findings do not allow us
to discern between these two possibilities. However, it is well known that cellular stress response
proteins are utilized by various phages for their replication in E. coli [49–52] .

These findings were initially surprising as the DUF3387 domain is associated with type I
and type III restriction enzymes, well established as potent mechanisms of defense against phage
infection that degrade unmodified phage DNA upon entry into the bacterium (see review in Labrie et
al. [21]). However, other domains carry out the endonucleotyic activity of restriction enzymes [53].
Thus, this domain, whose function remains unknown, appears to aid the phage when it is disconnected
from the endonucleolytic domain.

Alternatively, the phenotype of this mutant may not be related to the restriction enzyme
associated domain, but to the adjacent gene, SYNW1658, which encodes a different domain of
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unknown function (DUF1651). Intriguingly, this protein domain is limited to, but widespread, in
marine cyanobacteria among the bacteria, but is also found in a single known coliphage (the ECBP5
podovirus, NC_027330 [54]). Furthermore, five other DUF1651 domain containing genes in three
different marine cyanobacteria are part of the host response to phage infection. These include
two other Synechococcus WH8102 genes (SYNW2106 and SYNW1944) and a Synechococcus WH8109
gene (Syncc8109_0491) in response to Syn9 infection [16], as well as two genes in Prochlorococcus
MED4 (PMM0684 and PMM0819), whose transcript levels increase in response to infection by the
T7-like podovirus, P-SSP7 [8]. It thus appears likely that DUF1651 domain containing proteins are
important for cyanophage during infection, and may be responsible for increasing the yield of infective
cyanophage in multiple distinct marine cyanobacterial hosts. Why such a gene would be retained by
cyanobacteria is unclear. Perhaps it is a stress response gene that provides an advantage to the cell
when exposed to other stressors that the phage has evolved to utilize.

5. Conclusions

The findings presented here indicate that host-response genes play a functional role in the
phage infection process. They further show that this functionality is not unidirectional: In certain
cases, they are in service of the host as an attempt at defense against infection. In other cases,
however, they can be exploited by the phage, even though their role in the host may well be a bona-fide
response to the abiotic or biotic stressors that they are exposed to in the oceans. Since these genes are
located in genomic islands and are often part of the flexible genome, these results continue to highlight
the importance of such genomic regions and their gene content for host-phage interactions and the
coevolutionary process between cyanobacteria and the phages that infect them.
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Abstract: Emiliania huxleyi is the main calcite producer on Earth and is routinely infected by a virus
(EhV); a double stranded DNA (dsDNA) virus belonging to the family Phycodnaviridae. E. huxleyi
exhibits a haplodiploid life cycle; the calcified diploid stage is non-motile and forms extensive
blooms. The haploid phase is a non-calcified biflagellated cell bearing organic scales. Haploid
cells are thought to resist infection, through a process deemed the “Cheshire Cat” escape strategy;
however, a recent study detected the presence of viral lipids in the same haploid strain. Here we
report on the application of an E. huxleyi CCMP1516 EhV-86 combined tiling array (TA) that further
confirms an EhV infection in the RCC1217 haploid strain, which grew without any signs of cell lysis.
Reverse transcription polymerase chain reaction (RT-PCR) and PCR verified the presence of viral
RNA in the haploid cells, yet indicated an absence of viral DNA, respectively. These infected cells
are an alternative stage of the virus life cycle deemed the haplococcolithovirocell. In this instance,
the host is both resistant to and infected by EhV, i.e., the viral transcriptome is present in haploid cells
whilst there is no evidence of viral lysis. This superimposed state is reminiscent of Schrödinger’s cat;
of being simultaneously both dead and alive.

Keywords: Emiliania huxleyi; virus; Phycodnaviridae; EhV; transcriptome; tiling array

1. Introduction

Coccolithophores are unicellular marine algae that produce a coccosphere made up of calcified
platelets commonly referred to as coccoliths [1]. Emiliania huxleyi (Haptophyta) is the most ubiquitous
and abundant coccolithophorid in modern oceans [2], and forms extensive coastal and mid-oceanic
mesoscale blooms at temperate latitudes [3]. Consequently, E. huxleyi is a vital contributor to global
marine calcium carbonate precipitation and due to the extensive blooms that it produces, plays an
important role in the flux of CO2 between the atmosphere and the oceans [4,5].

As with most prymnesiophytes, E. huxleyi possesses a haplodiplontic life cycle, with distinct
heteromorphic differentiation between both ploidy levels, both of which are capable of independent
asexual growth [6,7]. The diploid (2N) phase consists of a calcified non-motile cell, whereas the haploid
(1N) phase is a non-calcified biflagellated cell bearing organic scales. Blooms of diploid E. huxleyi are
typically terminated abruptly; releasing coccoliths to the sea surface and organic biomass to the ocean
floor, a process which is one of the largest long-term sinks of carbon on earth [5]. Viral infection and
subsequent lysis is one of the primary mechanisms for bloom termination and is attributed to the giant,
double stranded DNA (dsDNA) Coccolithovirus, Emiliania huxleyi virus (EhV) [8–10].

Previous researchers have shown that haploid E. huxleyi cells do not undergo cellular lysis in the
presence of EhV, naming this process the Cheshire cat (CC) escape strategy [11], compared to that of
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the Red Queen (RQ) evolutionary strategy which predicts an “evolutionary arms race” between virus
and host [12]. CC dynamics propose that the host can evade infection, and therefore focus resources
on interacting with direct ecological competitors [11].

The genome of EhV-86 (407,339 bp), the type species of the genus Coccolithovirus, encodes 472 protein
coding sequences (CDSs) that were verified through an EhV-86 microarray [10]. The majority of the
EhV-86 CDSs have an unknown function; only 66 of 472 (13.9%) were originally annotated with
functional protein predictions on the basis of sequence similarity and protein domain matches.
More recently the role of some of these protein domains, such as the virally encoded sphingolipid
pathway, has been intensely studied [13]. The EhV-86 genome contains a sphingolipid biosynthetic
pathway, which previously had never been seen in a viral genome. Glycosphingolipids (GSLs) are part
of the building blocks of membrane lipids and lipid rafts and it has been suggested that these genes have
undergone horizontal gene transfer between the host [14] and virus [15]. Sphingolipid biosynthesis is
implicated in programmed cell death (PCD) [16,17] as it leads to ceramide production, which is an
inducer of PCD [18]. Moreover, lytic EhV infection of E. huxleyi not only activates the PCD biochemical
machinery but also actively recruits and requires GSLs for successful viral replication [19]. In addition,
viral GSLs in particular regulate host–virus interactions by inducing host PCD in non-infected cells
and facilitating viral production [17].

Virus like particles have been previously described in a haploid E. huxleyi dominated bloom [20].
Additionally, a recent study detected novel glycosphingolipids in the haploid E. huxleyi RCC1217
strain, which were similar to the viral GSLs observed in the EhV-infected diploid RCC1216 strain;
but the authors did not explain the implications of this observation [21]. Although these GSLs are
not yet fully characterized, we suggest that haploid cells are not resistant to infection from viruses.
To support this hypothesis, we present EhV sequence data obtained via Reverse Transcription-PCR
(RT-PCR) as well as the detection of EhV transcripts in a haploid E. huxleyi RCC1217 culture by the
use of an E. huxleyi CCMP1516 EhV-86 combined tiling array (TA). As with the case of Schrödinger’s
principle, we suggest that the Cheshire Cat dynamic proposed by Frada et al. [11] is in a superimposed
state, in which cells are simultaneously infected and able to avoid lysis.

2. Materials and Methods

2.1. Strains and Culture Conditions

E. huxleyi strain RCC1216 (Table 1) was originally isolated by micropipette isolation of a single
diploid cell. The haploid stage of this strain, RCC1217 (Table 1) was isolated after a diploid to haploid
shift in a sub-culture of the original strain. These strains were grown in batch cultures in F/2 minus
Si medium at 15 ◦C with a 16:8 light:dark cycle. E. huxleyi CCMP1516 (Table S1) was used in EhV-86
infection experiments and to propagate EhV-86 [9], and EhV-86 DNA was used as a positive control
for the PCR reaction. The infection dynamic was monitored by flow cytometry as described in
Jacquet et al. [22].

Table 1. Host and virus strains used in the current study.

Strain Origin Date of Isolation

Emiliania huxleyi RCC1216 (TQ26 2N) Tasman Sea October 1998
E. huxleyi RCC1217 (TQ26 1N) from strain E. huxleyi RCC1216 July 1999

E. huxleyi CCMP1516 South Pacific July 1991
E. huxleyi Virus 86 English Channel [9] July 1999

1N: haploid; 2N: diploid.
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2.2. Nucleic Acid Extraction

DNA and RNA were extracted from Emiliania huxleyi strains (Table 1) when the cultures reached
a concentration of at least 105 cells·mL−1, during their exponential growth stage. Total genomic DNA
was extracted using the DNeasy blood and tissue kit (Qiagen, Valencia, CA, USA) according to the
manufacturer’s recommendations. E. huxleyi CCMP1516 (50 mL) was inoculated with EhV-86 (50 μL)
and DNA was extracted as detailed above at approximately 48 h post infection (p.i.) to use as a
control in PCR. DNA was quantified using a NanoDrop 1000 Spectrophotometer (Thermo Scientific,
Willington, DE, USA).

Total RNA was extracted using the RNeasy mini-kit (Qiagen), according to the manufacturer’s
recommendations, apart from the elution step, in which the RNA was eluted in 50 μL of RNase-free
water. The quality of the RNA samples was determined with a Bioanalyzer 2100 (Agilent Technologies,
Cheshire, UK). RNA samples were stored at −80 ◦C.

2.3. cDNA Synthesis

To remove contaminating DNA prior to RT-PCR or complementary DNA (cDNA) synthesis,
total RNA was treated with RNase-free DNase (Promega, Madison, WI, USA) according to
the manufacturer’s instructions. Initially, first-strand cDNA synthesis was performed using the
SuperScript III first-strand synthesis system for RT-PCR (Thermo Fisher Scientific, Waltham, MA, USA).
Reverse transcription was carried out according to the manufacturer’s instructions using random
hexamer primers. The major capsid protein (MCP) gene product was amplified from the Superscript
III first strand cDNA.

Double-stranded cDNA transcripts were synthesized using the SMARTer PCR cDNA Synthesis
Kit (Clontech, Mountain View, CA, USA), which generates full-length double-stranded cDNA. The kit
was used according to the manufacturer’s instructions, apart from an extended incubation time during
first strand synthesis (90 min) to create full-length cDNA. The helicase putative viral sequences from
the haploid culture were amplified from the cDNA created by the SMARTer PCR cDNA Synthesis Kit.

2.4. PCR and RT-PCR Amplification

PCR amplification of the E. huxleyi genomic marker coding for a calcium binding protein
(CBP) with high Glutamic acid, Proline, and Alanine amino acid content, termed GPA [23],
was carried out using the qCBP primers [24] (Table 2). PCR amplification of virus-related genes
was undertaken using primers designed to amplify four viral genes: DNA polymerase (DNA pol,
ehV030), Helicase (hel, ehv440), proliferating cell nuclear antigen protein (PCNA, ehv440), and the
MCP (ehv085) (Table 2).

One-step RT-PCR was used to amplify the haploid specific inner and outer arm dynein heavy
chain (DHC) genes using the DHC1b and DHCb primers (Table 2). One-step RT-PCR reactions were
carried out in a Rotorgene 6000 QPCR machine (Qiagen). The size of all PCR products was verified by
gel electrophoresis on a 1% (w/v) agarose gel stained with ethidium bromide in 1× TAE buffer viewed
on a UV transilluminator (Syngene, Cambridge, UK).

2.5. Sequencing and Alignment

PCR products were purified using the QIAquick PCR purification kit (Qiagen) according to the
manufacturer’s recommendations. The purified products were either sequenced directly or cloned
using an Invitrogen cloning kit (Thermo Fisher Scientific). Sequencing was performed by Geneservice,
Cambridge, UK. The ClustalW function within BioEdit (Ibis Biosciences, Carlsbad, CA. USA) was used
for all sequence alignments [25].
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Table 2. Primers used in this study.

Primer Sequence (5′ to 3′) Target (CDS) Ta (◦C) Reference

qCBP_F AGTCTCTCGACGCTGCCTC
GPA 60 [24]qCBP_R TGGCCTAGCACCAGTCTTTGG

MCP_F2 TTCGCGCTCGAGTCGATC
MCP (ehv085) 60 [8]MCP_R2 GACCTTTAGGCCAGGGAG

EhVhel_F GCCAACTGGTACAGGGAAAA
Helicase (ehv104) 54 [26]EhVhel_R CATCCATGCATGTGTCACAA

EhVPCNA_F GGGCATTTCATTTGCCATAC
PCNA (ehv440) 54 [26]EhVPCNA_R ATTCTCCGTCGACAAACGC

EhVpol_F TATAATGCACGCCAACTTGC DNA pol (ehv030) 54 [26]EhVpol_R GCAATTGCACCAAGTGGATA

DHC1b_F GCTTTCTCACTGCGCTCAT Flagellar inner DHC 55 [27]DHC1b_R GTAGAGCGGGCACGAGTACA

DHCb_F TGAACCTCGTCCTCAACACA Flagellar outer DHC 55 [27]DHCb_R GAATCATCGGCATCACTGG

CDS: coding sequences; DHC: dynein heavy chain protein; GPA: glutamic acid, proline and alanine rich protein;
MCP: major capsid protein; PCNA: proliferating cell nuclear antigen protein.

2.6. Tiling Array

Fifty millilitre subsamples taken from a batch culture of E. huxleyi CCMP1516 at a cell density
of 5 × 105 cells per mL (C4) were used as negative viral infection controls in our TA experiment.
Simultaneously, identical subsample volumes from replicate batch cultures of CCMP1516 (C1) were
also taken after an EhV-86 inoculum (final concentration of 1 × 106 viruses per mL) 30 min (S5) and
3.5 h (S6) p.i.; these served as positive viral infection controls. In addition, single extraction time points
at cell densities of 5 × 105 cells per mL were taken from E. huxleyi RCC1217 (TQ26 1N) and RCC1216
(TQ26 2N) batch cultures. Both of these cultures were not exposed to EhV-86 in this experiment.

RNA extractions were carried out with the RNeasy extraction kit (Qiagen). The first strand
complementary RNA (cRNA) Ambion amplification kit (Thermo Fisher Scientific) was used to generate
cRNA and the same kit was used in a second step to create double-stranded cDNA. The quality of the
RNA samples was verified with a Bioanalyzer 2100 (Agilent Technologies). All these protocols were
carried out according to the manufacturer’s recommendations.

The customised TA includes 2,076,726 oligo-nucleotide 50 mer probes spaced by 20 nt on average,
designed on one strand of the E. huxleyi strain CCMP1516 genome [14]. In addition to E. huxleyi
probes, the TA includes 18,654 oligo-nucleotide 50 mer probes designed on one strand of the E. huxleyi
infecting virus EhV-86 genome [10]. A total of 4 two-color fluorescent labelling and hybridisations were
carried out by NimbleGen (Table 3). The tiling array hybridization was visualised using SignalMap
(NimbleGen, Roche, Madison, WI, USA). The EhV CDSs expressed by RCC1217 and EhV-86 (3.5 h p.i.)
(Table S1) were recorded by noting the start and stop of each peak and labelled based on the EhV-86
complete genome annotation available on Genbank [10]. Fluorescence values greater than 3000
(empirically determined when compared to negative controls, RCC1216 and uninfected CCMP1516,
expression profiles) was used as a threshold value to determine gene expression. If individual probes
were also expressed in CDSs in the negative controls, they were removed and not included. Once the
CDSs were recorded, they were compared with previous transcriptional studies [10,28,29]
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Table 3. Tiling Array hybridization design (081216_Ehux_DS_CGH_HX1) carried out by NimbleGen
(design ID 8739, ORD_ID 29312).

CHIP_ID Image Name Dye Sample Description * Virus Inoculation

57501502
57501502_532.tif Cy3 1516 S6C1 3.5 h p.i.
57501502_635.tif Cy5 1516 S5C1 0.5 h p.i.

57501802
57501802_532.tif Cy3 1516 S5C1 0.5 h p.i.
57501802_635.tif Cy5 1516 S5C4 No

58219802
58219802_532.tif Cy3 1516 S6C4 No
58219802_635.tif Cy5 1516 S6C1 3.5 h p.i.

57488502
57488502_532.tif Cy3 TQ26 1N No
57488502_635.tif Cy5 TQ26 2N No

*: S indicates the sample time point, while C indicates the culture replicate; p.i.: post infection.

3. Results

3.1. Tiling Array

The EhV-86 TA was used to assess the presence of the EhV transcriptome in RCC1216 (2N),
RCC1217 (1N), and CCMP1516 (2N) pre- and post-infection with EhV-86. The CCMP1516 EhV-86
infection dynamic followed the typical culture crash three days post inoculation [9]. The CCMP1516 cell
count and EhV-86 virus count were 5 × 105 cells per mL and 0.5 × 106 viruses per mL, respectively, as
determined by flow cytometry at 30 min and 3.5 h post infection (data not shown). Tiling arrays allow
the identification of novel transcribed sequences, as the arrays are designed to cover the whole genome
independent of annotation data. Nonetheless, the expressed regions of the tiling array were labelled
according to their location on the EhV-86 genome, using the EhV-86 coding sequence annotation [10].
This enabled the expression profile of the TA data to be compared with previous transcriptional studies
(Figure 1, Table S1). Of the total 472 EhV-86 CDSs [10], 389 (82.2%) are expressed during a CCMP1516
EhV-86 lytic infection cycle. No virus expression was detected 30 min p.i. (Figure 2); producing
an expression profile identical to an uninfected culture of either CCMP1516 or RCC1216 (data not
shown). The CCMP1516 EhV-86 TA data revealed 37 expressed CDSs that were not previously detected,
although the expression of two of these (ehv361 and ehv402) have previously been detected using
expressed sequence tags ESTs (Table S1).

Figure 1. Venn diagram illustrating the comparative Emiliania huxleyi virus (EhV) coding sequence
(CDS) expression in different strains and between treatments. In green, RCC1217 (1N) complementary
cDNA (cDNA) hybridised onto a CCMP1516 + EhV-86 tiling array (TA) (this study). In purple
CCMP1516 + EhV-86 3.5 h post infection cDNA hybridised onto the TA (this study). In orange,
CCMP1516 EhV-86 cDNA hybridised onto conventional microarrays [10,29].
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The EhV-86 TA revealed the strong expression of EhV transcripts in an uninoculated culture
of the haploid RCC1217 (Figures 1 and 2, Table S1). The detection of EhV transcripts expressed
by the RCC1217 (1N) cells brings the total number expressed up to 85.9% (405 of a total 472).
Uninfected cultures of diploid CCMP1516 and RCC1216 confirmed the specificity of the hybridization
conditions (Figure 2), only showing small areas of non-specific hybridization, likely due to genes
shared between the host and virus which are a result of horizontal gene transfer [31].

The hybridisation profile of the haploid RCC1217 is distinct from that of CCMP1516 infected
with EhV-86, indicating that the expression is not a result of EhV-86 cross contamination (Figure 2).
In addition, oligo deoxythymine (dT) primed expression assays are susceptible to 3′ bias due to the
direction of cDNA synthesis (3′ to 5′) by the enzyme Reverse Transcriptase. The effect of this is seen
in the TA hybridisation (Figure 2), in which low probe hybridisation occurred at the 5′ end of the
genes. The total number of viral transcripts in the haploid RCC1217 culture (240 CDSs) exceeds
that of CCMP1516 + EhV-86, 3.5 h p.i., which expressed a total of 151 CDSs (Figure 1, Table S1).
However, the CCMP1516 EhV-86 microarray reported the expression of a total of 352 CDSs at four
time points up to 33 h p.i. (Figure 1, Table S1).

Four genes in the EhV-86 genome were identified to be involved in sphingolipid biosynthesis:
ehv031, ehv050, ehv077, and ehv079 [10]. All of these were detected in the haploid RCC1217
transcriptome (Table S1). Probe hybridisation of the TA reveals 16 CDSs transcribed by the haploid
strain which were not expressed by the CCMP1516 EhV-86 tiling and conventional single probe
microarray transcriptomes (Figure 1, Table S1). These 16 CDSs are all unique to the haploid transcriptome
apart from ehv093 and ehv415, the expression of which was detected at 24 h p.i. using an EST approach [29].
Only 2 of 16 CDS have a known function assigned to them. Ehv415 is predicted to code for a fatty
acid desaturase, a protein involved in membrane lysis, while ehv093 codes for a HNH endonuclease
protein, which is involved in DNA homing, restriction, repair, or chromosome degradation [32].

The haploid RCC1217 culture expressed 22 of a possible 25 of the nucleo-cytoplasmic large
double-stranded DNA virus (NCLDV) core genes that are present in the EhV-86 genome [33] (Table S2).
The haploid transcriptome presents the first recorded expression of the CDS ehv128 by a virus infecting
E. huxleyi which was not detected in the lytic-phase transcriptional profile of CCMP1516 EhV-86
infection. The CDS ehv128 encodes for a hypothetical ERV1/ALR protein belonging to a large
family of proteins that includes the Saccharomyces cerevisiae ERV1 (Essential for Respiration and
Vegatative growth) protein, which is required for mitochondrial biogenesis, and its homologs in other
organisms, the mammalian hematopoetin (alternatively named ALR for its role as an Augmenter
of Liver Regeneration), and animal and plant quiescins, so called because of their up-regulation in
quiescent cells [34]. The precise functions of these proteins, however, remain unknown. Searches on
GenBank on the remainder of the haploid RCC1217 unique transcripts revealed that three of the
transcripts contain conserved sequence domains (Table S3), suggesting there are functional viral
protein units within the hypothetical protein CDSs expressed by the haploid strain.

The expression of the host sphingolipid biosynthesis pathway was examined using the E. huxleyi
TA, but no difference was apparent between samples (e.g., Serine palmitoyltransferase (SPT),
and Ceramide glycosyltranferase (UGCG), Figure S1). The GSLs detected in E. huxleyi are a result of
the sphingolipid biosynthesis pathway, which is encoded by both the host and virus as a result of
horizontal gene transfer [10,17,35]. Rosenwasser et al. previously demonstrated that these genes are
expressed by the host but down regulated upon lytic infection [13]. However, in their experiments
down-regulation was observed 24 h p.i., which could explain why our TA expression of this pathway
was unresponsive.

3.2. E. huxleyi Strain Confirmation

A fragment of the GPA gene, a common molecular marker for genotyping E. huxleyi [23],
was amplified and sequenced to confirm the identity of the strains. Multiple sequence alignment of the
amplified GPA fragment confirmed the identity of the RCC1217 haploid strain in culture (Figure S2).
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Additionally, the pronounced transcriptional differentiation between haploid and diploid
E. huxleyi cells [27] was employed to verify that the haploid culture was indeed in the gametal
stage of the haplodiploid life cycle. RT-PCR was used to assess the haploid culture for the presence of
1N specific transcripts. The primer sets DHCb and DHC1b (Table 2) target the cytoplasmic DHC outer
arm (OA) and inner arm (IA) genes, respectively, which are linked with a flagella function. The IA and
OA flagella genes are solely expressed by haploid E. huxleyi cells [27,36], and accordingly were used to
validate that RCC1217 was in the haploid form. The IA and OA amplicon sequences amplified from
RCC1217 were identical to the previously obtained sequences from the same strain (Figure S3).

In addition to the molecular evidence, light microscopy confirmed the haploid cells to be highly
motile (data not shown) and cultures had cells that remained in suspension rather than settling to the
bottom as seen with diploid cells. Under normal culturing conditions the RCC1217 culture showed no
symptoms of a lytic infection; reaching and maintaining a cell density (typical of a healthy culture) of
at least 1 × 105 cells mL−1, approximately 7 days post-transfer to fresh media.

3.3. Detection of EhV DNA

During the lytic infection of EhV, viral DNA is readily amplified by PCR [9]. PCR of four viral
genes (PCNA, MCP, helicase, and DNA polymerase) was carried out on DNA extracted from RCC1216,
RCC1217, and CCMP1516 infected with EhV-86. Viral DNA was amplified from infected CCMP1516
but not from RCC1216 and RCC1217 (Figure 3). To validate this negative PCR result, a conservative
estimate of the sensitivity of the PCR reaction was calculated by amplifying the MCP gene using
serial dilutions of the positive control DNA (CCMP1516 + EhV-86 3.5 h p.i). At 3.5 h p.i. the infected
CCMP1516 culture are yet to complete crash; however, replication and budding occurs at this stage
of the infection [37]. The number of viral particles produced at 3.5 h p.i. was (over-) estimated to be
400, to give a conservative estimate of the equivalent number of viruses that the DNA was extracted
from. Positive amplification of the MCP gene was achieved from a 1 in 1,000,000 dilution of the DNA,
a volume of DNA equivalent to that extracted from three virions (data not shown).

(bp) L  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Figure 3. PCR amplification of EhV PCNA (lanes 1–4), MCP (lanes 5–8), helicase (9–12), and DNA
polymerase (lanes 13–16) from DNA extracted from RCC1217 (1N) (lanes 1, 5, 9, 13), RCC1216
(lanes 2, 6, 10, 14), and CCMP1516 + EhV-86 (lanes 3, 7, 11, 15). Lanes 4, 8, 12, 16 are negative
DNA (no template) controls.

3.4. Detection of EhV RNA

RT-PCR was undertaken on regions of the major capsid protein (ehv085) and helicase (ehv430)
genes from RNA extracted from RCC1217 and CCMP1516 infected with EhV-86. MCP-amplified
gene fragments from RCC1217 were sequenced, showing homology to the previously characterized
genus Coccolithovirus, family Phycodnaviridae (Figure 4). The MCP sequences obtained on two separate
occasions over the period of several years (first amplified in November 2010, then again in April 2012)
were different, with 10 nucleotide polymorphisms across the region. However, the substitutions are
“silent mutations”, with no change to the resulting amino acid sequence. The helicase amplicon from
RCC1217 was identical to the helicase fragment from the EhV-86 genome (Figure 5). Helicase is involved
in DNA replication and is consequently a highly conserved gene within the NCLDVs (Table S2).
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Figure 4. Multiple nucleotide sequence alignment of a 100 bp region of the viral MCP gene (ehv085).
The MCP gene was amplified from RCC1217 using reverse transcription polymerase chain reaction
(RT-PCR) on two separate occasions (A,B) and in both cases the sequence differed from all previously
sequenced MCP genes fragments (C–L) obtained from GenBank [30]. Dots represent positions where
the same nucleotides are present as in the top sequence, and letters represent nucleotide substitutions.

The presence of viral RNA and hence the state of viral infection is not permanent in the RCC1217
strain. Five years on since the RT amplification in 2012, the RCC1217 strain is virus free (data not shown).

Figure 5. Pairwise nucleotide sequence alignment of a 180 bp fragment of the viral helicase gene
(ehv430) amplified using RT-PCR from RCC1217 (1N) aligned with the helicase gene from EhV-86.
Dots represent positions where the same nucleotides are present as in the top sequence, and letters
represent nucleotide substitutions.

4. Discussion

The combination of tiling array data, RT-PCR of amplified NCLDV core genes, sequence data,
and the viral-like glycosphingolipids present in the haploid cells as discovered by Hunter et al. [21]
strongly indicates that an active EhV infection is present in the haploid E. huxleyi RCC1217 cells.
To establish whether EhV, a DNA virus, is able to exist solely in an RNA form, we searched the EhV
genome for the RNA replicase gene. Viruses with solely RNA-based genomes encode RNA replicase
(RNA-dependant RNA polymerase, RdRP), which catalyzes the replication of RNA from an RNA
template (the host does not produce an enzyme with this capability). A nucleotide BLAST search of
the EhV-86 genome for an RNA replicase nucleotide sequence yields a negative result, implying RNA
replicase is absent from the EhV-86 genome. However, EhV-86 codes for six different RNA polymerases
(ehv064, ehv105, ehv108, ehv167, ehv399 and ehv434), and it is plausible that one of these or one of the
406 hypothetical proteins could function as an RNA replicase [10].

The majority of the haploid specific transcripts are annotated as hypothetical proteins with an
unknown function. Three of these contain conserved protein domains (Table S3). Interestingly, ehv131
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contains a calcium binding motif (beta/gamma crystalline), the role of which is unknown, but similarly
there are proline rich proteins with calcium binding proteins encoded in the EhV-86 genome in the
family B repeat region [38]. Although the function of these calcium binding motifs is not known,
they are of interest as calcification in E. huxleyi is closely coordinated with cellular metabolism and
photosynthesis [39].

The ERV1/ALR protein (ehv128) was the only coding sequence to be solely expressed in the
haploid transcriptome (Table S2). The ERV1/ALR protein has been attributed to a cytoplasmic pathway
of disulfide bond formation and is thought to represent a class of cellular thiol oxidoreductases [34].
Thiols are a functional group of the amino acid cysteine, and are produced by phytoplankton in
response to increased copper concentrations [40]. These organic ligands bind to Cu, reducing free metal
concentrations. Copper was shown to disrupt the lytic infection cycle of EhV-86 [26]. Therefore, it would
be advantageous for the virus to express genes involved in the thiol biosynthesis pathway, playing a
role in a switch from viral persistence to a more acute infection.

The putative haploid RCC1217 virus also expressed a fatty acid desaturase (ehv415) gene and a
gene encoding a sterol desaturase conserved protein domain (ehv088) (Table S1), both of which have
roles in lipid metabolism. The role of lipids during EhV-86 infection is not well understood, but it
is thought that the control of lipid production could be associated with host membrane interactions,
which facilitate the intracellular transport and subsequent budding of virus particles [41,42]. The HNH
endonuclease family protein (ehv093) (Table S1), a type of restriction endonuclease, was present in
the haploid transcriptome. It has been suggested that a virally encoded endonuclease by EhV-86
could lead to the degradation of host DNA [28]. Interestingly, the putative haploid virus expresses a
methyltransferase encoding domain (ehv432) (Table S1). In eukaryotes, methylation of DNA bases is
involved in epigenetic gene silencing and also plays a defensive role, protecting host DNA against
the activity of restriction endonucleases, which cleave foreign DNA as a defense mechanism [43].
A potential function of the virally encoded methyltransferase (ehv452) is to protect viral genetic
material from virally encoded endonucleases which degrade host nucleic acids [44].

Wilson proposed that the Coccolithovirus-E. huxleyi pairing (the coccolithovirocell, CLVC) exemplifies
this concept due to the unique physiological interactions of EhV and its host [45]. We propose that the
viral lipids [21] and EhV transcriptome detected in the haploid infer that haploid cells are a unique part
of the Coccolithovirus lifecycle, which we propose naming as the Haplococcolithovirocell (HCLVCs)
(Figure 6).

Figure 6. Proposed new Coccolithovirus-E. huxleyi life cycle incorporating the Haplococcolithovirocell.
Infected diploid cells either undergo viral induced lysis or re-emerge as haploid cells containing viral
RNA and lipids. Images: CLCV adapted from Mackinder et al. [37], Coccolithoviruses adapted from
ViralZone [46]. vGSL: viral glycosphingolipids; VLP: virus like particles.
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Although the viral GSL (vGSL) detected in haploid cells is yet to be fully characterised, judging by
the number of EhV transcripts detected in our haploid culture, we propose that these GSLs may
contribute to part of the Coccolithovirus lifecycle. Viral GSLs are vital for EhV infection as they
induce the production of reactive species (oxygen and nitrogen) which initiate programmed cell death.
We propose that the HCLVCs help maintain vGSL levels between EhV infection cycles, maintaining an
advantage for the virus in the co-evolutionary arms race between virus and host.

Karyogamy (fusion of two haploid cells) has never been observed in haploid E. huxleyi cells and
we propose that in the case of this culture, RCC1217, this is due to the viral signature in the cells
causing a dead end to this stage of the life cycle. However, the RNA viral signature is not permanent;
at least not in vitro. Nonetheless, the release of the 1N cell from this putative latent infection state is
possible, which in turn would then allow karyogamy to take place. The identity of the vGSL detected
in haploid cells is distinct from those found in CLVCs [21]. These differences are consistent with the
tiling array data presented here, as the transcriptomic profile of the HCLVCs and CLVCs are distinct.

The majority of giant algal viruses exhibit an acute lytic r-selected life strategy characterised
by high reproduction rates which eventually lead to cellular lysis. The exception to this rule are
the phaeoviruses, which have a K-selected life strategy. Phaeoviruses exhibit viral persistence,
and integrate their genomes into the gametal and spore life stages of their hosts, Ectocarpales brown
algae. The infected gametes contain a latent provirus, which is then spread throughout the algae
during adult development [47]. Overt disease symptoms are seen in the adult reproductive organs,
which are deformed and produce virus particles. Although the details of the haploid infecting virus
are not identical to the phaeoviruses (specifically, the absence of viral DNA), there are some interesting
analogies, namely the switch to viral latency in the gametal life stages. We propose that, similarly to
phaeoviruses, coccolithoviruses also have a secondary life cycle strategy in gametal E. huxleyi cells.
However, there is no evidence of genome integration as EhV DNA was not detected in the haploid
cells. We suggest that the EhV transcriptome is present in haploid cells in a novel mechanism of
viral persistence.

Viruses infecting E. huxleyi exist in a world of two halves; during a bloom, host abundance is
extremely high, and there are plenty of opportunities for re-infection and horizontal transmission.
Conversely, between blooms host abundance is lower and the viral decay rate is high [48], and as
a result there is less opportunity for horizontal transmission. We propose that within coccolithoviruses,
two distinct infection strategies exist, which occupy different ecological niches and each is suited to
the boom and bust ecology of the host. The infection of the haploid cells by an RNA viral life stage
may help to explain the stability of the coexistence of virus and host in marine algae.

Flow cytometric analysis has shown the emergence of a sub-population of haploid cells after
virus-mediated bloom demise [22]. Additionally, gene expression studies found that infection by EhV
increased expression of pathways related to spermatogenesis [13], suggesting that the virus initiates
gametogenesis and is an integral part of the E. huxleyi lifecycle (Figure 6). Previous work used PCR
to show that EhV does not replicate in haploid E. huxleyi cells [11]. In HCLVCs we have detected
the absence of EhV DNA, but the presence of RNA. The mechanisms behind this remain unexplored
and there is no other example of a DNA virus with a separate RNA life stage where DNA is not
detectable. The data presented here in combination with the viral GSLs detected in haploid cells by
Hunter et al. [21] depict a different scenario to the Cheshire Cat dynamic. Future metabolomic and
transcriptional studies will hopefully ascertain the breadth and mechanism of this infection.

5. Conclusions

Coccolithoviruses drive E. huxleyi bloom dynamics and therefore play an integral role in the
global ocean carbon pump and climate [45]. The realisation that the host-virus dynamic is not always
lytic and that covert infection can arise, highlights our limited understanding into the full extent in
which they control their host. This study clearly demonstrates the potential of NCDLVs to interact
with and manipulate the ecology of their hosts; the life cycle of which is not fully understood for both
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the host and their viruses. Although persistence has been revealed in other phycodnaviruses [47],
the potential mechanism seen in haploid E. huxleyi cells, in which solely the viral transcriptome is
detected in gametes, is entirely novel. Despite our limited knowledge, coccolithoviruses are clearly
extraordinary viruses which deserve further research.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/3/51/s1,
Figure S1: CCMP1516 tiling array, Figure S2: Multiple sequence alignment of PCR-amplified GPA sequence
from RCC1217 (1N) compared to previously sequenced GPA amplicons, Figure S3: Pairwise nucleotide sequence
alignment of fragments of the amplified RT-PCR products of the dynein heavy chain (DHC) (A,B) inner arm
(DHC1b) and (C,D) outer arm (DHCb) genes, Table S1: Unique EhV-86 CDSs expression data, Table S2: Presence
of NCLDV Core genes in the EhV-86 genome and in the transcriptome of the virus infecting RCC1217, Table S3:
Haploid unique transcripts in the EhV-86 genome and in the transcriptome of the virus infecting RCC1217.
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Abstract: Viruses are important evolutionary drivers of host ecology and evolution. The marine
picoplankton Ostreococcus tauri has three known resistance types that arise in response to infection
with the Phycodnavirus OtV5: susceptible cells (S) that lyse following viral entry and replication;
resistant cells (R) that are refractory to viral entry; and resistant producers (RP) that do not all lyse but
maintain some viruses within the population. To test for evolutionary costs of maintaining antiviral
resistance, we examined whether O. tauri populations composed of each resistance type differed
in their evolutionary responses to several environmental drivers (lower light, lower salt, lower
phosphate and a changing environment) in the absence of viruses for approximately 200 generations.
We did not detect a cost of resistance as measured by life-history traits (population growth rate,
cell size and cell chlorophyll content) and competitive ability. Specifically, all R and RP populations
remained resistant to OtV5 lysis for the entire 200-generation experiment, whereas lysis occurred in
all S populations, suggesting that resistance is not costly to maintain even when direct selection for
resistance was removed, or that there could be a genetic constraint preventing return to a susceptible
resistance type. Following evolution, all S population densities dropped when inoculated with OtV5,
but not to zero, indicating that lysis was incomplete, and that some cells may have gained a resistance
mutation over the evolution experiment. These findings suggest that maintaining resistance in the
absence of viruses was not costly.

Keywords: evolution; trade-off; cost of resistance; Phycodnavirus; Prasinovirus;
environmental change; virus-host interactions; marine viral ecology; Ostreococcus tauri

1. Introduction

Viruses are the most abundant biological entities in the oceans, with an estimated 1030 particles
globally [1]. Viruses play a key role in marine food webs, partially because viral infection of unicellular
organisms often results in cell lysis, where the infected cell bursts to release the new viruses; products
of lysis feed back into the microbial loop and provide organic matter to organisms at the base of the
food web daily [2]. In addition to being a large cause of mortality to their hosts, viruses can exert
strong selection on host immune defense, leading to the evolution of host resistance mechanisms.
Strong immune defenses, in turn, impose strong selection on viruses to evade these resistance
responses leading to an ongoing co-evolutionary process between hosts and viruses [3]. Experimental
evidence of host-virus coevolution has come mainly from bacteria-phage systems [3,4]. Viruses
evolve rapidly due to their small size and high mutation rates [5] which can strongly influence
the evolution of their hosts. However, in addition to infection, hosts are also subject to other selection
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pressures, such as severe or stressful environmental changes. In the case of marine hosts, they will be
subject to natural selection both from their viruses, and from, for example, the changes in nutrients,
temperature and light associated with global change in the oceans [6], which opens up the possibility
that the genetic and physiological changes associated with resistance may affect host evolution
in response to challenges other than the virus itself. This in turn has the potential to affect how
primary productivity at the base of marine food webs evolves in response to global change. Studies
have examined environmental effects on interactions between microalgae and their viruses under a
range of conditions including changes in temperature [7,8], nutrients [9–13], UV radiation [14], light
intensity [11,15,16], and CO2 levels [13,17,18]. Environmental change can have direct effects on marine
viruses, for example by damaging and/or deactivating the particles through UV exposure or extreme
temperatures [8,14]. However, viral abundance is thought to be mainly dependent on host availability
and, therefore, the effects of environmental change on viruses are expected to be mainly indirect
(e.g., [19]). Here we focus on host evolution rather than viral selection.

Hosts are capable of evolving resistance to their viruses, though resistance often entails a fitness
cost, which can vary in form and magnitude [20]. Costs of resistance that have been reported in
microorganisms include reduced competitive ability [20,21], reduced growth rate [22,23], reduced
original function of a receptor protein [24,25], and increased susceptibility to other viruses [26–28].
If the cost of resistance is substantial and related to growth or competitive ability, resistance might be
lost when the selection pressure for it is removed (i.e., when viruses are absent) [29]. For example, under
conditions where viruses are present and able to interact with their host cells, resistant hosts should
have a selective advantage over susceptible hosts by avoiding lysis. However, in the absence of viruses,
the selection pressure for resistance is removed and costs of resistance, if present and substantial,
should reduce host fitness, so that there is an advantage to losing resistance. Most studies have
focused on costs of resistance in bacteria (e.g., [22,28,30,31]), however data for eukaryotic microalgae
are lacking, which limits our ability to translate the literature on host-virus interactions to primary
producers in the oceans. Because marine algae are the dominant primary producers in oceans [32],
changes in the abundance, distribution and composition of microalgal assemblages in response to
climate change are likely to have important implications for marine communities.

The marine picoeukaryote Ostreococcus tauri and its viruses, Ostreococcus tauri viruses (OtVs),
are abundant in Mediterranean lagoons [33]. OtVs are lytic viruses belonging to the family
Phycodnaviridae that cause susceptible (S) host O. tauri cells to burst following infection [34].
However, two resistant host types have been observed [35,36]. In the first type, viruses can attach to the
resistant (R) host cells but are unable to replicate and cause lysis. In the second type, resistant producer
(RP) populations consist mainly of resistant cells with a minority of susceptible cells (<0.5%) that
maintains a population of viruses. These two resistance mechanisms have been observed repeatedly
and remain resistant to lysis over many generation of sub-culturing [35,36]. Previous work found that
there was no difference in growth rates between the three resistance types when they were maintained
separately under standard laboratory culturing conditions, although long term competitions indicated
a cost of resistance with susceptible cells outcompeting resistant cells and resistant cells outcompeting
resistant producers after 100 and 200 days, respectively [35].

This study examined whether a cost of resistance could be detected in O. tauri in terms of the
ability to adapt to different environmental conditions, and whether the evolutionary responses to
environmental change were affected by resistance type. Populations of S, R and RP O. tauri were
evolved under different environmental conditions in the absence of viruses for 200 generations
to answer whether resistance type was maintained and how resistance type affected evolutionary
responses, even in the absence of coevolutionary dynamics imposed by the presence of viruses.
We found that all R and RP populations remained resistant to OtV5 inoculation across all environments,
whereas S populations had a lower proportion of cell lysis at the end than at the start of the evolution
experiment. Additionally, resistance type affected cell division rates, size and chlorophyll content,
whereas selection environment affected cell division rates and competitive ability.
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2. Materials and Methods

2.1. Susceptible and Resistant Lines

O. tauri lines were obtained from N. Grimsley, Observatoire Océanologique, Banyuls-sur-Mer,
France. Three susceptible lines (NG’2, NG’3 and NG’4), three resistant lines (NG5, NG’13 and NG26)
and three resistant producer lines (NG’10, NG’16 and NG27) were used. All lines were derived from
a single clone of O. tauri (RCC4221) and therefore had the same starting genotype.

2.2. Culturing Conditions

For each of the nine lines described above, three biological replicates were evolved per
environment (27 independent populations in total per environment). We refer to each independent
replicate as a population. Populations were grown in batch culture. Culture medium was prepared
using 0.22 μm filtered Instant Ocean artificial seawater (salinity 30 ppt) supplemented with
Keller and f/2 vitamins [37]. Control cultures were maintained in a 14:10 light:dark cycle at
85 μmol photon m−2 s−1 at a constant temperature of 18 ◦C (Table 1). Each population was grown
in 20 mL media and each week, 200 μL was transferred to fresh media to ensure populations were
always growing exponentially. Cultures were resuspended by gentle shaking every 2–3 days to prevent
cells sticking to the bottom of the flask. For the evolution experiment, O. tauri populations were grown
either in the control environment as described above, in low light, low phosphate, low salinity or
high temperature (Table 1), or a changing environment (random) in which one of the environments
from those listed was chosen at random at each transfer. We refer to the environments where the
populations evolved as “selection environments”. Populations were grown in the absence of viruses
for 32 weeks, corresponding to approximately 200 generations.

Table 1. A comparison of the control environment and the treatments used for each selection
environment used in this study.

Selection Environment Control Treatment

Light (μmol m−2 s−1) 85 60
Phosphate (μM) 10 5

Salinity (ppt) 30 25
Temperature (◦C) 18 20

For the low light environment, culture flasks were wrapped in 0.15 neutral density foil to reduce
light intensity. For the low phosphate environment, phosphate was reduced by preparing Keller
medium with half the amount of β-glycerophosphate present in the control media. For low salt, Instant
Ocean was added to reach a salinity of 25 ppt. Cultures in the high temperature environment were
maintained on a heat mat (Exo Terra Heat Wave substrate heat mat, Yorkshire, UK) set at 20 ◦C.
These selection environments were chosen so that the populations responded to them by changing
their growth rates relative to the control environment—in batch culture rapid growth is favored by
natural selection, so any environment that decreases growth rates should then result in natural selection
for traits that will allow cell division rates to recover in that environment. However, the selection
environments were not extreme, so that populations were still able to grow at a measurable rate and
survive the dilution rate of the experiment. This is in part so that a similar number of generations
elapse in all environments over the course of the experiment.

2.3. Testing RP Lines for Viral Production

All resistant producer (RP) lines were tested for viral production prior to the start of the
experiment. To check whether the three producing lines (NG’10, NG’16 and NG27) were releasing
infectious viruses, we used the supernatant to infect susceptible O. tauri strain RCC4221. Two milliliters

240



Viruses 2017, 9, 39

of each population were transferred to an Eppendorf tube and centrifuged at 8000× g for 15 min.
Four hundred milliliters of the supernatant were removed carefully without drawing up any of the
cells from the pellet at the bottom of the tube, and used to inoculate 1 mL of susceptible O. tauri.
OtV5 was used as a positive control and Keller media was used as a negative control. Eight replicates
were performed before the experiment was started. The test was performed every four weeks with
three replicates per population. Samples were checked for lysis either by observing by eye whether
they were green or clear, or by measuring cell densities using a BD FACSCanto II (BD Biosciences,
Oxford, UK) flow cytometer.

In addition to liquid lysis tests, frozen stocks of RP supernatant were made by adding dimethyl
sulfoxide (DMSO) (final concentration 10%) and storing at −80 ◦C. We tested these samples for viruses
using the plaque assay technique [34]. A 1.5% agarose suspension was made and 5 mL aliquots were
prepared in Falcon tubes and held at 70 ◦C in a water bath. In a 50 mL Falcon tube, 30 mL exponentially
growing O. tauri culture, 15 mL Keller media and 5 mL agarose were mixed rapidly but gently by
inverting the tube (final agarose concentration 0.15%). The agarose was poured into a 12 cm square
petri dish and left to set. Tenfold serial dilutions of the RP supernatant were made in 96-well plates
using one row per sample. A Boekel Replicator was used to transfer all of the serial dilutions from one
96-well plate to one square petri dish. The replicator was sterilized between each use using ethanol
and a flame. Petri dishes were checked daily for lysis plaques for a maximum of 10 days.

2.4. Testing Resistance Type Using OtV5 Inoculation

OtV5 inoculum was prepared prior to the start of the experiment and stored at −80 ◦C in 10%
DMSO (final concentration) and inoculations were performed from the frozen stocks. The experiment
did not include a co-evolving virus which allowed us to measure host evolution relative to the ancestral
virus. After 32 weeks of evolution, each population was inoculated with a suspension of OtV5 particles
to test whether it was susceptible or resistant to viral lysis. Samples were tested by inoculating 1 mL
cell culture at a density of 105 with 10 μL OtV5 in 48-well plates with three replicates for each sample.
Negative controls that were not inoculated with OtV5 were used as a comparison of cell growth.
Cell density was measured using a FACSCanto flow cytometer 3 days after inoculation. Samples were
run on 96-well plates by counting the total number of cells in 10 μL with a flow rate of 2.0 μL per second.

Data were analyzed with linear mixed effects models using the statistical packages lme4 [38]
and lmerTest [39] in R (version 3.2.0, R Core Team, Vienna, Austria) to identify differences in cell
densities after OtV5 inoculation compared to controls that were not inoculated. Selection environment,
resistance type and treatment (inoculated or not inoculated) were set as fixed effects with population
as a random effect. Post hoc Tukey tests were performed using lsmeans to confirm where significant
differences occurred within the different effects.

2.5. Population Growth Rates, Cell Size and Cell Chlorophyll Content after Evolution

At the end of the evolution experiment, we quantified evolutionary responses by measuring
average cell division rates and by measuring cell size and chlorophyll content for each population.
All evolved populations were assayed in their selection environment and in the control environment,
and all control populations were assayed in all selection environments except high temperature, since
all populations in the high temperature environment went extinct and therefore there were no high
temperature evolved strains. The populations that had evolved in a random environment for each
transfer were only assayed in the control environment, which was not one of the environments they
had been exposed to during the experiment, meaning only a correlated response (rather than a direct
response) to selection could be obtained. Each population was assayed in triplicate. Due to the size
of the experiment, assays were divided randomly into seven time blocks. This was factored into the
statistical analysis.

Average cell division rates, which we refer to as “growth rates” are the average number of cell
divisions per day over seven days, which corresponds to one transfer cycle. All populations were
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first maintained in their assay environment for an acclimation period of one week, which was one
full transfer cycle, prior to measuring growth rates. After acclimation, cells were counted using
a FACSCanto flow cytometer before the transfer into the assay environment (to calculate the number
of cells transferred into fresh media) and again after seven days of growth. Each sample was counted
in triplicate. The cell counts were converted to cells per milliliter and the number of divisions per day
was calculated using Equation (1).

μ
(

d−1
)
=

log2

(
Nt
N0

)

t − t0
(1)

where μ is population growth rate, and Nt and N0 are the cell densities (cells mL−1) at times t and
t0 (days), respectively. This measures the average number of cell divisions per ancestor over a single
growth cycle and allows a comparison of offspring production between environments even if there
are differences in the shape of the population growth curve, or in cases where r cannot be accurately
estimated. To avoid biases of cell divisions being dependent on the time of the cell cycle, cells were
always measured at the same time of day (at the beginning of the light period when cells are in
G1 phase).

Cell size was inferred from FSC (forward scatter), which was calibrated using beads of known sizes
(1 μm, 3 μm and 6.6 μm). Chlorophyll fluorescence was inferred by measuring PerCP-Cy5.5 emission
with excitation at 488 nm. Relative chlorophyll was analyzed by taking the average chlorophyll
fluorescence for all susceptible strains in the control environment and setting this to a value of 1,
with chlorophyll measurements of all other strains relative to this value.

Data were analyzed with linear mixed effects models. To analyze differences in growth rate,
cell size and chlorophyll under different environments, selection environment, assay environment and
resistance type were fixed effects and population and block ware random effects that were treated as
un-nested. An additional model was fitted to examine whether there was a difference in growth rate
when populations were assayed in their selection environment or when they were assayed in a different
environment, with assay as the only fixed effect and population and block set as random effects.

2.6. Competition Assay

To measure competitive fitness, all evolved populations were competed against a green fluorescent
protein (GFP) line of O. tauri. A Gateway enabled entry clone containing roGFP2 was obtained
by linearizing pH2GW7-roGFP2 [40] with EcoRV. The linearized vector was recombined with
pDONR207, creating a pDONR207-roGFP2 clone. A pOtOX binary vector [41] was adapted to become
a Gateway® destination vector and pDON207-roGFP2 was recombined into the vector, downstream
of the high-affinity phosphate transporter (HAPT) promoter [41]. The pOtOx-roGFP2 vector was
subsequently transformed into O. tauri using the procedure previously described [42].

All evolved populations competed in the selection environment that they evolved in, and all
control populations competed in the control environment as well as in each selection environment
to measure plastic response. All of the random populations competed in the control environment.
All populations, including the roGFP line, were acclimated for one week in the corresponding assay
environment prior to the assay. Equal starting densities of 5 × 105 of each evolved population and
the roGFP line were grown in 20 mL media for one week, after which cells were counted using
a FACSCanto flow cytometer. GFP and non-GFP populations were distinguished by measuring
fluorescein isothiocyanate A (FITC-A) emission at 519 nm with excitation at 495 nm. Competitiveness of
the evolved populations was measured relative to the roGFP line as fold change in cell density.
Data were analyzed with a linear mixed effects model, with selection environment, assay environment
and resistance type as fixed effects and population and assay replicate as random effects.
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3. Results

3.1. Susceptibility to OtV5 after Evolution

3.1.1. Host Resistance Type Was Maintained during Evolution

After 200 generations of evolution in the selection environments, all surviving R and RP
populations remained resistant to OtV5 lysis and all S populations remained susceptible to viral
lysis in those environments (Figure 1). A significant interaction between selection environment,
resistance type and treatment (OtV5 inoculation) affected susceptibility of O. tauri to OtV5
(ANOVA environment × resistance type × treatment, F8,238 = 15.22, p < 0.0001). A post hoc Tukey test
showed that this was due to cell lysis of S populations (t8,238 = 10.66, p < 0.001), whereas cell density
of R and RP lines did not decrease compared to controls that were not inoculated. The highest cell
densities were observed in the low salt (post hoc Tukey test, t8,238 = −29.90, p < 0.0001) and random
(post hoc Tukey test, t8,238 = −7.54, p < 0.0001) environments. The OtV5-inoculated S populations
in low phosphate were the only populations where cell density fell below the starting cell density
across all populations, indicating almost complete cell lysis and no cell growth for this combination of
resistance type and selection environment. R and RP lines did not show decreases in cell density after
inoculation with OtV5 compared to controls that were not inoculated, whereas S lines did.

Figure 1. Mean (± SE) cell density mL−1 of resistant (R), resistant producer (RP) and susceptible (S)
O. tauri lines three days after OtV5 inoculation in five environments. Points represent the average of
the three assay replicates for each evolved population. Inoculated = populations inoculated with OtV5,
Not inoculated = negative control populations that were grown for the same period without OtV5
inoculation. There were three evolved populations of each line. The dashed line represents the starting
cell density at 100,000 cell mL−1.

R and RP populations did not show a significant difference in cell density between populations
that had been inoculated with OtV5 and populations that had not (Figure S1). In contrast, all S
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populations inoculated with OtV5 showed a change in cell density relative to non-inoculated S
populations in the same environments (ANOVA effect of resistance type on difference F2,125 = 66.51,
p < 0.0001). The largest differences in cell densities between inoculated and non-inoculated populations
were observed in S populations evolved in the low salt environment, showing that whilst all
populations in this environment were able to reach high densities in the absence of viruses, they were
unable to grow in the presence of OtV5 (Figure 1). The large difference in S populations in low salt was
due to the high growth rate of populations that had not been inoculated, since inoculated populations
did not fall to lower densities than inoculated S populations in any other environments.

3.1.2. OtV5-Mediated Lysis Decreased in Susceptible Populations

Although S populations remained sensitive to viral lysis at the end of the evolution experiment,
complete lysis was not observed in all populations, with a small proportion of populations able to
reach numbers above the starting density of 100,000 cells mL−1 (Figure 1). This was in contrast to the
beginning of the evolution experiment, when all susceptible populations fell below 100,000 cells mL−1

after inoculation with OtV5, indicating near-complete lysis (ANOVA effect of time point on cell density,
F1,65 = 21.87, p < 0.0001) (Figure 2). The highest proportion of S cells that did not lyse was found
in low salt evolved populations, suggesting that resistance mutations had been maintained in this
environment, despite no selection by OtV5. To eliminate the possibility that the infection dynamics
had changed and that the population decline was still in process, we measured the population density
seven days after inoculation and did not observe any further decrease in population density (Figure S2).

Figure 2. Change in cell density of the susceptible lines NG’2, NG’3 and NG’4 after OtV5 inoculation
one week into the selection experiment (Start) and after 32 transfer cycles of evolution (End). The dashed
line represents no change.
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3.1.3. RPs Stopped Producing Viruses Early in the Evolution Experiment

During the evolution experiment, RP populations (NG27, NG’10 and NG’16) were tested to check
that they were still producing viruses. Seven transfer cycles into the evolution experiment, all NG27
populations in all environments were still producing infectious viruses, as observed by cell lysis
when their supernatant was used to inoculate the susceptible O. tauri strain RCC4221. In contrast,
RCC4221 cultures that were inoculated with the supernatant of all populations of NG’10 and NG’16
continued growing, showing that no observable lysis had occurred. After 17 transfers in the selection
environments, all RP populations in all environments had stopped producing infectious viruses
(Figure S3), as observed by flow cytometric cell counts of RCC4221 populations inoculated with the
supernatant of RP populations. When it was clear that all RP populations had stopped producing
infectious viruses, frozen supernatant samples collected at transfers 9, 12, 14 and 15 were tested using
the plaque assay method. No plaques were observed in any samples tested, thus we concluded that
all RP populations in all environments had stopped producing viruses within nine weeks of the
selection experiment.

3.2. Changes in Trait Values after Evolution

3.2.1. Changes in Cell Division Rate and Population Persistence during the Selection Experiment

Here, we focus on how growth rates vary with resistance type, selection environment and the
number of transfer cycles in the selection environment. Growth rates of all populations were measured
as the number of cell divisions per day, at four time points during the experiment (including at the
beginning and end) (Figure 3). When comparing these time points, growth was significantly affected
by environment, resistance type and time point (p < 0.0001 for all effects). In the first transfer cycle,
which measured the population growth rates at the very start of the experiment following one week of
acclimation, two out of the three RP lines (NG’10 and NG’16) had increased growth rates across all
environments except for low phosphate (ANOVA effect of growth rate on cell divisions, F3,5 = 17.19,
p = 0.046). These results are reported in [43].

After 14 transfer cycles, growth rates of all populations were approximately one division per
day in the high salt, low phosphate, low light and random environments (Figure 3). In the control
environment, growth rate varied across all S lines, even between populations of the same starting line,
ranging from 0.18 to 0.87 divisions per day. The increased growth of all lines evolving in low phosphate
to one division per day, which is the normal growth rate reported for O. tauri in phosphate-replete
media, is consistent with adaptation to low phosphate in less than 100 generations. Additionally, RP
lines that had been dividing more rapidly at transfer 1 were dividing at the same rate as other lines
within each environment (Figure 3). This may be because the RP populations had stopped producing
viruses and shifted to the R resistance type (see Section 3.1.3), thereby losing the growth advantage
associated with the RP resistance type early on in this experiment. By transfer 24, all populations in the
high temperature environment had gone extinct. RP populations went extinct more quickly than S and
R populations, with 66% of RP lines extinct by T14 compared to 33% and 22% of S and R, respectively
(Figure 3). At transfer 20, only three high temperature populations remained: one S (NG’4) and two R
(NG’13 and NG26).
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Figure 3. Growth rates as measured by mean cell divisions per day for each evolving population over
four time points (1, 14, 20 and 32 transfer cycles). The dashed line represents one cell division per day.
T1 is the growth rate following acclimation at the beginning of the experiment. There are no growth
measurements for the randomized environment at T1 because lines had only been growing for one
transfer cycle.

3.2.2. Growth Rates Varied with Selection Environment and Assay Environment after Evolution

After approximately 200 generations of evolution in each environment, a transplant assay was
performed to quantify environmental effects on population growth rate, cell size and cell chlorophyll
content for each evolved population. Here we define the selection environment as the environment that
the population evolved in, and the assay environment as the environment in which measurements were
taken. The direct response to selection compares the growth rate of a population evolved in a given
selection environment with the growth rate of a population evolved in the control environment when
both are grown (separately) in that given selection environment. The effect of selection environment
on the direct response to evolution was large, and driven by the direct response to selection in the
low phosphate environment (ANOVA effect selection environment on direct response, F2,228 = 9.26,
p = 0.0001), whereas the effect of resistance type was smaller (ANOVA effect of resistance type on
direct response, F2,228 2.87, p = 0.06).
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Selection environment alone and assay environment alone both had a significant effect on
population growth rate (ANOVA effect of selection environment on growth, F4,200 = 19.92, p < 0.0001;
ANOVA effect of assay environment on growth, F3,758 = 32.43, p < 0.0001), which shows that
environment affected growth rates. Resistance type also had an effect on growth rate (ANOVA effect
of resistance type on growth, F2,195 = 4.21, p = 0.02), with R populations having the fastest cell
division rates and S populations having the slowest cell division rates. Additionally, an interaction
between selection environment and assay environment affected growth rate, indicating that the way in
which selection environment affected growth differed between assay environments (ANOVA selection
environment × assay environment, F3,757 = 2.89, p = 0.03). The fastest growth rates were seen in the
evolved control populations that were assayed in low salt (Figure 4). Better performance was not due
to being assayed in the same selection environment that the populations had evolved in (ANOVA effect
of being assayed in selection environment on growth, F1,831 = 1.70, p = 0.19).

Figure 4. Mean cell divisions per day (±SEM). R = resistant, RP = resistant producer, S = susceptible.
Each panel represents a growth assay, with cells evolved in the selection environment (top label) and
growth rates measured in the assay environment (bottom label). The dashed line indicates, for reference,
one cell division per day.

3.2.3. Resistance Type Affected Cell Size and Chlorophyll Content

Cells from different resistance types had different cell sizes (ANOVA effect of resistance type
on size, F2,140 = 9.49, p = 0.0001) (Figure S4) and this was not affected during evolution in any of
the environments (ANOVA effect of selection environment on size, F4,155 = 0.66, p = 0.62; ANOVA
effect of assay environment on size, F3,735 = 1.60, p = 0.19). The greatest variation in cell size between
populations was observed when control-evolved cells were assayed in low salt (0.86–0.97 μm) across
all resistance types. Less variation was found in the control-evolved cells assayed in low phosphate
(0.82–0.97 μm).

The environment in which populations were assayed had a significant effect on the relative
chlorophyll content per cell volume (ANOVA effect of assay environment on chlorophyll, F3,744 = 17.83,
p < 0.0001). However, selection environment did not (ANOVA effect of selection environment on
chlorophyll, F4,168 = 0.90, p = 0.47). Resistance type affected chlorophyll content (ANOVA effect of
resistance type on chlorophyll, F2,153 = 8.54, p < 0.0001). Susceptible populations that had been evolving
in the control environment contained high amounts of chlorophyll relative to their cell size when
assayed under all three selection environments (low light, low salt and low phosphate) (Figure S5).
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3.3. Selection and Assay Environments Affect Competitive Ability of O. tauri

In addition to measuring growth rate, size and chlorophyll content, we also tested if costs of
resistance could be observed during pairwise competition between each population of S, R, and RP.
We measured relative competitive ability, by competing each population against a common competitor
harboring a GFP reporter, which allowed us to distinguish between the evolved population and the
GFP line. Both selection environment and assay environment affected competitive ability against
a roGFP-labeled strain (ANOVA effect of selection environment on competitiveness, F4,622 = 16.41,
p = < 0.0001; ANOVA effect of assay environment on competitiveness, F3,622 = 10.96, p < 0.0001).
Most populations were poor competitors relative to the roGFP line (Figure 5). Lines evolved in low
light and low salt were the best competitors. Lines that were assayed in the same environment that
they had evolved in were better competitors than control lines that were assayed in the selection
environments. This shows that these lines adapted to their selection environment and that growth
rate is not necessarily the most appropriate measure of adaptation in this study, which is consistent
with other studies in Ostreococcus spp. [44]. Interestingly, populations in the control environment were
the worst competitors, regardless of resistance type, with a 0.56 mean fold change, showing that all
populations were out-competed by the roGFP line. This indicates that the control environment did in
fact exert less selection on the populations than did the other environments.

Resistance type alone did not affect competitive ability (ANOVA effect of resistance type of
competitiveness, F2,622 = 1.22, p = 0.30). Although competitive ability differed between resistance types,
the response was not consistent across assay environments, with no one resistance type consistently
being a better or poorer competitor.

Figure 5. Competitive ability, as measured by fold difference in growth relative to a roGFP-modified
O. tauri line, of evolved populations and control populations assayed in the selection environments.
R = resistant, RP= resistant producer, S = susceptible. Each panel represents one assay, with
populations evolved in the selection environment (top label) and competitiveness measured in the
assay environment (bottom label). The dashed line represents no change (i.e., equal proportions of
roGFP and competitor populations).

4. Discussion

We examined whether cost of resistance varied with the abiotic environment in which O. tauri
populations evolved. A cost of resistance can manifest in different ways depending on the interaction
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between host and virus and on the way in which resistance is acquired (e.g., entry of the virus into
the cell, and ability of the virus to replicate within the cell and cause lysis). This means that it is
often difficult to detect a cost of resistance, so we measured three host responses: ability to maintain
resistance, population growth rate and competitive ability.

4.1. Susceptibility to OtV5 Did Not Change after Evolution

After evolution in a new environment, OtV5 was still able to lyse susceptible (S) O. tauri
populations under all environmental conditions tested, whereas R and RP populations remained
resistant under all environments, despite the absence of selection pressure for viral resistance (Figure 1).
Resistance to pathogens often comes at a fitness cost, such that a proportion of susceptible individuals
remain in the population, thereby allowing viruses to persist [21]. If resistance does carry a fitness cost,
populations should revert to susceptibility over time, in the prolonged absence of viruses, even if that
cost is low, because susceptible cells have a fitness advantage in the absence of viruses [29]. Our study
indicated that if there is a cost to simply maintaining resistance in O. tauri, it is small. Over the time
scale of our experiment, the fitness advantage of susceptible types in the absence of viruses would
have to be about 0.005 for a mutation conferring susceptibility in a resistant background to be fixed
in the population following a spontaneous reversion of a resistant cell (where we calculate s from
1
2 s/(1−e−2sN), and assume a starting frequency of 1/N [45]).

It is possible that there is a genetic constraint preventing the loss of resistance, making the
transition from resistant to susceptible phenotypes rare even if resistance is costly. This is consistent
with recent studies showing that the resistance mechanism in O. tauri is an intracellular response [35]
and probably also involves rearrangements of chromosome 19 [36]. The presence of a genetic constraint
on losing resistance would favor compensatory mutations that lead to alleles being selected that reduce
the cost of resistance [46,47]. Studies evolving E. coli in the absence of bacteriophage observed that
the cost of resistance to the T4 bacteriophage decreased after 400 generations due to compensatory
adaptations [46]. A second possibility is that the cost of resistance to one strain of OtV means increased
susceptibility to other virus strains. For example, cyanobacteria can rapidly evolve viral resistance
when coevolving with viruses, however increased resistance to one virus can lead to a narrower
resistance range thereby making cells more susceptible to other virus strains [27,28]. O. tauri-virus
interactions can be complex with some OtVs being very specific to host O. tauri strains while others
are generalists that can infect many strains [26,48]. Our experiment focused only on OtV5 and did not
examine evolution of host resistance range.

At the end of the evolution experiment, OtV5 lysed susceptible (S) populations in all environments,
but the extent of lysis differed between environments (Figure 1). This could be because one or more
resistance mutations had appeared and risen to a detectable frequency in some populations. It is unclear
whether incomplete lysis was due to some resistant cells evolving in the susceptible populations, or
whether susceptible populations had evolved to make virus entry harder but still possible. Inoculations
were performed from frozen stocks, thus OtV5 was not coevolving with the host, enabling us to measure
evolution in the O. tauri populations relative to the ancestral virus population. We cannot rule out the
possibility that there was a slow loss of infective virus titer in the cryopreserved stock, leading to fewer
infectious viruses in the inoculum and therefore a lower multiplicity of infection. Physiological changes
in susceptible populations arising as an adaptive response to abiotic environmental change did not
prevent viral lysis, indicating that viral adsorption was not completely inhibited. This was even evident
in the control populations, suggesting that although these populations did not experience a change
in environment, they may have evolved changes in cell surface proteins, since were still evolving for
the full length of the experiment. However, the biotic environment plays a larger role in resistance
acquisition, since resistance to viruses is selected for by the virus [49]. Chemostat experiments to
monitor population dynamics in Chlorella and Paramecium bursaria Chlorella Virus 1 (PBCV-1) showed
that control populations maintained in the absence of viruses did not evolve resistance to the ancestor
virus, suggesting that resistance arises from host-virus interactions [23]. In contrast, sensitive E. coli
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cells evolved complete resistance to λ infection and resistant cells increased susceptibility to T6*
infection after 45,000 generations in the absence of phage [29]. In our experiment, low phosphate
was the only environment in which the cell numbers of all lines fell below the starting cell density
(Figure 1), suggesting that this environment either affected the infectivity of OtV5 directly or the
cells’ response to infection. Other studies report the opposite, with reduced virus infection of algae
under low phosphate, possibly due to the requirement of phosphate for viral replication [9,10,13].
Though phosphate levels were low in our experiment, they were sufficient for population growth to be
positive, and were higher than found in the Mediterranean Sea [50]. Conflicting results highlight the
complexity of host-virus interactions in different study systems as well as different growth conditions.

There was a selection pressure against viral production on RP lines, but not on host resistance
across all RP lines in all environments. Similarly, Yau et al. reported that over a two year period
RP populations maintained under standard laboratory conditions stopped producing viruses [36].
If RP populations are indeed made up of a majority of resistant cells with a small proportion of
susceptible cells arising that lyse upon OtV5 infection, thus maintaining the production of viruses in
the media, then we would expect resistance to be selected for in the presence of viruses. Resistance in
O. tauri is expected to be caused by over-expression of glycosyltransferase genes on chromosome
19 [36]. In this study, the selection environment did not affect the time it took for a selective sweep of
resistance to occur in the RP lines, supporting the conclusion that there was little or no selection against
resistance, that there is a genetic constraint on losing resistance, or that compensatory mutations
enabled resistance to be maintained.

4.2. Resistance Type and Environment Affect Evolutionary Response of O. tauri to Environmental Change

We did not observe a growth cost of O. tauri being resistant to viral lysis, since R populations
had the fastest growth overall whereas S populations had the slowest growth. Data on the growth
effects of resistance in marine algae are rare. A 20% reduction in growth was reported in the ubiquitous
cyanobacterium Synechococcus [22], however it is unknown whether viral resistance generally carries
a growth cost in eukaryotic algae. Even with no or minimal costs of resistance, the chromosomal
rearrangement associated with resistance in O. tauri means that the different resistance types have
different genetic backgrounds. Therefore, evolution could take different trajectories in hosts with
different resistance types due to epistatic interactions between resistance and adaptive changes.
For example, trade-off shape varied in response to environmental change and physiological changes
of bacteriophage resistant E. coli, leading to variation in sensitivity to environmental change across
different strains [51]. In our study, when considering the direct response to evolution (which compares
the growth rate of the evolved population in its selection environment with the plastic response of the
control line in that selection environment), resistance type did not drive direct response. This indicates
that the growth response of the three resistance types was similar within environments. If there is an
effect of genetic background being introduced by resistance, it is not evident at the level of growth rate
under these conditions.

Selection environment affected population growth, with populations evolved in the control
environment having the highest growth rates in all assay environments (Figure 4). The decrease
in growth in response to our selection environments is consistent with them being of lower
quality than the control environment, by design, so that selection was stronger in the non-control
environments. Variation in the direct response to evolution was explained by selection environment.
Populations evolved in low phosphate had the lowest growth, which is expected when cells are
nutrient limited. Interestingly, populations that had evolved in the control environment grew
more rapidly in low phosphate than populations that had evolved in low phosphate. This may
be because populations that had been evolving in the control environment had enough phosphate
reserves within the cell to grow normally for a short period, since growth was only assayed for seven
days. Overall, growth rates of populations evolved in the control environment were greater when
assayed in the selection environments than the populations that had evolved in those environments,
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showing that increased growth could be initiated as a stress response, and that cells in the control
environment (which was nutrient-replete, and at the optimal temperature and usual salinity for
these lines of O. tauri) were in better condition overall. The extent of a cost of resistance can be
highly dependent on environment. For example, cost of resistance differs when fitness of E. coli is
measured under different nutrient resources and concentrations [20,52]. We show here that growth
rate measurements may not be sensitive enough to detect very small differences between populations
conferring a cost of resistance in O. tauri, as has also been observed in short term experiments
using a single [35] and multiple environments [43]. Studies in bacteria also found that resistant
strains grew at the same rate as susceptible strains [21,46]. Our results indicate that, regardless of
resistance type, O. tauri is able to adapt to environmental change including low light, low salt and low
phosphate. However, all populations in the high temperature environment went extinct, despite the
modest (2 ◦C) increase, suggesting that although O. tauri can tolerate and grow at higher temperatures
over the short-term, sustained temperature increases may exert stronger selection than predicted from
short-term studies. It is not possible to infer as of yet whether resistance affects growth rate in natural
habitats or whether a cost of resistance is instead associated with tradeoffs that are not related to the
abiotic environment, such as resistance to other viral strains.

In contrast to cell division rates, resistance type affected cell size and chlorophyll content,
but selection environment did not. Cells in RP populations were sometimes larger in size and S
populations were slightly smaller. Often, small size is associated with a response to nutrient limitation,
increased temperature and light limitation in phytoplankton [53–57], however all lines in this study
showed slightly increased cell size in low phosphate. An increased cell volume has been observed in
coccolithophores in response to phosphate limitation suggesting the adaptive strategy is to reduce
phosphorous requirements rather than increasing surface area to volume ratio [58].

RP populations had less chlorophyll in most environments, however overall there was substantial
variation in chlorophyll content, especially in S populations. When assayed in the control environment,
populations that had evolved in low light, low salt, low phosphate and the random environment had
lower chlorophyll than did control populations assayed in these same environments. The response of
populations evolved in the control environment increasing their relative chlorophyll content when
assayed in low light is consistent with responses to light limitation in other green algae [59–61].
Here, we show that response of chlorophyll content to environmental change is variable, both with
environment and with resistance type. Previous studies in marine microalgae have reported lower
reduced chlorophyll content under nutrient limitation [62] and higher chlorophyll content under some
optimal salinities [63,64].

4.3. Resistance Type Did Not Affect Competitive Ability Regardless of Environment

Reduced competitive ability is often one of the main restrictions for resistance spreading through
a population, however resistance type did not affect the competitive ability of evolved populations in
our experiment. We found that environment did affect competitive ability, and similarly in bacteria,
the environment that populations evolve in, such as the limiting sugar source or spatial heterogeneity,
can affect competitive ability, both with and without coevolving phage [51,52,65]. Other studies have
reported a trade-off between competitive ability and resistance, whereas here we found no evidence
for reduced resistance with increased competitive ability. The nature of a cost of resistance will depend
on the genetic or physiological changes to the cell. For example, E. coli mutants showed high variability
in competitiveness which was associated with resistance strategy, with cross-resistance to phage T7
significantly decreasing competitive fitness by approximately 3-fold [21]. In contrast, competitions
with cyanobacteria showed that total resistance (the total number of viruses to which a host strain
was resistant) did not affect competitive ability [22]. These examples reveal that the magnitude of the
reduced competitiveness trade-off can depend on the specific resistance strategy.

Evolved populations in the non-control environments were better competitors than control
populations that had been exposed to the selection environments for the first time (plastic response),
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indicating that all lines had adapted to their selection environment. Thus, growth rate is not the most
appropriate measure of adaptation in O. tauri, since the plastic response was to increase population
growth rates, and the evolutionary response was to reverse this plastic increase in growth rates, and
this strategy was associated with an increase in competitive fitness. Similar results have been reported
previously in Ostreococcus spp. where populations with high growth rates in monoculture were poorer
competitors than those with lower growth rates in monoculture [44].

5. Conclusions

Here, we show that there was no detectable cost of resistance to OtV5 as measured by growth
rate or competitive ability for O. tauri evolved in several different environments, and that resistance to
viruses did not affect adaptation to environmental change. Additionally, we found no reversion of
R or RP populations to S as tested by exposure to OtV5, whereas lysis occurred in all S populations.
Additionally, all RP lines stopped producing viruses within nine weeks of the experiment. This suggests
that a shift from susceptibility to resistance is more common than a shift from resistance to susceptibility,
regardless of selection environment, at least for the range of environments used here. Our experiment
shows that the conditions under which a cost of resistance may occur or affect adaptation in O. tauri
are not clear in the laboratory. More work is needed to understand the factors that affect host–virus
interactions in the marine environment to better understand evolutionary and ecological responses of
marine eukaryotic microalgae to environment change.

Supplementary Materials: Supplementary Information is available online at www.mdpi.com/1999-4915/9/3/
39/s1. The pHAPT-roGFP line (CCAP 157/4) and its untransformed parent strain (CCAP 157/2) will be publicly
distributed by CCAP https://www.ccap.ac.uk/.

Data: All data is available from DataDryad doi:10.5061/dryad.vr3hk.
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Abstract: Viruses are thought to be fundamental in driving microbial diversity in the oceanic
planktonic realm. That role and associated emerging infection patterns remain particularly elusive for
eukaryotic phytoplankton and their viruses. Here we used a vast number of strains from the model
system Emiliania huxleyi/Emiliania huxleyi Virus to quantify parameters such as growth rate (μ),
resistance (R), and viral production (Vp) capacities. Algal and viral abundances were monitored by
flow cytometry during 72-h incubation experiments. The results pointed out higher viral production
capacity in generalist EhV strains, and the virus-host infection network showed a strong co-evolution
pattern between E. huxleyi and EhV populations. The existence of a trade-off between resistance and
growth capacities was not confirmed.

Keywords: Phycodnaviridae; Coccolithovirus; Coccolithophore; Haptophyta; Killing-the-winner; cost of
resistance; infectivity trade-offs; algae virus; marine viral ecology; viral-host interactions

1. Introduction

Since the discovery of high viral concentrations in the marine environment, normally ranging
between 107 and 1011 virions/L [1], hypotheses regarding the potential impact those viruses could have
on their microbial host populations, have been put forward. Viral-induced microbial lysis in Earth’s
oceans could amount to an impressive 1023 new infections per second, releasing up to 109 tons of
cellular carbon every day [2,3]. Consequently, viral lysis contributes greatly to marine biogeochemical
cycling of nutrients as well as reducing the transport of organic matter to upper trophic levels in a
process known as viral shunt [4–6]. Through horizontal gene transfer and the lysis of their hosts, marine
viruses contribute to structuring the diversity and composition of microbial communities [7–11].

Viral activity has been suggested as a plausible mechanism contributing to explain Hutchinson’s
paradox, which questions the existence of highly diverse planktonic communities in nutrient limited
environments [4,12,13]. Viral strain or species-specific lysis may potentially explain the coexistence
of cells with different growth and resistance capacities [14,15]. This scenario is contemplated in
the Killing-the-Winner (KtW) hypothesis, notably with the concept that resistance has an inherent
cost. This trade-off, also known as cost of resistance (COR), ultimately regulate the co-existence
of competition specialists (with higher growth rates) and defence specialists (with higher immune
capacity against viral infection), respectively [16].

COR can be detected by analysing the virus-host infection network patterns (VHINs) that emerge
after cross-infectivity experiments [17–19]. The most frequently tested VHIN patterns are nestedness
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and modularity [17,20]. Nested patterns are characterized by specialist viruses tending to infect
the most susceptible hosts, while the viruses with broader host-range infect hosts that are more
resistant [21]. On the other hand, in modular patterns the interactions tend to occur within different
groups of viruses and hosts, but not between groups [17,22].

The role of viruses as an important driver of microbial diversity has become clear in
prokaryotic-virus systems [23–27] such as the Pseudoalteromonas [28] and the Pseudomonas aeruginosa
host-virus systems, in which resistant cells emerging after infection were less competitive than the
sensitive ones [24]. In other prokaryote-virus systems that role remains elusive [29–34]. The very few
examples of trade-off between resistance and growth rate in eukaryotic hosts include studies on the
prasinophyte Ostreococcus tauri [35] and the trebouxiophyte Chlorella variabilis [36].

Here we aim at getting insight on the main emerging patterns that result from eukaryotic
host-virus interactions in the planktonic realm by focusing on Emiliania huxleyi, the most abundant and
widely distributed calcifying haptophyte in our oceans [37], and its lytic viruses. Mostly known for its
impressive blooms [38,39] this microalga is an important player in global geochemical cycles [40,41].
This photosynthetic unicellular eukaryote is infected by Emiliania huxleyi viruses (EhV), lytic giant
viruses belonging to the genus Coccolithovirus, within the Phycodnaviridae family. These viruses are
ubiquitous in the marine environment [42] and abundant, reaching 107/mL in natural seawater during
bloom conditions and from 108 to 109/mL in laboratory cultures [43]. Genomic and metagenomic EhV
characterizations show both a global consistency of this viral genome on a planetary scale as well as
the maintenance of specific localized genetic traits. For example, despite the high levels of sequence
similarity (>95%) between EhV isolates from a Norwegian fjord and the English Channel, these viral
populations also contain distinctive genetic traits [44–50]. It is surprising that these genetic traits have
been maintained through decades although no geographical isolation and speciation have occurred to
date [45], allowing these viral communities to infect hosts from distant geographic places [44,51].

Taking advantage of the large number of E. huxleyi cell and EhV lines available for this host-virus
system, from diverse geographical origins that include the major oceanic regions, an extensive array of
cross-infectivity experiments was conducted in order to investigate parameters such as growth rate
(μ), resistance (R), and viral production (Vp). We then confronted possible existence of correlations
between those parameters with the theoretical hypotheses (Table 1) that delimit our conception of
virus-microbe interactions in the oceans and the way we model those interactions.

Table 1. Hypotheses tested in the current study based on outcome of previous virus-host interaction
studies. μ: growth rate; R: resistance; Vp: viral production.

Number Hypothesis Reference

1 Resistance is associated with reduced growth rates (COR). Prokaryotes: [23–25,27–29,52–55]
Eukaryotes: [35,36,56,57]

2 Host strains with higher μ produce more viruses. [58–66]
3 Host strains with higher μ are infected by more viral strains. [36]
4 Host strains with higher R produce fewer viruses. [56,67]
5 Specialist viruses have higher Vp than generalists. [14,68]

2. Materials and Methods

2.1. Emiliania Huxleyi and EhV Strains

Algal strains were obtained from the Roscoff Culture Collection, France; and from the University
of Bergen, Norway. A total of 49 E. huxleyi strains (Table S1) were maintained in 30 mL polystyrene
flasks with IMR 1

2 medium [69] at 16 ◦C and a 14:10 h light:dark illumination cycle at 155 μmol photon
m−2/s irradiance.

A total number of 13 viral strains were obtained from the Plymouth Marine Laboratory, UK;
and from the University of Bergen, Norway (Table S2). For all viral isolates, viral stocks were produced
by infection of exponentially growing E. huxleyi RCC1257 strain. Viral lysates were centrifuged at
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12,000 × g for 20 min and the supernatant was filtered through a 0.45 μm syringe filter (Whatman plc,
GE Healthcare Life Sciences, Kent, UK) to remove cellular debris. Viral stocks were kept at 4 ◦C in
the dark and were renewed so often as to never be more than 2 weeks old before inoculation in order
to preserve the agent’s viability. Plaque assays were not conducted as haptophytes in general do not
grow on agar plates and have only been achieved for a few E. huxleyi strains [70,71].

2.2. Cross-Infectivity Experiments

Cross-infectivity experiments were performed between all the E. huxleyi and EhV strains (Table S3).
Prior to each experiment, E. huxleyi cultures were maintained in exponential growth phase with cell
concentrations ranging from 105 to 106 cells/mL. The experiments were performed in 24 well culture
plates under the same temperature and light conditions as the general culturing conditions described
above. Triplicates of 2 mL of each algal culture (1 × 105 cells/mL) were inoculated with each of the
13 viral strains at a concentration of 1 × 106 viral particles/mL, resulting in a virus to host ratio (VHR)
of 10. Three replicates of uninfected culture were also used as a control for each E. huxleyi strain.
An incubation time of 72 h was chosen because this is consistent with the time scales reported for
E. huxleyi/EhV selection dynamics observed in the natural environment [72–74]. Moreover, preliminary
growth tests [75] performed on several E. huxleyi strains, did not indicate that prolonged incubation
period would contribute essential knowledge on the growth capacity of each strain.

2.3. Enumeration of Algae and Viruses

At times 0 h and 72 h, 500 μL was subsampled from each well to determine algae and virus
concentrations using a FACSCalibur BC flow cytometer (Becton–Dickinson, Biosciences, Franklin
Lakes, NJ, USA) [76–78] provided with an air-cooled laser procuring 15 mW at 488 nm. Viral samples
were fixed with 20 μL of glutaraldehyde (25%) for 30 min at 4 ◦C, and frozen at −80 ◦C until further
use. For flow cytometry analysis, samples were thawed, diluted 500-fold in TE buffer (10:1 mM
Tris:EDTA, pH 8, filtered through 0.2 μm), and stained with SYBR Green I 100× diluted (Invitrogen,
1600 Faraday Avenue, PO Box 6482, Carlsbad CA, 92008 United States) for 10 min at 80 ◦C before
analysis. Algal enumeration was conducted on fresh samples, and cell populations were discriminated
using chlorophyll auto-fluorescence (670 LP) and SSC signals. Virus populations were determined and
enumerated on basis of their green fluorescence (530/30) and SSC signals.

2.4. Growth Rate, Resistance, Viral Production

Growth rates (μ) were calculated for each E. huxleyi strain using the control non-inoculated
incubations according to the following formula [79]:

μ = Ln (N2/N1)/t (1)

where N1 and N2 were the cell concentrations at the beginning and end of the experiment, respectively,
and t was the incubation time in days.

The level of resistance of each E. huxleyi strain to viral infection was measured in two manners.
The first manner (R1) was based on the difference of cells that were not lysed after incubation with
viruses, compared to the non-inoculated controls. For each E. huxleyi strain a resistance value was
hence calculated against each of the 13 EhV strains and the 13 resistance values were then averaged
to obtain an overall resistance capacity for each alga strain (R1). Resistance was also estimated as the
number of EhV strains that successfully produced progeny on that host (R2).

A value of viral production (Vp), corresponding to the capacity of each viral strain to produce
new progeny on a certain host, was calculated for each virus — host pair as the difference between
final and initial viral concentrations. These values were averaged to obtain a global infectivity capacity
for each viral strain, per algal strain. The maximum amount of viruses that each EhV strain, per algal
strain, produced was registered as “Maximum viral production”.
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Potential correlations between the different parameters (growth rate, resistance, and viral
production) were investigated with regression slopes and statistical probability analyses, using either
Anova (F) or Pearson analysis.

A potential impact of domestication on these parameters was also investigated. An analysis
was performed on two groups of E. huxleyi strains, which were isolated in different periods of time.
The periods before and after 2009, respectively, were chosen for an apparent increase in Vp was
preliminary observed in strains as old or younger than 2009 (Figure S1).

2.5. Host-Virus Network Analysis

In order to test the structure of the infection network, we used the BiMat package for Matlab [21].
This network-based analysis was applied on a binary matrix where 0 referred to no lysis and 1 to lysis.
The NODF algorithm was used to measure nestedness and is based on overlap and decreasing fill [80].
It returns a score between 0 and 1, where 1 corresponds to a perfectly nested structure. Modularity (Qb)
was calculated using the Leading-Eigenvector algorithm [81]. The value Qb, introduced by Barber [82],
is calculated using the standard bipartite modularity function. To quantify the statistical significance
of the nestedness (NODF) and modularity (Qb), 100 null random matrices (for each) were created with
the null model Equiprobable (a random matrix in which all the interactions are uniformly permuted).

3. Results

Forty-nine E. huxleyi strains were characterized according to their ability to grow under a standard
set of nutrients, light and temperature conditions. Growth rate (μ) varied significantly among E. huxleyi
strains, ranging from 0.12 (SD ± 0.01) to 1.11 (SD ± 0.02)/d (registered in strains RCC4533 and
RCC1744, respectively) (Figure S2). The difference in growth rate among the algal strains was not
related to the ocean they were isolated from (one-way ANOVA F (2, 37) = 0.275, p = 0. 76).

We confronted the observed differences in resistance capacity with the parameters growth rate
and viral production, respectively. The level of resistance of E. huxleyi to EhV infection was accessed
in two manners: (R1) percentage of cells that were not lysed after incubation with viruses (Figure S3)
and (R2) the number of EhV strains that successfully produced progeny on that host, meaning that
lower R2 levels indicate higher resistance capacity. A trade-off between resistance and growth rate
capacities (hypotheses 1 and 3 in Table 1) was not confirmed with our results. Neither types of
resistance, R1 and R2, were significantly correlated to growth rate (Pearson’s r = −0.131, p = 0.370,
and Pearson’s r = −0.0959, p = 0.512; respectively) (Figures 1 and 2). R1 was indirectly correlated with
viral production (Figure 3) (Pearson’s r = −0.499, p > 0.01), in accordance with hypothesis 4. R2 was
significantly and positively correlated with maximum viral production (Pearson’s r = 0.614, p < 0.01),
which means that the E. huxleyi strains that were susceptible to more EhV types were also the ones
that presented higher maximum viral production (Figure 4). Viral production and growth rate did not
correlate significantly (Pearson’s r = 0.1, p = 0.494) (Figure S4) and hence did not confirm hypothesis 2
(Table 1).
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Figure 1. Resistance capacity R1 (calculated as the ratio between the number of cells that did not lyse
after incubation with viruses and the number of cells in the non-inoculated controls) plotted against
growth rate (μ). Error bars show standard deviation (n = 3).

Figure 2. Resistance capacity R2 (number of viral strains infecting each algal strain) plotted against
growth rate (μ). Error bars show standard deviation (n = 3).

Figure 3. Viral production (Vp) plotted against resistance capacity R1. Error bars show standard
deviation (n = 13).
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Figure 4. Number of viral strains infecting each algal strain and maximum viral production correlation.
Error bars show standard deviation (n = 3).

Seven out of the 49 E. huxleyi strains (RCC1259, RCC1269, RCC3856, 371, P847, PERU15-40 and
SO52) were susceptible to infection by all the EhV strains tested, while 6 E. huxleyi strains (RCC1211,
RCC1218, RCC1235, RCC1256, RCC1276 and RCC3548) were resistant to infection by all the EhV
strains tested. When analysing these two groups of E. huxleyi strains, no significant differences in
growth rate were found (one-way ANOVA F (1, 11) = 0.01592, p = 0.90188), while their R1 values were
significantly different (one-way ANOVA F (1, 11) = 36.8593, p = 8.1 × 10−5).

A significant higher viral production was found in the most recently isolated algal strains (one-way
ANOVA F (1, 47) = 30.36, p = 1.5 × 10−6). For the other parameters (growth rate, R1 and R2) there were
no significant differences between younger and older strains (one-way ANOVA F (1, 47) = 1.094, p = 0.30;
one-way ANOVA F (1, 47) = 0.106, p = 0.745; one-way ANOVA F (1, 47) = 0.909, p = 0.345; respectively).

We observed significant variation in “Maximum viral production” capacity among the different
EhV strains (Figure 5). Those differences did not translate into significant differences in “Average Viral
Production” (Figure S5), as the capacity of each EhV to produce progeny depended very much on
which host strain it was infecting. Host-ranges among EhV strains also proved very variable, from
generalists that infected up to 36 host strains (e.g., EhV-207) to specialists capable of infecting only
1 strain (e.g., EhV-99b1). Surprisingly, and against the prediction in hypothesis 5, generalist viral strains
(EhV-164, EhV-202, EhV-208, EhV-201 and EhV-207) produced significantly more virus progeny viral
production (one-way ANOVA F (1, 8) = 8.123, p = 0.021) than specialist strains (EhV-99b1, EhV-203,
EhV-156, EhV-86, and EhV-145).

Figure 5. Differences between maximum viral production among EhV strains. Error bars show
standard deviation (n = 49).
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The bipartite network analysis applied to the whole host-range matrix displayed a nested structure
(Figure 6) with a NODF value of 0.60. In that nested pattern there was a tendency for hosts with higher
resistance to only be infected by more generalist viruses, while specialist viruses tend to infect the
most sensitive hosts.

Figure 6. Viral-host infectivity network with a clear nested pattern (NODF value of 0.60) where
specialist viruses tend to infect the most susceptible hosts, while viruses with broader host-range
infect hosts with higher resistance. �: infection; �: no infection. Sidebars represent μ, R1 and Vp
parameters, respectively.

4. Discussion

Since Hutchinson first stated the Paradox of the phytoplankton in the early sixties, many
hypotheses explaining the high diversity in the oceans have been postulated [13]. Among these,
viral activity has proven to be a potential disrupter on equilibrium in planktonic communities [4,12].
Due to the lack of quantitative data for viral-host interactions, especially in marine micro-eukaryotic
organisms, we therefore decided to perform a vast survey on strains of the ubiquitous and
environmentally relevant coccolithophorid Emiliania huxleyi sp. (E. huxleyi) (Lohman) and its virus,
Emiliania huxleyi virus (EhV), and investigate for emerging patterns resulting from this arms race.

Among the different hypotheses tested (Table 1) was the existence, or not, of a clear trade-off
between resistance and growth rate (COR). COR has been previously confirmed in some bacteria-virus
systems [26–30], and is fundamental in the formulation of the Killing the Winner model [19]. In our
study we did not observe a clear COR trade-off in the E. huxleyi-EhV system. Instead, we found that
highly resistant algal strains were capable of growing at high rates. This indicates that, at least in
this system, viruses may not be the main selective force acting upon their hosts or, that if they are,
their impact is camouflaged by antagonic impacts from other selective factors (e.g., different adaptation
to the standard culture conditions used). However, it could be that viral-imposed selection was so
strong that it would result in an emerging global cost of resistance observable on E. huxleyi strains
independently of their inherent local adaptations. An approximation to such global “cost of resistance”
is precisely the parameter value used when trying to model the interactions between viruses and their
hosts [83]. Its prominence in current models justified the present attempt to evaluate its real extension.
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When Avrani and colleagues [29] observed a similar response in viral resistant Prochlorococcus
strains, they also found that the reduced growth rates increased after 7 months and that these strains
reduced their resistance against the viruses [84]. The changes in growth rate and resistance occurred
as independent events, indicating that the selection pressure on these phenotypes was decoupled.
Decoupled selective pressure for growth rate and resistance may be the reason for the lack of correlation
between these parameters in our study as well.

COR not being observed for the E. huxleyi-EhV system using our approach is not necessarily
proving it does not exist or that it is irrelevant. As also tried in the current study, COR is often measured
as reduction of growth rates in the resistant host [23–27], but other CORs, like altered susceptibility to
other viruses and possibly also to some bacteria [85], have also been argued [29,84,86–88]. Trade-off
might also emerge when strains with different resistance capacities are put under competition for a
limited level of nutrients [30,33,89,90], and this is the logical follow up to our study. Another aspect to
take into account is the potential impact that domestication has on the isolated strains [91]. In vitro
growing conditions (nutrients, light, temperature) are inevitably different from what the cells would
be experiencing in the natural environment. Particularly, in vitro cells are released from viral pressure,
a situation that, with time, could potentially erase the selective traits that viruses might impose on
cells in the natural environment. A sign of domestication-related effects in our case was the lower viral
production capacity observed for “older” strains (isolated before 2009).

Patterns other than COR that shed light on the global interaction between E. huxleyi and EhV
did, however, emerge in this study. Contrary to our expectations [14,68], we observed a tendency for
generalist viruses (e.g., EhV-207) to produce more progeny than the specialists (e.g., EhV-86). It was
recently reported that a generalist EhV strain could outcompete a specialist 8 h post infection [92].
One explanation for this apparent difference in infective success between generalist and specialist
viruses may thus be a trade-off where high host-range/replication rates are associated with hindered
progeny (new virions) fitness [64,93–96]. An alternative possibility could be the presence of an
“un-costly” strong adaptive potential to new hosts, as shown for the Tobacco etch potyvirus (TEV) [97].
It also has to be taken into consideration that viral infective performance; such as viral adsorption
coefficient and burst size also depends strongly on host traits. In the current study, a set of E. huxleyi
strains were the ones that presented the higher viral production, independently of the EhV strain
that was infecting them. Such added levels of complexity create niches for different strains of viruses
and hosts with different infection and resistance capacities, respectively, to coexist. The patterns
emerging from the interaction between E. huxleyi and EhV indicate that there’s a plethora of niches
that create the possibility for co-existence of viruses and hosts with unexpected trait capacities.
Notably, viral strains with narrower host-ranges and smaller virion production competing with
generalist strains. Future studies should try to evaluate the possibility of take-over in the case of two
specialist or generalist strains.

The emerging virus-host interaction network (VHIN) pattern showed a significant nestedness
match between viral strains and their hosts. A nested structure like this is considered to result
from sequential gene-for-gene (GFG) adaptations [98,99]. In the GFG model one genotype replaces
another leading to continued fitness improvements of both, host and virus populations, resulting
in an everlasting arms race dynamics. Different mesocosm studies on natural E. huxleyi/EhV
communities [73,74] have shown that host and viral strain diversity can co-change in very short
periods of just a few days during E. huxleyi blooms. This supports the Arms Race dynamics indicated
by our VHIN. Future studies should evaluate the potential for strains with similar host-range capacity
to take-over one another. The currently observed cross-infection network did not however have
a perfect nested structure. An alternative co-evolution mechanism, termed diffuse co-evolution,
appears to be more adequate for multi-species and/or multi-strain communities where selection
pressures due to one species, can change in the presence of other species [17,100]. In order to predict
diffuse co-evolution, however, experiments in which the different species/strains could interact,
allowing real fitness costs associate to both, viruses and hosts, to arise [100] are necessary.
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As also previously shown, the same E. huxleyi viruses (isolated in the English Channel and
the Norwegian fjords) proved able to infect E. huxleyi hosts isolated in a large spatio-temporal
scale [44,51], indicating a strong genomic consistency between geographically distant EhV strains.
Nonetheless, and despite high abundance of conserved genomic sequences among these strains,
significant genomic variety is also documented [44,73,101]. As EhVs are enveloped viruses [102],
their entry mechanism should be endocytosis or fusion of the envelope with the host’s membrane and
the progeny release through a budding mechanism [103]. Such an infection mechanism potentially
generates a highly lipid-specific contact between host and virus. The host, E. huxleyi, has high
phenotypic plasticity [104–108] and adaptation capacity [104,109–112] that could result in ecotypes
that respond differently to viral infection [37,108,112]. Even if genes associated with virus susceptibility
have been found within non-core regions of the E. huxleyi genome [108], our results did not show
significant differences in growth rate, resistance, or viral production in hosts from very distant
geographical locations. Hence, despite the recognized genetic variability in both host and virus,
our results suggest a globally, non-segregated evolution process between E. huxleyi and EhV [113].

In conclusion, and despite a lack of supporting evidence of a trade-off between resistance
and growth capacities, our results did indeed, through the nested host-virus interaction pattern,
demonstrate a strong co-evolution pattern between E. huxleyi and EhV populations. The absence of
trade-off between growth rate and resistance, invites us to think that EhVs may not be the main force
driving the E. huxleyi selection, and that other fitness costs, which passed unnoticeably in the present
study, exist. Further work should aim at unravelling these.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/3/61/s1, Table S1:
E. huxleyi strain information, in blank = No information; Table S2: EhV strain information; Table S3: Measured
parameters from the cross-infectivity experiments between each E. huxleyi-EhV pair. fC = final concentration of
E. huxleyi cells in cells/mL, μ = E. huxleyi growth rate, R1 = percentage of cells that were not lysed after incubation
with viruses, compared to the non-inoculated controls, Vp = viral production in viral particles/mL, R2 = number
of EhV strains that successfully produced progeny on that host, R1 AV = averaged R1 for each algal strain,
Vp AV = averaged Vp for each algal strain in viral particles/mL, Max. Vp AV = averaged maximum Vp for each
algal strain in viral particles/mL, SD = standard deviation; Figure S1: Correlation between viral production
per host cell (Vp) and isolation year of the algal strains. Error bars show standard deviation (n = 13); Figure S2:
Growth rates (μ/d) measured for control samples of all of the E. huxleyi strains (see Table S1 for strain information)
used in the infection experiment measured over a period of x days and, calculated according to Levasseur et al.
(1993). Values correspond to the control samples. Error bars show standard deviation (n = 3); Figure S3: Resistance
strategy (R) for each E. huxleyi strain. Error bars show standard deviation (n = 13); Figure S4: Correlation between
growth rate (μ) and viral production per host cell (Vp), in viral particles/mL. Error bars show standard deviation
(n = 13); Figure S5: Average viral production per EhV strain, for all the algal strains. Error bars show standard
deviation (n = 49).
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Abstract: Viruses play a crucial role in the marine environment, promoting nutrient recycling and
biogeochemical cycling and driving evolutionary processes. Tiny marine phytoplankton called
prasinophytes are ubiquitous and significant contributors to global primary production and biomass.
A number of viruses (known as prasinoviruses) that infect these important primary producers
have been isolated and characterised over the past decade. Here we review the current body
of knowledge about prasinoviruses and their interactions with their algal hosts. Several genes,
including those encoding for glycosyltransferases, methyltransferases and amino acid synthesis
enzymes, which have never been identified in viruses of eukaryotes previously, have been detected
in prasinovirus genomes. The host organisms are also intriguing; most recently, an immunity
chromosome used by a prasinophyte in response to viral infection was discovered. In light of such
recent, novel discoveries, we discuss why the cellular simplicity of prasinophytes makes for appealing
model host organism–virus systems to facilitate focused and detailed investigations into the dynamics
of marine viruses and their intimate associations with host species. We encourage the adoption of the
prasinophyte Ostreococcus and its associated viruses as a model host–virus system for examination of
cellular and molecular processes in the marine environment.

Keywords: virus–host interactions; marine virus ecology; virus-driven evolution

1. Introduction

Viruses are the most diverse and abundant biological entities in the world’s oceans, with estimates
often reaching in excess of 108 viruses per millilitre (mL) of seawater [1,2]. The advent of techniques
such as epifluorescence microscopy and flow cytometry initially helped to reveal the sheer abundance
of viruses in the world’s ocean, and allowed the ‘viral shunt’ to be incorporated into the classic food
web scenario [3–6]. Building on these observations, isolation, molecular and physiological studies have
shown that marine viruses exert a great influence on nutrient and energy cycling, biogeochemistry,
population dynamics, genetic exchange and evolution in the marine environment [4,5].

Marine microbes comprise more than 90% of the living biomass in the global oceans [4,5,7]
and the phytoplankton component of this biomass are responsible for approximately half of
the world’s photosynthetic activity [8,9]. Phytoplankton have very high turnover rates, with the
global phytoplankton population estimated to be replaced on average once every week [9].
Thus, phytoplankton have the potential to adapt to rapidly changing environmental conditions, which
in light of current climate change predictions [10,11] will likely be of great significance. The simple
cell structure and biology of these tiny ocean-dwelling autotrophs, coupled with rapidly increasing
knowledge data on their associated viruses, has led to the establishment of new host–virus model
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systems [12]. Through infection, disruption and manipulation of cellular function and resulting cellular
mortality, viruses influence the dynamics of key processes including primary production in the oceans.
Host–virus model systems are proving increasingly important since classic oceanic food webs and
nutrient cycling models have, until recently, tended to overlook the role of viruses. However, there are
some notable exceptions, with recent marine microbial models now beginning to incorporate the role
of viruses [13].

Over the last decade, the field of marine virology has widened to include studies on viruses
that infect the smallest of the eukaryotic phytoplankton (typically less than 3 microns). Although the
cyanobacteria Synechococcus and Prochlorococcus are two of the most productive genera in the open
ocean [14–16], microalgae of the class Prasinophyceae, particularly of the family Mamiellaceae,
and notably the genera Ostreococcus, Micromonas and Bathycoccus, are significant contributors in coastal
and estuarine waters [8,17]. The class Prasinophyceae is viewed as the most basal in the green plant
lineage and is believed to be the root from which all other green algae and land plants emerged [18].
Phylogenetic analyses have revealed Prasinophyceae is a paraphyletic early branching lineage of the
Chlorophyta [19]. The non-monophyletic classification of this class of algae can complicate the study
of their coevolution with viruses.

These microalgae are generically referred to as picophytoplankton based on their size range
(<3 microns). The majority of viruses isolated and described that infect eukaryotic phytoplankton
have been large dsDNA viruses assigned to the family Phycodnaviridae, comprised of five genera:
Prasinovirus, Chlorovirus, Phaeovirus, Raphidovirus, Coccolithovirus. The Phycodnaviridae are believed to
share a common evolutionary ancestor with other viral families, namely the Asfarviridae, Poxviridae,
Iridoviridae, Ascoviridae, Mimiviridae, Marseilleviridae, Megaviridae, Pithoviridae, and Pandoraviridae [20–22].
This collective of virus families infect a diverse range of eukaryotic hosts and are grouped as the
Nucleo-Cytoplasmic Large DNA Viruses (NCLDVs) [20,21,23,24]. The NCLDVs are characterised as
possessing large dsDNA genomes of greater than 100 kilobases (kb) with replication predominately
occurring solely in the cytoplasm or, in certain interactions, initiating transcription in the nucleus
before completion of assembly in the cytoplasm. Previously, it was proposed that the NCLDVs form
a new order of giant viruses, the ‘Megavirales’ [25], although, to date, this nomenclature has not yet
been widely adopted.

Genome sequences are now available for the host prasinophyte picophytoplankton species
Ostreococcus tauri [26,27], Ostreococcus lucimarinus [27], Micromonas pusilla [28] and Bathycoccus
prasinos [29], as well as 12 whole prasinovirus genome sequences [30–34] (Table 1). Analysis of
the NCLDVs present in microbial metagenomes collected during the TARA Oceans survey indicated
that prasinoviruses were the most abundant NCLDVs, outnumbering the next most abundant members
of the Megavirales, Mimivirus [35]. High abundances of prasinoviruses have also been described
in other waters [36]. Clearly, the role of prasinoviruses in the natural environment is significant,
and the study of their host interactions will provide insight on evolutionary and population dynamics,
as well as intracellular physiological function when viruses rewire biochemical pathways as part
of their manipulation during infection. For example, certain prasinoviruses have been identified as
encoding novel genes never before reported in viruses e.g., a prasinoviral genome, OtV-2, encodes the
only cytosolic, non-membrane-bound haem-binding protein cytochrome b5 [37]. Despite the precise
metabolic role still remaining elusive, the very identification of this gene in the genome of a virus,
which infects a host with such a small physical structure, is intriguing. Indeed, it suggests that within
smaller and simpler physiological cellular systems, such as Ostreococcus, organizational constraints
associated with membrane and cellular function and compartmentalisation may not necessarily be as
stringent as in more complex cells.
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Over recent decades, our knowledge about the role of viruses in the marine environment
has increased, with a growing number of virus–host systems isolated from the environment now
established under laboratory conditions. Genome data arising from studies on such systems help
inform investigations of key interactions, including horizontal gene transfer (HGT), between algal
hosts and their viruses. A high degree of conservation has been reported between the genomes of
prasinoviruses that infect all three genera [31], hereon referred to as OVs (Ostreococcus viruses—OtV
refers to Ostreococcus tauri virus; OlV refers to Ostreococcus lucimarinus virus; OmV refers to Ostreococcus
mediterraneus virus); MpVs (Micromonas pusilla viruses); BpVs (Bathycoccus prasinos viruses).

In light of their significant contribution and abundance in the marine environment, this review
assesses what has been revealed in recent studies about prasinoviruses and their host interactions.
We also argue for the global adoption of a Prasinovirus model host–virus system to help unveil more
about the dynamics of these intimate and important associations.

2. Prasinophyte Host Genomes and Ecology

To date, six Prasinophyceae genomes, all within the order Mamiellales, have been sequenced.
The sequenced genomes of the Mamilellophyceae show a gene-dense genome structure with minimal
redundancy, indicating a simple organisation and highly reduced gene copy numbers, often down to
just a single gene copy. This reflects positively in terms of these eukaryotic algae being suitable model
host organisms for virus studies. Quirks in host metabolism of these species may also aid enquiries into
host–virus metabolic mechanisms. A complex history of gene acquisition appears to have occurred
in prasinophytes, which possess relatively small eukaryotic genomes with evidently high levels of
HGT. Although sexual reproduction has not been reported in Mamelliophyceae strains, there are genes
present in both Ostreococcus and Micromonas for meiosis control and it would appear that genetic
recombination does occur between strains within the same clade [38]. Sequenced Micromonas genomes
are more divergent than the Ostreococcus genomes [28] and Ostreococcus tauri has fewer than 8000 genes.
The genetic distances between different clades within a genus of these prasinophytes revealed two
Ostreococcus strains belonging to two clades actually only showed a divergence of less than 0.5% but
approximately 25% divergence in amino-acid identity in their orthologous protein coding genes [34].

Two of the Ostreococcus host genomes that have been sequenced (O. tauri strain OTH95 [26]
and O. lucimarinus strain CCE9901 [27]) have been described as high-light adapted coastal strains,
whilst the Ostreococcus sp. strain RCC809 is viewed as a low-light adapted open-oceans species
(genome available at [39,40]. Similar to high-light and low-light ecotypes seen in the cyanobacterium
genus Prochlorococcus [41,42], there is evidence for niche adaptation within Ostreococcus [40],
although further evidence is required to confirm this, as the occurrence of different Ostreococcus
strains at various depths may be attributed to other factors, e.g., iron bioavailability or be indicative of
acclimatisation, not adaptation. Three clades of Ostreococcus—A, C and D—are classified as high-light
adapted, as defined through laboratory photophysiology assessments, and clade B is described as
low-light adapted [40]. However, this low-light adapted clade has been reported in surface waters [8,43]
and although different ecotypes do not commonly occur at the same geographical location, the drivers
behind clade distribution may be more complex than determined by sea surface irradiance levels
alone [43]. The putative low-light ecotype strain has increased photosensitivity and an adapted
photoprotection mechanism.

Ostreococcus has recently been proposed as a suitable model organism for investigating iron
uptake and metabolism in eukaryotic phytoplankton [44]. The bioavailability of iron in the oceans is
known to be low, particularly in oligotrophic open ocean waters. The exact mechanisms involved in
how marine microalgae manage to acquire iron are poorly understood. O. tauri has been shown to
have tightly regulated diurnal cycling linked to iron uptake [44]. Ostreococcus sequenced genomes lack
a suite of genes involved in iron transport with the exception of a multi-copper oxidase found only in
O. tauri [27] indicating Ostreococcus uses an alternative iron acquisition pathway to other phytoplankton.
A recent RNASeq analysis was conducted to examine cellular responses of O. tauri to a lack of iron over
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a diurnal cycle, making this the largest transcription study of O. tauri to date. Diurnal cycles were seen
to be key to O. tauri’s metabolism of iron and via a non-reductive pathway, unlike the iron metabolism
of Chlamydomonas. Instead of copper, zinc plays a major role in iron uptake in O. tauri, as many zinc
finger proteins are involved in the upregulation of related genes. The mechanisms underpinning the
utilisation of iron in this microalgal species differed greatly from those described for the established
algal model Chlamydomonas reinhardtii. To date, no virus has been described that infects model species
such as Chlamydomonas and yet we have an easy-to-study system in the unicellular Ostreococcus and
its viruses that we can explore so much further. The findings that concluded that Ostreococcus has
adopted an alternative iron uptake system to established model organisms, such as Chlamydomonas,
add strength to the argument for establishment of this host system. Despite C. reinhardtii being a
well-established model organism, there is a paucity of available technical tools, for example tightly
regulated promoters and targeted gene inactivation and replacement, to study its cell cycle. O. tauri can
undergo transformation [45] and its viruses could also be used as vectors and tools for manipulation.
The complete chloroplast and mitochondrial genomes for O. tauri are also available to provide insights
into processes such as photosynthesis [46]. The single chloroplast found in Ostreococcus cells is simple
as it has a reduced size with just three layers of stacked thylakoid membranes.

3. Micromonas Viruses: The Roots of Algal Virology

The first report of phycodnavirus isolations was from the prasinophyte Micromonas pusilla [47].
These workers described the relatively easy method of isolating the virus from seawater and subsequent
lysis of unialgal cultures. However, the results of this work were largely ignored at the time and
no major investigations began until the high abundance of viruses in the marine environment was
described by Bergh et al. in 1989 [1]. Until recently, Micromonas-specific viruses were the only viruses
that infect prasinophytes to be described in any detail. Similar to other characterised prasinoviruses,
transmission electron microscopy (TEM) reveals MpVs have icosahedral caspids with diameters
~120 nm consisting of electron-dense cores (Figure 1A,B). Most subsequent studies following the initial
discovery of MpVs have largely investigated the ecological roles of these viruses and the genetic
diversity they harbour [48–53]. It has been shown that M. pusilla-specific dsDNA viruses can lyse up
to 25% of their host population on a daily basis [54]. The host species survives such high mortality
rates through high growth rates and a high host diversity [8].

Figure 1. Negatively stained transmission electron microscopy micrographs of (A,B) Micromonas pusilla
viruses (MpVs); (C) ‘Spiderweb’-like plate from exterior of Bathycoccus prasinos cell; (D–H) O. tauri
viruses (OtVs).

Transient blooms of Micromonas have been monitored and observed and M. pusilla has been
reported as being the dominant member of the photosynthetic picoeukaryote assemblage all year round
in certain locations, such as the Western English Channel, where a recent study revealed the dynamics
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of bloom-and-bust scenarios and the diversity of viral genotypes involved [55]. Whole genome
sequences of two isolates of the Micromonas host species have been reported [28], which will help to
unveil more about host–virus interactions. Somewhat surprisingly, for a long time only partial gene
sequences, mainly of the DNA polymerase gene [56,57], were available in the public databases until
Moreau and co-workers sequenced the complete genome of a dsDNA MpV [31] (Table 1).

4. Bathycoccus Viruses

The picophytoplankton genus Bathycoccus is comprised of a globally distributed green alga, which
produces characteristic ‘spiderweb-like’ plates on the outside of the cells (Figure 1C). The whole
genome sequence of the species B. prasinos was recently reported [29] and shows approximately 5%
HGT, mainly from bacterial and eukaryotic origin with very little of viral origin [29]. Two of the
19 chromosomes found in B. prasinos, are described as outlier chromosomes with the small outlier
chromosome (SOC) possibly playing a key role in the susceptibility of the alga to viral infection due
to its observed hypervariability [29]. Interestingly, as will be discussed in detail, a SOC has been
identified in O. tauri that has been shown to be key to providing resistance to viral infection [58].
In fact, outlier chromosomes have been identified in all prasinophyte genomes sequenced to date
and this is an exciting development in researching immunity in these organisms. Two whole genome
sequences have been reported for viruses (BpV-1 and BpV-2) that infect Bathycoccus prasinos [31]
(Table 1). Unexpectedly, two long protein coding sequences (CDSs) were found within both the BpV-1
(11,202 and 17,067 bp) and BpV-2 (9,378 and 11,028 bp) viral genomes, which have no close taxonomic
or functional matches in the public databases. These CDSs constitute between 10% and 15% of the
entire genome and their presence raises the question as to what role they perform, particularly as
genome reduction is a general feature of viruses.

Bathycoccus virus genomes appear to have acquired a heat shock protein hsp70 gene from their
host [31], the recruitment of which can greatly increase viral survival [59]. During infection, viruses can
induce heat shock proteins resulting in enhanced viral infection, which has been demonstrated in detail
for Hsp70. In eukaryotic cells, Hsp70 chaperone proteins are known to be involved in functions that
support protein folding, translocation and assembly, and preventing apoptosis. In well-characterised
viral infections, such as those of adenoviruses, these functions have been shown to aid maturation
of viral proteins during infection and delay cell death enabling viral infection to reach completion.
If BpVs can express their own Hsp70 proteins, rather than recruit host Hsp70 proteins, then they can
regulate the expression of these proteins, and in the late stages of infection can suppress them to enable
apoptosis and thus facilitate cell lysis.

Notably, the BpV genomes do not encode for certain amino acid biosynthesis pathway genes,
such as a 3-dehydroquinate synthase gene, that are found in the genomes of prasinoviruses that infect
O. tauri (OtVs), O. lucimarinus (OlVs) and M. pusilla (MpV-1) [31]. These genes encode for enzymes
involved in the synthesis of essential amino acids that are formed in complex pathways when compared
to the synthesis of nonessential amino acids. Their absence in these Bathycoccus-specific viruses is
as yet unexplained. It has been postulated that the Ostreococcus-specific and Micromonas-specific
dsDNA viruses encode certain hydrophilic and aromatic amino acids, as they do not utilise their host’s
biosynthetic pathways for these important resources during infection. This may reflect differences
in the host species protein metabolism or divergences in viral infection and replication strategies.
A previous study isolated the OVs and MpV-1 from coastal lagoons but the BpVs were isolated from
coastal open ocean seawater [31] and perhaps environmental factors/ecological niches play a role in
the replication strategy of these particular viruses.

5. Ostreococcus: The Simplest Viral Host of Them All

The prasinophyte Ostreococcus tauri was first described in 1995, following isolation from a coastal
lagoon in France [60,61]. The host genus Ostreococcus is emerging as a suitable model plant organism
due to an array of attributions [26,27]. These include its cellular simplicity (haploid with just a
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single mitochondrion, chloroplast and Golgi body, no cell wall or motility apparatus e.g., flagella).
Ostreococcus, unlike Micromonas, is not flagellated and unlike Bathycoccus does not have scales or liths
on the outside of the cell); its phylogenetic positioning as an early-diverging green plant lineage [26,27];
ease of keeping in culture; successful genetic transformation [45]; availability of four complete
fully annotated genomes [30–33]; complete mitochondrial and chloroplast genomes available for
O. tauri [46] and proteome analysis [62,63]. Ostreococcus has emerged as an ideal model organism
in studies of signalling in eukaryotic cells [64] and light and circadian clocks or oscillators [65–67].
The latter is a research field that endeavours to gain understanding about the in-built regulators of
physiological responses of organisms to the 24 h daily cycle of changes in the Earth’s environment.
Ostreococcus undergoes binary cell division and this can be manipulated by light/dark cycles in
laboratory controlled conditions. Ostreococcus is a highly promising candidate for use as a model
organism due to its simplicity as a eukaryote that can be used to extrapolate further for more complex
eukaryotes. Ostreococcus could be used to study how cells respond to light, nutrient changes and to
further investigate photosynthesis and cellular metabolism.

6. Ostreococcus and Its Viruses as a Host–Virus Model

With the early discovery of viruses that infect bacteria (bacteriophages), research focus was trained
on a select number of model systems under laboratory conditions to characterise fully the dynamics of
these viruses and their host interactions [68]. For eukaryotic virus systems, Ostreococcus-associated
viruses form an equally attractive model candidate. The Chlorella algal host–virus system has
become a classic model in algal virus research [12,69]. However, chlorovirus hosts are endosymbiotic
zoochlorellae occurring within a range of hosts, including ciliates and metazoans, and chloroviruses
are found in freshwater environments whereas OVs are representative of algal viruses occurring in
marine environments.

The very first report of the existence of viruses targeting Ostreococcus species was in 2001,
during monitoring of a picoplankton coastal bloom [70]. TEM analysis reveals Ostreococcus-specific
viruses have similar morphology to other prasinoviruses, with capsid diameters ranging between
100–120 nm (Figure 1D–H). Assessments of the life cycle of OtV5 in culture revealed a latent period of
8 h, followed by cell lysis at 12–16 h post-inoculation [30]. Complete viral genomes were observed as
early as two hours following inoculation. Host cell chromosomes remain intact throughout the infection
cycle and are seen to decrease only as lysis occurs. TEM analysis confirmed viruses are localised to a
region of the cytoplasm and do not associate with the nucleus or other organelles [30]. Ostreococcus and
their viruses are globally distributed in coastal and open-ocean euphotic environments [34,36,43].
Viruses that infect O. tauri have been reported to be prevalent in coastal sites [32,33,36], whilst OlVs
have been detected in more widespread marine locations, including oligotrophic sites in the Atlantic
and Pacific Oceans [34,36,71,72], although this geographical distribution is not related to genetic
distance, based on analysis of the polB gene [36]. Persistence of OVs and other prasinoviruses is
linked to their environments. For example, MpVs are detected year-round, even in the absence of
their hosts [53], and although the abundance of OtVs varies over time, they have also been detected
throughout an annual sampling period [36]. To date, more than 300 OtVs have been sampled [36,56,71]
and three complete OtV genomes [30,32,33], seven OlV genomes and one OmV genome sequenced and
described, (with the latter being made publicly available—NCBI accession number NC_028092—but
not yet published) [31,34] (Table 1) leading to insights into virus–host interactions, such as HGT events.
The OtV-2 genome contains 42 unique genes with predicted functions not found in the genomes of the
OtV-1 and OtV-5 viruses that infect high-light adapted hosts [33]. These include a putative cytochrome
b5 gene, the function and structure of which have recently been characterised, that is located in the same
region of the OtV-2 genome as putative RNA polymerase sigma factor and high-affinity phosphate
transporter genes, all three of which appear to have been acquired via HGT from the eukaryotic
host [33].
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Apart from members of the giant virus family the Mimiviridae [73,74], OtV-2 is the only other virus
known to possess a putative cytochrome b5 gene [37]. Why the largest viruses ever to be described
and a virus infecting the smallest known free-living eukaryote all putatively encode a cytosolic
cytochrome b5 protein remains an unsolved mystery, as does the actual function of cytochrome b5

itself. Cytochrome b5 is an ubiquitous electron transport protein and can exist in two forms—a soluble
enzyme used during photosynthesis in bacteria and a membrane-bound enzyme in animal tissues
to reduce hemoglobin [75]. Cytochrome b5 exists typically as a membrane-bound protein inserted
in the outer membrane of mitochondria and the endoplasmic reticulum via an alpha helix at its
carboxy-terminus. However, the cytochrome b5 encoded by OtV-2 lacks this alpha helix and, as the
hydrophobic C-terminal anchor is missing, the protein is not membrane-bound. The cytochrome
b5 protein encoded by OtV-2 was cloned, biochemically characterised and crystallography was
used to resolve its three-dimensional structure [37] (Figure 2). It was found that the absorption
spectra of oxidised and reduced recombinant OtV-2 cytochrome b5 protein were almost identical to
those of purified human cytochrome b5 (Figure 2A,B). The virally encoded cytochrome b5 was also
substituted for yeast cytochrome b5 activity to confirm the viral cytochrome b5 was enzymatically
active. Although structurally similar to other known cytochromes b5, the viral version, by lacking a
hydrophobic C-terminal anchor, is the first cytosolic cytochrome b5 to be characterised (Figure 2C).
The function of the viral version has seemingly diverged from that of its host protein to enable a
different role during viral infection. The viral cytochrome b5 protein was seen to have a portion of the
haem-binding domain missing when compared to the host version, indicating that the virus and host
utilise cytochrome b5 for different functions. The viral protein lacks a reductase domain that confirms
a divergence in function, although this physiological role remains unknown. As the host cell interior
is ostensibly at the extremities of physical eukaryotic cell size, perhaps the occurrence of a virally
encoded cytochrome b5 in the cytosol of the host cell enables electron transfer to occur more easily
during the virus infection process?

Figure 2. Cont.

277



Viruses 2017, 9, 43

Figure 2. Characterisation of the OtV-2 virally encoded cytochrome b5 protein. Absorbance spectra for
oxidised and reduced forms of (A) human cytochrome b5 protein and (B) OtV-2 viral cytochrome b5

protein and (C) structural display of the OtV-2 protein as a ribbon diagram. Adapted from [37].

7. General Features of Prasinovirus Genomes

There is a high degree of evidence of HGT in the prasinovirus genomes, including gene
acquisitions from their prasinophyte hosts, as well as other eukaryotes and bacteria. There are some
unique genes not found in other viruses and genes that share close homology to host genes, indicating
lateral gene transfer events have occurred between host and virus in these systems. Novel genes
encoded by prasinovirus genomes include a 3-dehydroquinate synthase, glycosyltransferases,
N-myristoyltransferase, methyltransferases, 6-phosphofructokinase and prolyl 4-hydroxylase [31–33].
Further, the high number of eight major capsid proteins encoded by these viruses is unique [31–33]
and could have implications for host interactions, for example viral adsorption to the cell membrane,
although this area has yet to be explored.

Prasinovirus genomes are smaller than most other phycodnavirus genomes, ranging from
184 to 198 kbp (Table 1), compared, for example, to the coccolithoviruses, which can be as large
as 415 kbp [12,76,77]. The smaller sizes of prasinovirus genomes can be attributed not only to fewer
coding DNA sequences (CDSs) but also to a general trend towards smaller CDSs and intergenic regions.
For example OtV-2 [33] contains a similar CDS number to the phycodnavirus Heterosigma akashiwo
virus, HaV-53 [78], (237 versus 246 CDSs), but has a 110 kbp smaller genome (Table 1). The GC content
of prasinovirus genomes is lower than that of their host genomes—37%–45% GC [31,33] compared to
50%–64% GC [27–29], respectively (Table 1).

To date, all sequenced dsDNA prasinovirus genomes have 125 predicted genes in common. A high
degree of collinearity is observable between prasinovirus genomes, except for the very ends of the
genomes, approximately 10,000 bp at either end, which are the sites of terminal inverted repeats [31].
There is a 32 kbp central inverted region in the genomes of two subgroups (termed type II viruses)
of OlV genomes [34], indicating an intriguing evolutionary event in these viruses. Examining the
conservation of prasinovirus genomes in comparison to their host genomes, it is worthy to note
that the host genomes exhibit greater plasticity, have undergone greater evolutionary divergence in
comparison to their associated viruses and there is lower nucleotide variation between virus genomes
compared to their host genomes [31]. All members of the Mamiellales have outlier chromosomes
with similar predicted gene functions but low sequence homology (11% versus 89% in non-outlier
chromosomes between O. tauri and O. lucimarinus). The Mamiellales need to strike a balance between
high genetic variability, short replication time and a rapid response to infection. This may be explained
by the selection pressures exerted by viruses and the subsequent response of the host in changes in
arrangement of the outlier chromosomes and differential expression rates in response to viral infection.
This may also reflect the divergence within the Ostreococcus genus as it comprises several clades.
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In a study by Moreau and colleagues, the amino acid sequence identity of prasinoviruses and their
respective host proteomes were compared [31]. The six prasinoviruses examined shared between 58%
(OtV-1 and BpV-2) and 98% (OtV-1 and OtV5) average amino acid identity among their orthologous
genes. This identity was consistently lower between the host’s orthologous proteins than between
their viruses (O. tauri versus O. lucimarinus was 73.8% similarity compared to 81% between their
viruses; 58.4% similarity between O. tauri and Micromonas sp. compared to 67.6% similarity between
their viruses; and 54.8% similarity between O. tauri and Bathycoccus sp. compared to 58.5% similarity
between their virus amino acid identity), indicating the evolutionary distance may be greater between
hosts than their viruses. This observation was also reflected in the percentage of common genes
between hosts being lower than between their viruses.

The level of divergence between hosts has implications for their cospeciation patterns with their
respective viruses. A high degree of cospeciation indicates viruses are more likely to be highly specific
to a particular host and less likely to switch between different hosts. A study of cospeciation between
prasinoviruses and their Mamiellales hosts isolated from open ocean waters found that although a
high degree of host specificity does exist, infection of different hosts species within a genus was also
observed [79]. Cophylogenetic analysis revealed a likely complex coevolution of prasinoviruses and
their hosts, with indications of host switching and varying susceptibility among host strains, potentially
as a result of differing resistance [58,80], which may lead to reduced growth, as well as increasing
susceptibility to other viral strains. It was postulated that cospeciation seen in this marine algal virus
system was a result of close evolutionary ties, and therefore adaptation, between host and virus, as an
open ocean system offers few physical barriers to dispersal with a higher potential for encountering a
wide range of hosts, hypothetically affording more opportunities for host switching [79].

Chloroviruses are the prototype model for the Phycodnaviridae and 22 core orthologous genes
are shared between prasinoviruses and chloroviruses, which range between 66% and 100% in
similarity [34]. Of the 22 genes, 19 have a predicted function in DNA replication (nine genes) or protein
(four), nucleic acid (four), sugar (one) and lipid (one) metabolism. The average identity of the core
genes at nucleotide level was 88% between OlVs and 85% across all Ostreococcus viruses but dropped to
62% for prasinoviruses as a whole. Prasinoviruses and chloroviruses shared an average of 30% identity
and were identified as the most closely related phylogenetically within the Phycodnaviridae. It may
therefore be advantageous to build upon the knowledge acquired about chloroviruses by expanding
the research conducted on their closest known relatives, the prasinoviruses.

8. Prasinovirus Gene Repertoire Contains Unique Highlights

Viruses can hijack a host-derived pathway and modify it in favour of virus metabolism. A
key example of this is the acquisition of a coccolithophore host sphingolipid pathway by the
coccolithovirus Emiliania huxleyi virus (EhV) [81] to enable a metabolic shift directing sphingolipid
synthesis towards virus assembly and infectivity [82]. A number of genes not previously described in
viruses are found in prasinovirus genomes. These include a cluster of genes found in the Ostreococcus-
and Micromonas-specific prasinovirus genomes involved in the biosynthesis of amino acids [30–33].
The amino acids valine, leucine and isoleucine are synthesised using the acetolactate synthase gene,
which is found in the MpV-1 and OV genomes and appears to have closest homology to bacterial
genes but is not present in the BpVs, or in any other known virus [31–33]. Codon usage for leucine and
valine are higher in all genomes compared to the BpV genomes but isoleucine is highest in MpV and
lowest in OtV-1. The aromatic amino acids tyrosine, phenylalanine and tryptophan are synthesised
with involvement of the enzyme 3-dehydroquinate synthase. A 3-dehydroquinate synthase gene has
been identified only in OV genomes (with the exception of OtV-2 that infects the low-light ecotype of
Ostreococcus [33]) and is unique among all viral genomes described to date. Prior to the availability of
whole prasinovirus genomes, Mimivirus was the only virus known to encode an asparagine synthase
gene [83]. This gene is also present in OVs and MpV-1, but not in BpV genomes [31–33], and was
recently described in a virus that infects the prymnesiophyte Phaeocystis globosa (PgV) [84]. It has been
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postulated that most prasinoviral amino acid metabolic genes were acquired from bacteria, with the
exception of asparagine synthase that instead appears to have originated from a eukaryotic source
within the green plant lineage [31]. Interestingly, it would appear there has been no exchange of
the asparagine synthase gene between virus families, or with their respective hosts, since both have
seemingly undergone independent evolution [85]. The conversion of aspartate to asparagine occurs
in cellular organisms across the tree of life but only in a small representative of two virus families,
the Phycodnaviridae and the Megaviridae. An important question to pose is why such contrastingly
different viruses have this particular basic housekeeping gene in common.

MpV-1 is the only prasinovirus, and in fact the only virus reported to date, that encodes for
acetaldehyde dehydrogenase and oxovalerate aldolase enzymes [31], which are involved in the
conversion of 4-hydroxypentanoate to acetaldehyde and pyruvate, and toxic aldehyde to harmless
acetate in acetaldehyde metabolism, respectively. These enzymes perform important functions during
oxidative stress and scavenge aldehyde in the cell that is produced during oxidative degradation of
lipid membranes. The aldehyde dehydrogenase superfamily of enzymes is well represented in plants
and these enzymes are commonly involved in stress response pathways. There are also conserved
domains in the putative acetaldehyde dehydrogenase gene in MpV that are found in the TPP enzyme
superfamily. Interestingly, these enzymes are involved in the biosynthesis of the amino acids isoleucine,
leucine and valine. This adds further evidence pointing to the preferred use of certain amino acids by
prasinoviruses indicating these may be important in capsid formation. It would appear prasinoviruses
OVs and MpV favour the amino acid ratio towards these particular amino acids. These genes are also
found clustered at the 5’ extremities of these viral genomes indicating their possible early transcription
in the infection process.

Two distantly related forms of DNA ligase are encoded for by different members of the
NCLDV group. All prasinoviruses have ATP dependent DNA ligases, not nicotinamide adenine
dinucleotide(NAD)-dependent ligases. The evolution and acquisition of these genes in the NCLDVs
is unclear, as phylogenetic analysis has indicated either form of DNA ligase may have appeared
in these viruses first [24]. The prasinoviral genomes are linear with terminal repeat regions on
their ends. Such repetitive regions are indicated to maintain genome stability [86] and it has been
hypothesised that repetitive regions at the extremes of virus genomes were the precursors to telomeres
in cellular chromosomes.

Viral replication of large DNA viruses requires a supply of deoxynucleotides. An essential
intermediate in the synthesis of the deoxynucleotide dTTP is dUMP, which certain prasinoviruses
produce using dCMP deaminase [31]. Deoxycytidine deaminase, thymidylate synthase, thymidine
kinase and ribonucleotide reductase are all enzymes involved in dTTP synthesis. The dCMP deaminase
enzyme is encoded by all Chlorella viruses [87] and is also found in OtV-2 [33], MpV-1, and OlV-1 [31],
but not in any of the remaining prasinoviruses. Instead, they utilise ribonucleotide reductase in the
pathway to synthesise dUMP for dTTP synthesis. Similar to chloroviruses, prasinoviruses encode
for dUTPase and thymidylate synthase but only prasinoviruses also encode thymidine kinase, a key
enzyme in the pyrimidine synthesis pathway involved in dTTP synthesis.

Unique to eukaryotes, mRNA capping is a post-transcriptional modification of messenger RNA
(mRNA) that viruses can manipulate to ensure their mRNA is efficiently translated, whilst also
gaining protection from cellular exonuclease degradation and recognition as foreign RNA by their
hosts [88]. All prasinoviruses encode two mRNA capping enzymes, whilst Chlorella viruses encode
one [31,33]. Methyltransferases can also offer a means for viral DNA to be protected from host cellular
defence mechanisms. DNA methyltransferases are not commonly encoded by viruses but are found in
bacteriophages and members of the Phycodnaviridae, namely chloroviruses [89], phaeoviruses [90] and
prasinoviruses [31,33].

All prasinovirus genomes sequenced to date encode for as many as eight putative major capsid
proteins (MCP) except the BpVs which lack MCP 1 maybe due to gene loss [30–33]. Most viruses
encode for a single MCP and additional minor capsid proteins. The roles of these proteins may be
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related to structure and assembly but also to adsorption and host cell membrane fusion. Such a
surprisingly high number of putative capsid proteins may indicate complexities or subtleties in the
structure of the capsids of these viruses, although this has yet to be examined in depth. More complex
viruses encode several versions of capsid proteins that are then used to build up the capsid structure
surrounding the virus genome. Virus genome size is minimised by the formation of a capsid from
multiple copies of a major capsid protein. So why do prasinoviruses encode multiple major capsid
genes encoding for multiple capsid subunit proteins? The complexities of the capsid structure may
hold functions pertaining to assembly, encapsidation, how entry into the host cell is executed and
cues for adsorption and disassembly. TEM has shown OtV-1 capsid fuses with and remains fused to
the host cell membrane [32]. Do any of the MCPs play a role in evading a host antiviral response?
To begin to resolve the roles of these multiple MCPs in prasinoviruses, techniques such as X-ray
crystallography and three-dimensional electron cryo-electron microscopy (cryo-EM) will need to be
employed. TEM analysis has confirmed the prasinoviruses have an icosahedral structure (Figure 1).
Icosahedrons typically have 12 vertices with 5-fold symmetry, and 20 triangular faces with 3-fold
symmetry and 30 edges with 2-fold symmetry [77]. Much structural work has been conducted into
viruses (as reviewed in [91]). As capsids are complex structures with hundreds of subunits, not all of
the identical structures e.g., pentamers and hexamers, have been characterised in dsDNA virus families
such as papillomaviruses and adenoviruses. Prasinoviruses must have very complex and intricate
icosahedral architecture in their capsid structures. Considering the prasinoviral capsids are between
100 and 120 nm in diameter and interact within a host cell smaller than 1000 nm (meaning viruses are
about one-eighth of the host cell size), their architecture, packaging and maturation must reflect this
in the number of capsid proteins required. The burst size for prasinoviruses has been estimated to
be less than 100 virions per cell and experimental data has indicated between six and 15 viruses are
produced per host cell [30]. Considering that the host nucleus, mitochondrion and chloroplast remain
intact throughout virus assembly in the cytoplasm [30], this adds to the global constraints on virus
particle structure and the number of different capsid proteins required may reflect this. The internal
pressure of packaging a genome inside the capsid will also influence the structure.

9. Viral Sugar Metabolism

Glycovirology is a newly emerging area of interest in virus–host interactions, studying how viruses
manipulate the host glycome. The field of glycobiology is important as a potential focal point for antiviral
therapy. It has been a point of interest that, like the chloroviruses, the prasinoviruses encode several
glycosyltransferases, which are likely involved in glycosylation of viral components usually facilitated by
the cellular glycosylation machinery. Sugar manipulation enzymes, such as 6-phosphofructokinase and
glycosyltransferases, are encoded by prasinoviruses [31–33]. Glycosyltransferases (GTs) are known to be
encoded by certain viruses including bacteriophages, phycodnaviruses, baculoviruses, poxviruses and
herpesviruses (reviewed in [92]). GTs are instrumental in the formation of glycans. Viruses use glycans
to ensure correct folding and conformation maintenance of viral glycoproteins and also for recognition
for attachment to the host cell surface. MpV-1 and BpVs encode for three GTs [31], whilst OtV-2 and
the remaining OV genomes contain four and six glycosyltransferase genes, respectively [31,33]. In the
chloroviruses, GTs are postulated to be involved in post-translational modification and glycosylation of
the capsid [92,93]. It has also been speculated that the chloroviral GT enzymes may have been acquired
from a bacterial source and existed prior to formation of the cellular endoplasmic reticulum and Golgi
body [93], as these organelles are not involved in chloroviral glycosylation. With the number of capsid
proteins and glycosyltransferases encoded for by prasinoviruses, it would appear glycoconjugates are as
vital for prasinovirus virion structure as they are in chloroviruses such as the prototype PBCV-1, which has
six glycosylated sites on the MCP [93]. Of further note, is the fact that N-linked glycans are typically
derived from asparagine and the OtVs encode asparagine synthase and, for example, OtV-1 encodes its
own asparagine synthase and serine/threonine protein kinase [32].
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An intriguing discovery was the presence of a gene, pfk1, encoding 6-phosphofructokinase (PFK),
in both the MpV-1 and OV genomes [31,33], although not encoded for by the BpVs [31] or, in fact,
by any other virus described to date. PFK is the key regulatory enzyme in the glycolysis metabolic
pathway that converts glucose to pyruvate and ATP. PFK catalyses the glycolysis step that results in
production of fructose-1,6-bisphosphate, which is not simply a metabolic intermediate but plays an
important role in cell signalling and has been shown to delay cellular death in animal tissues [94].
The role of PFK in tumourigenic cells is a major focus for medical research at present. It has been shown
that with increased PFK activity cell cycle progression is promoted and cell proliferation increases,
whilst a decrease in PFK activity is linked to the onset of apoptosis [95]. The role of this crucial
enzyme in cell metabolism could now be further revealed by studying the production of this virally
encoded enzyme during infection of simple, minimalist algal host cells. Why does only this subset
of prasinoviruses encode for such a centrally key metabolic enzyme? It seems plausible the viruses
are exploiting the role of this enzyme in driving energy production by harnessing cell proliferation
mechanisms to increase virus production, whilst also delaying apoptosis. It would be timely to widen
the search for virally encoded PFK enzymes, as viral versions may remain undetected thus far and
instead are amongst the countless hypotheticals and ORFans due to the divergence of viral from
non-viral versions of the gene. It is also worth highlighting that PFK is the only glycolysis enzyme
encoded by the OVs and MpV-1 and these viral genes share homology with bacterial genes, not
equivalent host genes.

10. Host Resistance

Researchers have begun to explore viral infection in Arabidopsis, the classic terrestrial plant model
organism, but not in a marine equivalent that is comparatively simple and known to be open to
cellular manipulation e.g., Ostreococcus. In this regard, plant–virus coevolution requires established
systems for in-depth analysis of how hosts react to infection e.g., development of resistance. It has
been reported that Ostreococcus experiences high levels of infection by its associated viruses [36]
and in response can develop resistance to viral attack [80], similar to that described in species such
as Prochlorococcus [96]. Resistance to viral infection in O. tauri has been observed to be maintained
for at least two years [58] and described in all three host genera [80] but can incur a cost, namely
reduced growth rates and/or vulnerability to infection by other viruses. It has been proposed
that the susceptibility of the Ostreococcus host to viral attack is related to the size of two outlier
chromosomes [71], one big (BOC) and one small (SOC) similar to the theory purported to explain
potential viral susceptibility in Bathycoccus.

In a recent transcriptional study of O. tauri in response to infection by OtV-5 in culture, the number
of differentially expressed genes located on chromosome 19, the identified SOC, was markedly
disproportionally higher than on other chromosomes [58]. The SOC has a bipartite structure being
divided into an active left side during viral resistance and an active right side during susceptibility
to infection. Most of the differentially transcribed genes located on the SOC in resistant hosts were
associated with carbohydrate metabolism and transport. Four amino acid biosynthetic pathways were
seen to be downregulated whereas post-translational modification and chaperones were upregulated.
A transmembrane phosphate transporter was overexpressed and a calcium transporter underexpressed.
Differential expression was seen in genes encoding translation, transcription, protein modification
and turnover, amino acid transport and modification and other transporters. Viral immunity also
appeared to be linked to a downturn in amino acid production. What is the cost of encoding two
chromosomes involved in host defence? The cost to the cell may well be slowed host cell growth
as ribosomal subunits were underexpressed in resistant cells. Histone modification genes were over
expressed indicating likely chromatin restructuring occurred during resistance. By altering transporter
activity, the host cell may be altering the available substrates for viral replication to occur.

Higher levels of GTs are located on the SOC and become overexpressed in resistant cells,
whilst GTs are downregulated on the BOC. The SOC genes with known function encode
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methyltransferases, glycosylation-related genes and membrane proteins. Interestingly, both OtV
genomes and the SOC in O. tauri encode a NAD-dependent epimerase/dehydratase with the host gene
bearing closest homology to a gene in higher plants whilst the viral gene is closest to a bacterial gene.

A FkbM methyltransferase gene is present in both viral and host genomes, occurring close to the
sugar gene cluster in the SOC, and is predicted to play a role in glycan methylation [32,58]. Glycans are
carbohydrate modifications on proteins or lipids that act as ligands that bind carbohydrate-binding
proteins called lectins. Glycans are the key at the interface of virus and host. Viruses use their own or
their host glycans for replication and infectivity. A virus capsid possessing glycans can act as a ligand
for host lectins and host glycoconjugates that can in turn act as receptors for viral lectins and facilitate
cell entry. It would appear O. tauri encodes its own versions of sugar enzymes and methyltransferases
on the SOC that are replicated in response to initial infection events. The resulting events divert
virus adsorption and result in glycosylation and methylation to provide protection away from the
virus-directed pathways. The host is playing the virus at its own game and, by using different versions
of the same gene, the host machinery is regaining control and blocking the virus from the point of
adsorption. It has been postulated the OtV5 receptor may only be available at a certain point in the host
cell life cycle. However, if the compact intracellular organisation and limited physical space available
within the host cell is taken into account, then it would seem more likely the host will try to arrest
infection earlier rather than later, so therefore, the point of viral attachment and adsorption would be a
more logical stage to create resistance. Do the host flood cell surface receptors with host versions of
sugars or does it alter the substrate pool, or perhaps both strategies are adapted simultaneously?

A long inverted repeat region (LIRR) was identified in the SOC and contains all the
over-transcribed genes in the resistant cells and is the region that is silenced in the susceptible wild-type
state [58]. In the LIRR, clusters of genes involved in carbohydrate metabolism were seen. The O. tauri
SOC is unique by encoding a rhaman synthesis gene RgpF not found in any other eukaryote but only
in bacteria. Rhaman synthesis performed by genes located on the SOC seems to be a key weapon in
the host arsenal against viral infection. Notably, OtV-1 encodes a dTDP-D-glucose-4,6-dehydratase
that shares closest homology with the metazoan Nematostella. This protein is also known as rhamnose
synthase and is also encoded by the host. OtV5 encodes a GDP-D-mannose 4,6-dehydratase with
closest homology to a gene in the chlorovirus PBCV-1 that is involved in rhamnose and fucose synthesis,
which are monosaccharides commonly seen in the virion capsid but occur rarely in the host. This must
be one of the key points that resistant hosts interfere with. Do prasinoviruses within an already
exposed culture attach to host cell surfaces and employ host glycoconjugates to enable entry into the
cell but the SOC switches and changes the glycobiology and available conjugates, so as to prevent
viral infection? It would appear that the underlying mechanism here is related to glycan-mediated
host–virus interactions.

The SOC and BOC are able to swap genetic material between each other and rearrange within
themselves, with transposons most likely playing a key role in this activity [58]. Karyotypic changes
were observed in the size of the SOC in all resistant lines of host cells via duplications, deletions and
possible translocations [58]. Are these changes causative or resultant of resistance? The glycobiology
aspects of prasinophyte host–virus interactions represent an exciting area for future research to
expand into. The next logical step is to take the analysis of chromosome 19, the SOC, into the
natural environment.

11. Nitrogen Metabolism in Prasinophytes and Their Viruses

Ostreococcus and Micromonas contain genes for nitrate/nitrite transporters and reductases and
Ostreococcus also encodes proteins involved in molybdate transport and metabolism [27,28]. O. tauri,
O. lucimarinus and B. prasinos encode animal-type nitric oxide (NO) synthase (NOS) enzymes that
appear to have been acquired via HGT [97]. This is of interest as NOS is a haem protein similar
to cytochrome P450 reductase, and contains a haem domain, as does cytochrome b5. Interestingly,
the NOS unveiled in O. tauri shares 45% similarity to human NOS and displays similar protein folding

283



Viruses 2017, 9, 43

to the human version [98]. This was the first report of a NOS in a plant. The generation of NO in O. tauri
was seen to be higher under high light irradiance and during exponential growth [98]. The production
of NO is seen to increase with high light intensity irradiation, which may reflect clade assignation
and ecotype niche partitioning and hence indicates a link between physiology and NOS activity.
It would be interesting to explore such metabolic processes further, particularly in regard to active
viral infection. It is unique in plants that O. tauri encodes NOS with similarities to animal and bacterial
NOS [98]. Interestingly, nitric oxide has been implicated to have a role in immune responses to viruses
in animals [99]. However, to date no research has been conducted into the role of these enzymes in
algal host defence against viruses. Nitrogen, along with elements such as phosphorus, is an important
limiting factor in viral infection [100].

12. Inteins in Prasinoviruses

Complete large inteins containing a homing endonuclease have been detected in the DNA
polymerase gene of a number of prasinoviruses, including in the OtV-1 genome and other
environmental O. tauri sequences (isolates OtV06_1, OtV09_561, OtV09_600) and BpV-2 [32,101].
Inteins are genetic selfish elements that insert themselves into conserved regions of conserved genes
and are capable of self-splicing following translation [102]. The homing endonuclease facilitates the
lateral transfer of their own coding region and flanking sequences between genomes and this process
is called ‘homing’ and is recombination-dependent. It has also been reported that a recombination
event occurred between two inteins found in OtV viruses infecting O. lucimarinus and O. tauri [101].
This finding could have important ecological and evolutionary significance and result in increasing
virus diversity, as recombination events occur via this mechanism. Inteins have been adopted as
biotechnological tools by exploiting their natural splicing mechanisms and their use in aiding protein
purification [102]. Inteins are seen to be widely distributed in nature although their distribution is
sporadic indicating lateral transfer events are at play. Recombination events between inteins found in
OVs have been reported [101]. Prasinoviruses can seemingly co-infect the same host enabling lateral
transfer of inteins between viruses. If prasinoviruses are similar enough genetically then they can
coinfect the same host cell, which not only enables lateral transfer of inteins but has implications for the
host too, in terms of being assaulted by more than one virus simultaneously. It has been postulated that
co-infection is likely widespread and virus–virus interactions are common [102]; although most work
has been conducted into bacteriophages, this may well also apply to eukaryotic viruses. If coinfection
by two or more viruses can occur in a small host cell such as Ostreococcus then this has some major
implications for viral evolution, viral exchange and infection dynamics. Clerissi and co-workers
speculated that the higher concentration of prasinophyte hosts in lagoon environments may increase
the incidence of inteins and their transfer, compared to similar events occurring in coastal and open
waters [101].

13. Conclusions and Future Directions

It is now timely to establish the smallest known free-living eukaryotes at the base of the green algal
lineage, particularly Ostreococcus, and their associated viruses as a suitable model system to examine
in-depth the dynamics of marine algal virus infections. There exist large gaps in our knowledge
surrounding viral life history and interactions with their hosts. Viruses that infect the prasinophytes
can provide novel and incisive insights into how such model systems work and allow us to study
processes including primary production, cellular resource allocation, genetic transfer events and
evolution. Recent unveiling of the genetic treasures of the prasinoviral genomes and infection strategies,
and those of their host responses to these remarkable features, are helping to open a whole new aspect
to not only viral–host interactions but also cellular biology, genetics and physiology.
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Abstract: The discovery of infectious particles that challenge conventional thoughts concerning
“what is a virus” has led to the evolution a new field of study in the past decade. Here, we review
knowledge and information concerning “giant viruses”, with a focus not only on some of the best
studied systems, but also provide an effort to illuminate systems yet to be better resolved. We conclude
by demonstrating that there is an abundance of new host–virus systems that fall into this “giant”
category, demonstrating that this field of inquiry presents great opportunities for future research.

Keywords: giant viruses; nucleocytoplasmic large DNA viruses (NCLDVs); Mimiviridae

1. Introduction: Defining Giant Viruses

In their editorial introduction to the “Giant Viruses” special issue of Virology, Fischer and
Condit [1] stated “It is commonly agreed upon that these are double-stranded DNA (dsDNA) viruses
with genome sizes beyond 200 kb pairs, and particles that do not pass through a 0.2-μm pore-size
filter”. This definition illustrates the two striking features of giant viruses: their genome and particle
size are both larger than has been historically considered for viruses. Beyond their breaking of
previous paradigms, how giant viruses are defined remains contentious. Our goal in assembling
this synthesis is to provide a “primer” for students of microbiology whom are interested in knowing
more about these atypical viruses, and to establish a set of boundaries for their discussion. While not
exhaustive, this overview addresses many of the main ideas that, for now, are current within a rapidly
expanding field.

Some definitions of giant viruses focus only on genome size with lower limits ranging from
undefined [2] to stringent (280 kb or 300 kb) cutoffs [3,4]. Other efforts have focused on the
virus particle, suggesting they should be larger than 100 nm [2] or need be easily visible by light
microscopy (>300 nm) [5]. One problem with establishing a particular definition for either genome or
particle size is that, as additional large viruses are isolated, the rationale may no longer be justified
(e.g., Aureococcus anophagefferens virus (AaV), a close phylogenetic relative of Mimivirus, is only
~140 nm in diameter) [6]. Indeed, a previous definition proposed a genome minimum of 280 kb due to
a notable inflection point in a rank order plot of virus genome size [3]. However, in re-examining the
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largest 100 complete virus genomes in the National Center for Biotechnology Information’s (NCBI)
genome database, this gap is no longer present and a change in slope now occurs at ~400 kb (Figure 1A).
This undersampling of giant viruses has resulted in a lack of sufficient information to describe their
general characteristics [7,8]. While the vagaries of this definition will fade over time, herein we consider
viruses ‘giant’ if their genome is larger than 200 kb. Moreover, this review will focus primarily on
giants that infect single-celled eukaryotes.

Figure 1. The scale of giant virus genomes. (A). Genome size vs. rank plot for the largest 100 complete
viral genomes as of January 2016 from National Center for Biotechnology Information (NCBI).
Data points noted ( ) were previously used in discussion by Claverie et al. [3] to define giants viruses
as having genomes > 280 kb, open circles (�) represent additional data; (B). Genome size vs. rank
order of completed bacterial genomes in NCBI as of January 2016. Sizes are color-coded to match the
ranges of giant virus genomes.

Using a cutoff of genomic content >200 kb pairs (kbp), ~2.2% (115/5356) of all of the completed
virus genomes in NCBI fall within the realm of giants (Figure 1A). To date, all of these giants have
genomes consisting of double-stranded DNA: the largest complete genome for other nucleic acid-type
viruses is that of the double-stranded RNA (dsRNA) Dendrolimus punctatus cypovirus 22 (32.75 kbp) [9].
Perhaps more surprising is that this genome size range for giant viruses overlaps with more than
~one third of the complete prokaryotic genomes in NCBI (Figure 1B), as well as the genome sizes
of several small eukaryotes [10]. This includes the smallest free-living archaeon (Methanothermus
fervidus, 1.2 Mb) and the smallest free-living bacterium (Candidatus Actinomarina minuta, estimated
~700 kbp) [11]. While we will not consider them beyond the occasional passing mention in this article,
it should be noted that several bacteriophages have genomes exceeding the 200 kbp genome size
(see Table 1), and therefore qualify as giants. These phages infect both Gram-positive and -negative
bacteria, including cyanobacteria [12,13].
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As with observed ranges in genomic size, there is also a wide range of GC content of these viruses
relative to the small eukaryotes they infect (Table 1). On average, mobile elements such as phage and
plasmids are more AT-rich than their host, but usually by only ~5% [14]. In contrast, Emiliania huxleyi
virus (EhV) and AaV, which infect eukaryotic algae, have GC contents that are 24.3% and 38.7% lower
than their hosts nuclear genomes, respectively [15,16], while the chloroviruses (freshwater viruses
infecting Chlorella) have GC contents that are ~21% lower than their host’s nuclear genome. While not
a defining feature of all large viruses, this GC difference raises interesting questions concerning the
scavenging of nucleotides during the infection cycle. Construction of new viruses is in some cases
thought to depend on materials “scavenged” from the host cell, yet in the case of these viruses there
would seem to be a discrepancy in terms of what would be available for scavenging. An interest side
note to this is that mitochondrial and chloroplast genomes are often observed to have such relative
low GC content genomes, similar to these viruses [14,15], implying a potential for scavenged materials
from organelles to be important in the construction of new virus particles.

The current size range for giant virus particles varies from our operationally defined ~200 nm
to >1500 nm in diameter [5], although as noted, phylogenetic relatives to these giants exist that are
only ~140 nm. Indeed, the upper limit of this range is larger than for several bacteria and archaea
(Figure 1B), redefining how we think about the relative size of prokaryotes and viruses. These large
particle diameters may be needed to house their large genomes (see below), but it has been argued
that there are other evolutionary pressures for these virus particles to retain large physical sizes [5].
For example, viruses infecting Acanthamoeba are internalized via phagocytosis, and it has been shown
that this process works less efficiently on smaller (<600 nm) particles [16]. Additionally, based on
standard contact kinetics, a larger particle size may increase the probability of contact between the
virus and its host in the environment [17].

In addition to a tremendous variation in genome and particle size, giant viruses also have
highly diverse morphologies that can be broadly categorized into two groups: ovoid and icosahedral
(Figure 2). These morphological differences correspond to the structural proteins that make the virion
capsids; icosahedrons are built by homologous β-barrel jelly-roll Major Capsid Proteins (MCPs) with
minor capsid proteins acting as scaffolds connecting trisymmetrons and the outer capsid to the inner
membrane surrounding the viral genome [18]. In contrast, ovoid viruses encode phylogenetically distant
(Mollivirus) to unconvincing (Pandoravirus and Pithovirus) homologs to MCP [19–21]. It is unclear how
the virion shape provides a selective advantage, since both types have been isolated in similar habitats.

(A)

Figure 2. Cont.
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(B)

Figure 2. Transmission electron micrographs of giant virus particles. (A) Pithovirus, as seen in
Michel et al. [22]. Originally identified as a KC5/2 parasite, the image shows the electron dense
viral wall consisting of perpendicularly oriented fibers or microtubules (arrows), and a marked ostiole
(os) located at the apical end of the cell. Reprinted with permission—original magnification at 85,000×;
(B) Megavirus chilensis. Image courtesy of Professors Chantal Abergel and Jean-Michel Claverie.

Another mysterious aspect of these giant virus particles are the unique biochemical and
morphological features. Virus–host interactions are thought to be facilitated in one of two ways:
adsorption to the host cell wall, as is typical of algal host–virus systems [23], or phagocytosis by a
protist host. These interactions often involve unique structures. For example, Mimivirus and its close
relatives (Megavirus, Marseillevirus, Lausannevirus, and Moumouvirus) are characterized by proteinaceous
fibers anchored to the icosahedron capsid [24,25] that are covered in glycolinkages [26–28]. It has
been hypothesized that these fibers work in tandem with the large size of the viruses to facilitate
phagocytosis, as they appear to have a similar composition to peptidoglycan and thus help mimic a
bacterium (indeed, the name Mimivirus comes from “Mimicking Microbe” [29]). Additionally, the fibrous
glycoproteins enable viral adsorption to diverse organisms ranging from bacteria and fungi to
arthropods [30], implying a potential for both environmental dispersion and an incidental infection
strategy in amoeba. Phycodnaviridae may also use unique structures to gain access to their host,
though their mode of entry is typically by adsorption/injection, as opposed to phagocytosis.
For example, the Chlorovirus capsid contains one spike located at a unique vertex of the icosahedral
capsid that must be oriented towards the host cell surface to initiate infection [31]. Similarly, Mimivirus
and its relatives utilize a five-pointed vertex called the ‘stargate’ structure that permits the first step
in activating infection. Infection is initiated by fusion of the internal viral lipid membrane to the
phagosomal membrane [24,32], which differs from algal viruses that fuse with the host cell membrane.
This fusion event is observed in all giant viruses despite differences in structural features or infection
strategies [20]. Whether these features are the result of homologous or convergent evolution remains to
be determined, though given the breadth of physiological variation in the taxa, conservation of this
mechanism is a compelling argument for monophyly.
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2. Non-Structural Components of the Virion

An anomaly among the giant viruses are several viruses that include EhV, which have a lipid
envelope outside of the capsid. These viruses include a Phaeocystis globosa virus (PgV-07T) [33]
and several viruses infecting Micromonas pussila [34] which allows for a unique mode of infection
and provides protection from environmental stressors [35]. This may be vital to the survival and
transmission of these viruses, as they are ingested and transported across blooms by copepods [36].
An additional role of this lipid envelope and its associated proteins is an assumed association with
recognition of the host and initiation of infection.

The nucleocytoplasmic large DNA viruses (NCLDVs) (described below) package a variety of
proteins inside their capsids encoded by either viral or host genomes that are deployed immediately
upon infection. For example, the seven proteomes of giant virus particles currently available (below)
contain proteins predicted to combat oxidative stress, presumably because viral infections have been
shown to generate Reactive Oxygen Species (ROS) that can inhibit viral replication [37]. Interestingly,
Pandoravirus salinus carries one viral-encoded oxidoreductase, as well as three host-derived proteins
predicted to combat ROS [19]. P. bursaria chlorella virus-1 (PBCV-1) and the more recently described
Megavirus chilensis package homologous Cu-Zn superoxide dismutases [38,39]. In M. chilensis, this
protein is remarkable for having the unique ability to fold and incorporate key metallic cofactors
without the aid of chaperone proteins [39]. Additionally, C. roenbergensis virus (CroV) and Mimivirus
both package novel sulfhydryl oxidases that may function in the formation of disulfide bonds [40,41].
These sulfhydryl oxidases as well as other protein disulfide isomerases present in CroV could aid in
protein folding or viral entry similar to those found in retroviruses [42–44].

3. Gauging the Host Range of Giant Viruses in Nature

One concern regarding giant virus isolation using Acanthamoeba spp. is that while these
are permissive, they may not be the natural hosts. Genomic analyses have been used in an
attempt to determine natural hosts. In Mimivirus, most of the genes horizontally transferred from
eukaryotes originated from amoeba, indicating amoebae are most likely the natural host of Mimivirus,
but alternative hosts are still possible [45]. Indeed, their unique size and independence from host
machinery may allow giant viruses to infect a wide range of hosts, which makes the search for the
natural host more challenging. In addition to amoeba, NCLDVs have been reported to infect mice [46]
and the symbiotic zooxanthelle of corals [47]. Giant viruses have also been isolated from human
blood [48] and have been found in the human virome [49], indicating a potential role in human
health (or at least a route of exposure). Indeed, the recent finding of Acanthocystis turfacea chlorella
virus 1 (ATCV-1) from human oropharyngeal samples is intriguing: subsequent analyses have shown
consistency between the presence of these viruses and reduced cognitive function in humans and
mice [49].

4. Creating (an) Order from the Chaos: The Nucleocytoplasmic Large DNA Viruses

The NCLDV classification was created to define a monophyletic group of families that,
when initially conceived, included Asfarviridae, Phycodnaviridae, Poxviridae, and Iridoviridae [50].
The rationale for this grouping was based on a conserved core of (1) nine genes hypothesized as
representative of a common NCLDV ancestor and (2) a total of 22 more genes found in at least three
of the four constituent viral families. The name is a reference to the replicative strategies of the
included families as they replicate in both the nucleus and cytoplasm (phycodnaviruses, asfarvavirus
and iridovirus) [51–53], or totally within the cytoplasm (poxviruses) [54]. A NCLDV ancestor has
been hypothesized to have originated early in evolutionary history, possibly contemporaneously
with early eukaryotic evolution, as suggested by the broad host range of NCLDV members [55].
However, the nature of this ancestral NCLDV remains unclear. Due to non-orthologous displacement
of core genes [55] and potential reductive evolution [5] it is especially difficult to estimate the
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approximate genome size of any common ancestor and whether it would qualify as a giant virus
when compared with modern giants. Indeed given theories on genome size variability, such as the
genomic accordion [56,57], it is likely that predecessors of a variety of genome sizes existed. Moreover,
it has been argued that mobile genetic elements encoded by virophages and transpovirions may have
contributed significantly to the size of the NCLDV genome [58,59]. Therefore, the ancestral NCLDV
may have been much smaller in genome size than modern representatives, and the mechanism by
which it expanded its genome may have resulted in the wide range of genome sizes seen in current
NCLDV members [60].

The NCLDV classification is not without its shortcomings. As new members are added to
the group, the “nucleocytoplasmic” distinction of replicative strategies becomes less useful due to
the increasing diversity of virion production. Many NCLDV families utilize a nucleocytoplasmic
route for replication, including Asfarviridae [52], Iridoviridae and Ascoviridae [53], Phycodnaviridae [51],
and Pandoraviridae. Other families, like Poxviridae [54], Mimiviridae [61], Marseilleviridae [62] and
Pithoviridae [5], begin and complete their replication cycles exclusively in the cytoplasm, encoding the
replication and transcription machinery necessary to produce virions without nuclear involvement.
From a taxonomic perspective, the NCLDV group does not follow the naming conventions of (and is
not recognized by) the International Committee on Taxonomy of Viruses (ICTV), as the classification
lacks context within a larger hierarchy. To rectify this, Colson et al. proposed to reclassify NCLDVs
within the new viral order Megavirales [63,64] based on the presence of conserved ancestral genes and
a large icosahedral capsid composed of a homologous β-barrel jelly roll protein. This classification
scheme, however, excludes the Poxviridae and Ascoviridae, [65] as well as Pandoravirus, Pithovirus and
Mollivirus. In addition, the Megavirales classification required the capacity to assemble viral factories
within the cytoplasm of host cells [62,66–69], a feature found in RNA viruses [70] but not seen in DNA
viruses outside of the NCLDV group [64]. Currently (as of December 2016), the Megavirales is not
considered a classification by the ICTV.

Most recently, the NCLDV genome size range has expanded to include genomes from 100 kb
to 2.77 Mb encoding from 110 to 2556 genes [19,60]. The ten groups of NCLDV (Phycodnaviridae,
Poxviridae, Asfarviridae, Ascoviridae, Iridoviridae, Mimiviridae, Marseilleviridae, Pandoraviridae, Pithovirus,
and Mollivirus) infect a broad spectrum of hosts. In keeping with the NCLDV group’s high degree
of variability regarding particle size and host range, these viruses also display varying degrees of
reliance on host metabolism and machinery, resulting in a limited number of highly conserved or
“core” genes (e.g., see [71]). Yet despite these variances in NCLDV traits, common ground does exist.
There are genes conserved amongst all available NCLDV genomes that are crucial for viral production
or virion structure, such as the D5R packaging ATPase, D13L major capsid protein, and the B family
DNA polymerase.

Comparative analyses of the genes conserved amongst different giant virus families has
historically supported the monophyletic nature of the NCLDV group, and recent efforts to
determine the clusters of orthologous groups (COGs) for giant viruses support their monophyly [72].
The conserved genes further provide potential markers that might be used in the discovery of novel
NCLDVs and the determination of phylogenetic relationships between more closely related taxa [60].
For example, Moniruzzaman and colleagues [73] demonstrated an expanded level of diversity of the
algal-specific members of the Mimiviridae by targeting the conserved MCP gene in this clade. However,
this approach has its limits; the three recently discovered representatives of Pandoravirus lack the major
capsid protein and the D5R helicase, as well as a number of other core NCLDV genes [19]. Indeed only
17 of the 49 inferred ancestral NCLDV genes were found in at least one of the Pandoravirus genomes,
calling into question their inclusion in the giant virus clade despite their particle and genome size [74].

5. Viruses as a Possible Fourth Domain of Life

Initially viruses were defined by their intrinsic filterability away from cellular life forms [75–77],
a definition subsequently refined to include their lack of ribosomes, a host-dependent metabolic
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strategy, and replication by means other than binary fission [78]. That the unique capabilities of
NCLDVs still fit well within the latter definition, after fifty years of discovery and scientific scrutiny,
highlights a fundamental difference between cellular organisms and viral particles. However, giant
viruses do challenge these distinctions. Independent of their size, which invalidates the informal
0.2-μm filter cutoff, NCLDVs are remarkably cell-like in virion structure and gene content. In addition
to their protein coat, membrane, and genome, Mimivirus and Marseillevirus particles contain messenger
RNA molecules, making them the only viruses, to date, that contain both types of nucleic acid [79].
Moreover, several viruses encode genes involved in translational processes, such as varying numbers
of aminoacyl-transfer RNA (tRNA) synthetases [69,80]. Indeed, we hypothesize these proteins may be
useful in overcoming differences in GC content seen between some viruses and hosts (Table 1), but this
has yet to be empirically demonstrated.

The discovery of translational machinery (including that mentioned above) encoded in select virus
genomes allows for comparisons to traditionally “cellular” functions normally associated with the
three domains of life. Sequence alignments comparing multiple genes involved in DNA replication and
repair, transcription, and translation shared between cellular organisms and NCLDVs appear to show
deeply branching relationships as ancient as the domain Eukarya. It was subsequently hypothesized
that giant viruses evolved from a cellular common ancestor belonging to a currently extinct fourth
domain of life, unique from Bacteria, Archaea, and Eukarya [63,81]. Seemingly in support of this
hypothesis is the abundance of coding sequences (ORFans) in giant viral genomes with no known
homologues in the other domains.

These ideas have proven somewhat controversial, as direct sequence comparison of genes
conserved among cellular organisms with virus-encoded homologs is problematic. As selective
pressures on similar genes within viruses and their hosts are likely different, accelerated sequence
divergence in viruses may exaggerate their perceived distance from the derived gene [82].
Subsequent alignments accounting for compositional heterogeneity and homoplasy place giant virus
genes with eukaryotes [83]. While it has been countered that giant virus genes do not evolve more
quickly than their cellular counterparts, this has yet to be demonstrated outside of a single example
within Marseilleviridae [5,84]. Indeed, an overabundance of viral open reading frames (ORFs) without
known homologues is not a problem unique to giant viruses [85]. These observations and others have
led to the alternative hypothesis: gene content within the different NCLDV families suggests that their
genomes have been built up from smaller viruses over time, rather than by loss of unnecessary genes
by an ancient cellular ancestor [72]. As some of the current NCLDVs replicate in phagotrophs like
Acanthamoeba and Cafeteria roenbergensis, it was hypothesized that smaller viruses may incorporate
genetic material from other organisms phagocytosed by the host.

6. Giant Viruses in the Environment

While surveys are not yet exhaustive, giant viruses appear to be found in all environments.
Since the discovery of Mimivirus from a water cooling tower [86], giant viruses have been found in
locations where amoebae normally thrive, including seawater, soil, aerosols, and man-made aquatic
environments such as sewage, fountains and air conditioners [87], in addition to harsh, unexpected
ecosystems such as permafrost [20]. Lastly, giant viruses or their DNA sequences have been observed
in animals such as dinoflagellate-associated coral [47], arthropods, and humans [49,88].

A powerful tool in the identification of putative new viruses are environmental metagenomic
studies (Table 2), though most have not focused specifically on giant viruses until recently [21].
Current research suggests giant viruses only comprise a small percentage of viruses (<1%) in most
samples. However, virus densities can fluctuate based on contact with their host: for example,
Chlorella viruses are much more abundant when their hosts, normally sequestered as endosymbionts of
Paramecium bursaria, are made available as a consequence of predatory activity on the Paramecium [89].
Regardless, it is clear some families tend to be more common than others: in marine metagenomics
samples Phycodnaviridae-related sequences were found to be highest in abundance, followed by
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Mimiviridae [90,91]. It is also clear that these viruses are persistent: the discovery of 30,000-year-old
Mollivirus particles in permafrost suggests that giant viruses can survive, under the correct conditions,
for long periods of time [21]. When combined with other tools such as flow cytometry sorting of either
individual particles [92] or infected hosts [93], these new approaches will begin to shed significant
light on the natural diversity of these populations.

Table 2. Comparison of giant virus reads to total viral reads in shotgun metagenomic studies from
different environments.

Environment Location Abundance Total Reads Most Common Virus Families Present Source

Marine Indian Ocean 0.3%–1.4% N/A Mimiviridae, Phycodnaviridae [91]
Antarctic soil Antarctica 2.82%–7.71% 123/1595-177/6264 Mimiviridae, Phycodnaviridae [94]

Coral USA 1.2% 744/60485 Mimiviridae, Phycodnaviridae [95]
Human (respiratory system) Sweden 0.00002% 2/111931 Mimiviridae [96]

To date, much of the focus on giant viruses has been on their genomics rather than their influence
on the environments in which they persist. Several large, dsDNA viruses including EhV [97], PgV [98],
AaV [6,97] and Heterosigma akashiwo virus (HaV) [99] are associated with algal blooms, although only
a few have been directly shown to infect and lyse the phytoplankton involved with the bloom in
situ [97,100]. Algal blooms occur on large geographical scales and result in significant influxes of
atmospheric carbon into the world’s oceans. Viruses, particularly bacteriophages, are known drivers
of dissolved organic matter (DOM) release back into the environment via a process known as the
“viral shunt” [101,102]. With the large biomass of algae associated with these blooms, virus-mediated
collapse by giant viruses may also be an important driver of dissolved and particulate organic matter
release. Giant viruses that infect algae may be likened to bacteriophages in terms of participating in
the viral shunt, and the release of nutrients back into the environment may be an important part of the
ecological cycle in aquatic systems [102].

A recent estimate suggested that giant viruses available in culture were infectious to at least
22 different algal species [103]. Globally, it has been proposed that there are more than 350,000 algal
species [104]. Given the possibility that all algae may be infected with one or more viruses [105,106],
the possibility of a collection of unknown giants remains very real, and indeed molecular data point to
at least a broad diversity within the known groups [107,108]. Building on the above, it is clear from a
survey of the literature that researchers identified candidate protist-giant virus systems well before
Mimivirus was documented (Table 3). In the late 1960s and early 1970s, the expanded availability of
transmission electron microscopes to researchers resulted in a series of observations concerning the
presence of large virus-like particles inside algal cells [107,109]. In many cases, these virus–host systems
have been largely ignored by the scientific community, creating a broad spectrum of opportunities
for researchers to begin to cultivate these plankton in an effort to isolate and characterize new giant
viruses. Given the expansive putative host-range that has been observed, it is likely that many of these
viruses could fill in knowledge gaps concerning the diversity and potential function of these particles.
Indeed, one example of how new hosts can be used to discover new viruses are the Faustovirus, recently
discovered using Vermamoeba (a protist found in both humans and natural systems) as a screen [110]:
unique to these viruses is a collection of genes three times larger than the other members of the
Asfarviridae family.

And while it is obvious that there is a dearth of knowledge concerning giant viruses that infect
algae in the environment, there is an even larger knowledge gap regarding giant viruses infecting
heterotrophic eukaryotes. The most studied of these viruses is CroV, which infects the heterotrophic
grazer Cafeteria roenbergensis [111]. Given this organism is a grazer of primary producers it is possible
that infection of this organism by CroV could have effects on lower trophic level organisms. It has
been shown that grazing can be an important driver of algal bloom decline [112], so it stands to reason
that the effects giant viruses have on mixo/heterotrophic-plankton are critical to understanding bloom
dynamics. Almost no information, at this time, is available to discuss the impacts of these infections,
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but they will most likely result in interesting discoveries and further our understanding of how giant
viruses alter the microbial food web.

Table 3. A chronological list of organisms shown in the literature to contain viruses consistent with the
giant virus size class.

Year Organism Particle Size References

1970 Aphelidium sp. (fungal parasite of algae) 190–210 nm [113]

1972
Oedogonium spp. “L” (Chlorophyceae) 240 nm [114]

Chorda tomentosa (Phaeophyceae) 170 nm [115]

1973
Ectocarpus sp.; Ectocarpus fasciculatus (Phaeophyceae) 150 nm, 170 nm [116,117]

Aulacomonas submarina (Chlorophyceae) 200–230 nm [118]

1974
Pylaiella littoralis (Phaeophyceae) 130–170 nm [119]

Pyramimonas orientalis (Prasinophyceae) 200 nm [120]

1975 † Chara corallina (Charophyceae) 18 nm × 532 nm [121]
1978 Sorocarpus uvaeformis (Phaeophyceae) 170 nm [122]

1979
Gymnodinium uberrimum (Dinophyceae) 385 nm [123]

Mallomonas sp. (Synurophyceae) 175 nm [123]

1980 Uronema gigas (Chlorophyceae) 390 nm [124]
1984 Paraphysomonas corynephora (Chrysophyceae) 150–180 nm, 270–300 nm [125]
1993 Various Phaeodarian food vacuoles 300–750 nm [126]

† Although in length this virus qualifies as a giant, its rod shaped morphology is more consistent with Tobacco
mosaic virus than any member of the Mimiviridae.

7. Intimate Interactions with the Host: Eco-Evolutionary Consequences

Only recently have we come to appreciate the possibility of gene transfer between giant viruses
and their hosts. A large proportion of giant virus genes comes from diverse sources, including from
their eukaryotic hosts [127]. In EhV, seven genes involved in sphingolipid biosynthesis pathway were
putatively transferred from the host algae [128]. Upon infection, the host sphingolipid biosynthesis
pathway is downregulated concomitant with the upregulation of the corresponding viral genes,
leading to increased production of viral glycosphingolipids (vGSLs) [129]. EhV particles are covered
by vGSLs, and this unique lipid molecule ultimately induces programmed cell death (PCD) in infected
hosts [130].

A genome wide phylogenetic study of AaV identified a number of genes having their highest
phylogenetic affinity to host (Aureococcus) homologs, [71]. This agrees with observations made by earlier
studies on several other giant viruses [127,131]. While gene acquisition may be one of the evolutionary
strategies of giant viruses, how these genes confer ecological advantages remains largely unknown.
As the vast majority of viruses harbor streamlined genomes with few genes, the enormous genetic
resource of giant viruses poses a paradox in terms of energetic cost of replication. Closer inspection of
a number of sequenced eukaryotic genomes revealed a large number of genes originated from giant
viruses [132,133]. In a recent study, large genomic islands, putatively derived from both giant viruses
and a virophage, were found in Bigelowiella natans, a Cryptomonad algae [134]. In another study,
“core” genes from giant viruses were detected in eight protists and a metazoan (Hydra magnipapillata)
genome [132]. Remarkably, a 400-kb region in the H. magnipapillata was putatively identified to be of
viral origin [132]. Major capsid gene phylogeny indicated the genes were likely from a Mimiviridae
family member. Giant virus particles and marker genes have also recently also been observed associated
with zooxanthellae from the genus Symbiodinium, a dinoflagellate typically found closely associated
with corals [47]. Giant virus-like genes were also found in several other protists [133,135] and some
plant genomes, namely Physcomitrella patens and Selaginella moellendorffii [136]. The role of giant
virus-derived genes in host remain an open question.
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Host–virus interactions result in an evolutionary arms race—leading to the emergence of new
diversity in the host and virus population [137]. Hosts of giant viruses have evolved a variety of
defense mechanisms against giant viruses. An elegant example is the ‘Cheshire cat’ strategy adopted
by Emiliania huxleyi [138]. The diploid calcified cells of E. huxleyi are susceptible to EhV infection,
while the haploid stage is ‘invisible’ to infection. It has been suggested that during the decline of the
Brown tide blooms, a virus-resistant population of the Aureococcus persists, maintaining a relatively
high abundance of Aureococcus even after the demise of the bloom [73,97].

8. Virophage

Another interesting characteristic of some giant viruses is their susceptibility to infection by other
bioactive particles, termed “virophage”. The first virophage to be isolated was named Sputnik [59],
which replicates within the viral factory used by Mamavirus within Acanthamoeba castellanii. Because of
this, Sputnik only replicates within A. castellanii co-infected with Mamavirus. Infection by the virophage
causes abnormal capsid structure of Mamavirus, increasing capsid size and causing abnormal fiber
localization on its surface, suggesting a parasitic relationship between the two [59]. Co-incubation of
Sputnik and Mamavirus decreased infective Mamavirus particle titers by approximately 70% and
increased the survival rate of the A. castellanii [59]. Similar virophages have been found infecting other
giant viruses as well [139–142]. The discovery of “viruses that infect viruses” has strengthened the
argument that viruses are living entities [143]. Some classes of Mimivirus appear to have developed
a CRISPR-CAS-like system suggested to combat these virophages, called the Mimivirus virophage
resistant element (MIMIVIRE) [144]. Interestingly, a number of genes homologous to those in the
MIMIVIRE system are present in other giant viruses, suggesting that the MIMIVIRE-like defense
systems might not be exclusive to Mimivirus [134,145]. Other interpretations, however, are questioning
these conclusions [146]. Much has yet to be learned in these systems, but virophages may act like both
‘provirophage’ and ‘provirus’, depending on the genomic context at multiple levels.

9. Conclusions

The discovery of Mimivirus has driven both the nascence and evolution of a new area of
scientific inquiry. Giant viruses are now the topics of evolutionary, ecological and biotechnological
inquiries. Moreover, broad-scale efforts to identify new virus–host systems, ranging from classic
culture-based approaches to newer bioinformatics efforts to link viruses and their hosts [147] will soon
provide a larger data base of information concerning the key features of these novel virus particles.
Indeed, a survey of older literature (Table 3) clearly demonstrates that there are many virus–host
systems that have been observed but are yet to be isolated and characterized. Moving forward, there is
little doubt that the study of giant viruses will shed new light not only on virus–host relationships,
but also on key evolutionary processes including the natural occurrence rates of transduction and
horizontal gene transfer.
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